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This paper proposes a new adaptive watermarking scheme for digital images, which has the properties of blind extraction, invisibility, and robustness against attacks. The typical scheme for invisibility and robustness consisted of two main techniques: finding local positions to be watermarked and mixing or embedding the watermark into the pixels of the locations. In finding the location, however, our scheme uses a global space such that the multiple watermarking data is spread out over all four lowest-frequency subbands, resulting from $n$-level Mallat-tree 2D (dimensional) DWT, where $n$ depends on the amount of watermarking data and the resolution of the host image, without any further process to find the watermarking locations. To embed the watermark data into the subband coefficients, weighting factors are used according to the type and energy of each subband to adjust the strength of the watermark, so we call this an adaptive scheme. To examine the ability of the proposed scheme, images with various resolutions are tested for various attacks, both pixel-value changing attacks and geometric attacks. With experimental results and comparison to the existing works we show that the proposed scheme has better performance than the previous works, except those which specialize in certain types of attacks.

1. Introduction

As content has become digitized, it has become easier to illegally copy, adjust, or manipulate digital content. This has created the need to protect the ownership of digital content. In particular, image and video content is a high value-added one and its value is increasing as getting higher resolution or being part of 3D or multiview. Therefore, the need for ownership protection of image/video content is now a very serious issue [1]. In content digital watermarking, some owner data is embedded into the content (or sometimes parts of the content data are used) as the watermark and it is extracted to prove the ownership whenever needed [2]. That is, all the information of the host content should be recognizable in the watermarked host.

Digital watermarking has a variety of uses: proving ownership or integrity, authentication, copy control or protection, content tracing, broadcasting monitoring, etc. [2]. Among them, ownership protection has been the most important and has been researched most frequently. This paper also focuses on digital watermarking for digital images. Digital watermarking is also classified as blind or nonblind: in blind digital watermarking, none of the information of the host is used in extracting the embedded watermark, while in nonblind digital watermarking some host information is used. Typically, the less the host information is used, the more complicated the watermarking scheme becomes. A watermarking is usually embedded as unrecognizable, but sometimes it is intentionally recognizable. The former is called invisible watermarking and the latter is visible watermarking [2].

Various types of attacks can occur, some of which are malicious with the purpose of destroying the embedded watermark, but some of which are nonmalicious, in which the attack is unavoidable during a process such as data compression. Attacks are also classified into two classes: a pixel-value change attack and a geometric attack. In a pixel-value change attack, some or all of the pixel values in the watermarked host are changed without changing the shape or size of the image. In a geometric attack, the shape, size, or resolution of the image is changed [2]. For any attack, a usual digital watermarking scheme needs to be robust against
the attack such that the embedded watermark remains intact in spite of the attack. However, in some cases, some or all of the watermark is intentionally fragile to an attack. The former is called robust watermarking and the latter is fragile watermarking.

The scheme to be proposed here is an invisible robust digital watermarking for the ownership protection of a digital image. Many studies have been carried out on digital watermarking over the last two decades; some of these works having the same purpose and the similar tools to ours will be explained in the next section. This paper consists of five sections. The next section, Section 2, explains the related previous works. In Section 3, the proposed scheme is explained. In Section 4, the results of experiments carried out on the scheme are compared with existing works, and this forms the basis of the conclusion in Section 5.

2. Related Previous Works

Our digital watermarking scheme has the characteristics of blindness, robustness, invisibility, and security. Since numerous works with similar characteristics to ours have already been explained in detail elsewhere, we will restrict our explanation to the most recent works.

Many studies on digital watermarking for digital images using 2D DWT have been conducted so far. In some studies, watermarking data is embedded into each of the four subbands resulting from 1-level 2D DWT with different scaling factors such as having a 10 times larger to LL band (subband low-pass filtered both horizontally and vertically) compared to others [3–6]. In [7], the authors conducted experiments on various blurring attacks and the variation of the pixel values was expressed in root mean square error (RMSE) for each subband after 1-level 2D DWT.

A number of methods using higher than 1-level 2D DWT have also been proposed. In [8], a method was proposed with subsampling a 512×512 image into four 256×256 images that was 2-level 2D DWTed. The watermarking data was embedded in the 2nd-level HH subband. In [9, 10], level-1 and level-2 2D DWT were also used. In [10] the resulting HH subband was used to embed a 64×64 watermark data. In [9] the image was divided into 4 subimages, each of which was 1-level DWTed. A 32×32 watermark data was embedded into the resulting LL subbands by adding or subtracting 20 to embed one watermark bit.

It has been shown that a color image suffers from more difficulty in digital watermarking. A work embedding data into the lowest LL band after 3-level 2D DWT for the blue channel, which is known as the most insensitive to the human visual system (HVS), was proposed in [11]. It showed a relatively high watermark extraction ratio with a value of more than 0.9 NCC (Normalized Cross Correlation) for the filtering attacks, but it was weak for the attacks with large correlation among the color channels such as contrast change attack. A method using the YCbCr color domain was proposed in [12]. Here, the Cb channel was used, which is relatively insensitive to HVS, and watermark was embedded into the HL band after 4-level 2D DWT. It also had high NC values for the pixel-value change attacks but showed weakness for the geometric attacks.

A quantization index modulation (QIM) was used in [9, 13–17]. It was shown that QIM had high strength to some peculiar attacks but was weak to the geometric attacks. A method using SVD (singular value decomposition) was proposed [14]. It divided the LL subband resulting from 1-level DWT into 4×4 subblocks and each subblock was decomposed by SVD. The largest singular value was quantized to embed a watermark bit in which it used a precalculated quantization table and its quantization step was 23 plus 2/3 of quantization index. A scheme using QDFT (quaternion discrete Fourier transform) and a uniform log-polar mapping for each of the subimages was proposed [15]. It embedded 64×64 watermark data in the middle frequency coefficients by a quantization step varying from 270 to 24,500 according to the size of the subimages. A method designed to be strong against specific geometric attacks was also proposed in [16]. It cropped out the middle part of the host image, which was 1-level DWTed. The resulting LL subband was divided into 4×4 subblocks. Each subblock was SVDed and a watermark bit was embedded in the largest singular value with the quantization step of 42.5. In [17], 3-level 2D LWT (lifting wavelet transform) performed to a host image and the resulting LH subband was chosen as the watermarking location. It used a 32×16 watermark data and its quantization step was 12.

As explained above, the subband strength against an attack differs according to the type of attack. It is necessary to find a method strong to almost all, if not all, types of attacks. For the purpose in this paper, we propose a digital watermarking scheme to adaptively spread multiple data into all over the image without choosing specific watermarking locations. But not all the original image pixels but all coefficients in the four subbands from n-level 2D DWT are used, where the level n is determined by the size of the data and the resolution of the host image. To embed the data, we impose weighting factors according to the type of subband and its energy to adjust the trade-off between invisibility and robustness. In determining the embedded watermark, a simple additional process to choose a correct watermarking bit from the extracted multiple watermarking bits at the corresponding watermarking location is necessary. Experiments are carried out on our scheme by applying it to various images with different resolutions and aspect ratios for various attacks including both pixel-value change attacks and geometric attacks. Also, we compare the experimental results with those from some of the previous works to show that the proposed scheme meets the aim of this paper.

3. Proposed Scheme

Typical watermark embedding procedure consists of two processes: the one to find watermarking locations and the one to embed the watermarking data into the locations. These two are the key processes to success of the watermarking scheme in the aspect of watermark invisibility and robustness against attacks. There exist some trade-offs related to them. For
the watermarking locations, a delicate selection scheme may increase the watermarking efficiency but it may fail to locate the correct watermarking positions after attack. Increasing the number of watermarking locations or increasing the strength of watermarking data to be embedded into the host data increases the possibility to extract the correct watermarking data after attack but decreases the invisibility of the embedded watermarking data. Thus it is very important to find proper position as well as the number of locations and proper strength in embedding the watermarking data.

However, we propose a method which does not need the process to find the watermarking locations. Instead, it spreads the data, even several times of the watermarking data, throughout the whole image after a preprocessing, which lowers the resolution with 2D DWT. It seems to embed too much data to maintain the invisibility but it can be covered by adjusting the strength of each embedded bit without losing the robustness, even better robustness than the existing methods. It is the main principle of our method.

Figure 1 shows the proposed scheme. In this simple figure, the watermark embedding scheme and extraction scheme are separated, each of which is explained in turn as follows.

3.1. Embedding Scheme. As shown in Figure 1(a), our scheme proceeds from the color format conversion from the RGB format, which is the one we assume the original host image has, into YCbCr format because we use only the Y component. The Y component is \( n \)-level Mallat-tree 2D DWTed. Then the weighting factor to be used in embedding the watermarking data for each subband in the highest \((n^{th})\) level is calculated from the result. Meanwhile, the watermarking data is scrambled for security with a set of scrambling keys. The multiple scrambled watermarking data are then embedded into the \( n^{th} \)-level four subbands with the calculated weighting factors. The watermarked result is \( n \)-level inverse 2D DWTed. The resulting Y channel and the Cb and Cr channels from the color format conversion are reconverted into the RGB format, which is the watermarked host image. All the processes are explained as follows, except the color format conversions and forward/inverse 2D DWT, which are the same processes as those explained in [18].

3.1.1. Level of 2D DWT. The transform level \( n \) of the Mallat-tree 2D DWT is determined according to the resolution of the host image and that of the watermarking data as

\[
  n = \min_n \left\{ pq \leq \frac{MN}{2^{2n+2}} \right\} \tag{1}
\]

where the resolutions of the watermarking data and the host image are \( p \times q \) and \( M \times N \), respectively. This equation implies that the number of coefficients in a subband of the final level is more than 4 times the number of bits in the watermarking data (here, we use a binary logo image). For the notation of a subband, we use “XYn,” where \( X \) (Y) is the type of filtering horizontally (vertically), \( X \) or \( Y \) \( \in \{ L, H \} \), in which \( L \) or \( H \) refers to low or high-pass filtering, and \( n \) is the transform level. For example, LH3 refers to the subband low-pass filtered horizontally and high-pass filtered vertically in the 3rd level.

3.1.2. Watermark Data Scrambling. Meanwhile, the watermarking data is scrambled for security. For the method, we use a \( k \)-stage linear shift register (LFSR) as shown in Figure 2 [19], such that the watermark data and the serial output of the LFSR are exclusive-ORed bit by bit as (3). Any other methods are possible for scrambling watermark data.

\[
w_i' = w_i \oplus f_{k,i} \tag{2}
\]
where \( w_1 \) and \( w_1' \) are the watermarking data before and after scrambling, respectively, and \( f_{k,i} \) is the \( i^{th} \) bit from \( f_k \).

The operation of the LFSR in Figure 2 depends on two factors: the feedback characteristics marked as \( h_i \) and the initial value of each stage marked as \( I_i \). Each factor can be expressed as a combination of binary numbers and we use the two binary combinations, a total of 2\( k \) bits, as the secret key as

\[
\text{key} = \{ h_1, h_2, \ldots h_k, I_1, I_2, \ldots I_k \}
\]

### 3.1.3. Embedding Multiple Watermark

As mentioned previously, the scrambled watermark is embedded into the four subbands, each watermarking bit into one coefficient. From (1), each \( n \)-level subband has coefficients equal to or more than four times the number of the scrambled watermarking bits. Therefore, the scrambled watermarking data is embedded at least four times in each subband (totally 16 times at least).

The way we chose to embed a watermark bit into one coefficient is as Figure 3. It shows a quantizer to transform a coefficient \( c_i \) on the horizontal axis to the corresponding watermarked coefficient \( c_i' \) on the vertical axis. The value “0” or “1” on the quantized value means the embedded watermark bit value. By this quantizer, watermarked coefficient \( c_i' \) cannot have 0 value. In this figure \( \alpha_{S_n} (S \in \{LL, LH, HL, HH\}, n \) indicates the \( n^{th} \) level) is the weighting factor we used, which is explained in the next subsection. With this quantizer, the watermark bit is embedded as follows:

\[
\begin{align*}
\text{if } 2na_{S_n} < c_i \leq (2n + 1)a_{S_n} \\
\quad c_i' = \begin{cases} 
2na_{S_n} & \text{if } w = 0 \\
(2n + 1)a_{S_n} & \text{if } w = 1
\end{cases}
\end{align*}
\]

\[
\text{if } (2n - 1)a_{S_n} < c_i \leq 2na_{S_n} \\
\quad c_i' = \begin{cases} 
2na_{S_n} & \text{if } w = 0 \\
(2n - 1)a_{S_n} & \text{if } w = 1
\end{cases}
\]

#### 3.1.4. Weighting Factors

As explained, our scheme embeds watermarking data into all four subbands of the final level (\( n^{th} \) level) whereby each coefficient retains 1 bit of watermarking data, which may embed too much watermark bits to maintain proper invisibility of the embedded watermark. To solve this problem we adjust the amount of value change at a coefficient by embedding a watermark with a weighting factor \( \alpha_{S_n} \). One weighting factor is determined for each subband according to its frequency characteristics and energy or energy variance as follows.

If a subband of the final level has a resolution of \( m \times n \), the weighting factor \( \alpha_{S_n} (S \in \{LL, LH, HL, HH\}, n \) indicates the \( n^{th} \) level) for this subband is

\[
\alpha_{S_n} = \begin{cases} 
T_{S_{al}} & \text{if } E_{S_n} < T_{S_{al}} \\
E_{S_n} & \text{if } T_{S_{al}} \leq E_{S_n} \leq T_{S_{ah}} \\
T_{S_{ah}} & \text{if } T_{S_{ah}} < E_{S_n}
\end{cases}
\]

where \( T_{S_{al}} \) and \( T_{S_{ah}} \) are the low and high energy or energy variance threshold values, respectively, and they are determined empirically. The energy or energy variance \( E_{S_n} \) is calculated as

\[
E_{S_n} = \begin{cases} 
\beta_{S_n} \frac{1}{mn} \sum_{i=1}^{mn} (c_i - \frac{1}{mn} \sum_{j=1}^{mn} c_j)^2 & \text{for } S = LL \\
\beta_{S_n} \left( \frac{1}{mn} \sum_{i=1}^{mn} c_i \right)^2 & \text{for } S \in \{LH, HL, HH\}
\end{cases}
\]

where \( c_i \) is the value of the \( i^{th} \) coefficient in the subband and \( \beta_{S_n} \) is a scaling factor and is also determined empirically.

#### 3.1.5. Inverse Wavelet Transform and Color Conversion

The watermarked data is \( n \)-level inverse 2D DWTed and the result is color-converted into the RGB format with the stored \( Cb \) and \( Cr \) components.

#### 3.2. Watermark Extracting

Whenever necessary, the embedded watermarking should be extracted from the watermarked, and possibly attacked, host image. The attack will be discussed later. The watermark extraction procedure is
shown in Figure 1(b). All the extraction processes except before the “Multiple watermarking data extraction” process are the same as those in the embedding procedure. Thus, we only explain the processes from the “Multiple watermarking data extraction process.”

Let \( c_i'' \) be the \( i^{th} \) coefficient in one of the four lowest-frequency subbands resulting from \( n \)-level 2D DWT for the watermarked and attacked host image. The possibly damaged watermarking data \( w_i'' \) in this coefficient would be extracted by

\[
w_i'' = \left[ \frac{c_i''}{\alpha_{S_i'}} \right] \mod 2
\]

where \( \alpha_{S_i'} \) can be calculated as \( \alpha_{S_i} \) from (5) with \( c_i'' \) instead of \( c_i \). Also \( E_{S_i} \) is calculated as (6) with \( c_i'' \) instead of \( c_i \), where the same values for \( T_{S_{ij}}, T_{S_{ih}}, \) and \( \beta_{S_{ih}} \) are used as the one for the embedding.

The extracted data is descrambled \( (w_i'''') \) by the same LFSR and the secret key used in the embedding process as in

\[
w_i''' = w_i'' \oplus f_{S_{ij}}
\]

The result from descrambling contains at least 16 sets of binary watermarking data. By rearranging them to form \( p \times q \) binary images, we can obtain the same number of embedded watermark sets. The final set of the extracted watermark is formed by taking the most frequent value in each bit position.

### 4. Experiments and Results

The proposed scheme was implemented by C/C++ in the PC with Intel Core i7-2700K CPU@3.50GHz and 16GB RAM, of which the OS is 64-bit Windows 7 Ultimate K. An experiment is performed on the implemented result to test the invisibility of the embedded watermark and robustness against attacks.


For the watermarking data, we used a binary logo image as shown in Figure 4, whose resolution was \( p \times q = 32 \times 32 \). Because we used it for all the test images, the level of 2D DWT was adjusted to satisfy (1) only by the resolution of the host image.

For the host image, we used 60 images with various aspect ratios and resolutions, as shown in Table 1 [20–22]. Among them, the images with \( p : q = 16 : 9 \) are not fit for 4- or 5-level 2D DWT. We thus extended the image horizontally and vertically using the symmetric extension method [23].

The empirical parameters used in (5) and (6) were determined by applying the proposed scheme to a few images, two from each type, but these were not included in the list in Table 1. To determine \( \beta \), which relates to \( E_{S_i} \) in (6), we performed a special experiment in which only the corresponding subband is watermarked and the peak signal to noise ratio (PSNR) [18] value of the watermarked image and the average NCC [18] values for some selected attacks are measured as the \( \beta \) value increases. The result for each subband is shown in Figure 5. The \( \beta \) value in each subband is determined not only by proper robustness (NCC value), but also by invisibility (PSNR value). The invisibility of the embedded watermark is slightly less in the LL and HH subbands. Thus, we chose NCC=0.65 for the HL and LH subbands, while choosing NCC=0.6 for the LL and HH subbands, which resulted in \( \beta=0.04, 0.2, 0.2, \) and 0.28 (vertical red lines in Figure 5) for the LL, HL, LH, and HH subband, respectively.

Based on the \( \beta \) value, we determined the two threshold values \( (T_{S_{ij}} \) and \( T_{S_{ih}} \) to determine \( \alpha_{S_i} \) for each subband as in (5). A threshold with an excessively high value causes an invisibility problem and one with an excessively low value causes a problem in robustness. Therefore, the thresholds needed to be determined on the basis of experience and the results are listed in Table 2.

For the attacks, we considered 9 types of pixel value change attacks and 4 types of geometric attacks, some of which have various strengths (refer to Table 3). For pixel value change attacks, we only included those that do not seriously damage the host image because such an attack renders the image useless and thus it is meaningless.

#### 4.2. Experimental Results and Comparison with Existing Works.

First, an example of the results from the important processing steps of the procedure is shown in Figure 6. It includes Figure 6(a) the original 512×512 peppers image, Figure 6(b) the watermarked image, Figure 6(c) the attacked image by 25% cropping, and Figure 6(d) the extracted and finally formed watermark. The PSNR values of the watermarked image and the attacked image were 43.76[dB] and 11.54[dB], respectively. The image quality after the attack was too low but it shows the property of a geometric attack. The NCC value of the final watermark is 0.9592.

#### Table 1: Test images.

<table>
<thead>
<tr>
<th>( p : q )</th>
<th>Resolution</th>
<th>DWT level</th>
<th># of images</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>512×512</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1,024×1,024</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>4:3</td>
<td>640×480</td>
<td>3</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>1,280×960</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>16:9</td>
<td>1,920×1,080</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>3,840×2,160</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

#### Table 2: Parameter values.

<table>
<thead>
<tr>
<th>Subband</th>
<th>LL</th>
<th>LH</th>
<th>HL</th>
<th>HH</th>
</tr>
</thead>
<tbody>
<tr>
<td>( T_{S_{ij}} )</td>
<td>1.5</td>
<td>2.0</td>
<td>2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>( T_{S_{ih}} )</td>
<td>2.5</td>
<td>8.0</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>( \beta_{S_{ih}} )</td>
<td>0.04</td>
<td>0.2</td>
<td>0.2</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Figure 4: Watermark data used.
Figure 5: $\beta$ selection: (a) LL$n$, (b) HL$n$, (c) LH$n$, and (d) HH$n$.

Figure 6: An example of the results from processing a number of steps: (a) original image, (b) watermarked image, (c) attacked image, and (d) extracted final watermark.
Figure 7 shows some examples of the extracted watermarking data from each subband for two different images with different attacks. The first host image was the 512x512 F16 image, 3-level 2D DWTed, and blurred by a 3x3 Gaussian blurring filter. Because the resulting subband from 2D DWT has a 64x64 resolution, exact 4 watermarking data sets are embedded into each subband as shown in Figures 7(a) and 7(b). The second example is for the host image of a black bear with the size of 1,920x1,080 [21], with a 3% Gaussian noise addition attack applied. 4-level 2D DWT was applied by extending 1 column symmetrically, which resulted in the 8 sets of the watermarking data being embedded in each subband, as shown in Figures 7(c) and 7(d), where the extended column was excluded.

### 4.2.1. Justification of Our Energy-Adaptive QIM Scheme

Before explaining the experimental results, we first introduce experimental results to justify our energy-adaptive QIM scheme, which are in Figure 8. It shows the result from applying our method with the energy-adaptive QIM scheme and the one without it, that is, QIM by a fixed Q-step. The horizontal axis shows the average PSNR value of the watermarked image to the host image as the invisibility of the embedded watermark data. The vertical axis is the average NCC value of the extracted watermark data to the original embedding data. The graphs after attacks, which are shown in Table 3. As in the graphs of Figure 8, the case using the energy-adaptive QIM scheme shows at least 0.5[dB] higher PSNR value compared to the fixed Q-step QIM scheme at the same invisibility. On the contrary also, the energy adaptive QIM shows at least 0.25 higher NCC value than the one using a fixed Q-step QIM scheme at the same invisibility.

<table>
<thead>
<tr>
<th>Attacks</th>
<th>PSNR Only watermarked</th>
<th>PSNR 512x512</th>
<th>PSNR 1,024x1,024</th>
<th>PSNR 640x480</th>
<th>PSNR 1,280x960</th>
<th>PSNR 1,920x1,080</th>
<th>PSNR 3,840x2,160</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>43.79</td>
<td>42.70</td>
<td>43.26</td>
<td>42.50</td>
<td>42.35</td>
<td>42.66</td>
<td>1.0000</td>
</tr>
<tr>
<td>JPEG quality to 100</td>
<td>100</td>
<td>42.27</td>
<td>48.05</td>
<td>44.17</td>
<td>46.64</td>
<td>47.64</td>
<td>48.46</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>34.92</td>
<td>36.36</td>
<td>34.75</td>
<td>35.72</td>
<td>37.83</td>
<td>38.21</td>
</tr>
<tr>
<td></td>
<td>60</td>
<td>32.88</td>
<td>39.98</td>
<td>32.32</td>
<td>39.43</td>
<td>35.06</td>
<td>35.85</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>31.54</td>
<td>32.45</td>
<td>30.98</td>
<td>36.72</td>
<td>31.92</td>
<td>32.26</td>
</tr>
<tr>
<td>Gaussian noise</td>
<td>0.5%</td>
<td>48.56</td>
<td>50.53</td>
<td>50.48</td>
<td>50.53</td>
<td>50.52</td>
<td>50.53</td>
</tr>
<tr>
<td></td>
<td>1%</td>
<td>38.26</td>
<td>39.22</td>
<td>39.17</td>
<td>39.13</td>
<td>39.10</td>
<td>39.17</td>
</tr>
<tr>
<td></td>
<td>2%</td>
<td>33.83</td>
<td>34.33</td>
<td>34.38</td>
<td>34.92</td>
<td>34.41</td>
<td>34.32</td>
</tr>
</tbody>
</table>

### 4.2.2. Experimental Results for Various Attacks

The experimental results for various kinds and various strengths of attacks are summarized in Table 3, in which the average PSNR and NCC of the extracted watermarking data are listed for each kind of attack. The horizontal axis shows the average PSNR value of the watermarked image to the host image as the invisibility of the embedded watermark data. The vertical axis is the average NCC value of the extracted watermarking data to the original embedding data. The graphs after attacks, which are shown in Table 3. As in the graphs of Figure 8, the case using the energy-adaptive QIM scheme shows at least 0.5[dB] higher PSNR value compared to the fixed Q-step QIM scheme at the same invisibility. On the contrary also, the energy adaptive QIM shows at least 0.25 higher NCC value than the one using a fixed Q-step QIM scheme at the same invisibility.
Figure 7: Examples of the extracted watermark from subband; 3×3 Gaussian blur filtering attack to 512×512 F16 image: (a) 3-level subbands (LL, HL, LH, and HH), (b) final watermark (NCC value: 0.973); 3% Gaussian noise addition attack to 1,920×1,080 black bear image: (c) 3-level subbands (LL, HL, LH, and HH), and (d) final watermark (NCC value: 0.975).

Figure 8: Comparison for the proposed method with and without energy-adaptive QIM scheme (Fixed Q-step scheme in the figure).

PSNR values for the watermarked images and the NCC values of the extracted watermark are listed for the types of images and type of attacks. In this table, all the image qualities before and after attacks are enumerated in the PSNR values, while all the robustness against attacks is expressed in NCC value. We considered two types of rotation attacks: restored and unrestored. For the restored rotation attack, the image is rotated clockwise and the result is rerotated counterclockwise for watermark extraction. The image was thus cut first for rotation attack and second for extraction. However, an unrestored attack does not restore the attacked image for watermark extraction.

For most of the pixel value change attacks, the PSNR value and the NCC value increase as the resolution increases, except for the histogram equalization attack. On the other hand, for geometric attacks, except for scaling attacks, both values decrease as the resolution increases. However, for most attacks, the proposed scheme showed acceptably high robustness with high invisibility.

4.2.3. Comparison with the Existing Schemes. The performance of the proposed scheme is compared with some existing schemes, which are the most recent schemes that used DWT and/or QIM scheme. The brief specifications of them are listed in Table 4 without technical details (they were explained in Section 2. Refer to the references for more details). Even if [15] used 164 test images, most schemes used a few test images. Also the sizes of the data used as the watermark and the Q-steps for QIMs are different. So the costs or payloads for watermarking are also different, which are specified in the last row. Note that [15] used a kind of DFT as the transform that it is not appropriate to compare its quantization step directly with others. Because our scheme uses an energy-adaptive scheme, the Q-step varies from 3 to 10, so as the payload. The average Q-step of our scheme is about 6 which results in the payload of 98,304. Except [15], the payload of ours is not less than that of any other scheme.

As you can see in Table 4, each scheme used different images and Q-steps. It means that it is not appropriate to compare all the schemes in Table 4 simultaneously. So, we compare our scheme with each of them separately, which are from Tables 5–9. Each table consists of “Average PSNR [dB]” that is the average image quality after watermark embedding as the invisibility of the embedded watermark and a set of measures of the extracted watermark data as the robustness
The values of the existing scheme were measured by the same assessment as the corresponding attacks. In each table, the robustness performances of the attacks are taken from the corresponding reference. Meanwhile, the values of our scheme were measured by applying our scheme.
to the same image set and the same set of attacks as the corresponding existing scheme. For the watermark data, we used the same size of data (marked as "-" in Table 4) as the one used in the scheme to be compared: 32×16 for [17], 32×32 for [9, 16], and 64×64 for [14, 15].

First we compare with [17], which is in Table 5. Note that [17] targeted both pixel-value change attacks and geometric attacks. As you can see in the table, ours shows better performances in invisibility and all the considered attacks except the JPEG compression to the quality 60 and 40. For them ours also showed good performances enough to be used as a proper watermarking scheme.

The comparison with [16] can be found in Table 6, whose robustness is measured as NCC value. Our scheme considered both the pixel-value change attacks and the geometric attacks as Table 3 but [16] considered only geometric attacks. It means that [16] was specialized to the geometric attacks. The invisibility of [16] was a little better than ours and most robustness values were better than ours except the scaling 0.5 attack and the cropping 25% attack. But the robustness of ours is also high enough except the scaling to 0.25 attack, which is too strong to lose so much information.

Table 7 compares the performances of [15] and ours, in which the robustness is measured as NCC value. This scheme considered only some pixel-value change attacks, by which we can regard that it is specialized to this kind of attacks. In spite of it, ours was better in 3 out of 7 attacks.

Table 8 shows the performances to compare with [14]. Its robustness assessment was BER as [14]. This scheme also considered some pixel-value change attacks only. It showed a little better invisibility and better robustness in 5 out of 9 attacks. The BERs of ours against those attacks are low enough also.

Finally [9] is compared with ours in Table 9, whose robustness was assessed by BER. This scheme included some pixel-value change attacks and the 25% cropping geometric attack. In all the attacks including the invisibility, ours showed better performances.

The comparisons in Tables 5, 6, 7, 8, and 9 can be summarized as follows. The works [14, 15] considered only pixel-value change attacks, the study [16] considered the geometric attacks only, and the studies [9, 17] included both kinds of attacks. Comparing with [9] or [17] ours showed better performances in almost all the considered attacks. The schemes considering one kind of attacks can be regarded as that they are specialized to that kind of attacks. But the comparisons with them revealed that in about half of the attacks our scheme showed better performance and even for the attacks that the existing schemes showed better performances the robustness of ours was low enough. Therefore, we can conclude the comparison as that ours is better in more common applications including all kinds of attacks.

5. Conclusion

In this paper, we proposed a digital watermarking scheme for 2D images. The scheme uses 2D DWT, the level of which depends on the resolutions of the host image and the watermarking data, such that a subband has a resolution larger than or equal to four times the number of bits of the data. Each coefficient of the four lowest subbands contains 1 bit, which results in the data being embedded at least 16 times. The strength of the embedded bit is determined empirically depending on the energy or energy variance of the corresponding subband. In finding the embedded watermark from attacked image, all sets of watermarking data are extracted and the most frequent value is chosen for each bit position of the watermark.

We conducted experiments on the proposed scheme for various types of attacks with various types of images after determining the empirical parameters. Also, we compared our experimental results with each of those from the representative existing works separately with the same images and the same size of watermark data as each existing scheme. Some of them specialized to the pixel-value change attacks or the geometric attacks and the comparisons with them showed that the existing schemes were a little better than ours. Two of them considered both kinds of attacks and ours were better for almost all the attacks.

Our scheme has two peculiar properties. The first is that ours uses the global data, not the localized data, of the host image as the watermark embedding positions, although it uses n-level 2D DWT to transform the host image to a frequency domain. The second is to spread out the watermarking data into the whole image at a particular frequency level at least 16 times, which is the enormous amount of embedded data.

In spite of the two properties, we could conclude this paper based on the results from the experiments and the comparisons that our scheme can be applicable more generally, for a wider range of attacks, than any existing method, with better performance typically in invisibility of the embedded watermark and robustness against attacks.
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