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In recent years, the popularity of IoT (Internet of&ings) applications and services has brought great convenience to people’s lives,
but ubiquitous IoT has also brought many security problems. Among them, advanced persistent threat (APT) is one of the most
representative attacks, and its continuous outbreak has brought unprecedented security challenges for the large-scale deployment
of the IoT. However, important research on analyzing the attribution of APTmalware samples is still relatively few. &erefore, we
propose a classificationmethod for attribution organizations with APTmalware in IoTusingmachine learning. It aims tomark the
real attacking organization entities to better identify APT attack activity and protect the security of IoT. &is method performs
feature representation and feature selection based on APT behavior data obtained from devices in the Internet of &ings and
selects the features with a high degree of differentiation among organizations. &en, it trains a multiclass model named SMOTE-
RF that can better deal with imbalance and multiclassification problems. Our experiments on real dynamic behavior data are
combined to verify the effectiveness of the method proposed in this paper for attribution analysis of APTmalware samples and
achieve good performance. Our method could identify the organization behind complex APTattacks in IoTdevices and services.

1. Introduction

As IoT applications and services spread to every corner of our
lives, the number of Internet of &ings devices is rapidly in-
creasing, However, most of the devices were developed without
considering security issues, as well as cannot be updated, which
makes cybercriminals vulnerable to attackwhen they find some
errors or security problems. Ubiquitous IoT has brought many
security problems [1, 2].&e VPNFilter incident was one of the
most serious IoT device attacks of 2018, and the US Depart-
ment of Justice has since linked the incident to APT28. &e
incident affected 50W devices in at least 54 countries and
regions worldwide, affecting and damaging the ubiquitous IoT
environment. In August 2019, Microsoft reported that its
&reat Intelligence Center had detected an attack on IoT de-
vices, including VoIP phones, printers, and video decoders.
Two of the three devices affected by the attack had factory
security settings, while the software in the third was not
updated. Microsoft blamed the attack on a Russia-based group

commonly known as APT28. As AI advances, hackers are also
using it to launch more sophisticated attacks on computer
systems. Among the attacks of the IoT, advanced persistent
threat (APT) is one of the most representative attacks, and its
continuous outbreak has brought unprecedented security
challenges. &erefore, the APT attack has attracted much at-
tention of various researchers andmany governments. AnAPT
attack is a form of long-term and persistent network attack by
individuals or organizations, who use advanced attack tech-
niques against specific targets. &e difference between the APT
attack and the traditional network attack is that the APTattack
has the characteristics of concealment, pertinence, persistence,
and organization [3]. Its attack means are changeable, the
attack effect is remarkable, and it is difficult to prevent, such as
the famous APTattack, the “Stuxnet” virus [4].&e virus broke
out in 2010.&e technology of the virus is complex and hidden,
which makes the discovery and analysis process take long time.
Its infection was targeted mainly at Iran’s nuclear facilities,
which had a huge impact on Iran’s nuclear program. &is
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incident is considered an organized state act. Moreover, in
2016, hackers launched DDOS attacks by manipulating IoT
devices infected with malware known as Mirai. Behind APT
attacks, there are usually organizations with government
background or intelligence institutional background that
provide funding with political or economic purpose [5]; the
threat to national and enterprise information security systems
is becoming more and more serious, and the number of APT
reports is increasing year by year. Security agencies of various
countries have disclosed hundreds of APT organizations,
commonly active ones being Russia’s APT28 and APT29,
North Korea’s Lazarus, and so on. Attribution analysis of APT
samples has always been one of the most important links in the
analysis of APT attacks, and it is also a method to detect APT
attacks [6]. At present, industrial analysis on the attribution of
APT samples mainly relies on the manual analysis by safety
experts, which are greatly affected by the expert experience.
Besides, it cannot meet the need of a large number of samples,
which are low in efficiency and time-consuming. &ere are
relatively few studies on the attribution of attack samples in
academia. With the rapid increase in the number of poly-
morphic viruses and deformed Trojans, malware has become
one of the usual methods of APT attacks [7]. FireEye is pro-
posed to perform APT organization clustering based on the
similarity of malicious code samples [8]. &e characteristics of
malware are mainly divided into static features (binary file
characteristics, disassembly features, etc.) [9] and dynamic
features (execution behavior features, etc.) [10]. Static features
are generally disassembled, etc. It is usually difficult to extract
effective features due to polymorphism, deformation, and
shelling. Dynamic features are generally obtained by moni-
toring the behavior of the program during runtime, which is
not affected by confusion technology [11–14].

APTs of the same organization have certain similarities
in their behavior, to realize the automatic classification of
APT malware samples, that is, to classify and identify the
samples of the same organization. Based on the behavioral
data of APT attack malware obtained from the Internet of
&ings devices, this paper proposes a classification method
of APT attack organization based on machine learning. &e
main contributions of this paper are as follows:

(i) We propose an APT organization classification
method based on machine learning and malware.
&e method that aims to effectively identify APT
attack activity has been verified by experiments in
that it has stable performance and high efficiency,
which can mark real attack organization entities to
protect the security of the Internet of &ings.

(ii) We carry out feature representation and selection
filtering in that to get the features with a higher
distinguishing degree in different organizations
based on the acquired behavior data of malware,
which reduces the feature dimension and improves
the calculation speed.

(iii) Due to the imbalance of the APT organization data
set, we designed the SMOTE-RF model to solve this
multiclassification problem.

1.1. Related Works. &e APT attack is a complex network
attack with a very obvious purpose. It attacks the target
network step by step through multiple stages and maintains
long-term access to the target [15]. With the aid of APT
malware, an attacker can remotely control the infected
machine and steal sensitive information. APTmalware, such
as Trojan horses or backdoors, is a firewall dedicated to
antivirus software and target networks. It is not only used to
remotely control the infected machine in APT attacks but
also used to steal sensitive information from the infected
host for a long period [16].

Currently, commonly used detection methods related to
APT are mainly researched from the aspects of malicious
code detection, attack detection, and network traffic de-
tection. Abomhara and Kien [17] proposed threats and
attacks faced by the IoT infrastructure. In addition to an-
alyzing and describing intruders and attacks faced by IoT
devices and services, they also tried to classify threat types.
Sung et al. [18] proposed a new and practical security ar-
chitecture model that protects each layer and interface. &e
protection includes data protection, access control, pre-
vention of threats, and protection against network attacks.
By mapping these analytical protection controls to the risks
in each department and its resources, companies can apply
robust multilayer defenses against any attack, including
advanced persistent threats. Lee and Lewis [19] proved that it
is possible to use undirected graphs to associate attacks based
on shared targets between different attacks. Based on this
information, a map of APTactivities can be built and clusters
that may represent the activities of a single team of malware
writers can be identified. In addition, there are some other
detection methods [20, 21].

For the detection of malicious software, malware can be
identified by intelligent analysis of the characteristics of
malicious samples [22]. As malware has become a necessary
strategic tool for APT attacks, the characteristics of malware
can also be used as the characteristics of APT attack orga-
nizations [23]. &e methods of extracting malware features
mainly include static feature extraction and dynamic feature
extraction [24]. &e static feature extraction method uses file
structure analysis, decompilation, disassembly, control flow,
and data flow analysis techniques to extract static features
such as component instructions, control flow, and function
call sequence of the program without running the program.
For example, Qiao et al. [25] proposed an automatic mal-
ware homology identification method based on API calls.
&is method obtains its API set through static analysis of
malicious samples, then uses the Jaccard similarity coeffi-
cient to calculate the homology degree of different malware
types based on the six calling behaviors defined by
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programming habits, establishes a threshold to compare
with the homology degree through experience, and draws a
conclusion about whether the samples are similar or not.
&is method can be used to determine the degree of ho-
mology between APT samples and determine the organi-
zation of the samples.&e dynamic feature extraction is used
to monitor the behavior of the program when it is running
and then extract the dynamic behavior characteristics of the
code such as API operations, file system operations, function
access, and system calls. For example, Chen et al. [5] pro-
posed a new genetic model combined with a knowledge map
of malware behavior. &eir method is to build a genetic
model based on the content of the node, extract the gene
sequence of all malware belonging to each APTorganization,
and then calculate the similarity between the malware and
the gene library and compare it with a preset threshold like
which APT organization of the malware belongs to.

In the industry, APT organizational identification is more
inclined to analyze the correlation between malicious code
structure and its attack chain. For example, FireEye Lab [26]
analyzed 11 APTattacks in 2013 and found the malicious code
used in the attack based on the same code segment, timestamp,
digital certificate, etc. Based on these collected characteristics,
the correlation analysis is carried out, and it is believed that the
attacks are all manipulated by the same organization. Beijing
Venustech Inc. [27] analyzes the shellcode function and code
similarity of some samples of vulnerabilities as the charac-
teristics of correlation analysis and then traces the source of the
Hedwig organization. Lockheed Martin proposed an advanced
continuous threat kill chain model [28], which divided APT
attack activities into Reconnaissance, Weaponization, Delivery,
Exploitation, Installation, Command and Control, and Actions
on Objectives, &ey performed these 7 steps and pointed out
that as long as the defending party detects and blocks one of
these steps, the attack can be prevented fromoccurring.MITRE
Company adopted a similar idea and proposed a more detailed
ATT&CK framework [29]. ATT&CK integrates known his-
torical and actual advanced threat attack tactics and technol-
ogies to form a common language for hacking descriptions and
an abstract knowledge base framework for hacking attacks. Its
official website has published descriptions of 87 APTattacking
organizations, including the software, tactics, techniques, and
procedures (TTP) used by the attacking organizations.

2. The Proposed Method

&is paper proposes a classification method for attribution
organizations with APTmalware based onmachine learning.
Based on malicious software samples in APT attacks, this
method first dynamically analyzes samples, preprocesses the
acquired behavior data, constructs a behavioral data set of
malware samples, then uses the TF-IDF method to perform
the feature representation forms a vector matrix, and cal-
culates the chi-square value of the high-latitude feature
vector to perform feature selection. Based on the SMOTE-
RF model designed in this paper, the multiclass model is
trained and finally, the test set is predicted and output. &e
overall design framework of this article is shown in Figure 1.

2.1. Feature Representation. In this paper, we use the be-
havior feature data set that is the APT data set provided by
NSFOCUS. &ey collected and obtained the dynamic in-
formation of a large amount of malware in the sandbox and
marked the APT organization to which it belongs. &is
experiment selected sample data of 7 APT organizations to
form the original data set, and the information is shown in
Table 1.

&e behavioral data of the samples in this dataset contain
a lot of redundant data, including path data generated when
the malware executes operations, various files called by the
malware, APIs, operation object data, and other information
(see Figure 2).

&e behavior data of a malware sample is in the form of
text, as shown in the diagram of a sample behavior data of a
malware sample. &erefore, before model training, the text
data must be quantified. According to our statistics, the text
character length of most samples is below 10,000, so the first
10,000 characters are intercepted for the text data of each
sample (see Figure 3). &en, we choose to use TF-IDF (term
frequency-inverse document frequency), that is, the word
frequency and inverse document frequency method to
weight each word to vectorize the text. &e TF-IDF method
consists of two parts: term frequency (TF) and inverse
document frequency (IDF). &e former represents the fre-
quency of a term in a document and is used to describe the
importance of a term to a document. &e latter represents
the proportion of documents that contain a certain term and
is used to measure whether the term is common or rare in all
documents.

If the ni,j represents the frequency of the term vi in the
document dj, the word frequency of the term vi represents as

TFi,j �
ni,j

kni,k

. (1)

Inverse text frequency of term IDFi,j is expressed as

IDFi,j � log
|D|

dj: vi ∈ dj

�����

����� + 1
, (2)

where |D| represents the total number of all documents in
the corpus and |dj: vi ∈ dj|represents the total number of
documents in the corpus containing the term vi. &erefore,
the term frequency and inverse text frequency TF − IDFi,j of
the term vi in the document dj are expressed as

TF − IDFi,j � TFi,j × IDFi,j. (3)

If the TF value of a word extracted from the behavior
data is very high but the IDF value is very low, it indicates
that the word may be important to the attack.

When using the TF-IDF algorithm to identify keywords
in behavioral data, treat all the data extracted from the same
sample as an independent document dj, and all dj constitute a
corpus. Calculate the TF-IDF value for each word vi in dj. To
save costs, improve efficiency, and reduce false alarms, a set
of “stop words” is constructed as a white list. By default,
these words are used very widely and do not affect classi-
fication. &is set includes common English words in the
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operating system, such as “microsoft, documents, desktop.”
&e words in this set will be automatically eliminated, and
the TF-IDF value will no longer be calculated. Besides, filter
out some data that appear too frequently and too much.

Finally, after the above calculations, the behavior data of
the data set are represented as a feature matrix S, which
includes more than one thousand features. In addition, we
analyzed the top 20 features TF-IDF value size in each
organization and the size distribution of some features is
different in each organization, indicating that our feature
representation is effective, and this method can obtain some
features with a degree of difference (see Figures 4–10 ).

2.2. Feature Dimensionality Reduction. Since the feature
representation generates many feature dimensions and
sparse feature vector values in the previous step, dimen-
sionality reduction of feature vectors is a more feasible
method to increase speed and efficiency of detection and

improve the model fitting effect. Here, the chi-square test is
used for feature dimensionality reduction. &e chi-square
test (CHI) is also called x2 statistic, which is used to test the
independence of two variables. &e chi-square test feature
selection algorithm is mainly used to determine the corre-
lation between the feature item ti and the category cj. Time
obeys the x2 distribution, and the value x2 reflects the degree
of correlation between ti and cj. If a word has a higher x2

relative to a certain category, it indicates that the word has a
great correlation with that category. &e calculation method
is shown in

x
2

ti, cj  �
N ×(A D − BC)

2

(A + C) ×(B + D) ×(A + B) ×(C + D)
. (4)

Among them, Ameans the number of texts belonging to
the category cj and containing the feature item ti; B means
the number of texts containing ti but not belonging to cj; C
means the number of texts that do not contain ti but belong

APT sample behavior data set

features vector matrix S

features vector matrix S'

Feature dimension reduction

Feature representation

SMOTE-RF organization classification model

The name of the organization to which the
prediction output sample belongs

Train

Figure 1: Overall design framework diagram.

Table 1: Distribution of the APT organization.

APT organization name Numbers
1 Lazarus 1060
2 APT28 343
3 Operation C-Major 276
4 APT29 273
5 Dropping Elephant 156
6 Sandworm 154
7 Naikon 127

[’KERNEL32.dll’,
’ADVAPI32.dll’ ,
’HKCU\\SESSIONINFORMTION\\ProgramCount’ ,
’WS2_32.dll’ ,
’USER32.dll’ ,
’C:\\WINDOWS\\explorer. exe’ ,
’MSVCRT. dll’]

Figure 2: A sample diagram of the behavior data of a malware sample.
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Figure 3: &e length histogram of the sample’s behavior text data.
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Figure 4: &e top 20 features of the Lazarus group sample.
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Figure 5: &e top 20 features of the APT28 sample.
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to cj; D represents the number of texts that do not belong to
cj and do not contain ti feature items, and N�A+B+C+D.
&e feature items selected by the chi-square test have a
strong correlation with the text category, and the feature
items represent category information. According to the
calculation formula, the first k words of each category are
selected as features according to certain requirements.
Calculate the x2 statistics between each feature and the
category standard, and finally select the k features with the
highest score x2.

We calculate the chi-square value of more than one
thousand features generated after feature representation.
&e larger the chi-square value, the better the ability of the
feature to distinguish the sample. &e top 20 characteristics
of chi-square value size are shown in Figure 11.

2.3. Classification Model. To deal with the trouble of un-
balanced classification and multiclassification in APT data
sets, this paper designs the SMOTE-RF model. &e model
integrates SMOTE and random forest algorithms. &e
SMOTE algorithm is a simple and effective oversampling
method proposed by Chawla et al. [30]. &is method ran-
domly selects k nearest neighbors among minority samples
and increases the number of minority samples through
interpolation with k nearest neighbors to improve imbal-
anced data set distribution. Random forest is an integrated
algorithm based on decision tree learners. It uses bootstrap
resampling technology of the self-service method to ran-
domly select k samples from the original training sample set
N with replacement to generate a new training sample set.
Some samples may be selected multiple times, and somemay
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Figure 6: &e top 20 features of the Operation C-Major sample.
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Figure 7: &e top 20 features of the APT29 sample.
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not be selected once and then generate k classification trees
to form a random forest based on the self-service sample set.
&e final classification result is voted by all classification
trees in the forest, and the algorithm has good generalization
ability.

&e SMOTE-RF model is first based on the number of
samplesN of the category with the largest number of samples
in the data set S′ and uses the SMOTE algorithm to generate
N new samples for the samples of each other category. &en,
multiclassification training is performed based on the ran-
dom forest algorithm to obtain the classification model, and
finally, the output category is predicted.

&e SMOTE-RF model construction process is divided
into seven steps.

&e original training set is Strain′, the class with the largest
number of samples is N, other classes are classified as mi-
nority classes, the minority class sample set isM, i is a sample
of the minority class, and its feature vector is
xi, i ∈ (1, . . . , M):

Step 1: calculate the Euclidean distance between each
sample xi in the minority M samples and the minority
sample M. Get the k nearest neighbors of the sample.
Step 2: randomly select N samples from the k nearest
neighbors, and each sample and its selected N nearest
neighbor samples are combined into N new samples
according to the following equation:

xi(new) � xi + rand xij − xi . (5)

Among them, xi(new) represents the newly added
minority sample and xij indicates the j the nearest
neighbor sample of xi, where j � 1, . . . , N.
Step 3: put the newly synthesized samples into the
original training set Strain′ to form a new balanced
training set Strain′ .
Step 4: use bootstrap resampling technology to ran-
domly select T samples from all T samples in the new

training set Strain′ , and select T samples to train a de-
cision tree.
Step 5: assuming that each sample has F features, when
each node of the decision tree is split, randomly select f
features (f< F) from these F features as candidate
features and then select from candidate features. &e
feature that yields the best value splits the nodes of the
decision tree.
Step 6: follow steps 4-5 to generate T decision trees to
construct a random forest.
Step 7: vote the classification target through all the
trees, and the classification with the most votes is the
final classification result.

3. Experimental Results and Analysis

3.1.Model Evaluation Index. &e experiment in this paper is
a multiclassification. In order to comprehensively investigate
various classifications, the performance indicators choose
precision, recall, and F1-score. Also, a confusion matrix is
used to represent the results of this classification, as shown in
Table 2.

For the i-th category (1≤ i≤ n), precision (Pi), recall rate
(Ri), and F-score (F scorei), respectively, are

Pi �
cii

jcji

,

Ri �
cii

jcij

,

(6)

F scorei � 2 ×
Pi ∗Ri

Pi + Ri

. (7)

Finally, the arithmetic average of the indicators of each
category is calculated to obtain the macro average, which is
used to measure the overall effect of each algorithm
classification:
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Figure 8: &e top 20 features of the Dropping Elephant sample.
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Pmacro �
1
n



n

i�1
Pi,

Rmacro �
1
n



n

i�1
Ri,

F scoremacro � 2 ×
Pmacro ∗Rmacro

Pmacro + Rmacro
.

(8)

3.2. Experimental Results. To compare the prediction re-
sults, the algorithms that often perform well on classifi-
cation tasks, such as KNN algorithm, DT algorithm, and
XGBoost algorithm, are selected here and the SMOTE-RF
model of this article is compared and verified by exper-
iments. &e prediction results of each model in each
category are shown in Table 3. It can be seen that APT29,

Dropping Elephant, and Sandworm have better classifi-
cation effects on KNN, DT, XGB, and SMOTE-RF models,
respectively. Operation Sandworm has the best classifi-
cation effect on the SMOTE-RF model, with an F-score
reaching 0.939. &e classification effect of the Dropping
Elephant organization on the DTmodel is the best, with an
F-score reaching 0.903. &e classification effect of Op-
eration C-Major organization on the four models is the
same. Lazarus, APT28, APT29, and Naikon organizations
all achieved the highest F-score on the SMOTE-RF model.
&e F-score of Lazarus Group and APT 28 is relatively
low. After data analysis, the main reason is that some
samples have fewer text data, which leads to very few
effective features extracted. In addition, combining the
performance of each model on the training set (see Fig-
ure 12) and test set (see Figure 13), it can be seen that the
DTmodel is the most unstable and the SMOTE-RF model
has the best overall classification effect and stability. Our
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Figure 10: &e top 20 features of the Naikon sample.
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Figure 9: &e top 20 features of the Sandworm sample.
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Table 2: Confusion matrix representation of classification results.

True value
Predictive value

Group 1 Group 2 Group 3
Group 1 c11 c12 c13
Group 2 c21 c22 c23
Group 3 c31 c32 c33
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Figure 11: Top 20 features of the chi-square value.

Table 3: Classification results of each model on each APT organization.

APT organization Evaluation KNN DT XGB SMOTE-RF

Lazarus group
Precision 0.791 0.750 0.800 0.845
Recall 0.507 0.493 0.478 0.567
F-score 0.618 0.595 0.598 0.644

APT28
Precision 0.360 0.351 0.355 0.366
Recall 0.854 0.833 0.792 0.854
F-score 0.506 0.494 0.490 0.513

Operation C-Major
Precision 0.889 0.889 0.889 0.889
Recall 0.828 0.828 0.828 0.828
F-score 0.857 0.857 0.857 0.857

APT29
Precision 0.937 0.938 0.912 0.968
Recall 0.825 0.839 0.857 0.834
F-score 0.877 0.886 0.884 0.896

Dropping Elephant
Precision 0.927 0.980 0.944 0.927
Recall 0.836 0.836 0.836 0.836
F-score 0.879 0.903 0.887 0.879

Sandworm
Precision 0.840 0.917 1.0 1.0
Recall 0.808 0.846 0.846 0.885
F-score 0.824 0.880 0.917 0.939

Naikon
Precision 0.913 0.957 0.917 0.957
Recall 0.700 0.733 0.733 0.733
F-score 0.792 0.830 0.815 0.830
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experimental results prove the effectiveness of our feature
extraction method and the superiority of our model.

4. Conclusions

In recent years, cyber-attacks are being used by various
countries and intelligence agencies as one of the important
means to achieve their political, diplomatic, military, and other
purposes. &e detection of APT has aroused widespread
concern in information security and academic research circles.
&e classification of the attribution of APTmalware samples is
conducive to constructing attack scenarios, tracking attackers,
and effectively identifying APT attack organizations of sub-
sequent incidents. &is paper proposes a classification method
of APTorganizations based on machine learning and malware.
&is method is based on the behavior data with APT orga-
nization tags obtained from dynamic analysis of APTmalicious
software acquired from the Internet of &ings devices, and
relatively strong feature vectors are obtained through feature
representation and feature dimensionality reduction. Consid-
ering the sample imbalance in the data set, this paper designs a
SMOTE-RF model that integrates SMOTE and random forest

algorithms. Finally, the effectiveness of the proposed method
for the attribution analysis of APT malware is verified by
multiple sets of experiments. Among them, our method of
feature extraction can achieve more than 80% accuracy in
general models and the SMOTE-RF model performs well and
has stable performance in the classification of APT malware.
Next, we will combine non-APT malware samples to further
study the features of APTattacks and each organization and to
better identify APT attack activities and protect the security of
the next generation of complex networks.
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