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ABSTRACT
High Performance Fortran (HPF) is the first widely supported, efficient, and portable parallel programming language for shared and distributed memory systems. HPF is realized through a set of directive-based extensions to Fortran 90. It enables application developers and Fortran end-users to write compact, portable, and efficient software that will compile and execute on workstations, shared memory servers, clusters, traditional supercomputers, or massively parallel processors. This article describes a production—quality HPF compiler for a set of parallel machines. Compilation techniques such as data and computation distribution, communication generation, run-time support, and optimization issues are elaborated as the basis for an HPF compiler implementation on distributed memory machines. The performance of this compiler on benchmark programs demonstrates that high efficiency can be achieved executing HPF code on parallel architectures. © 1997 John Wiley & Sons, Inc.

1 INTRODUCTION
Recently there have been major efforts to develop programming language and compiler support for distributed memory machines. Based on the initial work on projects like Fortran D [1] and Vienna Fortran [2], the High Performance Fortran Forum produced HPF version 1.0 [3]. HPF incorporates a data-mapping model and associated directives which allow the programmer to specify how data are logically distributed in an application. An HPF compiler interprets these directives to generate code which minimizes interprocessor communication in distributed systems and maximizes data reuse in all types of systems. The result is increased performance without a sacrifice in portability. As processor speeds continue to increase, this ability to effectively specify and exploit data locality in all types of hierarchical memory systems is becoming increasingly important.

This article describes the implementation of a production—quality HPF compiler for a set of parallel machines. The compiler performs source-to-source translation from HPF to Fortran 77 with run-time primitives. The generated code is loosely synchronous single-program multiple-data (SPMD) code. HPF introduces three distinct data distributions (block, cyclic(1), and cyclic(k)). Support for these distributions is essential for efficiency on dense matrix algorithms on distributed memory machines. How-
ever, naive compilation of a global-name-space HPF program for distributed memory machines under these distributions may cause unacceptable address calculation overhead. A unique approach is described here which eliminates address calculations for block distributions and dramatically simplifies address calculations for cyclic distributions.

A set of communication primitives has been developed and is used by the HPF compiler to communicate nonlocal data in an efficient, convenient, and machine-independent manner. These primitives take advantage of distribution information provided in HPF directives. For example, primitives move data very efficiently among arrays aligned to the same template. These primitives have been designed to minimize communication overhead. They are treated as true primitives within the compiler, allowing optimizations, such as code motion, to take place which minimize costly interprocessor communication.

The rest of this article is organized as follows. Section 2 presents the HPF language features. Section 3 describes the architecture of the HPF compiler. Section 4 discusses data and computation distribution. Section 5 introduces the communication primitives and describes compiler algorithms for generating calls to the primitives and creating temporary arrays used in communication. Algorithms are given for some communication primitives. Section 6 discusses the run-time support system for intrinsics and subroutine interfaces. Section 7 presents optimization techniques.

Section 8 presents experimental performance results using the pgpf compiler on several benchmark programs. Section 9 summarizes related work and Section 10 provides conclusions.

2 HPF FEATURES

The HPF approach is based on two fundamental observations. First, the overall performance of a program can be increased if operations are performed concurrently by multiple processors. Second, the efficiency of a single processor is highest if the processor performs computations on data elements stored locally. Based on these observations, the HPF extensions to Fortran 90 provide a means for the explicit expression of parallelism and data mapping. An HPF programmer can express parallelism explicitly, and using this information the compiler may be able to tune data distribution accordingly to control load balancing and minimize communication. Alternatively, given an explicit data distribution, an HPF compiler may be able to identify operations that can be executed concurrently. Typically, the programmer will write HPF code that incorporates both data-mapping directives and explicit parallel constructs in order to maximize the information available to the compiler during code generation.

An HPF program has essentially the same structure as a Fortran 90 program, but is enhanced with data distribution and alignment directives. When writing a program in HPF, the programmer specifies computations in a global data space. Array objects are aligned to abstract arrays with no data, called templates. Templates are distributed according to distribution directives in block and cyclic fashion. All arrays aligned to such templates are implicitly distributed.

Parallelism can be explicitly expressed in HPF using the following language features: Fortran 90 array assignments, masked array assignments, WHERE statements and constructs, HPF FORALL statements and constructs, HPF INDEPENDENT directives, intrinsic functions, the HPF library, and EXTRINSIC functions [4]. The compiler uses these parallel constructs and distribution information to produce code suitable for parallel execution on each node of a parallel computer.

3 ARCHITECTURE OF THE COMPILER

The major phases of the HPF compiler are shown in Figure 1. The first phase semantically analyzes all HPF directives and stores the resulting information on templates, distribution, alignment, and processor arrangements in the array descriptor portion of the symbol table. This information is used throughout compilation. For variables that are not explicitly mapped (and compiler-created temporaries), the
compiler chooses a default distribution and alignment. Figure 2 shows a typical sequence of HPF directives used to align and distribute arrays. The compiler identifies alignment chains and determines that no PROCESSORS directive is present. In the absence of a PROCESSORS directive, the compiler generates code to dynamically determine the number of available processors and uses a default processor arrangement.

The compiler stores the distribution information as shown in Figure 2. It creates a default template \( T \) for array \( C \) and collapses all alignments to \( C \) into alignments to \( T \). The template \( T \) is distributed by default onto \( P \), the default processor arrangement.

The next phase of the compiler transforms all parallel constructs: DO loops, array assignments, WHERE statements/constructs, and FORALL statements/constructs into one internal representation which is very similar to a FORALL statement [5]. After transformation, subsequent phases of the compiler (such as optimization) process parallel constructs using only the internal representation.

The communication phase of the compiler selects the communication primitives. It inserts code for allocation of buffers as well as calls to communication primitives. This phase also partitions computations by modifying the bounds of parallel loops and inserting conditional statements which restrict execution of statements to the appropriate processors. Numerous communication optimizations are also performed during this pass. This phase is discussed further in Section 4.

The last phase of the compiler builds descriptors for each processor arrangement, template, and array so that all information available at compile-time is also available at run-time. Processor descriptors include information on the shape and mapping of the processor arrangement. A template data structure describes the shape and distribution of the template. An array descriptor contains all the information necessary to determine the shape of the array, the template to which it is aligned, and how the alignment is specified.

Finally, the code generator produces loosely synchronous SPMD code [6]. The generated code is structured as alternating phases of local computation and calls to communication primitives. Communication primitives are synchronization points. Most of the time the compiler does not know until run-time which groups of processors will communicate for a given parallel construct, so it guarantees that communication primitives will be called by all processors but only sender and receiver processors will perform the communication.

### 4 PARTITIONING

Array distributions on distributed memory machines generally fall into two categories: canonical and dimensional distributions. Canonical distributions spread the elements on the array across the machine independently of the dimensionality of the array being distributed. This approach may cause more communication on distributed memory machines. With dimensional distributions, each array dimension is distributed independently of all other dimensions. HPF uses dimensional distributions. This approach has better load-balance control and may cause less communication, but complicates address calculation. Address calculation for multidimensional arrays requires numerous integer operations, including several integer divides, multiplications, and additions. This may cause unacceptable address calculation overhead. The challenge is to support dimensional distribution while minimizing its overhead.

#### 4.1 Data Partitioning

A distribution of an array is defined as a two-level mapping in HPF. First, arrays are aligned with templates, then templates are distributed onto the processor grid. The template distribution functions provided by HPF are block\((m)\), cyclic\((m)\), and replication (denoted by a \(*\)). In this article, we will discuss block\((m)\) distribution only. Figure 4 gives a set of HPF directives that we will use to explain block\((m)\) distribution.

Equation 1 of Figure 4 gives the set of local elements of a distributed template \( T \) on a particular processor \( p \), denoted by local\(^T(p)\) [7]. The calculation presented

\[
\text{integer, dimension}(100) :: A, B, C \\
\text{HPF} \text{ processes } P \text{ \{number_of_processors()\)} \\
\text{HPF} \text{ template } T(100) \\
\text{HPF} \text{ align with } T :: A, B, C \\
\text{HPF} \text{ distribute } T \text{\{cyclic\} onto } P
\]

FIGURE 3 An example of HPF directives.
by Equation 1 will be performed once and used for
distribution of all arrays aligned with template T.

Equation 2 gives the set of local elements on processor p of an array A(L:U), denoted by local^4, which is aligned with the alignment target T by the alignment function f(i) = s * i + o where s and o represent stride and offset, respectively.

Equation 2 is based on the observation that array element A(i) will be owned by processor p if and only if processor p owns T(i') where i' = f^{-1}(i), i.e.,

\[ local^4_i = f^{-1}(local^4(p)) \cap (L:U) \]

The nice thing about the presented calculation is that local elements of array A on processor p are represented with a lower bound and upper bound pair. This can easily be implemented with the Fortran 90 allocate statement. As shown in the equations, all calculations use the array's global index space. The allocate statement will allocate the aligned arrays with respect to their global index space without allocating the entire array in a processor. This approach eliminates the overhead of address calculation between global to local and local to global index space since the local indices are identical to the global indices.

4.2 Computation Partitioning

The source of parallelism using data parallelism is the partitioning of the computation among the processors. One of the most common methods of computation partitioning is to use the owner-compute rule [5, 8, 9]. This implies that assignment statements involving distributed arrays are executed exclusively by those processors which are owners of the left hand side (lhs) variable. The set of elements of an assignment which have to be computed on a particular processor p is referred to as an execution set, denoted by exec(p). The execution set calculation is shown in Figure 5 for block(m) distribution. For an assignment to a regular array section A(L:U:S) on a particular processor p, the execution set can be determined by the intersection of (L:U:S) and the local set of A, local^4(p), on this processor. Again, the calculation of the execution set is performed according to global index space. This eliminates global to local and local to global conversion overhead. This calculation can be applied to each dimension of the lhs independently of all other dimensions.

5 COMMUNICATION

In HPF, data distribution can be specified so that corresponding elements of arrays aligned to the same template are allocated on the same processor. In this way, the programmer can use templates to reduce communication and scheduling overheads without increasing the load imbalance significantly. Pghpf uses a set of communication primitives designed to take advantage of cases where arrays are aligned to the same template. There are several communication possibilities.

5.1 no_communication

Arrays aligned to the same template may be located in the same processor depending on their alignment and subscript relations [10]. The compiler pairs the dimensions of a source array and a destination array if they are aligned to the same dimension of the template. Let the pair be (lhs, rhs). The compiler applies an affine alignment function to this pair. If the result is (i, j) or (s, j), where i is a parallel loop index and
s is a scalar, then the compiler marks that dimension of the source array as **no_communication**. All replicated and collapsed dimensions are also marked as **no_communication**. If all dimensions are marked as **no_communication**, the compiler will not generate any communication for the source array. This is the optimal case, no communication and no temporary arrays are needed.

### 5.2 overlap_shift

The compiler takes advantage of the overlap concept [11] whenever possible. It creates an overlap area around the local segment of a source array to store nonlocal segments of the source array received during communications. The primitive that corresponds to the overlap concept is called **overlap_shift**. To detect **overlap_shift**, the compiler applies an affine alignment function to a source/desination pair as defined above. If the result is \((i, i + c)\), where \(c\) is a compile-time constant, then the overlap concept can potentially be applied. In theory, \(c\) could be any scalar variable, but allowing arbitrary scalars could lead to significant memory usage problems. So \(c\) is restricted to a small set of values. If all dimensions of the source array are marked **no_communication** or **overlap_shift**, the compiler generates an **overlap_shift** call. This primitive is very efficient since its overhead is low and there is no unnecessary local copying. In this case, the only temporary storage used is that required for the overlap areas.

### 5.3 collective_communication

This primitive handles those cases where the result of the affine alignment function is \((i, i + s)\), \((i, d)\), or \((d, s)\), where \(d\) and \(s\) are arbitrary scalars. These results correspond to the **shift**, **multicast**, and **transfer** communication patterns, respectively [10]. **Transfer** requires that the elements of a subarray of the source be copied into a temporary which is distributed and aligned with the destination array in such a way that the computations require no communication. Internally, these communications are viewed in relation to the template to which both arrays are aligned. An example of **transfer** is shown in Figure 6a. **Multicast** broadcasts data along one dimension of a processor arrangement as shown in Figure 6b. **Shift** shifts data an arbitrary distance along one dimension of a processor arrangement, and is the general case of the **overlap_shift** primitive. The compiler generates a call to the **collective_communication** primitive if all dimensions are marked with some combination of **no_communication**, **overlap_shift**, **shift**, **multicast**, or **transfer**. This primitive always requires that temporary arrays be allocated to hold the communicated source subarrays. However, the scalar dimensions are eliminated to conserve memory.

If the compiler can't generate any of the above primitives, it attempts to detect whether the **copy_section** primitive can be used. This primitive copies a source array section to a destination array section as shown in Figure 6c. The source and destination array sections can be aligned to distinct templates in this case, which implies that they can have distinct distributions. The compiler tries to apply this primitive when the result of the affine alignment function is \((i, a + i + b)\) where \(a\) and \(b\) are scalars. This primitive only applies of the loop index \(i\) appears in the same subscript of the source and destination arrays. It does not apply when \(i\) appears in more than one subscript of either the source or destination array. As with **collective_communication**, the compiler creates temporary arrays when this primitive is used. The rank of each temporary is determined according to the corresponding source array, with all scalar dimensions being eliminated. The temporaries are distributed and aligned with the destination array in such a way that any computations and the subsequent assignments can be performed internal to the processors. The primitive

![FIGURE 6 Communication primitives.](image-url)
copies data from the source arrays into each temporary before computation. If there is only one source array on the righthand side of the parallel loop, the source is copied directly to the destination without storing into a temporary.

Additional communication primitives are available to handle transpose, diagonal, and indirect accesses [12, 13]. However, these primitives are not applicable for cases in which multiple loop indices are associated with a particular array subscript or when a subscript is a higher-order function of a parallel index variable. These cases are currently handled by scalarization of the parallel loop.

6 RUN-TIME SUPPORT SYSTEM

The HPF language allows the programmer to write an HPF program with imprecise compile-time information. This situation arises when PROCESSORS, ALIGNMENT, or DISTRIBUTION directives, or ALLOCATE statements, generated to support compiler-created temporaries, depend on run-time variables. An example would be the directive ::hpf distribute temp(cyclic(k)) where k is a run-time parameter. Therefore, the HPF compiler postpones distribution and address calculation until run-time. During the compilation process, the compiler analyzes the global name space. This simplifies the logic in the compiler and shifts the complexity to the run-time support software.

A set of compact data structures was designed to store information on array sections, alignment, templates, and processors. These data structures are called distributed array descriptors (DADs) [14]. DADs pass compile-time information to the run-time system and information between run-time primitives. The run-time primitives query alignment and distribution information from a DAD and act on that information.

Many basic data-parallel operations in Fortran 90 are supported through intrinsic functions which rely on the run-time software. The intrinsics not only provide a concise means of expressing operations on arrays, but they also identify parallel computation patterns that may be difficult to detect automatically. Fortran 90 provides intrinsic functions for operations such as shift, reduction, transpose, reshape, and matrix multiplication. Pghpf parallelizes these intrinsics. Arrays may be redistributed across subroutine boundaries. A dummy argument which is distributed differently from its actual argument in the calling routine is automatically redistributed upon entry to the subroutine by the compiler, and is automatically redistributed to its original distribution at subroutine exit.

These operations are performed by the copy_in and copy_out primitives. These primitives also copy non-contiguous memory spaces specified in array section actual arguments into a contiguous dummy argument. The compiler takes the advantages of intent(in) and intent(out) specifiers by not calling copy_out and copy_in, respectively, where appropriate.

The data-parallel programming model naturally results in the creation of many arrays with identical distributions and alignments. The HPF run-time support system is designed to take advantage of data-parallel problems. Run-time primitives share run-time data structures globally. The compiler provides information to the run-time through interprocedural analysis (IPA). By sharing the run-time data structures, the overhead of creating many identical data structures is eliminated. Analysis extends even to the communication primitives. The overhead of scheduling communications is reduced by reusing scheduling data structures for identical communications. Certain portions of the run-time, in particular those that perform the actual message passing and synchronize the processors, are optimized for the underlying hardware architecture.

7 OPTIMIZATION TECHNIQUES

Several types of communication and computation optimizations can be performed to generate more efficient code. In terms of computation optimization, the scalar node compiler performs a number of classic scalar optimizations within basic blocks. These optimizations include common subexpression elimination, copy propagation (of constants, variables, and expressions), constant folding, useless assignment elimination, and a number of algebraic identities and strength-reduction transformations. However, to use parallelism within the single node (e.g., using an attached vector unit), the compiler propagates information to the node compiler using node directives. Since there is no data dependency between different loop iterations in the original data-parallel constructs such as forall statement, vectorization can easily be performed by the node compiler.

Pghpf performs several optimizations to reduce the total cost of communication [10, 15, 16]. This section lists these optimizations.

7.1 Message Aggregation

One of the important considerations for message passing on distributed memory machines is the setup time required for sending a message. Typically, this cost is
equivalent to the sending cost of hundreds of bytes. The communication library routines try to aggregate messages [9, 10, 16] into a single larger message, possibly at the expense of extra copying into a continuous buffer. A communication routine first calculates the largest possible array section from this processor to the other processors. These may indicate several continuous blocks of data. Then, it tries to sort the continuous data by destination. Then it aggregates noncontinuous array sections (messages) into a continuous message buffer. Messages with an identical destination processor can then be collected into a single communication operation as shown in Figure 7. The gain from message aggregation is similar to communication vectorization in that multiple communication operations can be eliminated at the cost of increasing message length.

### 7.2 Evaluating Expression

A drawback to blindly applying the owner_computes rule is that the amount of data motion could be much greater than necessary. For example, consider the following program fragment:

\[
\begin{align*}
\text{REAL A(N), B(N), C(N), D(N), E(N)} \\
!\text{HPF$ distribute E(BLOCK)} \ \\ 
!\text{HPF$ distribute (CYCLIC) :: A, B, C, D} \\
E = (A + B) \times (C + D)
\end{align*}
\]

In a compiler that blindly applies the owner_computes rule, \( A, B, C, \) and \( D \) will be redistributed into temporaries that match the distribution of \( E \), then the computation will be performed locally. This may cause four different communications with four different temporaries.

A more intelligent approach might perform the sum of \( A \) and \( B \) locally into a cyclically distributed temporary, then perform the sum of \( C \) and \( D \) locally into another cyclically distributed temporary. Next the result is the multiply of these two temporaries locally into a cyclically distributed third temporary. Finally, the result is redistributed (communicated) into \( E \). This approach may cause one communication with three temporaries (shown in Fig. 8b).

To apply the optimization, the compiler has to evaluate the expression according the partial order induced by the expression tree (shown in Fig. 8a). However, Li and Chen [17] show that the problem of determining an optimal static alignment between the dimension of distinct arrays is NP-complete. Chatterjee et al. [18] and Bouchitte et al. [19] propose some heuristic algorithms to evaluate the expression tree with minimal cost. Thus, this is a worthwhile optimization to implement.

### 7.3 Communication Parallelization

HPF allows arrays to be replicated in one or more dimensions. When a block of source data is replicated,
any or all of the processors owning the block can take part in the communication. Alternatively, one of the source processors is chosen to send to all processors owning the destination block. Ideally, the sends should be spread out over as many source processors as possible to utilize the available communication bandwidth (Fig. 9).

The basic idea of this optimization is to divide the set of destination processors among the set of source processors. Each source does a multicast to its assigned subset of destinations. The source and destination sets are computable from information in the template and processor data structures.

7.4 Communications Union

In many cases, communication required for two different operands can be replaced by their union [10]. Clearly, the advantage of communication union is that it reduces the number of communication statements and thus the number of messages. For example, the following code may require two overlap_shifts. However, with simple analysis, the compiler can eliminate the shift of size 2.

\[
\text{FORALL}(I=1:N) \ A(I)=B(I+2)+B(I+3)
\]

The communication union optimization can be applied in a statement as well as between statements. However, the compiler needs a data-flow analysis infrastructure to perform inter-statement communication union.

7.5 Reuse of Scheduling Information

The communication routines perform send and receive set calculations according to a scheduling data structure. The schedule, once computed, can also carry out identical patterns of data exchanges on several different, but identically distributed arrays on array sections [12, 20, 21]. The same schedule can be reused repeatedly to carry out a particular pattern of data exchange. In this case, the cost of generating the schedules can be amortized by only executing it once. This analysis can be performed at compile-time. Hence, if the compiler recognizes that a schedule can be reused, it does not need to generate code for scheduling but rather passes a pointer to the already existing schedule. Furthermore, the scheduling computation can be moved up as much as possible by analyzing definition-use chains [22]. Reduction in communication overhead can be significant if the scheduling code can be moved out of one or more nested loops by this analysis.

In addition, pglhpf performs invariant communication hoisting, reuse of communicated data, and loop fusion.

8 EXPERIMENTAL RESULTS

Benchmark results from five programs are presented to illustrate performance obtained using the HPF compiler. All of these benchmarks were run on a 15-processor Intel Paragon. The processors run at 50 MHz, and each node has 32 MByte of physical memory. The programs were compiled using the 2.0 version of the pghpfp compiler with all of pgl77's node-
level optimizations turned on, including the i860 vectorizer. These results are early results of pgphpf. Pghpf performance will continue to improve.

The shallow water (shallow) benchmark is a 300-line program abstracting a two-dimensional (2D) flow system. The data are distributed block fashion in one dimension, (*, block). The generated code consists of many computations of order \( N^2 \) with communication mostly consisting of overlap shifts of order \( N \). Figure 12 shows the performance of shallow. The super-linear speedup on the large data set dramatically exhibits the ability of the HPF compiler to make large problems more tractable simply through efficient use of the larger available core memory on a multiprocessor system.

The partial differential equation benchmark (pde1) is a 360-line program from the Genesis Parallel Benchmark Suite that implements a 3D Poisson Solver using red–black relaxation through five iterations. Figure 13 shows the performance of pde1. The data are distributed block fashion in one dimension (*,*,block). Good scalability is exhibited. The communication mostly consists of overlap shifts due to the stencil computations of pde1.

The hydrolo benchmark is a hydrodynamics program with 2,000 lines. Figure 14 shows the performance of hydrolo. The data are distributed block fashion in one dimension (*,*,block). Good scalability is exhibited. The communication mostly consists of copy-section and collective-communication.

A significant advantage of coding in HPF is the ability to specify different distribution directives and measure performance differences without extensive recording. Some experimentation along these lines was performed on the Gauss benchmark (gauss), which is a short program designed to measure the performance of a Gaussian elimination algorithm.

Figure 10 gives the main factorization loop of gauss which converts matrix \( A \) to upper triangular form. This Gaussian elimination algorithm is suboptimal due to a mask in the inner loop which prevents vectorization. Figure 11a shows the updated values of matrix \( A \) in the shaded region after the factorization loop. Since the compiler uses the owner_computes rule to assign computations, only owners of data in the shaded region will participate in the computation. The remaining processors are masked out of the computation. Figure 11b,c show the computation distribution on four processors in block and cyclic fashions, respectively. In this particular benchmark, cyclic distribution results in better load balancing than block distribution. Figure 15 presents the performance using cyclic as well as block distributions. As expected, the cyclic distribution exhibits better performance because of load balancing. The communication requirements for these distributions are identical. Both use a multicast communication primitive.

As shown by the data, benchmark programs written in HPF can achieve reasonable efficiency given a problem of reasonable size. The figures show good scalability when increased numbers of processors are used.
9 SUMMARY OF RELATED WORK

The programming language Fortran D [1] proposes a Fortran language extension in which the programmer specifies the distribution of data by aligning each array to a virtual array, known as a decomposition, and then specifying a distribution of decomposition to a virtual machine. Fortran 77D [15] and Fortran 90D/HPF [5] compilers are developed based on Fortran D by Rice University and Syracuse University. The Fortran 77D compiler introduces and classifies a number of advanced optimizations needed to achieve acceptable performance; they are analyzed and empirically evaluated for stencil computations. The Fortran 90D/HPF compiler introduces techniques for data and computation partitioning, communication detection, and generation to develop a portable compiler. It gives a methodology to HPF implementors.

SUPERC [23] is a semiautomatic parallelization tool designed for multiple-instruction multiple-data (MIMD) distributed memory machines. It supports arbitrary user-specified contiguous rectangular distributions and performs dependence analysis to guide interactive program transformations. Recently, SUPERC has been adapted for a new language called Vienna Fortran 90. Vienna Fortran 90 [2] is a language extension of Fortran 90 which enables the user to write programs for distributed memory machines using global reference only.

KALI [12] is the first compiler system that supports both regular and irregular computations on MIMD machines. KALI requires that the programmer explicitly partition loop iterations onto the processor grid. An inspector/executor strategy is used for run-time preprocessing of the communication.

Data parallel C [24] is a variant of the original C* programming language designed by Thinking Machines Corporation for the Connection Machine (CM) processor array. Data parallel C extends C to provide the programmer access to a parallel virtual machine based on SIMD semantics. These attempt to minimize interprocessor synchronization.

The MIMDizer [25] and ASPAR [26] (within the Express system) are two commercial systems which support the task of generating parallel code. The MIMDizer performs a good deal of program analysis and provides block and cyclic distributions for array dimensions. ASPAR employs pattern-matching techniques to detect common stencils in the code, from which communications are generated.

The PARTI primitives, a set of run-time library routines to handle irregular computations, have been developed by Saltz and coworkers [27]. These primitives have been integrated into an ARF compiler for irregular computations [28] as well as into other systems to handle a wide range of irregular problems in scientific computing.

The ADAPT system [29] compiles Fortran 90 for execution on MIMD distributed memory architectures. ADAPTOR [30] is a tool that transforms data-parallel
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