Semi-supervised learning for classification of protein sequence data
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Abstract. Protein sequence data continue to become available at an exponential rate. Annotation of functional and structural attributes of these data lags far behind, with only a small fraction of the data understood and labeled by experimental methods. Classification methods that are based on semi-supervised learning can increase the overall accuracy of classifying partly labeled data in many domains, but very few methods exist that have shown their effect on protein sequence classification. We show how proven methods from text classification can be applied to protein sequence data, as we consider both existing and novel extensions to the basic methods, and demonstrate restrictions and differences that must be considered. We demonstrate comparative results against the transductive support vector machine, and show superior results on the most difficult classification problems. Our results show that large repositories of unlabeled protein sequence data can indeed be used to improve predictive performance, particularly in situations where there are fewer labeled protein sequences available, and/or the data are highly unbalanced in nature.
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1. Introduction

Proteins are the end products of gene expression, thus there is significant interest in understanding the gene function at the proteome level among the biological and medical research community. The proteome, defined as the entire set of proteins expressed in a species, has been the focus of biomedical research in recent years, attributed largely to the need to understand the functional roles of proteins in cellular metabolism that cannot be inferred solely from information derived from the genome. Recent genome sequencing projects have identified an enormous number of potential protein-coding regions (a.k.a. open reading frames or ORFs), which are computationally translated to obtain hypothetical protein sequences. These sequences are eventually characterized by experimental methods to fully annotate their functional features. Unfortunately, the rate at which proteins are being fully annotated lags far behind, resulting in large repositories of protein data whose characteristics are not known. These reasons clearly establish the critical need for computational methods that can accurately annotate the functional role of proteins on large-scale protein datasets by using the limited amount of experimentally determined labeled data [1].

Computational methods for protein classification aim to infer a model (i.e. a function) that map proteins to a set of categories, with the intent of using these models to annotate some functional attributes of unannotated proteins. Proteins, being the functional workhorse of all living entities, have a wide array of possible descriptors used to aid in organizing and classifying them, most of which are covered by the well-known Gene Ontology project [2]. Despite the large amount of possible classifications, almost all computational methods for protein classification focus on a narrow range of possible labels, in order to reduce the problem into a tractable one. By definition, proteins are linear chains of amino acids joined by peptide bonds. The information associated with the functional, structural and evolutionary characteristics of the protein is essentially contained in this sequence. The aim of all protein classification methods is to infer this information using knowledge learned from experimentally determined sets of proteins in the most accurate manner possible.
Supervised methods for classification induce predictive models from labeled training data. Each instance in the training data is represented as a vector of feature values that represent the instance, and a categorical assignment of the instance determined prior to model inference. Ideally, these methods aim to induce a model that can generalize over the entire domain space. This paradigm is no exception in supervised protein classification, where a model is inferred through analysis of training data consisting of proteins labeled with high-level, experimentally-determined annotation. The majority of publicly available protein data contain instances, represented by strings of letters, which identify the chain of amino acids that make up the protein. The string is determined over an alphabet of 20 characters, where each character represents a unique amino acid – a representation commonly known as the primary structure of a protein. There is rarely a problem finding protein data in their primary structure form, due to the exponential rate that these data are made available in public repositories, which far exceeds the rate of any other structural representation of proteins available. Fortunately, supervised learning methods for protein sequence classification are currently being researched and developed in earnest. However, methods to experimentally determine the function and/or structure of a protein are costly and time-consuming, resulting in large repositories of protein sequences with unknown function (i.e., unlabeled data). There are a considerable lack of methods that can make use of the comparatively large amount of unlabeled sequence data. Thus, this represents an ideal domain to explore semi-supervised learning methods, which are employed in situations where there are both labeled and unlabeled data available, and the amount of unlabeled data often excessively exceeds the amount of labeled data available [3].

In this paper, we consider how semi-supervised learning can be used to induce a better protein classification model than supervised learning, primarily in situations where the target classes of interest have a relatively small amount of labeled protein data, and/or there is low sequence similarity among labeled protein sequences. The primary set of target labels for empirical analysis will be drawn from the set of the most common subcellular localizations that a protein can localize into in order to perform its function. Our work presented is founded on our prior work completed on a supervised classification method for subcellular localization, called ngLOC [4]. The semi-supervised extensions applied are founded on work completed by Nigam and colleagues, where semi-supervised learning methods based on expectation maximization (EM) techniques were applied to the problem of document classification [5,6]. For comparative analysis, we present empirical results from application of transductive support vector machines (TSVMs), which also apply unlabeled data for improved model inference [7]. For our work, we adopt a dataset of proteins labeled with subcellular localization, though this work can be extended to any protein classification problem where entire sequences are labeled with some type of functional annotation.

This paper is organized as follows. Section 2 will provide a brief presentation of related work in protein classification and semi-supervised learning. Section 3 will present the generative, probabilistic model that we adopt for protein classification, including the formalities of the naïve Bayes classification model applied to protein sequence classification. Section 4 will focus on the problem of learning from unlabeled protein sequence data in this context, and present the modifications to the model to incorporate unlabeled data, showing how it is theoretically possible to yield a better model than one learned from labeled data alone. We include a presentation of the EM algorithm, and present our extensions to the algorithm for our work. Section 5 presents a brief overview of the transductive SVM that we use for comparative analysis. Section 6 presents empirical results from our work, as well as comparative results from transductive SVMs. Section 7 offers a discussion regarding the practicalities of this work and discusses differences between our work and other related work.

2. Background and related work

There have been a plethora of methods that have appeared in recent years designed to perform various types of protein classification. The majority of methods have strived to operate solely from the protein sequence (i.e., the primary structure). This is partly due to the added computational complexity of accurately representing the folded protein, and partly due to the relatively large amount of sequence data available compared to any other structural representation. These methods aim to categorize proteins into various functional and structural classes. The primary differences among the existing protein classification methods lie in the feature space used to represent each protein into the classifier, the set of classes in which each protein is to
be classified, the algorithm and distance metrics used to learn the relationships between the features representing the protein data and the target labels, and the form of the resulting hypothesis induced that explains the relationships between the protein data and the target classes [8].

Early methods in supervised protein classification performed searches through datasets of labeled protein sequences and determined similarities by conducting sequence alignments. These methods can be broken into tools based on pairwise sequence alignments (most notable is the BLAST algorithm [9]), multiple sequence alignments [10,11], and tools based on profile hidden Markov models [12].

More recently, machine learning has offered a wide variety of supervised methods for classification. The majority of these methods are said to be inductive inference methods; that is, the method aims to derive a model (a function) from a set of training data that is then applied to new data [13]. The induced model is usually assumed to be a global model, covering all possible instances that may occur in the problem domain. From a probabilistic perspective, supervised learning is the induction of a model of the class-wise distribution over the entire sample space; i.e., a model is learned for the posterior probability \( p(y|x) \), where \( y \) represents a possible class assignment for a vector of feature values \( x \), which represents the instance to be classified. This model assigns the instance to the class that yields the highest posterior probability.

Classification methods are distinguished between generative classifiers, which learn a model of the joint probability distribution \( p(x,y) \), and discriminative classifiers, which model the posterior probability \( p(y|x) \) directly [14]. The support vector machine (SVM) is currently among the most widely used discriminative classification method in bioinformatics, with early applications occurring in the fields of detecting remote homologs [15], subcellular localization prediction [16] and analysis of microarray gene expression data [17]. Other discriminative classifiers such as artificial neural networks and decision trees made earlier appearances in the area of secondary structure prediction [18,19]. Generative classification methods also have been extensively used in this domain, with hidden Markov models among the most prominent generative method, widely used for modeling protein families and for other structural prediction tasks [12,20]. Many methods have also adapted the naive Bayes classification method through application of techniques used in document classification, where a protein sequence is considered to be the equivalent of a document [21–23]. There are a wide variety of methods from machine learning and data mining that have been applied for supervised protein classification; we suggest that the reader consult the vast array of literature available [8, 24].

Semi-supervised learning attempts to create a better model for classification by using both labeled and unlabeled data. Most semi-supervised learning methods are built upon existing supervised classification methods in machine learning, and aim to adjust the parameters of the underlying model to better capture information about all of the data available, including both labeled and unlabeled data. For some methods, the representation of the unlabeled data use as input to the classifier is the same as the labeled data, though quite often the model is improved through changing the representation of the data input to the classifier by incorporating the observed structure of all of the data [25–27].

The concept of semi-supervised learning has been around for quite some time; however, interest burgeoned in the research community in the 1990s due to successful application in text classification and natural language problems [3,5,7]. Though semi-supervised learning has been proven to be useful in a wide array of domains, its use in protein classification is slowly beginning to be recognized, with only a handful of methods being available. Recently, string kernels for protein sequence data were used with SVMs for classification of protein domains into superfamilies [28,29]. In this work, the string kernels were enhanced through development of scalable cluster kernel techniques that allow incorporation of unlabeled protein sequence data. In related areas of bioinformatics, semi-supervised learning was used to improve the prediction of protein function by using a graph-based representation of protein interactions. Specifically, the unlabeled data was used to improve the assignment of weights among multiple graphs representing protein interaction networks [30]. The technique also has been recently applied to improving the analysis of gene expression data resulting from microarray experiments [31].

In contrast to the inductive inference methods prevalent in supervised learning, semi-supervised learning is significantly tied to a more recent area of research known as transductive inference [32]. Classification methods based on inductive inference use a set of training data to induce a model that maps the entire sample space to a set of categories. In contrast, methods based on transductive inference focus on learning a model that can be used to classify a finite set
of test data. Though it was first introduced in the mid 1990’s by Vapnik [33,34], the value and potential of transductive inference went largely unnoticed until Joachims demonstrated its utility for text classification [7]. In this work, he introduced the Transductive Support Vector Machine (TSVM), and reported substantial improvement over standard SVMs and other inductive methods. Proponents of transductive inference state that predictive performance can be improved by reducing the learning problem to one of inferring a local function to classify a specific set of data. However, this can result in a model that fails to generalize over the entire sample space, often requiring a new model to be inferred when new data are encountered. There are very few examples of transductive inference applied in bioinformatics tasks. Krogl and Scheffer [35] conducted an extensive study on the caveats of incorporating semi-supervised learning and transduction for predicting various functional properties of proteins corresponding to genes in the yeast genome. Kasabov and Pang used a transductive SVM for promoter recognition [36], improving predictive performance by 55% over the standard inductive SVM results.

We refer the reader to the excellent surveys presented in [3] and [37], both of which present much of the current research in semi-supervised learning in a wide variety of domains.

3. A supervised, generative model for protein classification

We have adopted a generative, probabilistic approach to protein classification, derived largely from classic Bayesian classification. This type of probabilistic classification has been used successfully in a variety of problems, including document and protein classification tasks [13,21,38,39]. Probabilistic methods have significant value in this domain because they allow the classification model to inherently represent the uncertainty in the data and the classes to which the data belong. Though modern, high-throughput proteomic methods have enhanced the pace of protein annotation, it has been delivered at a price, often yielding inconsistent, incorrect data [40,41]. Moreover, the variety of methods for experimentally determining the function and/or structure of the protein can yield inconsistent and/or inconclusive results [41]. The result is noisy data, which results in uncertainty that must be accounted for. Further uncertainty in the classifier can arise simply due to poor feature selection methods that are unable to generalize across the protein space, poor choice of non-probabilistic classification methods that cannot properly account for uncertainty in the data, or simply due to bad data resulting from error in the experimental techniques used to annotate the data. These are all common occurrences in protein sequence and annotation data, and clearly justify the need for a pure probabilistic approach to protein classification.

In our previous work, we have shown how a mixture of multinomial models in a supervised, naive Bayes framework can be used to classify proteins over 10 distinct subcellular localizations [4]. We present formal, yet brief, analysis of this model here, in order to effectively lay the foundation required for the semi-supervised extensions to be presented.

Formally, we let \( \mathcal{D} \) represent the protein space – the set of all possible proteins. The labeled data will be represented by \( \mathcal{D}_L \), and the unlabeled data will be represented by \( \mathcal{D}_U \), and \( |\mathcal{D}_L| \ll |\mathcal{D}_U| \). \( \mathcal{D} \) is the union of \( \mathcal{D}_L \) and \( \mathcal{D}_U \). Let \( \mathcal{C} \) denote the set of possible classes representing the discrete annotations that each protein may be annotated with, where \( \mathcal{C} = \{c_j \mid j = 1, \ldots, |\mathcal{C}|\} \). For our work, our target classes are represented by a set of major subcellular localizations that each protein may be localized to upon synthesis (refer to Section 6). Let \( \mathcal{X} \) represent the feature space – the space of features that could be used to represent any instance in \( \mathcal{D} \). The function that maps instances in \( \mathcal{D} \) to features over \( \mathcal{X} \) is assumed to be neither injective nor surjective; that is, there may be distinct instances in \( \mathcal{D} \) that map to the same feature vector, and there may be feature vectors over \( \mathcal{X} \) for which no instance in \( \mathcal{D} \) could possibly exist in nature. The only assumption is that each unique instance in \( \mathcal{D} \) maps to one feature vector over \( \mathcal{X} \). Let \( \mathcal{X}_i \) represent the vector of feature values representing instance \( d_i \in \mathcal{D} \), and \( y_i \) represent the class that \( d_i \) has been assigned to. Then, \( \mathcal{D}_L = \{\langle \mathcal{X}_i, y_i \rangle \mid i = 1, \ldots, |\mathcal{D}_L|\} \) and \( \mathcal{D}_U = \{\langle \mathcal{X}_i \mid i = 1, \ldots, |\mathcal{D}_U|\} \). We use the notation \( \mathcal{D}_{L,j} \) to represent the subset of the labeled data that belongs to class \( c_j \). The notation \( d_i \in \mathcal{D} \) and \( \mathcal{X}_i \in \mathcal{D} \) are both used in this research to refer to the same \( i \)th instance in \( \mathcal{D} \); the representation is implied in the notation.

In general, given any protein sequence \( d_i \), the aim is to develop a probabilistic model of \( P(c_j|d_i) \) for each class \( c_j \). The classifier \( h \) will label each instance \( d_i \) according to the class model resulting in the highest probability. Equation (1) shows this in probabilistic terms, and shows how the well-known Bayes rule is used to
derive an estimate for this probability:

\[
    h(d_i) = \arg \max_{c_j} P(c_j | d_i) \\
    = \arg \max_{c_j} \frac{P(d_i | c_j) P(c_j)}{P(d_i)} \\
    = \arg \max_{c_j} P(d_i | c_j) P(c_j).
\] (1)

The probability of \( P(d_i) \) in the denominator is dropped, as it is independent of the class. Therefore, obtaining a model for classification involves obtaining models for the likelihood \( P(d_i | c_j) \) and the prior probability \( P(c_j) \).

We assume a known form for the probabilistic model prior to learning, with the parameters of the model for the likelihood denoted as \( \varphi_j \), and the parameter for the class prior denoted as \( \pi \). Let \( \theta \) denote the entire set of all parameters for the model, \( \theta = \{ \pi, \varphi_j \mid j = 1, \ldots, |C| \} \). We assume the form of the model to be a generative, probabilistic mixture model, where a protein sequence is produced by selecting a generating component according to the prior class probabilities parameterized by \( \pi \). The selected mixture component generates a protein sequence according to its own set of parameters \( \varphi_j \) for class \( c_j \). We assume a one-to-one relationship between the components in the mixture model and the classes in which data may be assigned to [38].

The probabilistic form of the model will be understood through development of the feature space we use to represent protein sequences. The feature space \( \mathcal{X} \) is developed in light of the significant work that has been accomplished in the field of document classification. A study by Cheng et al. has shown that using document classification techniques on the primary sequence will be classified according to the derivation shown in Fig. 1.

Let \( \omega_t \) represent the \( t \)th \( n \)-gram in \( \mathcal{X} \), and let random variable \( X_t \) indicate the event that \( n \)-gram \( \omega_t \) occurred \( N_{it} \) times in sequence \( d_i \). We assume that the probability of such an event occurrence is independent of the position in the sequence, and is independent of any other \( n \)-gram event occurrence (commonly called the naive Bayes assumption). Under these assumptions, the joint distribution of \( X_1, X_2, \ldots, X_{|\mathcal{X}|} \) follows a multinomial distribution for each class \( c_j \), with parameters \( \varphi_{1j}, \ldots, \varphi_{|C|j} \). Each class \( c_j \) has its own model, and thus has its own set of parameters, denoted \( \varphi_j \) (i.e. \( \varphi = \{ \varphi_j \mid j = 1, \ldots, |C| \} = \{ \varphi_{tj} \mid t = 1, \ldots, |\mathcal{X}|, j = 1, \ldots, |C| \} \)). Each sequence \( d_i \) is then represented as a vector of the number of occurrences of each \( n \)-gram \( \omega_t \) that occurred in the sequence. It can be shown through an easy derivation that a sequence will be classified according to the derivation shown in Fig. 1.  

3.1. Parameter estimation

Let \( \hat{\theta} \) represent the estimate for the true model parameters \( \theta \). Typical naive Bayes text classifiers determine parameter estimates through application of maximum likelihood (ML) methods or Bayesian maximum
The estimate is given by:

\[
\hat{h}(d_i) = \arg \max_{c_j} P(c_j | d_i, \theta)
\]

\[
= \arg \max_{c_j} P(c_j | \pi)(d_i | c_j, \varphi_j)
\]

\[
= \arg \max_{c_j} P(Y = c_j | \pi)
\times P(X = x_i | Y = c_j, \varphi_j)
\]

\[
= \arg \max_{c_j} P(Y = c_j | \pi)
\times \left( \prod_{t=1}^{\lfloor |X| \rfloor} P(X_t = N_{it} | Y = c_j, \varphi_j) \right)
\]

\[
= \arg \max_{c_j} \pi_j \left( \prod_{t=1}^{\lfloor |X| \rfloor} \varphi_{ij} \right)
\]

Fig. 1. Derivation of naïve Bayes classifier.

3.2. Confidence score

An advantage of using a probabilistic model is that the probability of the model generating a given sequence is inherently reported for every class. While the prediction is based on the model with the highest probability, the probability score also can be used as a comparative measure against other classes. If the predicted class had a low probability, it might suggest that the second or third highest predictions also should be considered as possible classifications. If the top two classes predicted were relatively high compared to the rest of the classes, it might suggest the possibility that the sequence is localized into both locations. A probabilistic confidence score is derived for sequence \(d_i\) for each possible class \(c_j\), denoted \(CS(c_j | d_i)\), according to the derivation presented in [4].

For a given sequence \(d_i\), we define \(d_{\text{null}}\) to be a sequence of null symbols of a length that is equal to the length of \(d_i\). A null symbol can be any symbol \(s\) such that \(s \notin \Sigma\). Each \(n\)-gram in \(d_{\text{null}}\) is guaranteed to never occur in the model. The probability that each class generated \(d_{\text{null}}\) (of length \(k\)) is given by:

\[
P(d_{\text{null}} | c_j) = \left(1/|\mathcal{X}| + \text{Total} n - \text{grams in class } c_j\right)^{k-n+1}.
\]

Let \(\text{minNullProb}\) be the minimum joint probability of \(d_{\text{null}}\) and class \(c_j\) observed across all classes:

\[
\text{minNullProb} = \min_{c_j \in \mathcal{C}} (P(c_j)P(d_{\text{null}} | c_j)).
\]

A log-odds ratio that sequence \(d_i\) is targeted for location \(c_j\) against \(\text{minNullProb}\) is calculated and then normalized by dividing by the sum over all log-odds scores, to create a separate score for each subcellular location \(c_j\) for a given sequence \(d_i\) as follows:

\[
CS(c_j | d_i) = \left( \log(P(d_i | c_j)P(c_j)) - \log(\text{minNullProb}) \right) \\
\times \left( \sum_m \left( \log(P(d_i | c_m)P(c_m)) - \log(\text{minNullProb}) \right) \right)^{-1} \times 100.
\]
The range for each score will always be between 0–100, with the sum of the scores over all classes totaling 100.

4. Semi-supervised protein classification through EM

The expectation maximization (EM) algorithm is used in situations where ML or MAP parameter estimates of a probabilistic model are needed, yet the model consists of unobserved or latent variables [45]. The latent variables can represent missing data or missing values of existing data. In our case, the latent variables represent the missing labels in our unlabeled data \( D_U \). We present a generalized EM approach applied to our problem. We follow a derivation similar to that presented in numerous resources covering EM in machine learning literature [3,5,13,46]. EM has been shown to perform well in many real-world scenarios, including various protein-related classification tasks, discovery of molecular pathways [47], mining interaction data [48], and prediction of protein families [49], among many other related tasks.

Learning can be viewed as attempting to maximize an objective function. Our objective is to find the most probable parameter estimates for our probabilistic model, given the evidence of the observed data \( D = D_L \cup D_U \), formally stated as \( \hat{\theta} = \arg \max_\theta P(\theta|D) \).

Using the MAP method to find the parameter estimates, we assume that a prior distribution over \( \theta \) exists, and then apply Bayes rule to this expression, yielding

\[
\hat{\theta} = \arg \max_\theta P(\theta|D) = \arg \max_\theta P(\theta)P(D|\theta).
\]

It would be desirable to simply maximize the function through determination of the partial derivative with respect to \( \theta \), which necessitates taking the log of both sides. However, our model contains latent variables, which makes straightforward maximization infeasible. EM solves this problem through maximization of the expected value of the latent data by finding a locally optimal set of parameters in an iterative, hill-climbing fashion.

We first derive a form for the complete joint log-likelihood of the observed and latent data as \( l_c(\theta; D) = \sum_{d_i \in D} \log P(d_i|\theta) \). We let random variable \( X \) represent the occurrence of the feature vector \( x_i \) for each given data instance \( d_i \), and random variable \( Y \) represents the target class. \( Y \) is latent for the unlabeled data only. In semi-supervised learning, our complete log-likelihood function is defined as:

\[
l_c(\theta; D) = \log P(\theta) + \sum_{d_i \in D_L} \log P(X = x_i, Y = y_i|\theta) + \sum_{d_j \in D_U} \log \sum_{c_j \in C} P(X = x_j, Y = c_j|\theta).
\]

We need to compute the expected value of the complete log-likelihood function with respect to the latent variables. We know from elementary statistics that the expectation of a sum is equal to the sum of an expectation. Thus, for clarity, we will deal with the expectation of a single instance. To further simplify the derivation, we will assume that \( Y \) is unobserved for all data. The fact that \( Y \) is labeled for a small subset of our data will only improve the parameter estimates, and does not harm our derivation in any way:

\[
E_Y(l_c(\theta; x_i)) = E_Y(\log P(X = x_i|\theta)) = E_Y \left( \log \sum_{c_j \in C} P(X = c_j|\theta) \right) = E_Y \left( \log \sum_{c_j \in C} P(Y = c_j, \theta) \times P(X = x_i, Y = c_j|\theta) \right) = E_Y(\log E_Y(P(X = x_i, Y, \theta))) \leq E_Y(E_Y \log(P(X = x_i|Y, \theta))).
\]

We observe that we have a log of a sum, which makes computing any partial derivative for maximizing purposes intractable. We can apply Jensen’s inequality, which gives us a lower-bound on the expectation. (This is part of the reason why local maxima are obtained for the parameter estimates during the maximization step.) More importantly, we clearly see the necessity of the iterative, divide-and-conquer approach of EM due to the recurrence of the expectation. Each E-step computes the expected values of the class assignments based on the current parameter estimates, and each M-step uses the expected values to compute better parameter estimates. This continues until the observed change in the complete log-likelihood of the data between successive iterations falls below a predetermined threshold.
We introduce the notation $\hat{y}_i$ to represent the estimated class assignments for $D$, where $\hat{y}_i$ represents the expected class assignments for instance $x_i$. By holding the current expected values constant, we can calculate new parameter estimates using supervised learning methods. The complete log-likelihood is restated, indicating the dependence on the estimated class assignments:

$$l_\theta(\theta; D, \hat{y}) = \log P(\theta) + \sum_{d_i \in D_L} \log P(X = x_i, Y = y_i; \theta) + \sum_{d_i \in D_U \cap c_j \in C} \log P(X = x_i, Y = c_j; \theta, \hat{y}_i).$$

We use the notation $\hat{y}_i^{(k)}$ to denote the vector of new expected class assignment estimates computed for instance $x_i$ after the $k$th iteration of EM. The vector $\hat{y}_i^{(k)}$ has $j = 1, \ldots, |C|$ entries, where each entry represents $P(Y = c_j | X = x_i; \hat{\theta}^{(k)}_j)$, the estimated probability that instance $x_i$ belongs to class $c_j$, given the instance and the current parameter estimates. We let $\hat{\theta}^{(k)}_j$ denote the current parameter estimates after performing the $k$th iteration of EM. Our two steps precisely consist of:

**E-step:** Compute $\hat{y}_i^{(k)} = (\forall c_j \in C, P(Y = c_j | X = x_i; \hat{\theta}^{(k-1)}_j), \forall x_i \in D_U$;

**M-step:** Compute $\hat{\theta}^{(k+1)} = \arg \max_{\theta} P(\theta | D; \hat{y}^{(k)})$.

Notice that we compute the expected class assignments of the unlabeled data only. For the labeled data, the vector $\hat{y}_i^{(k)}$ is a vector of zeros except for its labeled class entry, in which it is a one. This can only improve the estimates derived in the M-step, because we know the true class assignments for a portion of our data. Figure 2 displays the basic EM algorithm.

4.1. Extending the EM algorithm

We describe three extensions applied to the basic EM algorithm that improved classification performance under most circumstances. The enhancements are designed to overcome the limitations brought about by the stated assumptions of our model, to incorporate a priori biological knowledge into the classifier, and to select better instances from the unlabeled data to improve predictive results.

4.1.1. Weighted EM using EM-λ

The first extension is called EM-λ [5]. It adds a new parameter $\lambda$ to control the extent to which the expected class assignments of the unlabeled data adjusts the new parameter estimates. The $\lambda$ parameter weights the unlabeled data by a factor of $\lambda$ when computing new parameter estimates, where $0 < \lambda \leq 1$. When $\lambda = 1$, each unlabeled protein sequence will have the same effect as labeled sequences, which is the equivalent to the basic EM algorithm. The resulting complete log-likelihood is modified as fol-
lows:
\[
\ell_c(\theta; D, y) = \log P(\theta) + \sum_{d_i \in D_L} \log P(X = x_i, Y = y_i; \theta) \\
+ \lambda \left( \sum_{d_i \in D_U} \sum_{c_j \in C} \log P(X = x_i, Y = c_j; \theta, \hat{y}_i) \right).
\]

This option may be useful in situations where the amount of unlabeled data significantly dominates the labeled data to the point of skewing the reasonable initial estimates formed by the initial step in the EM algorithm.

4.1.2. Multi-EM – Multiple mixture components per class

The second enhancement we made to the basic EM algorithm is called Multi-EM, and is based on relaxing the assumption that there is a one-to-one correspondence between the components in the mixture model and the classes [5,6]. There is biological justification for relaxing this assumption, particularly when developing a model for subcellular localization. When a protein sequence is synthesized, it is targeted for one or more organelles where it will carry out its function. However, a few organelles in the cell are made of several distinct subcompartments or suborganelles. For example, the mitochondria has an outer membrane that encloses the structure inside the cell. Below this, there is an inner membrane, which separates the matrix region of the organelle from the intermembrane space. These represent four distinct suborganelles of mitochondria, and proteins that localize to the mitochondria actually localize into one of these suborganelles. Unfortunately, most protein sequences that have subcellular localization annotated are done so only at the organelle level, due to the difficulty of experimentally determining localization of a protein at this level of granularity. However, we can use this biological knowledge and enhance our mixture model to assume that each component represents a suborganelle, and then organize the component structure in the model \textit{a priori} to group together components at the level of the organelle. In other words, we can assume there are some number of generating components belonging to each class, which relaxes the restricted one-to-one correspondence and assumes a many-to-one relationship between components and classes.

We introduce a new latent variable, denoted \( Z \), into our model for each data member, which represents the suborganelle in which each protein sequence is localized. Note that this is Unobserved for both labeled and unlabeled data. Once again, we can use the EM algorithm to estimate the parameters over latent variable \( Z \) using the same method as the basic EM algorithm, with the exception that the expected subclass assignments are going to be generated for \( D_L \) and \( D_U \) during each iteration – whereas the basic EM algorithm generated expect class assignments only for the unlabeled data \( D_U \). The primary difference is in the interpretation of the probability of the target class. Because we know \textit{a priori} the relationship between components and target classes, the probability of a given class will simply be the sum of the probabilities of each of the components belonging to that class.

Let \( Z \) represent the total set of components (i.e., suborganelles) in the mixture model, and \( z_a \in Z \) will represent one distinct component in the model. We will use the notation \( Z[c_j] \) to represent the subset of components that are assigned \textit{a priori} to class \( c_j \). We still use \( \theta \) to refer to the parameter space, but now \( \theta = \{ \pi, \varphi_a \mid a = 1, \ldots, |Z| \} = \{ \varphi_t \mid t = 1, \ldots, |X|, a = 1, \ldots, |Z| \} \). Under these modifications, the probability of class \( c_j \), given a sequence, is defined as the sum of the probabilities of all components that were assigned to the class. Simplifying the derivation for classification shown in Fig. 1, we assign a class to a new protein sequence as follows:

\[
b(d_i) = \arg \max_{c_j} \sum_{z_a \in Z[c_j]} \left( \pi_a \prod_{t=1}^{|X|} \varphi_{t|a}^{X_{t|X}} \right).
\]

The modifications required to the EM algorithm and underlying model to support this extension are minor, provided that the \textit{a priori} assignments of components to individual class assignments are maintained throughout. The algorithm is presented in Fig. 3. For the labeled data, we restrict the expected component membership assignments to only those components belonging to the class in which \( d_i \) has been assigned to, and always renormalize over only these classes. We let \( Z \) represent the vector of expected component assignments computed during each iteration of EM, where each entry in the vector represents the probability that a given sequence belongs to that component. To calculate class membership for class \( c_j \), we
Multi-EM($D_L, D_U, \delta$)
\begin{align*}
\text{Input:} & \quad D_L - \text{Set of labeled protein sequence data} \\
& \quad D_U - \text{Set of unlabeled protein sequence data} \\
\text{Output:} & \quad \text{Classifier } h \text{ with parameter estimates } \hat{\theta} \\
\text{1.} & \quad \text{For each } d_i \in D_L \text{ belonging to class } c_j, \text{ randomly assign each document to some component } z_j \in \mathcal{Z}[c_j]. \\
\text{2.} & \quad \text{Train initial naive Bayes classifier using } D_L, \text{ deriving MAP parameters estimates to find } \theta^{(0)} = \arg \max_{\theta} P(\theta | D_L) \\
\text{3.} & \quad k = 0 \\
\text{4.} & \quad \text{REPEAT} \\
& \quad \begin{align*}
& \quad \text{a. E-step} - \text{Use classifier, parameterized by } \hat{\theta}^{(k)} \text{ to determine new } \\
& \quad \text{expected subclass assignments } \hat{z}^{(k)} \text{ for } D_L \text{ and } D_U. \\
& \quad \text{b. FOR EACH } d_i \in D_L, \text{ renormalize } \hat{z}^{(k)} \text{ over components } z_n \in \mathcal{Z}[y_i] \text{ and set all other entries to zero.} \\
& \quad \text{c. M-step} - \text{Use expected class assignments } \hat{z}^{(k)} \text{ for } D_L \text{ and } D_U \text{ and } \\
& \quad \text{current parameters } \hat{\theta}^{(k)} \text{ to compute new parameter estimates } \hat{\theta}^{(k+1)} \\
& \quad \text{d. } k = k + 1 \\
& \quad \text{UNTIL } l_c(\hat{\theta}^{(k+1)}, D) - l_c(\hat{\theta}^{(k)}, D) \leq \delta \\
\end{align*} \\
\text{5.} & \quad \text{Return parameter estimates}
\end{align*}

Fig. 3. Algorithm for Multi-EM.

simply sum the vector entries representing the components assigned to class $c_j$. The rest of the classification and EM algorithm proceeds in the same manner.

### 4.1.3. EM-CS – Improved selection of unlabeled data

Our third, novel extension to the basic EM algorithm is designed to intelligently select better examples from the unlabeled dataset to use for determining better parameter estimates. A smaller set of unlabeled data will allow for improved running time of the EM algorithm. Moreover, carefully chosen examples from $D_U$ may yield an improvement in predictive performance. Most protein classifiers are designed to predict a limited number of classes over all of the possible functional annotations that could be considered. However, the reality is that the unlabeled protein data $D_U$ will likely contain sequences that are not related to any of the classes that are being predicted. For example, if we are developing a binary classifier to predict whether a sequence will localize to the nucleus or cytoplasm, our training dataset $D_L$ will contain only sequences targeted to those organelles. However, it must be expected that data in $D_U$ is going to contain sequences targeted to other organelles in the cell. It would be beneficial if we could select sequences from the unlabeled data that have a higher likelihood of being organized to one of the organelles of interest, and only include those sequences in the unlabeled data.

We implemented an extension to the basic EM algorithm called EM-CS, which uses our confidence score (CS) to select the proteins from the unlabeled data that achieve a CS score $\geq CS_{\text{thresh}}$ (see Fig. 4). This subset of proteins is then further reduced by selecting the number of instances in each class to be in accordance with the current estimates for $\pi$ – the class prior parameters. These selected proteins are then used during the M-step of the algorithm to determine better parameter estimates. Sequences are allowed to be added to the selected subset during each iteration. This will allow the improved parameter estimates determined in each E-step to iteratively expand the $n$-gram feature space. This is in contrast to the basic EM algorithm, which incorporates all sequences in $D_U$ from the very first iteration, thereby incorporating many features that are unlikely to be observed because the features are significant for data belonging to other classes. By assuming a confidence score threshold, we increase the likelihood that only sequences associated with one of the classes of interest are included in the model. If we can selectively add sequences that are related to one of the classes of interest, then it should increase the likelihood that discriminatory information about $n$-grams in the test data will be determined.
EM-CS($D_L, D_U, C_{\text{thresh}}, \delta$)

**Input:**
- $D_L$ – Set of labeled protein sequence data
- $D_U$ – Set of unlabeled protein sequence data
- $C_{\text{thresh}}$ – Minimum confidence score allowed on $D_U$ sequences

**Output:** Classifier $h$ with parameter estimates $\hat{\theta}$

1. Train initial naive Bayes classifier using $D_L$, deriving MAP parameters estimates to find $\hat{\theta}^{(0)} = \arg \max_{\theta} P(\theta | D_L)$
   
   $k = 0$

2. **REPEAT**
   a. **E-step** – Use classifier, parameterized by $\hat{\theta}^{(k)}$, to determine new expected class assignments $\hat{y}^{(k)}$ for $D_U$
   b. **FOR EACH** $d_i \in D_U$, flag sequences whose confidence score $\geq C_{\text{thresh}}$.
   
   Select sequences in proportion to the current class probabilities $P(c_j | \hat{\theta}^{(k)})$
   c. **M-step** – Use $D_L$, only flagged sequences in $D_U$, and their current expected class assignments $\hat{y}^{(k)}$, and current parameters $\hat{\theta}^{(k)}$ to compute new parameter estimates $\hat{\theta}^{(k+1)}$
   d. $k = k + 1$

3. **UNTIL** $L_c(\hat{\theta}^{(k)}; D) - L_c(\hat{\theta}^{(k-1)}; D) < \delta$

4. Return parameter estimates

**5. Transductive SVMs as a comparative method**

The transductive support vector machine (TSVM) will represent the method used for comparison against the EM-based methods presented in this study. As noted previously, there are very few applications in bioinformatics that use semi-supervised and transductive inference methods. However, the inductive support vector machine (SVM) is perhaps the most widely used classification model in this field. We present a very brief introduction to the SVM and TSVM methods here to give the interested reader an understanding of the methods used for comparison purposes. We encourage the interested reader to consult the vast number of available resources on SVM and kernel methods for further information [33,34].

The support vector machine (SVM) is a discriminative, supervised classification method that aims to find a hyperplane $h(x) = w \cdot x + b$ that maximally separates positive and negative instances of the input data, known as the maximum-margin hyperplane [50]. (Quite often, the data are projected into a higher dimensional space through applying the kernel trick to the input vector [33], but this is beyond the scope of this work.) The data instances that are closest to the hyperplane limit the size of the margin, and are known as the support vectors. Letting $x_i$ represent the vector of feature values for instance $d_i$, and $y_i$ represent the class that $d_i$ belongs to, and $y_i \in \{-1, 1\}$, the SVM learning method involves solving an optimization problem under a specified set of constraints:

\[
\text{Minimize: } \frac{1}{2} \|w\|^2 + C \left( \sum_i \xi_i \right),
\]

Subject to: $y_i(w \cdot x_i + b) \geq 1 - \xi_i$ \hspace{1cm} (2)

\[
(1 \leq i \leq |D_L|).
\]

The standard SVM algorithm is referred to as a hard-margin SVM, and requires the data to be linearly separable. Alternatively, soft margin SVMs are frequently used when data may not be linearly separable, in which case slack variables $\xi_i$ are introduced, as presented in Eq. (2). These slack variables measure the degree that instance $x_i$ is misclassified and allow a maximally separating hyperplane to be found even when there are instances that are misclassified.

The transductive SVM attempts to improve the predictive performance of SVMs by using unlabeled data [7,33]. As is the case with inductive SVMs, a maximal separating hyperplane is learned from labeled data, but extra constraints are introduced to ensure that the hyperplane is maximally separating unlabeled data as well. Letting $x_i^L$ denote the $j$th instance in unlabeled dataset $D_U$, the aim is now to find a labeling $y_i^L$ for
each datum \( x_i^* \) in the unlabeled dataset, and hyperplane parameters \( w \) and \( b \) such the hyperplane separates the labeled and unlabeled data with maximum margin. Slack variables are introduced for the unlabeled data as they were for labeled data in (2) in the event that the unlabeled data are non-separable. The optimization is now formulated as:

Minimize: \[ \frac{1}{2} \|w\|^2 + C \left( \sum_i \xi_i \right) + C^* \left( \sum_j \xi_j^* \right), \]

Subject to: \[ y_i(w \cdot x_i + b) \geq 1 - \xi_i \]
\[ (1 \leq i \leq |D_L|), \]
\[ y_j^*(w \cdot x_j^* + b) \geq 1 - \xi_j^* \]
\[ (1 \leq j \leq |D_U|). \]

The parameters \( C \) and \( C^* \) are user-defined parameters set before learning commences. The \( C \) parameter allows trading off margin size against misclassified data, and the \( C^* \) parameter penalizes unlabeled data that is inside the margin between the support vectors.

6. Experimental results

In this section, we present our results showing how unlabeled data can be used to improve performance over models inferred using labeled data alone. Our tests are designed to replicate many real-world situations that occur in protein classification, including limited labeled data available and unbalanced classes. Results will indicate that the smaller the amount of labeled data observed initially, the more dramatic the effect that unlabeled data can have on improving the performance of the classifier. We use the problem of subcellular localization prediction as the platform in which to test the method. The dataset used for the various tests, the test configurations, and the measures used to critically assess the performance of the classifier are all presented here.

For comparative purposes, we present the results of using a transductive SVM implementation called UniversalSVM, which integrates multi-class training and prediction, incorporates cross validation in generating predictive results, and is optimized for large scale datasets [51]. We chose a linear kernel because it outperformed the other kernels on these tests. We varied the \( C \) and \( C^* \) parameters over a wide range of selections, and chose the best results for comparison purposes. We modified the original code to include reporting of our standard performance measures over multiple classes.

6.1. Datasets

We use varying subsets of possible subcellular localizations as the set of target classes that the data are to be classified as. Our datasets are configured specifically to address common challenges in datasets used for protein classification. Though we use subcellular localization as our target class labels, this work can be applied to any protein classification problem where the entire sequence is to be labeled.

For this work, we started with the same dataset that was used in our ngLOC method [4]. The set of protein sequences were taken from the Swiss-Prot database, release 50.0 (May 2006), that contains experimentally determined annotations on subcellular localizations [52]. The following filters were applied to obtain high-quality data for training and testing purposes: (i) only eukaryotic, non-plant sequences were considered, (ii) sequences with predicted or ambiguous localizations were removed, (iii) sequences shorter than 10 residues in length were removed, (iv) all redundant sequences were removed, and (v) sequences known to localize in multiple locations were manually checked and sorted to avoid errors caused by automated keyword-based sorting.

To reduce the similarity of sequences in the dataset, we used the cd-hit clustering software [53] to reduce the dataset to a maximum sequence identity of 60%. Using this clustered dataset, we created three separate datasets. Our tests sometimes use randomly selected fractions of these datasets to compare how differing amounts of labeled data affect the predictive performance of the classifier. It is understood that sequence similarity is certainly much less than 60% in these fractions selected, though the similarity was not directly measured. Our three primary dataset configurations are presented in Table 1.

Our simplest test dataset, \( D_L-2A \), is a balanced, two-class subset of sequences annotated to be localized to either the extracellular space (EXT) or to the plasma membrane (PLA). These two classes are chosen because they both have close prior class distributions in the original dataset. From a biological perspective, they represent two localizations of interest in the biomedical research community, as proteins that
are targeted to these regions are interesting for drug targeting purposes. The second dataset, DL-2B, is designed to evaluate the Multi-EM algorithm. These two classes are chosen because they represent organelles in the cell that are known to have multiple suborganelles, and they have an unbalanced distribution. The third dataset, DL-3, was designed to test the classification of sequences where the target classes represent a small fraction of all possible classes that the data may be annotated with. For this set, we created a three-class dataset of sequences localized into the golgi apparatus (GOL), lysosomes (LYS), and peroxisomes (POX). These classes are unbalanced, and represent some of the smallest organelles in the cell. (As presented in the ngLOC method, these three classes combined represent only 2.3% of the entire original dataset [4].) Thus, the annotated data available for these organelles is relatively limited. Location-wise distribution of each of these datasets is shown in Table 1.

Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Extracellular</td>
<td>EXC</td>
<td>2,745</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Golgi apparatus</td>
<td>GOL</td>
<td>378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lysosome</td>
<td>LYS</td>
<td>80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mitochondria</td>
<td>MIT</td>
<td>1,155</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nuclear</td>
<td>NUC</td>
<td>3,814</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Plasma membrane</td>
<td>PLA</td>
<td>2,596</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peroxisomes</td>
<td>POX</td>
<td>126</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>5,341</td>
<td>4,969</td>
<td>584</td>
</tr>
</tbody>
</table>

For determining overall classifier performance, we report micro-averaged and macro-averaged $F_1$, denoted $micF_1$ and $macF_1$ respectively. These measures are used widely in evaluation of methods for text classification, particularly in research on unbalanced data [54]. They give a single overall measure of classifier performance, particularly in the midst of unbalanced, multi-class data. With micro-averaged scores, the measures are produced by totaling the appropriate counts with respect to each class, and then calculating the measure. In this way, an equal weight is given to every protein instance, regardless of class. Micro-averaged scores tend to be dominated by the performance of the large classes in the data. In comparison, macro-averaged scores are calculated on a per-class basis first, and then the measure is averaged across all classes to produce the final measure. Here, an equal weight is given to every class, regardless of how often instances in any specific class occur in the data. Macro-averaged scores are dominated by the performance of the classifier on rare classes [55]. Because we are particularly interested in improving predictions on the smaller represented classes, we focus mostly on macro-averaged $F_1$. It provides the most honest measure of performance across all classes without artificially inflating the per-
formance measure due to over-predictive behavior of the classifier on the large classes. However, we report micro-averaged $F_1$ for completeness. It can be easily shown that micro-averaged $F_1$ is equivalent to the total accuracy for the classifier. However, because the majority of our data are unbalanced, we believe that micro-averaged measures, such as $\text{micF}_1$, commonly used in a wide array of research on classification, fail to reveal the performance under this situation.

All performance measures are based on a standard 10-fold cross validation, where the dataset is broken up into 10 randomly selected disjoint partitions. The model is trained with nine parts and tested with the remaining part. This is repeated over all 10 possible combinations.

6.3. Empirical results

We present the results of different experiments conducted using our datasets that show how unlabeled data can be used to improve predictive performance over a variety of scenarios encountered in protein classification. We will state the value of $n$ for the $n$-gram length chosen for each test. It is important to choose $n$ in such a way that the classifier is able to generalize beyond the training data. If you have access to large amounts of labeled data, then larger values of $n$ (typically $n \geq 5$) will yield better results on new data yet to be seen. If $n$ is too large, then the feature space will consist of unique $n$-grams that were observed in the training data, thereby overfitting the training data. If $n$ is too small, then the feature space will be too restrictive for learning discriminative features in the data [4]. Because we reduce the similarity to a maximum threshold of 60% sequence identity in our data, and because we randomly select small subsets of the dataset, the actual level of similarity in most tests will be much less than 60%, and thus smaller values of $n$ (usually ranging from 4 to 6) will be used. The optimal value of $n$ is chosen based on 10-fold cross validation using the ngLOC method without unlabeled data. All subsequence tests with unlabeled data are based on a 10-fold cross validation unless otherwise stated.

6.3.1. Basic-EM results

Our first test was designed to confirm the usefulness of the basic EM approach. We tested the DL2A dataset over different sizes of labeled data, using a fixed-size set of 25,000 unlabeled data sequences selected at random from $D_U$. An $n$-gram size of 6 was chosen for this test. Figure 5 shows a graph of the macro-averaged $F_1$ measure with and without unlabeled data being used. Table 2 reports both the macro-averaged $F_1$ ($\text{macF}_1$) and micro-averaged $F_1$ ($\text{micF}_1$) measures generated on different fractions of the DL2A dataset that result with and without 25,000 unlabeled data sequences.

The EM algorithm used with the unlabeled data results in significantly improved $\text{macF}_1$ and $\text{micF}_1$ measures for all fractions of the labeled data used. As expected, the improvement is much more dramatic when only a small fraction of the unlabeled data are used.
Table 2

<table>
<thead>
<tr>
<th># Labeled seqs</th>
<th>No UL data</th>
<th>25,000 UL seqs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mac(F_1)</td>
<td>mic(F_1)</td>
</tr>
<tr>
<td>100</td>
<td>0.418</td>
<td>0.449</td>
</tr>
<tr>
<td>250</td>
<td>0.457</td>
<td>0.474</td>
</tr>
<tr>
<td>400</td>
<td>0.500</td>
<td>0.517</td>
</tr>
<tr>
<td>550</td>
<td>0.637</td>
<td>0.649</td>
</tr>
<tr>
<td>1,000</td>
<td>0.670</td>
<td>0.680</td>
</tr>
<tr>
<td>1,750</td>
<td>0.699</td>
<td>0.717</td>
</tr>
<tr>
<td>2,500</td>
<td>0.742</td>
<td>0.748</td>
</tr>
<tr>
<td>3,500</td>
<td>0.744</td>
<td>0.752</td>
</tr>
<tr>
<td>4,500</td>
<td>0.769</td>
<td>0.775</td>
</tr>
<tr>
<td>5,450</td>
<td>0.781</td>
<td>0.787</td>
</tr>
</tbody>
</table>

When there are only 100 labeled sequences, \(macF_1\) improves from 0.418 to 0.62 and \(micF_1\) improves from 0.449 to 0.622, resulting in a remarkable 48% and 38% improvement in the measures, respectively. However, even when all 5,450 labeled sequences are used, we still observe an improvement in the \(macF_1\) measure, increasing by 4.6% from 0.781 to 0.817. Additionally, \(micF_1\) improved 4.2% from 0.787 to 0.82. While these performance improvements are small, it shows that this approach is useful even when the amount of labeled data is relatively large. This behavior suggests that as the number of labeled sequences increase in the model, there are fewer discriminatory \(n\)-grams to be discovered in the data, and may justify how the improvement in predictive performance decreases proportionally to the amount of unlabeled data used.

6.3.2. EM-\(\lambda\) results

It is possible to overwhelm the classifier with too much unlabeled data, resulting in skewed parameter estimates for the model which becomes detrimental to predictive performance [5]. We chose a random selection of 250 sequences from the \(D_{1}\)-2A, and using an \(n\)-gram length of 4, we applied the basic EM algorithm while varying the fraction of unlabeled data. Table 3 reports the results, and shows how both \(macF_1\) and \(micF_1\) begin to deteriorate when the unlabeled data becomes increasingly large. For this particular test, we observed the best performance when applying 25,000 unlabeled sequences. At this point, we observed a \(macF_1\) measure of 0.674, a 47% improvement from 0.457, that was achieved without using any unlabeled data. Using more unlabeled data caused the performance to decrease, dropping by more than 4% from the best observed measure for this test. This shows that it is possible to overwhelm the model parameter estimates with too many expected predictions from the unlabeled data. It is for this reason that the EM-\(\lambda\) modification was made, to reduce the effect that the unlabeled data will have on determining the parameter estimates.

For our next test, we used the \(D_{1}\)-3 dataset, which consisted of the most rare classes in the original dataset obtained from the ngLOC method [4]. These data consisted of 584 sequences total, of which only 80 are classified as being targeted to LYS, representing only 13.7% of the data. The largest class in this dataset consists of those sequences targeted to GOL, which represents over 64% of the data. The remainder of the data are targeted to POX. This dataset exhibits numerous challenging characteristics common in real-world data classification problems: the amount of labeled data is extraordinarily small compared to other localization classes, and the data are highly unbalanced across all classes. A primary aim in this research was to improve predictive performance on rare classes that are also unbalanced, and these tests are designed to address these challenges.

We observed in our previous test how too much unlabeled data can have an adverse effect in situations where the amount of labeled data is a small fraction of the unlabeled data. We tested the EM-\(\lambda\) algorithm [5] with the entire \(D_{1}\)-3 dataset over different amounts of unlabeled data and different values of \(\lambda\). We used an \(n\)-gram length of 4 for this test. Table 4 shows the results of this test. The baseline results for this test with no unlabeled data are \(macF_1 = 0.561\) and \(micF_1 = 0.728\).
The most important observation to make from this test is with regard to the effect that the \( \lambda \) parameter has over different amounts of unlabeled data. Through selection of appropriate values of \( \lambda \), the unlabeled data can be controlled and prevented from dominating the parameter estimates. The best results were obtained when using 50,000 unlabeled sequences, and choosing \( \lambda = 0.01 \). This has an effect of reducing the ratio of unlabeled-to-labeled sequences to be roughly one unlabeled instance to every one labeled instance. While this may seem ideal, this should not be interpreted as a rule. (Refer to the discussion section for more details.)

We again notice that the \( \text{macF}_1 \) measure improved in every single test executed, indicating that the performance on the smallest classes in this dataset improved. Though there were numerous tests where \( \text{micF}_1 \) decreased below the 0.728 measure established without any unlabeled data, this did not happen on the best performing tests. (Regardless, we note that this is not necessarily a bad thing, because even though predicting every instance as GOL would yield a reasonable \( \text{micF}_1 \) measure of 0.647, this same classification would result with a \( \text{macF}_1 \) of 0.262, stressing the importance of observing \( \text{macF}_1 \) on unbalanced datasets.) We are more interested in improving the sensitivity on the smaller classes, ideally without a decrease in total accuracy, which was indeed accomplished. The best results yielded a more than 20% improvement in \( \text{macF}_1 \), increasing from 0.561 to 0.677, while showing a more than 3% improvement in \( \text{micF}_1 \), increasing from 0.728 to 0.752. This showed that using more unlabeled data was able to significantly improve predictive performance of most rare classes in the data, as long as we were able to control the dominating effect that the unlabeled data had through the appropriate selection of \( \lambda \).

### 6.3.3. Multi-EM results

For our next test, we used the DL-2B class dataset to evaluate the performance of the multi-component mixture model (Fig. 3). We chose this dataset for this test, because we know that both the nucleus (NUC) and mitochondria (MIT) organelles in the cell are comprised of distinct suborganelles. As discussed, we would expect a multi-component mixture model to be able to model this better. For this test, we use \( n \)-gram values of both 4 and 5 for comparative purposes, and evaluate different numbers of components selected per class. We use a randomly selected set of 50,000 unlabeled data sequences, Table 5 shows the results of this test.

All tests conducted yielded significantly better results than not using any unlabeled data, particularly with the \( \text{macF}_1 \) measure, indicating that the smallest classes in the data experienced remarkable improvement in sensitivity. The best performing tests were those that used more than one component per class in almost every case. The only exception was the \( \text{macF}_1 \) measure observed on the set of 1,250 labeled sequences using the 5-gram model, where the single component model surprisingly resulted in a better \( \text{macF}_1 \) measure (0.725) than the multi-component model. We ran further tests using larger amounts of labeled data, and we continued to observe a better \( \text{macF}_1 \) measure on the single component model. The 4-gram model did not have this problem on larger size labeled datasets tests. In all tests, the best \( \text{micF}_1 \) was always observed for the multi-component model.

These tests showed us that the multi-component model does indeed capture the underlying distribution of discriminating \( n \)-grams at the subcomponent
Table 5
Results for the Multi-EM algorithm. This table presents the results from using varying amounts of multiple components per class in the mixture model (denoted numComp) on the DL-2B dataset, using both a 4-gram and 5-gram feature space. We tested across different number of labeled sequences, using 50,000 unlabeled sequences in the test. The numbers in bold indicate the best performing results for a given number of labeled sequences. The results in italics represent the baseline results without unlabeled data.

<table>
<thead>
<tr>
<th># Labeled seqs</th>
<th>numComp</th>
<th>250</th>
<th>750</th>
<th>1,250</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>macF₁</td>
<td>micF₁</td>
<td>macF₁</td>
<td>micF₁</td>
</tr>
<tr>
<td>4-gram</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.4871</td>
<td>0.7406</td>
<td>0.5939</td>
<td>0.7940</td>
</tr>
<tr>
<td>2</td>
<td>0.6972</td>
<td>0.7707</td>
<td>0.7417</td>
<td>0.8057</td>
</tr>
<tr>
<td>3</td>
<td>0.7007</td>
<td>0.7744</td>
<td>0.7411</td>
<td>0.8070</td>
</tr>
<tr>
<td>4</td>
<td>0.6972</td>
<td>0.7707</td>
<td>0.7402</td>
<td>0.8070</td>
</tr>
<tr>
<td>5-gram</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.5386</td>
<td>0.7594</td>
<td>0.5639</td>
<td>0.7849</td>
</tr>
<tr>
<td>2</td>
<td>0.6625</td>
<td>0.7256</td>
<td>0.7011</td>
<td>0.7640</td>
</tr>
<tr>
<td>3</td>
<td>0.6543</td>
<td>0.7368</td>
<td>0.7192</td>
<td>0.7979</td>
</tr>
<tr>
<td>4</td>
<td>0.6693</td>
<td>0.7744</td>
<td>0.7210</td>
<td>0.8162</td>
</tr>
</tbody>
</table>

level better than using a single component per class. This was much more evident with the 4-gram model, likely because the 4-gram model does a better job at being able to generalize beyond the observed training data. This is confirmed by comparing the performance measures without any unlabeled data between the 4-gram and 5-gram. Introducing multiple components per class into the mixture model introduces an extra risk of reducing generalization on new data not yet observed. For this reason, the smallest possible n-gram that can effectively classify the data should be used.

6.3.4. EM-CS results

For our next set of tests, we evaluated the EM-CS algorithm, which iteratively constructs a subset of unlabeled sequences to be used for estimating model parameters by selecting sequences at each iteration that meet or exceed a predetermined confidence score threshold. We chose the DL-3 dataset for this test because it was designed to contain the rarest classes observed across all possible classes that could be observed, and thus it is quite reasonable to assume that the majority of the data in the unlabeled dataset are not associated with any of these three classes.

For this test, we chose a 4-gram model. We define \( CS_{\text{thresh}} \) to be the minimum allowed confidence score (CS) that a sequence must have to be considered in the model. For test purposes, we first generated predictions without using any unlabeled data on all the data in DL-3. We observed a CS range between 33.5 and 47.8 on all the data. Table 6 reports the percentile of the data falling over different selected CS thresholds in this test.

Next, we evaluated the EM-CS algorithm at these different CS thresholds using a dataset of 60,000 unlabeled sequences. The performance results from the test are shown in Table 7. We report the number of sequences actually used in the model for each value of \( CS_{\text{thresh}} \) used. We also report the results without using any unlabeled data, and the results of using all the unlabeled data for comparison purposes.

As expected, a large number of sequences are able to be eliminated from the unlabeled dataset. Our lowest \( CS_{\text{thresh}} \) value of 35 had eliminated almost 89% of the data in the unlabeled dataset. This confirmed that an overwhelming majority of this dataset is not likely to belong to these three classes. More importantly, we also observed an improvement in the \( \text{macF₁} \) and \( \text{micF₁} \) measurements by eliminating these sequences.
The results for the EM-CS algorithm are displayed. The value of $CS_{thresh}$ was selected at different levels ranging between 35 and 40. The number of unlabeled sequences that were actually selected is reported. The numbers in bold indicate the best results. The numbers in italics indicate the baseline results for a model generated without unlabeled data.

<table>
<thead>
<tr>
<th>$CS_{thresh}$</th>
<th>Unlabeled sequences</th>
<th>$macF_1$</th>
<th>$micF_1$</th>
<th>$macF_1$</th>
<th>$micF_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>60,000</td>
<td>0.651</td>
<td>0.728</td>
<td>0.624</td>
<td>0.651</td>
</tr>
<tr>
<td>35</td>
<td>6,814</td>
<td>0.662</td>
<td>0.721</td>
<td>0.662</td>
<td>0.721</td>
</tr>
<tr>
<td>36</td>
<td>3,810</td>
<td>0.674</td>
<td>0.735</td>
<td>0.674</td>
<td>0.735</td>
</tr>
<tr>
<td>37</td>
<td>2,388</td>
<td>0.676</td>
<td>0.741</td>
<td>0.676</td>
<td>0.741</td>
</tr>
<tr>
<td>38.25</td>
<td>1,474</td>
<td>0.672</td>
<td>0.752</td>
<td>0.672</td>
<td>0.752</td>
</tr>
<tr>
<td>40</td>
<td>726</td>
<td>0.621</td>
<td>0.740</td>
<td>0.621</td>
<td>0.740</td>
</tr>
</tbody>
</table>

The best results (indicated in bold in the table) occurred with a $CS_{thresh}$ value of 38.25, which resulted in 97.5% of the unlabeled data being eliminated. In this test, the $macF_1$ measure improved to 0.672 from 0.561, and $micF_1$ improved to 0.752 from 0.728. The scores improved over the results obtained from using the entire unlabeled dataset in all test cases, with a notable exception when $CS_{thresh} = 40$, demonstrating how performance can degrade if there are too few sequences selected due to a more restrictive setting of $CS_{thresh}$.

### 6.3.5. Comparison against transductive SVM

For our final set of tests, we evaluated our method against the transductive SVM (TSVM) method discussed above [7,33]. We conducted a test on the DL-2A dataset to ensure that the TSVM would yield reasonable results on a binary, balanced dataset. Our second test was on the DL-3 dataset, which represents the most challenging problems for protein sequence classification.

The TSVM performed well on the basic DL-2A dataset, but did not perform well on the DL-3 dataset. The results for the DL-2A data are shown in Table 8 and are presented first. The SVM method performed remarkably well, resulting in a $macF_1$ measure of 0.789. Adding unlabeled data for the TSVM method only marginally improved the results to almost 0.81 by including 12,000 unlabeled sequences. We noticed the predictive performance start to drop with any additional data beyond this. Moreover, we could not consider using more than 15,000 unlabeled sequences because the TSVM would not converge on a solution. The EM-CS algorithm showed a more remarkable improvement from no unlabeled data, increasing the $macF_1$ measure from 0.624 to 0.789 with 60,000 unlabeled sequences, resulting in a 26.4% improvement. However, we point out that the standard inductive SVM method performed the same as our method with unlabeled data, and adding unlabeled data marginally improved the results for the TSVM method. On the best results, the TSVM with 8,000 unlabeled sequences outperformed the EM-CS algorithm by 2%.

There is a substantial cost in the computational time required for the TSVM compared to our method. See Table 9 for the results. We note that the computational time required for our method to complete is linear with respect to the size of the unlabeled dataset. SVM methods are known to have a running time between $O(n^2)$ and $O(n^3)$ with respect to the number of examples $n$ in the labeled and unlabeled data, dependent on the value of the $C$ and $C^*$ parameters chosen [56]. Our empirical results shown in Table 9 clearly confirm these running times. This represents a significant benefit of our method over the TSVM. See the discussion section for more information pertaining to these results.

The results from our EM-based methods were clearly superior compared to the results from the TSVM on the DL-3 data. We report only the results from the...
EM-λ method. The results are displayed in Table 10. The best results from the TSVM method were obtained from using 6,000 unlabeled sequences, where the $macF_1$ measure increased from 0.5 without any unlabeled sequences to 0.66 by using unlabeled data, yielding a 32% increase in performance. Additionally, the $micF_1$ (overall accuracy) measure increased from 0.626 to 0.677, an 8.1% increase on the same test. As noted in the previous test, using more unlabeled data resulted in performance degradation. The TSVM failed to converge when using more than 10,000 unlabeled sequences. The best results from the EM-λ method were obtained from using 50,000 unlabeled sequences, where the $macF_1$ measure increased from 0.561 to 0.728, an 8.1% increase on the same test. The $micF_1$ measure increased from 0.662 to 0.677, yielding a 12.7% increase in performance. We were pleased to see a significant 12.7% improvement in the overall accuracy from our method compared to the TSVM. The results of these two tests suggest that the TSVM performs well on simple binary, balanced classification problems; however the EM-based approach is more useful for multi-class problems where the data are unbalanced and availability of data are limited. See the discussion for a more detailed exposition on these methods.

### Table 10

<table>
<thead>
<tr>
<th># UL sequences</th>
<th>TSVM</th>
<th>EM-λ</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$macF_1$</td>
<td>$micF_1$</td>
</tr>
<tr>
<td>0</td>
<td>0.499</td>
<td>0.626</td>
</tr>
<tr>
<td>2,000</td>
<td>0.641</td>
<td>0.653</td>
</tr>
<tr>
<td>4,000</td>
<td>0.645</td>
<td>0.661</td>
</tr>
<tr>
<td>6,000</td>
<td>0.659</td>
<td>0.667</td>
</tr>
<tr>
<td>8,000</td>
<td>0.654</td>
<td>0.661</td>
</tr>
<tr>
<td>50,000</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

7. Discussion

Our previous work on the ngLOC method [4] has shown that when there is plenty of labeled data available, and there is a relatively high similarity threshold that is allowed in the training data, classification performance on new data can be quite impressive. However, in our previous work, as is the case with many other classifiers in this domain, prediction tends to suffer on the classes in the data with significantly low representation. Furthermore, there are significantly more biological concepts that proteins can be classified with that have significantly less data available than subcellular localization. Traditional supervised learning methods require a sufficient amount of labeled training data for inference of a model that has good generalization performance. In this study, we showed remarkable improvement in performance over supervised methods (i.e., naïve Bayes and SVM) when learning from small, multi-class, unbalanced datasets. Moreover, we gained the most substantial improvement in the least represented classes. These are challenges which are likely to be characteristic of a wide range of other protein annotations beyond subcellular localization. This suggests the value of this work for inducing models of protein characteristics that have very little labeled data available, perhaps allowing the inference of classification models on functional aspects of proteins that have yet to be considered.

7.1. Comparison against text classification methods

We applied the naïve Bayes classifier using an $n$-gram model for classification, where each possible $n$-gram is the equivalent of a word in a document used in text categorization. The largest distinguishing difference between our work and the feature space commonly found in text classification is the size of the feature space, denoted $|X|$. Typical feature spaces in text categorization run on the order of $10^3$ to $10^5$ distinct features. In contrast, the feature space in protein sequence classification is exponential with respect to the value of $n$ chosen, where the feature space is $O(20^n)$. While it is true that the observed feature space becomes sparse for values of $n > 4$, it is still enormous. Even at $n = 4$, there are 160,000 possible features, with almost all of them observed in the training data. At $n = 5$, though there are 3.2 million theoretically possible features, there were roughly 2.2 million features observed.

Through careful, efficient memory management, and accounting for only those $n$-grams that occur in the training data, larger values of $n$ are still very feasible to use. The primary restriction with using large values of $n$ is the fact that it significantly reduces generalization beyond the training data. In general, if there is access to a large set of training data, and/or all data in the domain of interest have a very high level of sequence similarity, then large values of $n$ are needed to repre-
sent discriminating \( n \)-grams that can effectively distinguish between the classes in the dataset. We use cross-validation to select the most ideal size of \( n \) for each dataset used.

The \( n \)-gram model represents a powerful, yet simple feature space for protein sequences. This model is able to capture sequence homology, while allowing for differences due to insertion, deletion, and/or mutation. It effectively shrinks the protein sequence space, thereby allowing a higher degree of redundancy between proteins that could not be had by considering the entire protein sequence. Moreover, different sized \( n \)-grams of significant length will map to structural features of the protein differently. Secondary structure elements are vital for attaining a proper fold of a protein, and consequently are vital for its function. Hence, these secondary structures are distinctly conserved across proteins with different functions. Basic amino acid or pairwise amino acid composition (i.e., a 1-gram or 2-gram model) represent feature spaces frequently used in this field, most likely due to the small dimensionality that is required by many classification methods. Though it has been applied with varying degrees of success, this limited feature space will fail to capture distinctive structural components of the protein. As demonstrated, a naïve Bayes classification method such as ours does not have this restriction. Fixed-length \( n \)-gram models were considered for this study, though numerous extensions to the basic \( n \)-gram model (e.g., single-gapped \( n \)-grams, variable-gapped \( n \)-grams) could be considered.

A significant difference with our work compared to other semi-supervised work in text classification is in regard to the domain in which the unlabeled data are taken from. In most semi-supervised work in text classification, it is assumed that the unlabeled data comes from the same source as the labeled data, and that the only difference is that it has not been categorized. Probabilistically speaking, it is assumed that \( D_U \) is drawn from the same distribution as \( D_L \), formally stated as \( \forall c_j \in C, P(c_j|D_L) \approx P(c_j|D_U) \). However, many methods do not consider that \( D_U \) may be drawn from a different distribution. Even worse, \( D_U \) may contain documents belonging to classes entirely outside of the target classes. For example, if documents belonging to different sports from various athletic magazines are being categorized, documents pertaining to financial or business subject matters are not incorporated in \( D_U \). This is a very reasonable assumption for most problems in text categorization; however, it is not reasonable for the majority of semi-supervised protein classification tasks. While it is true that, biologically speaking, all proteins are synthesized through the same process of DNA replication, transcription, and translation, the mere fact that a protein has been successfully synthesized from a common source says absolutely nothing about its functional role in a species, or where in the cell it needs to localize to perform its function. It is for this reason that the EM-CS enhancement to the basic EM algorithm was added, to increase the likelihood of incorporating sequences that may at least have some association with one of the classes of interest. (The EM-CS algorithm is discussed below.)

7.2. Complexity of naïve Bayes and EM

The space requirements can be rather extensive for larger \( n \)-grams, and is upper-bounded by \( O(|C|20^n) \). The Multi-EM extension adds an additional multiplicative factor of the number of components selected per class. However, as discussed, for values of \( n \geq 5 \), the observed feature space becomes very sparse, with only a small fraction of all theoretically possible \( n \)-grams observed. Therefore it is essential that a one-to-one mapping of \( n \)-grams to distinct indices is maintained, in order to allow the exploration of large \( n \)-grams. However, the run time is linear with respect to the size of the labeled and unlabeled data – a very nice benefit of using the naïve Bayes classifier. If there are \( m_L \) sequences in \( D_L \), and \( m_U \) sequences in \( D_U \), and the average number of EM-iterations before convergence is \( p \), and the average length of a sequence is \( k \) amino acids, then the running time for learning is bounded by \( O(kp(m_L + m_U)) \).

7.3. Considerations of EM enhancements

In the EM-\( \lambda \) algorithm, the \( \lambda \) parameter serves as a weight applied to unlabeled data, in order to control the effect that unlabeled data has in determining parameter estimates. It explicitly violates the assumption that each sequence is generated by one component in the model, by assuming that a sequence can be generated by a fraction of a component. While this assumption does not seem sound, it is a very reasonable in situations where the amount of unlabeled data would render the labeled data ineffective in determining the final parameter estimates. We clearly showed how too much unlabeled data causes the predictive performance to deteriorate (Table 3), and we are quite certain that even more unlabeled data beyond what is shown would not
improve the situation. As a final note regarding this algorithm, using EM-λ in conjunction with EM-CS will result in significantly less protein sequences from the unlabeled data selected, and therefore a larger λ parameter will likely be required. Our own observations confirmed this behavior (data not shown).

We point out that in several of our tests of the EM-λ algorithm, we often observed the best results when selecting a value for λ such that the unlabeled data was equally weighted with respect to the labeled data. However, this was not always observed, and should not be used as anything more than a good starting point, and then exploring alternative settings from there. Cross-validation can be used to select the most ideal value of λ for classification of new data.

In general, the problem of controlling the undesired influence of unlabeled data on parameter estimates can be addressed through either the EM-λ or EM-CS algorithms. The EM-CS will offer substantial running time improvement that EM-λ will not have. Moreover, EM-CS does not require relaxing the assumption that each component generates one sequence, unlike EM-λ does, because the unlabeled data are controlled by removing poor examples of the data, instead of application of the weight parameter to reduce the effect of all unlabeled data. However, if it is determined that a large fraction of the unlabeled data contain instances belonging to the target classes, then EM-λ is the algorithm of choice, otherwise, EM-CS will likely yield superior results, provided an appropriate value of CSthresh is chosen.

The EM-CS extension offers the most benefit when there is high certainty that the majority of the data in the unlabeled dataset are likely to belong to other classes not in C. We successfully showed predictive performance improvements through the test on the D3 dataset, which contained unbalanced data consisting of proteins localized to three distinct organelles that have a relatively small number of sequences targeted to them over all protein sequences available. Without the EM-CS extension, sequences that will never localize into these three organelles will be incorporated into the model, likely skewing parameter estimates because there are significant quantities of sequences not belonging to any target class.

In the EM-CS algorithm, we witnessed the importance of incorporating the sequences meeting the specified CS threshold in proportion to the current estimates for the class prior distribution (data not shown). Specifically, this requirement was most useful in situations where data are highly unbalanced across classes. Without this restriction, we observed tests where the class prior distribution would quickly become more unbalanced than it was before beginning EM iterations, resulting with the prior probability becoming increasingly weighted toward the classes that were already the most populated.

We showed how the performance of EM-CS was dependent on the value of CSthresh chosen. By observing the results in both Table 6 and Table 7, there is a clear tradeoff between choosing an appropriate value for CSthresh that maximizes selection of the most probable sequences that belong to one of the target classes, while allowing selection of enough unlabeled data to use in improving parameter estimates. A CSthresh value that is too high will allow many potentially useful sequences to be prevented from being used in the EM-CS algorithm, while a CSthresh value that is too low will incorporate sequences that are likely to belong to other classes outside of the set of target classes being modeled. The best selection of CSthresh is chosen through cross validation based on observation of scores without unlabeled data first, and then choosing a few scores around the score falling at the 50 percentile mark.

A small improvement could be made to the EM-CS algorithm to improve the running time by limiting the number of iterations that the algorithm is allowed to add new sequences to the selected subset. We rarely observed any significant additional sequences added after the first few iterations of the EM algorithm. By eliminating the need to calculate the expected class assignments on the entire unlabeled data on future iterations of the E-step (and thereby eliminating those sequences from the M-step), the computational time required could be significantly improved without degradation in predictive performance.

In the multiple-component mixture model, there are varying techniques to consider for selecting the best number of components to model each class, including cross-validation, Akaike information criterion (AIC) and Bayesian information criterion (BIC) [3,13]. We used cross validation to evaluate which number of components were performing the best. However, the results we presented are based on a restricted implementation which uses a fixed number of components for every class. While we believe that there may be a benefit to selecting a specific number of components for each class, this was not tested.

7.4. Comparison against transductive SVM

A significant problem with SVM-based methods is the computational resources required in training the
methods, particularly when considering non-linear kernels in the midst of training with high-dimensional, large-scale datasets. Our results showed how the computational time required to train transductive SVMs increased dramatically with respect to the amount of unlabeled data incorporated (see Table 9). Moreover, the method would often fail to converge if too much unlabeled data were used. Sometimes clustering techniques are applied and selective instances are used to represent each class, in order to reduce the size of the data used.

For high-dimensional data in particular, SVM methods become intractable for all but the smallest datasets. Solutions involve implementation of feature selection methods to reduce the feature space, clustering techniques to reduce the high-dimensionality of the data, or methods to reduce the size of the data. The computational resources required by our methods for training and testing are linear with respect to the dimensionality and amount of data used, which remains quite tractable for very large, high dimensional data.

Many existing SVM-based methods for protein sequence classification have used variants of standard amino acid composition and occurrence of amino acid pairs for feature representation [57,58]. These are equivalent to a 1-gram and a 2-gram model in our work. As noted previously, this feature space is very limited, particularly for work that requires discrimination across multiple classes, as it will not capture the discriminatory n-grams required to distinguish between classes. Despite this, we tested both of these representations for all SVM and TSVM tests conducted. We tried to test 3-gram and higher feature spaces that were used for our methods, but the predictive performance for the SVM methods degraded substantially for the majority of the tests, or the computational time required for the method to converge was unreasonable.

A more significant problem involves the selection of the SVM and TSVM parameters. It is difficult to know whether the parameters you have selected are optimal. Moreover, tuning of the parameters usually involves a manual process of repeated tests until you achieve superior results, which can be an exhaustive task. This is a well known challenge with SVMs [59], and represents an ongoing area of research in the machine learning community. Despite this challenge, when acceptable parameters are found, the results can be very good.

Quite often, the data are projected into a higher or different dimensional space through the kernel trick. It is possible that an ideal kernel may be found, and excellent SVM parameters might be determined for a classification problem, but impossible to understand how the translated feature space is discriminating between classes. With our methods, the feature space can be explored to extract features that were significant for classification, or anomalies in the data that were prohibitive to correct classification. These are significant requirements in the biomedical research community.

A probabilistic measure ought to be considered a crucial output of any predictive model, and this is a difficult feat due to their non-probabilistic output. Solutions to this problem for SVM methods usually involve creating another model to simulate a probability distribution from the output of the SVM [60]. Alternative techniques sometimes involve implementation of a bootstrap method that create multiple SVMs using random draws from the training data, and estimating a probability distribution based on the output of these random SVMs. In contrast, probabilistic methods such as ngLOC [4] and the work presented in this study allow the output of a probabilistic measure. This is particularly important in biomedical research, where it is usually much more important to attain high precision over maximum overall sensitivity (i.e., recall) for a given classification method.

Though we noted an increase in performance for transductive SVMs compared to inductive SVMs for most of our tests, we noted a decrease in predictive performance for transductive SVMs compared to our semi-supervised method for most tests conducted except for the tests performed on the D_{L2}A binary class, balanced dataset. Multiple kernels were tested for these tasks over a wide range of parameters, and the linear kernel always resulted in the best performance.

Despite these challenges with inductive and transductive SVMs, they have been shown to be successful on an extremely wide range of problems over many domains. We encourage the reader to consider TSVMs, particularly if an SVM approach has already been shown to work well. Our results indicated that if the inductive SVM performs well, then there is a high likelihood that incorporating a limited amount of unlabeled data with the TSVM may improve the model. Furthermore, methods are continuing to emerge that directly address many of these limitations mentioned. We were encouraged by the results of the basic D_{L2}A data and believe that TSVMs may be useful for protein sequence classification under certain scenarios. Moreover, observing the plethora of SVM-based methods for sequence classification will yield an equal number of choices for feature representation that researchers have adopted, and therefore, we believe that improved feature selection might have yielded improved performance for TSVMs.
8. Conclusion

Methods in protein classification continue to be researched in earnest, primarily focusing on improving classification of proteins from the sequence alone. Existing research on genomic and proteomic methods have yielded a large amount of protein data, of which only a fraction has been experimentally determined. This domain provides an excellent platform for research into semi-supervised learning methods, which have proven useful in domains where there is a large amount of data, and yet only a fraction of it has been labeled.

Many tasks in protein classification deal with challenges that arise due to limited data being available for learning, and unbalanced classes in the data. We presented a collection of EM-based algorithms designed to address these limitations and challenges through incorporation of unlabeled data. Using the n-gram model for the feature space, along with the naïve Bayes classifier, we showed how each of the algorithms can be used to improve classification accuracy over models inferred without unlabeled data. We focused extensively on improving prediction performance for the classes with the smallest representation in the training data, and showed how each algorithm improved the unbalanced predictions, sometimes remarkably well. The improvements in predictive performance were most substantial on the problems where the least amount of labeled data was available.

Limitations of this work were discussed, most of which resulted from the fact that our unlabeled dataset contained instances that belonged to classes that were not in the set of target classes being considered. It was also possible to have too much unlabeled data for adjusting the parameter estimates for the model in situations where there is a minute amount of labeled data. However, by relaxing stated assumptions of the model, notably the one-to-one correspondence between the classes and underlying components in the mixture model, we demonstrated how these problems can be addressed through the EM-λ algorithm. We proposed a novel, alternative solution by using the EM-CS algorithm, which has the benefit of allowing the stated assumptions of the model to stay intact, while offering an additional improvement in run-time performance not possible with EM-λ.

We conducted a thorough comparison of our semi-supervised learning method against the transductive inference method of the transductive support vector machine (TSVM). We noted situations where the TSVM may or may not yield good classification performance compared to our method, with reasons for the observed performance discussed. Substantial improvement was shown by our method compared to the TSVM on the most difficult classification problems. However, we believe that the method is promising for protein sequence classification under certain limitations, and may result in a complementary classifier that can work in conjunction with our method, as well as other experimental methods in this field.

We have demonstrated the added value of semi-supervised learning in this domain, using specific tests designed to replicate common protein classification scenarios characterized by having only limited, highly unbalanced annotated data available. Our results have clearly demonstrated the value of incorporating a large set of unannotated protein sequences, showing how the predictive performance of the resulting classifier in the majority of our tests improved in many of these common scenarios.
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