Implementation of d-Spline-based incremental performance parameter estimation method with ppOpen-AT
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Abstract. In automatic performance tuning (AT), a primary aim is to optimize performance parameters that are suitable for certain computational environments in ordinary mathematical libraries. For AT, an important issue is to reduce the estimation time required for optimizing performance parameters. To reduce the estimation time, we previously proposed the Incremental Performance Parameter Estimation method (IPPE method). This method estimates optimal performance parameters by inserting suitable sampling points that are based on computational results for a fitting function. As the fitting function, we introduced d-Spline, which is highly adaptable and requires little estimation time. In this paper, we report the implementation of the IPPE method with ppOpen-AT, which is a scripting language (set of directives) with features that reduce the workload of the developers of mathematical libraries that have AT features. To confirm the effectiveness of the IPPE method for the runtime phase AT, we applied the method to sparse matrix–vector multiplication (SpMV), in which the block size of the sparse matrix structure blocked compressed row storage (BCRS) was used for the performance parameter. The results from the experiment show that the cost was negligibly small for AT using the IPPE method in the runtime phase. Moreover, using the obtained optimal value, the execution time for the mathematical library SpMV was reduced by 44% on comparing the compressed row storage and BCRS (block size 8).
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1. Introduction

One of the main aims of automatic performance tuning (AT) is to optimize performance parameters that are suitable for certain computational environments in ordinary mathematical libraries [2,3,6–8,11,12]. In this study, we discuss the optimization of a single performance parameter. In a conventional estimation of performance parameters, the following procedure is applied to obtain the optimal value in a mathematical library:

Step 1. Choose static sampling points from the values of the performance parameter.

Step 2. Run the target mathematical library to obtain the execution time (executed value) at each sampling point.

Step 3. Define a fitting function and fit it to the executed values.

Step 4. Search for a minimum value of the fitting function that corresponds to the optimal value of the performance parameter.

In general, this approach to conventional estimation of performance parameters has been used in AT.

The accuracy of the estimated value of the cost function depends on the number of sampling points, although fixed-point sampling is generally used in AT. The target mathematical library can also be executed at
any sampling point. Moreover, sampling points can be incremented dynamically. Because the sampling cost is proportional to the number of sampled points, we should consider alternative approaches, such as a dynamic incremental method, in which adequate points are inserted successively.

For performance parameter estimation, we have proposed the Incremental Performance Parameter Estimation method (IPPE method). In this method, optimal performance parameters are estimated by inserting suitable sampling points that refer to the computational results for a fitting function, d-Spline, which is highly adaptable and requires little estimation time [9,10].

When designing the IPPE method, we considered two major issues. The first was the selection of a fitting function under the following conditions: (1) It should be calculated using a small number of sampling points because the estimation begins from the least number of sampling points. (2) The calculation cost should be small because it is necessary to calculate a fitting function for every sampling point, which is incremented dynamically. The second issue was the criteria for incrementing sampling points; i.e., (1) terminating and (2) selecting sampling points.

We have now applied the IPPE method to ppOpen-AT, a scripting language for AT [4,5]. In particular, ppOpen-AT is a scripting language (set of directives) with the purpose of automatically generating the code required for AT by placing annotations in the source program to reduce the workload of library developers. We applied the IPPE method to ppOpen-AT for both the install-time and runtime phases. For the runtime phase, the IPPE method was implemented in a mathematical library, such as BLAS, which is within the loop structure of the user program. The IPPE method is executed to improve performance every time the mathematical library in the loop structure is executed. To confirm the effectiveness of AT for the runtime phase using the IPPE method, we have applied it to sparse matrix–vector multiplication (SpMV).

This paper is organized as follows. Section 2 of this paper introduces the d-Spline-based IPPE method. Section 3 describes the procedure used in the IPPE method. Section 4 provides an outline of ppOpen-AT. Section 5 describes the implementation of the IPPE method with ppOpen-AT. Section 6 presents an example of the application of the IPPE method to ppOpen-AT for SpMV. Finally, Section 7 provides a summary, conclusions and planned future work.

2. Incremental performance parameter estimation based on d-Spline

2.1. Fitting function d-Spline

Figure 1 illustrates the fitting function d-Spline with sampling points and executed values. Regarding the first issue of the IPPE method, we define a fitting function d-Spline (discrete spline function), which has the high flexibility required to adapt to data sets and can be easily computed. The function d-Spline is represented by the values of the discrete points $f_j = f(x_j)$, $1 \leq j \leq n$, i.e., $f = (f_1, f_2, f_3, \ldots, f_j, \ldots, f_N)^T$, where $t$ means transposition (Fig. 1). Each $x_j$ has the same interval. Parameter values are a portion of $x$. For smoothness, the number of $x_j(n)$ must be sufficiently greater than the number of parameter values ($N$). The executed value $y_i$ ($1 \leq i \leq k, k \leq N$) for $k$ sampling points out of $N$ is the execution time of the target mathematical program. The executed values are for sampling points $y = (y_1, y_2, y_3, \ldots, y_i, \ldots, y_n)^T$. The smoothness of $f$ is achieved by $|f_{j-1} - 2f_j + f_{j+1}|$, $2 \leq j \leq n - 1$, and $f$ is selected to minimize the following expression (1):

$$\min_f (||y - Ef||^2 + \alpha^2||Df||^2),$$

(1)

where $\alpha$ is sufficiently small to adapt well to the executed values $y$. Figure 2 illustrates matrices $E$ and $D$ of sizes $k \times n$ and $(n - 2) \times n$, respectively. The function d-Spline is not a spline function because the continuity of the derivatives is not guaranteed; thus, it is named as d-Spline for discrete spline.

![Fig. 1. Example of the fitting function d-Spline.](image1)

![Fig. 2. Structure of matrices E and D in (1).](image2)
2.2. Analysis of d-Spline using the Givens method

To solve (1), we first solve the following least-squares problem:

$$
\min_f \left( \|b - Zf\|^2 \right).
$$

(2)

Figure 3 shows the structures of the matrix $Z$ and vector $b$. To suppress fill-ins, which change zero elements to nonzero elements, $\|y - Ef\|$ is transformed to $\|E^T y - E^T Ef\|$. The matrix $E^T E$ has nonzero values on some diagonal elements, while all values on off-diagonal elements are zero. To solve the least-squares problem, the Householder method is generally used; however, for a sparse matrix, the Givens method is better. Moreover, in our parameter estimation method, the Givens method is better for suppressing fill-ins because of the special structure of the matrix $Z$.

When we apply the Givens method, $Z$ is transformed to $R$, which is a tridiagonal matrix (half bandwidth is 3) with a computational complexity of $O(n)$, where $n$ is the number of parameter values. In comparison, the computational complexity of the mathematical program is $O(L^2)$ or $O(L^3)$, where $L$ is the matrix size. Therefore, the computational complexity for solving a d-Spline can be ignored. Figure 4 illustrates the addition of a new row at the incrementing sampling point. When a new sampling point $x_s$ is incremented, a Givens transformation is performed to remake $R$ (obtained from existing points; see Fig. 4) by adding a new row. However, a Givens transformation need not be applied for $Z$. Therefore, the same $O(n)$ requires less computation (approximately $1/5$) in the increment phase. This shows that the method of adding sampling points together with the fitting function d-Spline makes an efficient combination.

3. Procedure for incremental performance parameter estimation method

This section describes the procedure for estimating the optimal parameter value by applying d-Spline. The second issue in using IPPE method is the criteria for incrementing sampling points, i.e., (1) terminating and (2) selecting sampling points. This issue is considered here. Figure 5 shows the procedure for the IPPE method:

- Step 1. Select four initial sampling points from $x$, including both end points.
- Step 2. Execute the target mathematical library for each point $x_j$ to obtain $y_j$.
- Step 3. Compute d-Spline $f$, which is adaptable to executed values $y_j$, and estimate $x_s$, which corresponds to $f_s$, the smallest of $f$.
- Step 4. If $x_s$ is the same for successive $t$ times ($t = 2, 3, 4, 5$), exit (criterion 1); otherwise, go to Step 5.
- Step 5. If the estimated $x_s$ is not among the sampling points, add $x_s$ as a new sampling point; otherwise, select another $x_s$ to make $f_s$ such that $\max_j |f_{j-1} - 2f_j - f_{j+1}|, 1 \leq j \leq n$ (criterion 2), and return to Step 2.

In Step 4, the number of successive $t$ values is selected by balancing the accuracy required for estimation against computational efficiency.
4. Outline of ppOpen-AT

The software ppOpen-AT is a scripting language (set of directives) designed to efficiently develop mathematical libraries for parallel computations. In particular, ppOpen-AT automatically generates the code required for AT by placing annotations in the source program, thereby reducing the workload of library developers. Moreover, ppOpen-AT provides a code generator, in the manner of a preprocessor, which is based on its defined directives.

4.1. Timing of automatic performance tuning (AT)

There are two optimization phases in AT: the install-time and runtime phases (see Fig. 6). AT for the install-time phase occurs when mathematical libraries are installed on the computer.

The runtime phase occurs when the mathematical library is run via the user program. Note that AT must be executed in the loop structure of the user program. Because AT information is updated in the loop structure, it is called dynamic AT. AT must be executed quickly so it does not affect the user program. In the runtime phase, information is obtained about characteristics of the user program, such as the size or structure of matrices or both.

4.2. Major functions of ppOpen-AT

ppOpen-AT provides the following three types of AT functions:

- **Unroll**: loop unrolling depth adjustment to loop unrolled code.
- **Variable**: blocking of length adjustment to blocked algorithms.
- **Select**: algorithm selection based on user’s knowledge.

4.3. Example of ppOpen-AT

An example of the input and output of ppOpen-AT is shown in Fig. 7. The input is a user program. The annotations of ppOpen-AT (#pragma OAT) are placed in the user program. The output is the user program with AT features, and ppOpne-AT provides a code generator in the manner of a preprocessor.

The user program, as shown in Fig. 7, performs matrix–matrix multiplication, which is applied in the adjustment function for the unrolling depth in the install-time phase optimization. In this program, the variable \( n \) specifies the matrix dimension.

Because this example uses the pragma operator `unroll` and specifies the loop variable \( i \), the loop unrolling depth of the outer loop \( i \) is selected as the performance parameter. Because the pragma cooperator `varied` is used, the range for the depth is selected from 1 to 16. The fitting function for the execution time of the target AT region for optimization is a fifth-order linear polynomial, which, in this example, is selected by the pragma co-operator `fitting`.

In the AT system, the best values for the performance parameter are estimated by fixing \( n \). For the performance parameter in this example, sampling points, which are equal to the depth of unrolling to fix \( n \), are selected by the pragma cooperator `sampled`. In this ex-
ample, the execution time from the first to the fifth, eighth, and sixteenth unrolling depths were measured. Subsequently, based on the measured data, the coefficients of the fifth-order linear polynomial were determined to estimate the values for the performance parameter. The least-squares method was used in this estimation.

5. Implementation of IPPE method with ppOpen-AT

We implemented the IPPE method with ppOpen-AT for the install-time and runtime phases. In ppOpen-AT, sampling points are selected by the pragma cooperator sampled. For each sampling point, the execution time for the mathematical library is measured. In contrast, in the IPPE method, sampling points are automatically selected.

To implement the IPPE method with ppOpen-AT, we entered two new pragmas:

- **OAT fitting dspline**
- **OAT fitting dynamicdspline**

The first pragma is used for the install-time phase AT, while the second is used for the runtime phase AT. As illustrated in Fig. 8, we replaced the pragma **OAT fitting least-squares 5 sampled (1–5, 8, 16)** with the pragma **OAT fitting dspline**.

For AT in the install-time phase, we used the procedure for the IPPE method described in Section 3. The AT for the runtime phase is described as follows. The left side of Fig. 9 shows the loop structure of the user program. Several pragmas are placed in the user’s target mathematical library for AT. To add the functionality of the IPPE method to ppOpen-AT, the pragma that was added is as follows: **OAT fitting dynamicdspline**. By executing ppOpen-AT as a preprocessor, a user program with AT features is generated. The right side of Fig. 9 shows the pseudo-code of the generated user program.

In the sentence *do mathematical library*(*P*), *P* refers to the value of the performance parameter. To calculate the execution time (*t*3), the function *wall clock()* is executed at the beginning and at the end of the mathematical library. The function **dynamicdspline()** is executed in two phases: *P* is selected in the first phase and then a new *P* , which is used in the next iteration, is selected based on the result for *t*3 in the second phase.
Figure 10 illustrates the procedure of the IPPE method for the runtime phase ATR. In the first phase, flag is checked, which indicates whether the optimal value has been determined. If the optimal value has been determined, the optimal value is set to $P$; otherwise, it is set to the value of the sampling point. In the second phase, d-Spline is recalculated by adding the execution time $t_3$ to select a next sampling point. According to the IPPE procedure described in Section 3, if the optimal value is determined, flag is set; otherwise, the value of the sampling point is selected and used in the mathematical library in the next iteration.

The first and second phases are called in each iteration. Consequently, the following data should be registered:

- d-Spline $f = (f_1, f_2, \ldots, f_j, \ldots, f_n)^T$,
- flag: determination of optimal value,
- value of the sampling point for the next iteration,
- estimated optimal value,
- $t$ times: number of successions for the identical optimal value,
- list of sampling points not yet measured.

### 6. Application to sparse matrix–vector multiplication

To confirm the effectiveness of the IPPE method for the runtime phase ATR, we applied the method to sparse matrix–vector multiplication (SpMV). For a sparse matrix structure, compressed row storage (CRS) is usually used; however, in some cases, depending on the structure of the sparse matrix, blocked compressed row storage (BCRS) is used rather than CRS to obtain better performance. Figure 11 shows the structures of CRS and BCRS. CRS keeps only nonzero data elements; in contrast, BCRS comprises square blocks, where each block is a dense matrix, which may have some zeroes.

For our experiment, the range of the performance parameter was in block sizes from 1 to 14. For CRS, a block size of 1 was used, and for BCRS, block sizes from 2 to 14 were used. We used the sparse matrix raefsky3 obtained from the University of Florida Sparse Matrix Collection [1].

Figure 12(a)–(d) show the changes in the shape of d-Spline. The $x$-axis is the value of the performance parameter (block size), and the $y$-axis is the execution time for the target mathematical library. The dotted lines represent execution times for all values of the performance parameter. The dotted lines show various tops and bottoms, where data fitting was not easy.

Figure 12(a) shows the shape of d-Spline at the fourth iteration of the user program. To obtain these initial four sampling points, the loop structure was iterated four times. In each iteration, the mathematical library was executed. The initial four sampling points were at regular intervals, including both ends. The numbers in the squares on d-Spline indicate the number of iteration times. The minimum point of d-Spline was found to be 5, which was already included among the sampling points. The next value selected for the sampling point was 6, where the difference equation of second order has the largest value (Section 3, criterion 2). The selected sampling point 6 was used for the calculation of the mathematical library in the next iteration.

Figure 12(b) shows the shape of d-Spline at the fifth iteration of the user program. The d-Spline was reshaped to add the execution time for sampling point 6. The minimum sampling point of the reshaped d-Spline was found to be 6, which was already among the sampling points. Following the same procedure described
for Fig. 12(a), the next value selected for the sampling point was 7, where the difference equation of second order has the largest value (Section 3, criterion 2).

Figure 12(c) shows the shape of d-Spline at the seventh iteration of the user program, after the addition of execution times for sampling points 7 and 8. The minimum sampling point of the reshaped d-Spline was found to be 8. According to the same procedure described above, the next sampling point that was found by d-Spline was 9.

Figure 12(d) shows the shape of d-Spline at the ninth iteration of the user program. The minimum point of d-Spline was found to be 8; the value of sampling point 8 has now been selected for three successive times, which is considered to be a sufficient number of successions. Therefore, 8 was determined to be the optimal value, and flag, as shown in Fig. 10, was set.

Figure 12(a)–(d) illustrate the non-smooth behavior of the performance, which has been reported previously [7,8]. These figures also show that d-Spline defined by the expression (1) in Section 2, adapts well to the execution time (executed values).

Figure 13 shows the execution time for the mathematical library for each iteration. A mathematical library that uses different values of sampling points is calculated once in each iteration until the optimal value is determined. The broken line in the figure indicates the execution time for the mathematical library, including the estimation time using the IPPE method. This shows that the cost of AT for the runtime phase using the IPPE method was negligibly small. Moreover, the execution time for the mathematical library was reduced by 44% on comparing CRS and BCRS (block size 8) using the obtained optimal value. After the tenth iteration of the user program, the mathematical library will use 8 as the determined optimal value.
7. Related work

Reference [11] introduces Active Harmony, which is incorporated into system software and optimizes the runtime phase. Enhancement of Active Harmony has been discussed in [2,3] for obtaining two-dimensional performance parameters using the simplex method. Active Harmony generates a tuned code and executes just-in-time compilation multiple times during the runtime phase.

In contrast, AT with IPPE method is applied at the user level. The code to be tune is already complied, which is executed only for searching performance parameter. The function d-Spline is efficient because its overhead for runtime performance tuning is negligible (computational complexity of d-Spline is $O(n)$), while Active Harmony requires generating tuned code and executes just-in-time compilation at the system level with considerable overhead.

Reference [8] discusses multidimensional performance parameters. Comparisons have been reported among various search techniques, such as simplex, genetic algorithms, simulated annealing, and particle swarm optimization. These comparisons were applied only to install-time AT, and the target for AT was only matrix multiplication. These search techniques are totally different in viewpoint from the mathematics used in the IPPE method.

The target for AT in references [2,3] is kernels from explicit solvers, and in reference [8] the target is only matrix multiplication, while in this paper, we treat SpMV.

In the above references, two-dimensional and multiple dimensional performance parameters are examined. One of our future goals is to enhance d-Spline to handle multidimensional tuning parameter space. The smoothness of d-Spline in one-dimensional parameter space is represented by $|f_{i, j-1} - 2f_{i, j} + f_{i, j+1}|$. In two-dimensional parameter space, the smoothness of d-Spline can be represented by $|f_{i, j-1} + f_{i, j+1} - 4f_{i, j} + f_{i+1, j} + f_{i, j+1}|$. The structure of the half bandwidth of the matrix $Z$ in Fig. 4 can be reshaped from 3 to $2n - 1$. Therefore, the computational complexity of d-Spline will increase to $O(n^3)$, which will reduce the efficiency of d-Spline. We are now considering some new approaches to reduce the computational complexity.

8. Conclusions

In this study, we proposed the IPPE method for estimating performance parameters. The IPPE method estimates optimal performance parameters by automatically inserting suitable sampling points that refer to computational results for a fitting function d-Spline.

The IPPE method based on d-Spline improved the two major problems in parameter search: (1) non-smooth behavior of the performance with respect to the tuning parameters and (2) a lack of efficient runtime of performance tuning.

We have integrated the methodology in the ppOpenAT framework. Using the IPPE method with ppOpenAT is effective for both the install-time and runtime phases because sampling points are selected automatically, i.e., the user does not have to specify the sampling points. Especially for the runtime phase AT, the cost in terms of execution time is low because the IPPE method does not have to perform additional executions of the mathematical library to measure the execution time for AT. The mathematical library is executed using different performance parameter values that are automatically selected in each iteration until the optimal value is determined.

Figure 12(a)–(d) show that d-Spline adapts well to the non-smooth behavior of the value of the performance parameter. The results from our experiment in Fig. 13 show that the cost of AT for the runtime phase using the IPPE method was negligibly small. Moreover, the execution time for the mathematical library SpMV was reduced by 44% on comparing CRS and BCRS (block size 8) using the obtained optimal value.

In future, we plan to enhance the IPPE method and d-Spline for simultaneous evaluation of multiple performance parameters. In the long run we aim to apply this methodology in a larger scope, such as more kinds of performance parameters, more matrices/data sets and parallelization.
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