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At present, the economics and social developments show the characteristics of diversification, and the focus of social enterprise
management is driven by the allocation of human resources. Human resource allocation is a way of appropriate allocation and
reasonable placement of human resources. It means that, under the guidance of science, human resources can maintain the best
combination with other resources at any time. Nevertheless, the irregularities in management teams and the balanced differences
of talent quality have a great effect on the balanced development of an enterprise. Based on this, this paper studies the es-
tablishment of a recurrent neural network (RNN) model to realize the allocation of human resources and the balanced de-
velopment of enterprise management. Firstly, a deep learning model, based on the recurrent neural network, is established. Then,
the human resources data is analyzed to calculate the matching degree between the human resources and posts. Finally, personnel
scheduling is carried out according to the matching degree score between the human resources and posts, to obtain the optimal
balanced allocation result of the human resources. Experimental results show that our method can bring significant improvements
to personnel position matching and effectively enhance the efficiency of human resource allocation based on the

cloud environment.

1. Introduction

The term “human resource” refers to the sum of the labor
capacity of workers in a specific field. There are many
influencing factors on social productivity, and human re-
source is the most active and positive factor, which is the
root of the existence and growth of a social organization [1].
In recent years, China’s economy has gradually entered the
“new normal.” This is well known that advanced enterprise
management methods and whether they can give full play to
the value of employees have become important evaluation
criteria for enterprise resource innovation and competitive
advantage [2]. The human resource management personnel
of the engineering unit shall analyze the ability of the unit’s
employees, allocate human resources reasonably, and form a
working state of combining strength and weakness [3]. The
optimization of human resource allocation is mainly divided

into (i) establishing the idea of optimal allocation of human
resources; (ii) updating the organizational structure; (iii)
clarifying the position authority; (iv) integrating manage-
ment methods; (v) providing effective guarantee for position
management; and (vi) strengthening targeted training [4].
The formulation and implementation of human resource
management policies are not effective, which has seriously
affected the operation of modern enterprises. Therefore, the
scientific and reasonable human resource allocation method
is the sword of enterprise management.

At present, the computing models applied in the field of
human resources are usually based on statistical algorithms,
which cannot meet the processing needs of massive data and
do not consider the characteristics of data hiding, which
easily leads to the problem of lack of information [5]. Among
the classical assignment algorithms, there is a quantitative
assignment algorithm [5, 6]. Individuals need to complete M
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tasks (n#m is allowed), establish a mathematical model
based on the operational research method, and then obtain
the assignment scheme based on the Hungarian method.
However, the algorithm has some limitations when applied
to practical work. This algorithm requires that the factors
which determine the nature of different tasks are single and
the same. If there are two or more different tasks in this m
task and the influencing factors are not single, then the
efficiency index we need cannot be established through this
algorithm. Therefore, the application of this algorithm in
human resource allocation cannot be popularized [6]. As a
result, this paper comprehensively considers several cases
and selects the recurrent neural network algorithm to rea-
sonably allocate human resources, that is, calculate and
recommend human resources matching posts through the
algorithm.

To improve the human resource system, this paper
mainly solves the matching problem between the human
resources and posts. Therefore, the input of the recom-
mendation algorithm is the personal identity information of
human resources, and the output is the position suitable for
their identity. The dataset of the model contains numerous
parameterized information such as human gender, per-
sonality, and professional qualifications, and the mapping
dataset contains the parameterized information of the
corresponding position. The human resource allocation
problem to be solved in this paper is simplified to the
problem of taking the given parameterized manpower as the
input and calculating the predicted output through the al-
gorithm. The major contributions of our work are as follows:

(i) We propose a new method to establish a recurrent
neural network (RNN) to identify the allocation of
human resources

(ii) A deep learning model based on a recurrent neural
network is designed; then the human resources data
are analyzed to calculate the matching degree be-
tween human resources and posts

(iii) Finally, the personnel scheduling is carried out
according to the matching degree score between
human resources and posts

The remainder of this paper is organized as follows: in
Section 2, we introduce the related work. In Section 3, we
introduce the methodology of our proposed model. In
Section 4, we conduct experiments on a real-world dataset
and compare the outcomes with some existing methods.
Finally, we conclude the paper in Section 5 and offer several
directions for future research.

2. Related Work

Human resource allocation is the corresponding recom-
mendation and mapping between the human resources and
posts. The application of the suggested recommendation
algorithm can solve the problems described in this paper. A
reasonable and applicable recommendation algorithm could
potentially improve the efficiency of the balanced allocation
of human resources. In recent years, recommendation
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algorithms have been widely used in many Internet enter-
prises. A complex and effective recommendation algorithm
can mine users’ multimodal information through users’
history records and platform information, analyze users’
various characteristics, predict people’s preferences, accu-
rately and intuitively analyze users’ preferences, and push
appropriate information to the users.

Compared with the existing traditional recommendation
algorithms, deep learning series algorithms have strong
advantages in the automatic extraction of abstract features.
In recent years, with the rapid development of human
electronic information technology, big data processing has
been greatly improved, which also makes deep learning
development rapidly and widely used in various domains
[7]. In the following years, a series of deep learning algo-
rithms have sprung up one after another. In 2006, based on
the existing deep learning theory, Hinton et al. of the
University of Toronto successively studied the relevant
theories of Boltzmann machine and neural network [8]. The
deep learning algorithm proposed by their team has
achieved good results in terms of data classification and
prediction. Then, in 2007, the authors in [9], developed a
collaborative filtering algorithm based on the restricted
Boltzmann machine (RBM), which is a generative stochastic
neural network to train the scoring matrix of the visible layer
data. Then, the trained model is used to predict users’
preferences. At that time, SVD + + was the core of a series of
deep learning models [10]. Due to its limitations, the series of
algorithms almost fell into a deadlock. It was not until the
emergence of RBM that the situation improved. When RBM
appeared, the authors improved this series of depth algo-
rithms and proposed RBM as a comprehensive general-
ization of the deep Boltzmann machine (DBM) [11], which is
the first real depth learning model. Then, Netflix researchers
studied the combination of GPU and AWS and introduced
the distributed neural network theory [12]. After that,
Spotify music company applied it to the music style analysis
of users and made personalized recommendations according
to the user’s preferred song style, which once caused great
repercussions [13]. In the deep learning model, the historical
records of platform users can be regarded as a periodic series
of data [14, 15]. To analyze these time series data, various
methods based on recurrent neural network (RNN) are
preferred in the existing state-of-the-art literature [16]. As
the founder of this usage, Netflix applied RNN to video
recommendation systems, which promoted the research of
deep learning algorithms of other companies and achieved
significantly good and outstanding results.

Through the above research on the current situation at
home and abroad, it can be concluded that the deep learning
and recommendation algorithms have a mature develop-
ment path [17]. After several updates and iterations, their
applications have been widely used in both video and music
recommendation, better match the user and system data,
and recommend a better individual matching mode as
compared to what was already available in the market.
Similarly, applying this recommendation algorithm to job
recommendations can complete the systematic, reasonable,
and unbiased deployment of human resources. In this paper,
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the recurrent neural network model is used to learn the post
manpower matching set and obtain a deeper post preference
representation containing more useful information. This
information can be used for the subsequent recommended
posts and manpower matching.

3. The Proposed Methodology

According to the traditional human resource allocation
theory, planning human resources is mainly to analyze the
personnel structure of the unit, and sort out the relationship
between post demand and personnel ability in detail. Per-
sonnel ability includes many elements. These elements are
weighted and summed to judge the quality score of the
personnel. The traditional human resource (HR) scoring
process is shown in Figure 1.

Firstly, the received data is grouped and analyzed. The
data grouping includes the personnel evaluation matrix and
personnel capability matrix. The most widely used is to
establish an employee ability evaluation matrix, which may
consider many factors, such as self-evaluation, superior and
subordinate evaluation, and patient evaluation. The per-
sonnel capability matrix includes employee performance,
attendance rate, professional title, and other information.
After the personnel evaluation matrix value and personnel
capability matrix values are obtained, the key manpower and
position matching degree can be obtained by the formula as
illustrated in the following:

1,
Xij = 0

Therefore, the personnel can be optimized by the
manpower and position matching degree model:

n n
max Z:Z sl-le-j ,
i=1 j=1
n
Y X;=1 iandj=12,...,m, (3)

iandj=1,2,...,n

n
Y X<,

The above algorithm is simple and effective and can
better configure human resources, but it is only applicable to
the case of less human data. With the increase of hospital
system, human data is also increasing, and the problem has
become complex. This method has low computational ef-
ficiency, cannot mine data well, and cannot manage human
resources effectively.

It can be seen from Figure 1 that the essence of the
human resource scheduling model is to analyze human
resource data and calculate the matching degree between the
human resources and positions. Afterward, personnel
scheduling is carried out according to the matching degree
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FIGURE 1: The human resources matching process.
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where n; ~ n, is the corresponding evaluation parameter.

Let another variable be X;;, we have

arrange personnel to corresponding positions,

(2)

no personnel will be assigned to the corresponding positions.

score between the manpower and position, which can be
abstracted into a recommendation model in essence. Rec-
ommendation models have been analyzed and verified in
many fields. At present, the mainstream recommendation
models use a recurrent neural network as a primary and
most important data processing module [18].

It should be noted that RNN records different historical
information of time series data through the cyclic structure
in the model. Its structural characteristics lead to its great
advantages in processing various time series data. Different
from ordinary neural networks, the hidden layers of re-
current (cyclic) neural networks are connected; that is, the
output at the current time is not only related to the current
input but also related to the output of the hidden layer at the
previous time. The RNN model is shown in Figure 2. Among
them, vector X, vector S, and vector O represent the input
data, hidden layer value, and output data in turn. Similarly,
U and V represent the weight matrix from the input layer to
the hidden layer and the weight matrix from the hidden layer
to the output layer in turn. The value S of the hidden layer
depends not only on the value of X but also on the value of S
of the last hidden layer. The weight matrix W is the last value
S, as shown in Figure 2, and denotes the input of this time.



Scientific Programming

W
U \%
Input layer Hidden layer Output layer
RNN structure
Ol— 1 Ot Ot+1
A A '}
A% \Y v
W Se1 S Sta1
w w w
A A A
U U U
Zt—l Z'[ Zt+1

RNN timeline expansion structure

FIGURE 2: The RNN structure understanding diagram.

The network expanded in Figure 2 is the model at the
time ¢, and the symbol correspondence is as follows: z,
represents the input of input layer, s, represents the output
of hidden layer, g, represents activation function of the
output layer, f, represents activation function of the hidden
layer, and o, represents the output of output layer. It is worth
noting that the value of s, depends on z, as well as s,_;. The
forward calculation formula of the cyclic neural network is
as follows:

o, = g1 (Vsy), (4)

sy = f1(Uz, + Ws,_y). (5)

Equations (4) and (5) are used for cyclic iterative cal-
culation, and the results are as follows:

0, =91(Vs,)

=9:(Vf1 Uz, +Ws,y))

=91 (V1 Uz + WS Uz, + Ws,,)))

=1 (VAH Uz + WS Uz + WS Uz +..0))))

(6)

As can be seen from equation (6), the current time not
only records the current time information but also contains
historical information, which shows that the cyclic neural
network has the function of memorizing historical infor-
mation. However, the traditional cyclic neural network al-

ways calculates the state of the model by covering layer by
layer. This method has some disadvantages. The chain rule of

derivation is used for checking. This method directly leads to
the function gradient expressed in the form of continuous
multiplication, which makes the model have the fault
problem of gradient disappearance.

The main feature of the recurrent neural network is to
use cyclic convolution for data training operation. The cyclic
convolution network model can be regarded as a hierarchical
data model, and the input of the convolution network is the
original human resource data. Through the processes of
cyclic convolution, pooling, and activation function, the
abstract features between data are extracted. The process
expression is as follows:

1 1 2
X —w —x — ..

L L
— X —w —Z,

z= f(xL, y),

where x! is the data input of L layer, w is the parameter
weight value of L layer, z is the loss function selected by
the model, y is the calibration value of the model, and f is
the final calculation parameter of the model. This paper
improves the basic neural network, uses the hybrid cyclic
neural network model, and uses the combination of global
model and local model to take the data characteristics
after hierarchical operation of the model as the network
output, to realize the data processing. Then, the hierar-
chical model structure is used to build the network, to
realize the matching recommendation of manpower and
position.

(7)
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In the process of building the model, the cross entropy is
selected as the judgment loss function. The loss function can
compare the actual value of the data with the expected value
of the data to determine the proximity of the data. The loss
function is as follows:

L=-) (ylog p+(1-ylog(l-p)). (8)

At the same time, the gradient optimization algorithm is
used to optimize the parameters during training. In this way,
the parameter transfer can be as accurate as possible. The
specific update process of model parameters is as follows:

(1) Update the number of iterations and learning effi-
ciency of the neural network:

my = Bymy_y + (1= B1) gy

(9)
v =Povi + (1= By) g
Among them, ; and f, are the hyperparameters of
the cyclic neural network, g, is the calculation
gradient of the model, and ¢ is the number of iter-
ations of the model.

(2) Optimize the orientation of the first-order estimate
and the second-order estimate, including
N m

=
1-p
oY

v, = =
1-5,

(3) Update the parameters of the model from the results
obtained above:

>

(10)

I,

9H1=9t—ﬁ. (11)
t

Combining the cyclic convolution neural network with
the traditional human resource allocation algorithm, a
human and post matching recommendation algorithm
suitable for the field of human resources is designed in this
paper. The algorithm not only improves the problem of low
data training quality of traditional algorithms but also ef-
fectively improves the data calculation efficiency by using a
cyclic neural network. The core idea of the algorithm can be
elaborated in three major steps: (i) firstly, the original fea-
tures in the data are extracted. The original features are
consistent with the features required by traditional human
resources, including personnel evaluation matrix and per-
sonnel ability matrix; (ii) then, the data is extracted to the
encoder for coding; and (iii) finally the coding characteristics
parameters are input to the input layer of the cyclic neural
network. The cyclic convolution layer in the model is used to
process the coded data, and then the matching results of
manpower and position are obtained. The algorithm flow is
shown in Figure 3.

Firstly, data acquisition is carried out, which uses the
distributed flow acquisition method to select the data and
group it into a personnel evaluation matrix and personnel

ability matrix. Then, the data is abstracted, preprocessed,
encoded by the encoder, and stored in a data warehouse. The
lifting feature algorithm is used to further strengthen the
data features and input to the cyclic convolution network.
Finally, the matching score between the manpower and
position is output, and the human resource recommenda-
tion process is completed.

The steps in the algorithm flow are described as follows:
the first step is data collection and is categorized as follows:

(1) Data collection: The establishment of an employee
position database is the basic work of constructing
the deep learning model. Using modern information
technology to establish an employee post database
system can realize the automation of resource data
parameter collection, processing, and management.
It makes the statistical data information to steadily
improve the results accuracy, preciseness, timeliness,
and comprehensiveness. Employee position statistics
is mainly used to collect, sort out, and store employee
characteristic parameters and position characteristic
parameters such as the number and age of various
employees in the enterprise or among industries.

(2) Accuracy and timeliness of data: High accuracy
employee post statistics can provide an effective
guarantee for the human resource allocation system.
At the same time, the statistical employee position
data is timely, and the lagging database is difficult to
match the enterprise information with a high iter-
ation rate.

(3) Data integrity and pertinence: In the process of data
collection, the comprehensiveness and integrity of
data should be achieved. Based on this, we can get
detailed and effective data information from the
established database during query or statistics. In
addition, whether the statistical data can bring value
to decision-making depends on the rational use of
the database and the availability of data. Therefore,
when designing the database structure, we should
consider that the data has the characteristics of
comprehensiveness and pertinence, and the database
has the characteristics of variable updatable, struc-
ture maintainable, fast update speed, and so on. This
not only reduces the cost of data collection but also
improves the effectiveness of data and effectively
ensures the accuracy of the database.

(4) Continuity and nonsystematic structure of the data:
In the process of employee position data statistics, we
mainly pay attention to two dimensions: time and
quantity. On the one hand, it stores the individual
personnel status in the database. In addition to the
existing status data, it also needs some historical
data. These historical data can assist the system to
complete the allocation of human resources. Based
on the historical data of employees, they can deeply
learn their personality characteristics. On the other
hand, it saves the basic information of employees
based on time series, because the characteristics of
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FIGUREe 3: The flow diagram of the proposed algorithm.

employees cannot be judged only by the current data,
so it is necessary to obtain the trend from the sta-
tistical data. Traditional personnel statistics reports
have time records, so it is necessary to save the
database based on time series. Therefore, in statistical
analysis, by analyzing and comparing the changes of
the same index in each period, we can find out the
existing problems and put forward corresponding
suggestions based on this.

The second step is to preprocess the original data. This
step comprises the following substeps:

(1) The difference between data and information: Data

and information are very different. The data we
count will not be automatically transformed into
directly readable information. Data is only a sum-
mary in quantitative form. Records in this quanti-
tative form can be sorted into statistical data and
become a data resource. From the perspective of
statistical methods and thinking, information can be

understood as an intermediate medium from data to
decision-making. Whether the massive statistical
data can play a role in decision-making depends on
the rationality of data analysis and sorting. For de-
cision-makers of different events, similarity of sta-
tistics, and whether they can extract effective
information from the data and whether they can
make the extracted information serve their own
decision-making reflect the management level of
different managers.

(2) Information processing of data: The process of

extracting information from statistical data is the
process of data processing and analysis. To transform
statistical data into information serving decision-
making, we must make timely, scientific, and sys-
tematic use of the principles, methods, and means of
statistical analysis. First, we should ensure the au-
thenticity and reliability of the original data, identify
a large amount of data in the statistical data, and
prevent forgery, duplication, and disclosure;
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secondly, strict inspection and control shall be
carried out when compiling and sorting statistical
data, and the consistency of index meaning and the
accuracy of data calculation shall be considered.
Finally, form the analysis report.

(3) Supplement and correct the data gap: Supplement
and correct the problems encountered in the use of
raw data to meet the requirements of management
and decision-makers. The need to add and supple-
ment new data depends on their contribution to
reducing the uncertainty caused by adverse factors in
the decision-making process. Usually, the decision is
made when the information is incomplete or
asymmetric, so the supplementary data is relatively
complete.

The third step is feature enhancement.

Obtain the data from the data warehouse, identify the
missing values in the data, delete the harmful data and input
the missing values, then normalize or standardize the data,
finally learn the data grouping results, and take the fused
data as the data input of the network in the model for
training.

The fourth step is the output of recommendation results.

Sort the results of the matching degree between man-
power and position, output the recommendation results
based on the diversity of employee characteristics and po-
sition characteristics, and then refer to the score for rea-
sonable position allocation.

4. Results Analysis and Discussion

According to the above methods and algorithm flow, the
ideas are sorted out before the experiment. The first is data
collection. The distributed flow data collection method is
used. Due to the different human data of different enter-
prises, the format is also different. Therefore, the manpower
data must be processed in a unified format, and its data
processing methods include discarding, conversion, and
other operations. The second is to preprocess the original

data. Group the data to get a more comprehensive under-
standing of the characteristics of the human resource model.
At the same time, the data is saved in the data warehouse,
which can support the subsequent data model training.
Then, feature enhancement is carried out. Obtain data from
the data warehouse and learn the data grouping results. The
fused data is used as the data input of the network in the
model for training. Finally, the recommendation result
output. Sort the manpower and position matching results,
and then refer to the score for reasonable position allocation.

The experiment will use four publicly accessible data sets
from the matching of employees and positions in different
enterprises to evaluate the model in this paper. These data
sets cover different enterprise fields and contain parametric
information of different numbers of employees, positions,
and matching relationships. To evaluate the performance of
model rating prediction, RNN, and five commonly used
recommendation methods are applied to four data sets in
different fields and compared. The five recommended
models are PMF, NMF, SVD++, HFT, and DeepCoNN. The
comparison of the prediction results is shown in Figure 4.

Calculate the accuracy of the above five algorithm
models, respectively, take the high-quality manpower and
position matching of an enterprise in a quarter as the
prediction comparison model, and input the corresponding
manpower characteristic parameters and position corre-
sponding parameters. The accuracy of the prediction results
is shown in the table. RNN has obvious advantages in ac-
curacy. Comparison of RMSE of different recommendation
algorithms is shown in Figure 5.

Finally, as shown in Figure 5, the RNN method in this
paper is always better than all the comparison methods.
Although comment information is very important in the
recommendation process, different ways of using comment
information will also lead to different recommendation
results. The model based on the recurrent neural network
proposed in this paper not only uses comments but also
considers the importance of each employee’s personality
characteristics and professional experience, which further
improves the recommendation performance. Statistical table
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FIGURE 6: Statistical table of changes in the turnover rate of a catering company from 2019 to 2020.

of changes in turnover rate of a catering company from 2019
to 2020 is shown in Figure 6.

Finally, as shown in Figure 6, this is a statistical table of
employee turnover after an enterprise optimizes the human
resource allocation method. According to the trend of the
chart and the previous theoretical methods, the optimization
of the human resource allocation method by using a cyclic
neural network algorithm can greatly reduce the turnover
rate of employees and ensure the steady rise of enterprises.

5. Conclusions and Future Work

With the rapid development of computer technology, the
deep neural network has attracted great attention in ac-
ademia and industry and is widely used in image pro-
cessing, engineering early warning, and so on. At present,
deep learning has been adopted by recommendation
system research, partly because of its ability to process
sequential information. This paper mainly studies the
depth recommendation model based on recurrent neural
network, summarizes the existing depth recommendation
models, and applies them to the allocation of human
resources in enterprises. The essence of the human re-
source scheduling model is to analyze human resource
data and calculate the matching degree between man-
power and position. Afterwards, the personnel scheduling

is carried out according to the matching degree score
between the manpower and position, which can be po-
tentially abstracted into a recommendation model in
essence.

This paper improves the basic neural network; uses the
combination of the cyclic neural network model, global
model, and local model; takes the data characteristics after
hierarchical operation of the model as the network output;
and then realizes the data processing. By using the hierar-
chical model structure to build the network, we can finally
realize the high-precision matching and recommendation of
manpower and posts. Our future work will focus on applying
the method proposed in this paper to the study of the
personnel arrangement process in projects for cloud re-
source allocation [14, 17], considering that the working
ability of personnel will directly affect the efficiency of
project completion.

Data Availability

The data used to support the findings of this study are
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