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-e method of computational intelligence to monitor and evaluate the concentration of students in the teaching process can
promptly and effectively adjust the learning plan and improve the learning effect. In this article, clustering algorithm and fuzzy
control methods are used to construct a research model of students’ attention in class. In addition, this article uses the existing
MATLAB-based image feature recognition algorithm to detect and obtain facial features and analyze the main features of facial
expressions through computational techniques to realize the judgment of attention. In addition, this article optimizes the
traditional AdaBoost algorithm to save computing time and improve operating efficiency and system performance stability.
Finally, this article constructs the functional modules of the research model according to actual needs and designs experiments to
verify the performance of the model. Experimental research results show that the model constructed in this article has a
certain effect.

1. Introduction

Attention refers to the direction and concentration of
people’s psychological activities to certain objects. Con-
centration is the ability to pay attention, that is, the ability to
point and focus one’s psychological activities (perception
and thinking, etc.) on a certain thing or process [1]. Western
scholar Weinberg believes that the ability to focus attention
on clues related to action performance in a complex external
environment is to focus on attention. Students’ attention
refers to the ability of students to pay attention, that is, the
ability of students to focus on specific goals without being
interfered by external irrelevant stimuli in the process of
learning. When students’ attention is distracted, they are
often hesitant and slow in learning and examination.

Attention is not an independent psychological process, it
is closely connected with all psychological activities, such as
feeling, perception, memory, imagination, thinking, and
emotion, and it is a kind of consciousness quality (or
characteristic) of these psychological processes. Attention
includes four basic qualities [2]. (1)-e breadth of attention,
that is, the scope of attention: it refers to the number of

attention objects that people can clearly understand or grasp
at the same time, which is from extremely narrow to very
broad. -e narrow attention filters out most of the infor-
mation, while the broad attention can simultaneously obtain
a wide range of information. -e scope of attention varies
from person to person, and children’s scope of attention is
usually smaller than that of adults. However, the scope of
attention will be greatly improved with the growth of
children and conscious training. (2) -e stability of atten-
tion: it refers to the ability to focus attention on a specific
object or activity in a certain period of time, that is, the
ability to keep attention on a certain activity for a long time.
(3) -e distributivity of attention: it refers to the ability to
distribute attention to different objects at the same time on
the premise of skilled skills and normal excitability of the
cerebral cortex. Because people’s attention is limited, the
allocation of attention requires individuals to allocate two or
more kinds of information in time. When the object of
attention is not complex and familiar, people can notice one
or more objects at the same time. (4) Transform of attention:
it refers to the ability of an individual to adjust his attention
from one object or activity to another according to a certain
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purpose. -e speed of attention transfer is not only the
embodiment of thinking flexibility, but also the basic
guarantee of rapid information processing and judgment.

-ere are many factors that affect attention, and it
usually refers to an emotional state caused by critical or
unexpected external changes, which are caused by our
feelings of the external environment. When stimulated by
the emergency, the body will produce obvious changes, such
as heart rate, blood pressure, and muscle tension, which will
make the emotion highly intensified, and then produce a
sense of anxiety.When individuals feel unable to adapt to the
task they are facing and cannot grasp the surrounding en-
vironment, they often have negative self-suggestion and
anxiety. -is will cause the excitability of the cerebral cortex
to shift, cause internal inhibition, unable to concentrate, and
hinder technical performance.

-is article mainly uses student feature recognition
methods to count the number of students and their con-
centration in real classrooms. In the classroom monitoring
environment, the faces of students at different shooting
angles and distances are dense and tiny, so there are false
detections and missed detections in the face detection. In a
natural state, students bowing their heads, lying on their
desks, and obscured by books all cause varying degrees of
difficulty in face detection and concentration analysis. -is
article fully studies the current domestic and foreign re-
search status of face detection and expression recognition
methods, analyzes the difficulties and problems in face
detection and subsequent expression recognition in the
classroom, and proposes corresponding improvements.

2. Related Work

In recent years, wearable multiphysiological parameter ac-
quisition equipment has been one of the key research di-
rections of many research institutions at home and abroad,
and new research results have continuously emerged in this
field. From the perspective of its development process, it can
be seen that the first generation of wearable multi-
physiological parameter collection equipment focused on
fragmented physiological parameter detection, such as
monitoring blood oxygen concentration, pulse rate, blood
sugar, and blood pressure signal [3], and the product forms
are mainly represented by rings, glasses, gloves, earphones,
etc. [4]. -e second-generation multiphysiological param-
eter collection equipment enriches the categories of collected
physiological parameters, integrates EEG signals, ECG
signals, EMG signals, respiration rate, body temperature,
etc., and reflects the characteristics of centralized wearable
products [5]. -e third-generation multiphysiological signal
acquisition equipment mainly relies on the development of
semiconductor technology and material science and tech-
nology. It has the characteristics of flexibility and minia-
turization, such as electronic skin and epidermal electronic
equipment, which are still in the research stage [6]. At
present, among the abovementioned three generations of
wearable multiphysiological parameter collection devices,
the second-generation wearable multiphysiological param-
eter monitoring device has the highest practicability and

application prospects. For example, the world’s first wear-
able physiological signal monitoring system is a smart
wearable motherboard (Georgia Tech Wearable Mother-
board) developed by Georgia Tech, which is used in the
detection of casualties of soldiers on the battlefield during
combat [7]. -e product uses the fabric material integrated
with optical fiber and fabric as a template to monitor human
body temperature signals, ECG signals, and other physio-
logical signals, while simultaneously detecting the bullet
wounds of soldiers in battle. -e LifeShirt developed by the
American company VivoMetrics is the world’s first moni-
toring system that realizes noninvasive, mobile, and con-
tinuous collection of physiological signals, and is currently
widely used in more than 1,000 hospitals around the world
[8]. Moreover, the sensors built into the LifeShirt can realize
the simultaneous detection of more than 30 physiological
parameters. -e BioHarness monitoring belt produced by
Zephyr in the United States realizes the combination of
portable multiphysiological signal detection and a chest
strap with multiple sensors distributed. Moreover, it can
realize the synchronous detection of human body’s elec-
trocardiogram signal, respiration signal, body temperature
signal, movement, and posture change, and its collected data
can be sent to the host computer in real time to apply
Acknowledge Software for data processing and further
analysis [9]. LifeMonitor developed by the British Equivita
Company is a wearable system that realizes dynamic
monitoring of vital signs [10]. -e multiphysiological in-
formation monitoring system can realize the collection,
transmission, and storage of physiological signals such as
ECG signal, heart rate, respiration rate, temperature, exer-
cise information, blood oxygen concentration, blood pres-
sure signal, and body temperature signal, and it applies
professional analysis software for data analysis and pro-
cessing. Moreover, the system has Global Positioning System
(GPS) positioning function and is easy to wear. Because it
uses skin-friendly high-tech breathable fabrics, it weighs
only 38 g while being beautiful and comfortable, making it
easy to wear for a long time.

-e literature [11] developed an emotional learning
system. -e system analyzes human emotions and learning
states based on Naive Bayes classification and K-nearest
neighbor classification and classifies them based on α waves
and θ waves to infer the subject’s mental state. -e literature
[12] found that the potential signals collected at the human
head are related to cognitive tasks and emotions. In the
research and analysis, the author applied the principal
component analysis method to the power spectrum analysis
of the collected EEG data and applied the data subspace
characteristics to derive and predict the error rate of the
subjects in a continuous attention experiment. After ob-
serving the changes in the alpha wave power spectrum of the
evoked EEG signal, the author found that when the alpha
wave changes at a lower frequency, it can characterize some
of the characteristics of attention, such as expectation and
alertness to a certain extent. -e literature [13] discovered
that the spectral characteristics of EEG signals can be used to
predict the degree of concentration. -e results of the study
show that the β-band (4–7Hz) in the EEG signal is related to
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the drowsiness tendency, the α-band (8–13Hz) is related to
alertness and brain activity, and the c-band (>20Hz) is
related to visual information processing and attention in-
formation.-e research institute at the University of Sydney
in Australia once proposed feature extraction based on the
driver’s EEG signal and classification of fatigue and con-
centration based on feature values, used trend measurement
to analyze and evaluate the driver’s mental state, and finally
achieved good experimental analysis results [14].

In the study of Shanghai Jiao Tong University, the re-
searchers asked the subjects to browse the pictures in the
picture library and synchronously collect the EEG signals
during the experiment [15]. -e experimental results show
that the collected EEG signals contain information that can
effectively identify the subjects’ emotion and concentration.
-e results of related studies show that certain information
contained in the human body’s bioelectrical signals can be
used to identify emotional states and focused states. Based
on the characteristics of nonlinearity and high latitude of
EEG signals, the amplitude, stability, and power spectral
density of EEG signals can be used to analyze and evaluate
the state of concentration. In addition, some scholars
combine physiological information such as ocular signals
and heart rate with EEG signals to perform comprehensive
analysis [16].

3. Face Detection Module Based on the
Viola–Jones Algorithm

In face detection, the Viola–Jones face detection algorithm is
a very classic algorithm, it is widely used because of its fast
and efficient detection effect, the algorithm includes pre-
processing, feature extraction, training classifier, and other
positioning algorithms, and all steps constitute a complete
detection target positioning algorithm system. Because of
the fast positioning and high accuracy of this method, it has
quickly become the first choice for face detection and po-
sitioning. Although the Viola–Jones face detection algo-
rithm was originally used to detect frontal face images, as the
Viola–Jones algorithm has become more mature in recent
years, the detection of side face images has becomemore and
more efficient and accurate, so this article adopts the classic
Viola–Jones algorithm to realize face detection. Figure 1
shows a block diagram of the face recognition system. -is
article mainly explains the algorithm used in this article from
the face detection [17].

-is algorithm mainly includes the following important
parts:

(1) It describes the common attributes of the face by the
Haar-like rectangle features and then performs
detection

(2) It establishes a feature called integral image, and
based on the integral image, several different rect-
angular features can be quickly obtained

(3) It uses the optimized AdaBoost algorithm, that is, the
optimized Better AdaBoost classifier for training to
distinguish between human faces and nonhuman
faces

(4) It establishes a cascaded hierarchical classifier with
high detection rate

-e common attributes of the face by Haar-like
rectangular features are described as follows: generally
speaking, the facial features of a person will show some
basic common characteristics. For example, the nose is
generally a high bright area of the face, which means that
the brightness of the nose will be higher than that of the
face. -e surrounding cheeks are much brighter, and the
human eye area is much darker than the cheek area. For a
human face image, the relative positions of the eyebrows,
nose, eyes, mouth, etc., are regular and followable. Among
them, they are for the human face. For the midline, they
are almost symmetrical [18].

-erefore, the Haar-like feature considers the rectan-
gular area adjacent to a specific position of a facial feature,
and the pixels in the rectangular area at each position are
added and then subtracted, and the final result is calculated.
It basically corresponds to the following situations:

Image input

Student image preprocessing

Student detection and
positioning

Student feature extraction

Student feature recognition

Output concentration results

Figure 1: Block diagram of the face recognition system.

Scientific Programming 3



[1, −1], [1, −1, 1], [−1, 1], [−1, 1, −1],

1 −1

−1 1
􏼢 􏼣.

(1)

To calculate the Haar-like features, all pixels in the
rectangular area need to be summed. -e size of the rect-
angular area that can be formed by an image is different. If
each rectangular area uses the pixel and then summation
method, this will undoubtedly increase the amount of cal-
culation. -erefore, the Viola–Jones face detection algo-
rithm uses a very sophisticated data structure called an
integral image.-e principle of the calculation of the integral
image is very simple; that is, for any point in the image, the
integral image value of that point is equal to the sum of all
the pixels located in the upper left corner of the point. -e
expression is as follows [19]:

I(X, Y) � 􏽘

x′ ≤ x

􏽘

y′ ≤y

f x′, y′( 􏼁.
(2)

Moreover, the integral image satisfies the relationship of
the following formula:

I(x, y) � f(x, y) + I(x − 1, y) + I(x, y − 1) − I(x − 1, y − 1).

(3)

Among them, I represents the integral image, f repre-
sents the original image, and x, y, x′, y′ represent the po-
sition of the pixel. -erefore, the integral image of an image
records the sum of all pixels in the upper left corner of each
pixel on this image. If the upper left corner of an image is
regarded as the origin of the coordinates of this image, then
the above expression is the discrete sum of all pixels from the
origin to the pixel, and it can also be regarded as an ex-
pression of integral. -erefore, this is also the origin of the
name of the integral image. Using integral images, we can
calculate the pixel sum of any point on an image or the pixel
sum of a rectangular area. -e calculation of the integral
image pixel sum has a library function
I � intergral lmage(img) in MATLAB that can be called
directly [20].

After obtaining this integral image, the pixels of each
rectangular area in the image can be quickly calculated, as
shown in Figure 2.

To obtain the pixel sum of the rectangle abcd, the integral
image formula is used, and the expression formula is as
follows [21]:

Sabcd � I(a) + I(d) − I(b) − I(c). (4)

-ismeans that the sum of pixels in any rectangular area,
that is, the sum of pixels in the upper left corner of the image,
can be represented by the four points on the integral image.

-e training process of the classic AdaBoost classifier is
as follows.

-e training set is given by (x1, y1), . . . , (xn, yn), where
yi ∈ −1, 1{ } represents the correct category label of xi,
i � 1, . . . , N. -e initial distribution of samples on the
training set is as follows:

D1(i) �
1
N

. (5)

Among them, t � 1, . . . , T. -e weak classifier
ht: X⟶ −1, 1{ } is calculated, and the error of the weak
classifier on the distribution Dt is as follows:

εt � pDt
ht xi( 􏼁≠yi( 􏼁. (6)

-e weight of the weak classifier is calculated as follows:

αt �
1
2
In

1 − εt

εt

􏼠 􏼡. (7)

-e distribution of training samples is updated as
follows:

Dt+1(i) �
Dt(i)exp −αiyiht xi( 􏼁( 􏼁

Zt

. (8)

Among them, Zt is the normalization constant. -e final
strong classifier is as follows:

Hfinal(x) � sign 􏽘
T

t�1
αtht(x)⎡⎣ ⎤⎦. (9)

-ere is no restriction on the style of the weak classifier,
and it can be a decision tree based on multidimensional
features, or even SVM. However, usually each weak classifier
is constructed based on a certain dimension in all features,
and the output results are only +1 and −1 (for binary
classification). -erefore, during training, each iteration
selects the weak classifier corresponding to the one-di-
mensional feature with the best classification effect under the
current training set distribution.

In the prediction, after inputting a sample, the classic
AdaBoost adds weighted −1, +1{ } value output by all weak

a b

c d

Figure 2: Pixels in the rectangular area of the Haar-like feature.
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classifiers as the final result. To get different accuracy and
recall rates, users can set different thresholds. For example,
when the output is 0.334, if threshold � 0 is set, the clas-
sification result is g, and if threshold � 0.5 is set, the clas-
sification result is m.

-e Better AdaBoost classifier is an extension and im-
provement of the classic AdaBoost classifier. Each weak
classifier of the classic AdaBoost classifier only outputs 1, 0{ }

or +1, −1{ }, so the classification ability is weak.-e output of
each weak classifier of Better AdaBoost is a real value (this is
the reason it is called “Better”), which can be considered as a
degree of confidence. Moreover, when it is combined with
LUT (100k-uptable), the ability to express complex functions
is stronger than the classic AdaBoost.

-e training process of the Better AdaBoost classifier is
as follows [22].

-e training set is given by (x1, y1), . . . , (xn, yn), where
yi ∈ 1, −1{ } represents the correct category label of xi,
i � 1, . . . , N. -e initial distribution of samples on the
training set is as follows:

D1(i) �
1
N

. (10)

Among them, t � 1, . . . , T.

(1) -e value space X of each dimension feature is di-
vided into several disjoint subspaces X1, . . . , Xn.

(2) -e parameter value on each subspace is calculated
as follows [23]:

W
j
i � p xi ∈ Xj, yi � 1􏼐 􏼑 � 􏽘

txi∈Xj,yi�1
D(i),

1 ∈ +1, −1{ }.

(11)

(3) -e output of each weak classifier is calculated as
follows:

∀x ∈ Xj, h(x) �
1
2

In
W

j
+1 + ε

W
j
−1 + ε

􏼠 􏼡. (12)

Among them, ε is a small normal quantity, which is
used to smooth the output. h(x) is actually a
piecewise linear function, which outputs a different
value in each subspace.

(4) -e normalized factor is calculated as follows [24]:

Z � Z 􏽘
j

��������

W
j
+1W

j
−1

􏽱

. (13)

-e product of the weighted sum of positive and
negative samples on each subspace is calculated and
then added.

(5) -e weak classifier h(x) that minimizes z is selected
as the weak classifier selected in the iteration:

Zt � minZ,

ht � argminZ.
(14)

(6) -e sample distribution is updated as follows:

Dt−1(i) � D(i)exp −yihi xi( 􏼁􏼂 􏼃. (15)

-e final strong classifier H is expressed as follows:

H(x) � sign 􏽘
T

i�1
ht(x) − b⎡⎣ ⎤⎦. (16)

Among them, b is the threshold, and it is
defaulted to 0.

Face recognition and eye recognition are inseparable.
Face recognition is the premise of eye recognition, and eye
recognition is the premise of judging the concentration of
students in class because the dynamics of human eyeballs
and the speed of blinking are the most intuitive way to judge
whether students are taking lessons seriously. However,
there are few studies that combine the quality of teaching
with human eye recognition. Most of them combine human
eye research with driver fatigue to determine whether the
driver is fatigued. Most of the literature uses human eye
recognition to judge. For example, the literature on the
method and application of eye feature recognition for fa-
tigued drivers and the literature on driver fatigue detection
based on human eye recognition all mention that when the
driver is fatigued, the blinking frequency of the eyes will slow
down, and the focus will not be concentrated enough, which
may easily lead to a car accident.

When the human eye area is detected, the next job is to
judge the open and closed state of the human eye. In the
human eye detection in this article, the state of the human
eye is simply divided into two parts: eyes open and eyes
closed. If we define the samples in one state (such as eyes
open) as positive samples and the samples in the other state
(such as eyes closed) as negative samples, then the AdaBoost
classifier is trained by extracting their Haar-like features.
-en, this process is simpler than the process of human eye
positioning. -is is because the negative samples of the
human eye positioning process are theoretically random, so
a large amount of negative sample data is needed, and a
classifier with a cascade structure needs to be constructed. In
the state recognition process, there is no need to construct a
cascade structure of classifiers, and only one layer of clas-
sifiers is needed to maximize the distinction between pos-
itive and negative samples.

-is method can well recognize the eye state of the
subject wearing glasses (including contact lenses and frame
glasses). Here, it is necessary to distinguish the testee
wearing glasses and the testee not wearing glasses into two
different samples. -at is to say, when the testee wears
glasses, the classifier trained by the sample wearing glasses
should be used. When the glasses are not worn, the classifier
trained on the samples without glasses is used. -rough
experiments, this method can increase the average recog-
nition accuracy of general individuals by about 8%, while the
average recognition accuracy of individuals wearing glasses
can be increased by 8% to 12%.
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First, the features involved in training are analyzed. -e
five typical Haar-like features are all obtained through the
difference in rectangular integrals. In other words, the es-
sence of Haar-like features can be considered as a gradient
feature. -erefore, we define the amount of edge informa-
tion of an image to be expressed by the following formula:

H � 􏽘
x

􏽘
y

􏽘

8

m�1
I(x, y) − Im

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌. (17)

Among them, Im represents the 8 domain points cor-
responding to the point I(x, y) in the image.

According to the knowledge of biology, the human eye
area has a relatively obvious grayscale change relative to the
human face area. For the detection and positioning of the
human eye, the first step is to determine that the human eye
is not blocked, and then, the grayscale enhancement
transformation on the grayscale image of this image is
performed. Finally, a reasonable grayscale threshold is set, so
that the human eye part of the binarized image obtained by

the image enhancement transformation can be clearly
distinguished.

4. Research Model of College Students’
Classroom Concentration Based on
Computer Statistical Analysis and
Fuzzy Control

-e AdaBoost algorithm is a very effective sample learning
algorithm, and it also has a good classification effect for
training the human eye classifier and can quickly determine
the state of eyes open and eyes closed through the human eye
cascade classifier. -is method can be combined with the
process of detecting and judging the state to realize the effect
to be tested. -e process of using the AdaBoost algorithm to
achieve human eyes open and closed classifier training can
be described as shown in Figure 3.

-is article analyzes the main features of facial expres-
sions to realize the judgment of the degree of concentration.

Face area

Open eyes classifierClosed eye classifier

data transmission Whether eyes are open

Record eye status

Whether eyes are open

No
No

Yes

Yes

Figure 3: Diagram of the location and classification of eye status.
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d1

d2

d3

d4

Figure 4: Schematic diagram of facial expression parameters.

Face/eye/mouth sample
Non-human face/non-

human eyes/non-
mouth samples

Algorithm training
classifier

Face/eye/mouth
detector

Video capture image

Face/eye/mouth
detection

Fuzzy reasoning of
facial features

Attention type
recognition

Output result

Figure 5: System design framework.
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Because the most obvious changes in facial expressions
during the learning process are the eye and mouth features,
this article uses the eye height of the extracted picture under
the same pixel background, eye width, mouth height, and
mouth width. Four sets of data information methods are the
four sets of facial expression parameters (d1, d2, d3, and d4)
in the following schematic diagram. We find the degree of
concentration by analyzing the changes in the extracted
model parameters. At high moments, the eye height data are
generally larger, or the eye height changes positively in the
original normal state, and the mouth is usually closed or
slightly opened at this time; when the concentration is low,
the eyes are usually smaller or closed, or the eyes were
originally opened or normal, but the height of the eyes
showed a significant negative change; that is, the eyes have a
tendency to become smaller or closed, and themouth usually
has a more obvious tendency to open. Figure 4 shows a
schematic diagram of the characteristic parameters that have
changed significantly during the extracted learning process.

In this article, the AdaBoost algorithm is used to detect
and locate the face, eyes, and mouth, and then, the fuzzy
inference method is used to determine the student’s learning
status. -e design framework of the concentration recog-
nition system is shown in Figure 5.

-e test samples used in this experiment are all pictures
of the emotional state of online distance education learners
in the learning process collected by computers. According to
the data analysis mentioned in the previous article, we set to
capture facial expression pictures every 1 s and then analyze
the detected pictures.

As shown in the main flowchart of the algorithm in
Figure 6, the main research of this article is to use MATLAB

Get the video

Take pictures

Face recognition

Facial feature recognition

Head up (head down)
algorithm

Face contour recognition

Eye openness algorithm

Profile algorithm

Combination of three
algorithms

Figure 6: Main flowchart of the algorithm.

Table 1: Statistical table of the accuracy of feature recognition of
system.

Number Feature extraction accuracy (%)
1 73.51
2 74.79
3 84.20
4 82.44
5 84.42
6 76.65
7 74.54
8 80.74
9 88.76
10 76.15
11 72.47
12 79.96
13 73.03
14 83.73
15 89.01
16 84.73
17 78.55
18 86.60
19 87.98
20 85.59
21 75.07
22 73.70
23 74.75
24 84.91
25 79.33
26 84.98
27 87.69
28 85.73
29 76.92
30 85.65
31 77.58
32 88.53
33 89.90
34 81.38
35 88.61
36 78.80
37 88.96
38 72.34
39 78.87
40 76.01
41 83.74
42 88.45
43 76.57
44 87.43
45 82.41
46 74.91
47 73.76
48 74.01
49 83.03
50 85.28
51 74.19
52 81.55
53 79.40
54 77.29
55 72.14
56 75.87
57 89.61
58 73.05
59 78.64
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as a processing tool to perform face detection, so as to
determine the realization process of students’ concentration
in class. -e system is mainly divided into a picture ac-
quisition module, a digital image processing module, a face
detection module, and a face feature recognition module.
-e first is to intercept the picture we want to judge the focus
of the target from each frame of video and then preprocess
the picture to remove the complex background or irrelevant
information of the picture.

5. System Performance Verification

After constructing the college students’ classroom con-
centration analysis system based on computer statistical
analysis and fuzzy control methods, the next step is to
study the effect of the college students’ classroom con-
centration analysis system based on computer statistical
analysis and fuzzy control methods. Moreover, this article

1 5 9 13 17 21 25 29 33 37 41 45 49 53 57 61 65 69 73
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Figure 7: Statistical diagram of the accuracy of feature recognition
of system.

Table 2: Statistical table of the accuracy of concentration recog-
nition of system.

Number Accuracy of concentration recognition (%)
1 64.09
2 78.06
3 64.14
4 67.19
5 64.85
6 71.73
7 72.16
8 83.99
9 77.43
10 65.06
11 64.90
12 69.83
13 72.39
14 83.16
15 77.25
16 74.73
17 71.60
18 78.72
19 72.03
20 82.76
21 68.73
22 73.32
23 72.37
24 65.64
25 83.87
26 64.25
27 75.60
28 79.28
29 73.45
30 73.71
31 70.11
32 66.21
33 84.53
34 84.41
35 70.01
36 84.24
37 81.76
38 80.38
39 65.02
40 78.67
41 77.42
42 67.38
43 68.10
44 71.12
45 75.59
46 83.59
47 78.34
48 76.79
49 65.40
50 64.61
51 66.09
52 71.83
53 66.70
54 64.93
55 70.39
56 65.19
57 78.99
58 68.66
59 70.13
60 77.06

Table 1: Continued.

Number Feature extraction accuracy (%)
60 79.84
61 75.49
62 75.67
63 87.91
64 74.88
65 83.33
66 75.94
67 75.33
68 72.56
69 81.32
70 87.05
71 87.88
72 84.73
73 89.73
74 82.97
75 90.85
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combines statistical methods to verify system perfor-
mance. -is article uses the system to monitor the class of
75 students of a certain major in a university and calculate
the result of feature recognition, as shown in Table 1 and
Figure 7.

From the above analysis, it can be seen that the college
students’ classroom concentration analysis system based on
computer statistical analysis and fuzzy control methods
constructed in this article has a certain accuracy in the
recognition of students’ classroom features. On this basis,
this article uses the system to identify students’ class con-
centration, and the results are shown in Table 2 and Figure 8.

From the above analysis results, the college students’
classroom concentration analysis system based on computer
statistical analysis and fuzzy control methods constructed in
this article performs well in student concentration recog-
nition and can be used as an auxiliary system for college
teachers’ teaching.

6. Conclusion

With the rapid development of hybrid artificial intelligence
technology, the intelligent education model of human-
computer collaboration makes education a traceable and
visible process. Creating an intelligent and technological
learning environment to conduct personalized, humanized,
and intelligent concentration state evaluation during the
process of autonomous learning and to achieve self-feedback
and evaluation of their learning effects is of great significance
to optimizing the teaching process and promoting learners’
deep learning. -is article combines computer statistical
analysis and fuzzy control methods to construct a classroom
concentration researchmodel for college students, builds the
functional modules of the concentration research model
based on actual needs, and designs experiments to verify the
system performance.-e experimental research results show
that the system constructed in this article has a certain effect.
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