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For most current sentiment analysis models, it is difficult to capture the complex semantic and grammatical information in the
text, and they are not fully applicable to the analysis of student sentiments. A novel student text sentiment analysis model using the
convolutional neural network with the bidirectional gated recurrent unit and an attention mechanism, called CNN-BiGRU-AT
model, is proposed. Firstly, the text is divided into multiple sentences, and the convolutional neural network (CNN) is used to
extract n-gram information of different granularities from each sentence to construct a sentence-level feature representation.
*en, the sentences are sequentially integrated through the bidirectional gated recurrent unit (BiGRU) to extract the contextual
semantic information features of the text. Finally, an attention mechanism is added to the CNN-BiGRU model, and different
learning weights are applied to the model by calculating the attention score. *e top-down text features of “word-sentence-text”
are input into the softmax classifier to realize sentiment classification. Based on the weibo_senti_100 k dataset, the proposedmodel
is experimentally demonstrated. *e results show that the accuracy rate and recall rate of its classification mostly exceed 0.9, and
the F1 value is not lower than 0.8, which are better than the results of other models. *e proposed model can provide a certain
reference for the related students’ text sentiment analysis research.

1. Introduction

In recent years, Internet social networking, especially mobile
Internet social networking platforms, has rapidly emerged
around the world, and online social platforms such as
Facebook and Weibo have emerged. People tend to express
their own opinions on events at online social media. *e
student group especially occupies a large proportion of the
Internet social platform users [1]. People’s evaluation often
contains emotional tendencies. If you can collect these
comment texts and analyze the emotional tendencies of the
student groups, you can understand their emotional state for
certain events and provide strong support for subsequent
decision-making [2, 3]. With the continuous expansion of
social network user groups, tens of thousands of data are
generated per second on social platforms. However, it is
extremely unrealistic to collect, query, analyze, and count
this massive data information manually. *erefore,

exploring an efficient and reliable way of student sentiment
analysis has become a research focus [4].

With the development of statistics and computers, it has
become possible for computer automation to quickly obtain
text data generated by social platforms in real time. At the
same time, the text can be counted, sorted, and analyzed [5].
At present, researchers have constructed many corpora for
different text analysis tasks. Text segmentation is performed
by the possibility of searching for words in the corpus [6].
After the computer performs basic word segmentation on
these texts, its powerful computing power can be used to
mine the emotions contained in the text. *e existing
methods for sentiment analysis research mainly include
dictionary-based methods, traditional machine learning-
based methods, and deep learning-based methods. *e
method based on the sentiment dictionary needs to con-
struct the sentiment dictionary manually, which is not only
time consuming but also laborious. Furthermore, the
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sentiment dictionary for a certain dataset may not be suitable
for sentiment analysis tasks of other datasets [7, 8]. *e
traditional machine learning models usually need to man-
ually or automatically select features, and then we can apply
these machine learning models to classify the test data using
these selected features [9, 10]. Not only does this method
require a large amount of data as a basis, but also the
characteristics of a certain dataset may not be adapted to
other datasets. Deep learning technology can obtain the deep
semantic and grammatical features of the text through the
nonlinear learning of the neural network and achieve the
purpose of automatically extracting features by the machine
[11].

However, sentiment analysis has developed from the
initial two categories of emotions to multiple categories of
emotions. Most existing deep learning technologies cannot
meet the requirements of high accuracy, and there is little
research on student text sentiment analysis. To this end, a
student text sentiment analysis model using the convolu-
tional neural network-bidirectional gated recurrent unit-
attention mechanism (CNN-BiGRU-AT) model is pro-
posed. Compared with the traditional text sentiment analysis
model, its innovations are summarized as follows:

(1) Existing research often uses hand-designed feature
extraction methods to extract text features, which
cannot capture the complex language phenomena in
the text. *e proposed model uses a combination of
CNN and BiGRU to automatically learn the deep
semantic information of the text from a large amount
of data, which further ensures the accuracy of sen-
timent classification.

(2) Aiming at the problem that the feature matrix di-
mension of CNN-BiGRUmodel is too large and easy
to overfit, the proposed model introduces an at-
tention mechanism. *rough a perception function,
the target matrix and the weight matrix in the deep
learning model are connected to strengthen the
generalization ability of the model.

(3) *e proposed CNN-BiGRU-ATmodel has solved the
problem of accuracy degradation caused by sample
randomness.

2. Related Research

Several major problems in text sentiment polarity analysis
include the following: the establishment of word vectors, the
establishment of associations between words, and the ten-
dency classification of multiple sentiment dimensions in
sentiment classification prediction [12]. Text sentiment
analysis refers to the use of computers to automatically
calculate and process human natural language texts, in-
volving comprehensive problems in mathematics, statistics,
and computational science. Its goal is to solve the problem of
computer and text sentiment analysis in order to maximize
the extraction of valuable information and achieve better
human-computer interaction [13].

Text sentiment analysis is essentially symbolic, so people
initially tried to use symbolic methods to express language,

using logic-based, rule-based, and ontology-based methods
[14]. According to whether a label set is required for training,
text sentiment analysis algorithms can be divided into su-
pervised learning and unsupervised learning. Supervised
learning is a hot research topic, and a large number of high-
quality models have emerged. Some models have also been
put into practical application in the industry and have
achieved good application results. Reference [15] created
emotion label training data based on an emotion expression
dictionary and used fastText for supervised learning to
achieve accurate sentiment analysis and evaluation results.
However, it did not consider the influence of different
contexts on the emotional tendency of words. Reference [16]
proposed a soft classification method to measure the
probability of assigning information to each emotion cat-
egory for factors such as blurred emotion boundaries, ex-
pression, and perceptual changes in automatic emotion
detection. A supervised learning system is established to
automatically classify emotions in text stream messages.
However, the continuous field annotation of sentiment la-
bels in the dataset configuration requires a high cost, which
seriously affects the efficiency of analysis. Reference [17]
proposed a multimodal emotion recognition system based
on speech and facial images. *e supervised learning
methods k-nearest neighbor network and artificial neural
network are used for emotion analysis, which can accurately
extract facial expression features to complete emotion
analysis. However, the cost of sentiment analysis is relatively
high, and the analysis effect for students with strong arbi-
trariness is poor.

Unsupervised learning and semisupervised learning
based on the two have always been the focus and difficulty of
research. Recent research has increasingly focused on un-
supervised and semisupervised learning algorithms. Core
algorithms such as MLP, Support Vector Machine (SVM),
and Logistic Regression are all trained on high-dimensional
sparse feature vectors [18]. Reference [19] proposed a
method of emotion recognition based on deep learning
combined with semisupervised learning of long- and short-
term memory. By using an appropriate amount of unlabeled
datasets in parallel, the use of labeled datasets that require
high training costs is minimized, and the analysis accuracy is
guaranteed while the analysis efficiency is improved.
However, the classification and recognition effect of some
neutral words or irony words in the text data is poor.
Reference [20] proposed a sentiment analysis model using
sentiment dictionary andmultichannel convolutional neural
network. *e input matrix of the emotion dictionary is
constructed according to the emotion information, so that
the model can learn the emotion information of the input
sentence from the various feature representations in the
training process. *en, the loss function is reconstructed to
realize the semisupervised learning of the network, but the
classification effect for colloquial and nonstandard expres-
sions is not good. Reference [21] studied a mechanism in
which the emotions in each pair of sentences conflict with
each other. By observing the emotional orientation of each
pair of sentences, we can identify the true value of the
proposed conflict hypothesis and use the conflict matrix to
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identify the conflict emotion in the text and measure its
characteristics. However, the use of unlabeled data is not
enough, and the performance of unbalanced processing is
poor. Reference [22] proposed a new attention-based label
consistency (ALC) model. It makes good use of the rela-
tionship between different samples and smoothes the classes
of unlabeled data by establishing a label imbalance ALC
model. *e model realizes more accurate text sentiment
analysis. However, there is a certain degree of randomness in
the text data submitted by students, and the accuracy of
sentiment analysis needs to be improved.

*erefore, for the sentiment analysis of student texts, an
analysis model based on CNN-BiGRU-AT is proposed.
Under the premise of adapting to the randomness and
nonstandardization of students’ texts, it effectively takes into
account the efficiency and accuracy of analysis.

3. Sentiment Classification Model Based on the
CNN-BiGRU-AT Model

3.1. Model Building. In order to implement a deep learning
model for predicting the emotional distribution of students’
texts, a model that combines the attentionmechanism and the
convolutional gated recurrent unit is proposed, that is, the
CNN-BiGRU-AT model. Its structure is shown in Figure 1.

*e model first uses the word2vec tool to map the words
in the text into a low-dimensional real number vector
representation and build a matrix that represents the initial
features of the text. *en, it is used as the input of the CNN-
BiGRU-ATmodel. Finally, the backpropagation algorithm is
used for end-to-end training to generate the final model.*e
model can classify students’ text emotions based on the text
represented by low-dimensional real number vectors.

3.2. CNN Text Sentiment Analysis Feature Extraction.
Unlike the usual way of processing the entire text as a long
sentence, the proposed model divides the text into multiple
sentences. Among them, the sentence-level feature repre-
sentation is extracted through the convolutional layer and
downsampling layer of CNN [23].

*e first layer is the input layer. *e maximum sentence
length L in the dataset is defined as the fixed length of the
sentence. Each sentence is represented as a two-dimensional
data matrix x ∈ Rd×L formed by longitudinal splicing of L

d-dimensional word vectors. If the sentence length is less
than L, the missing vector is randomly initialized from the
uniform Gaussian distribution U (−0.25, 0.25). *e two-
dimensional data matrix is represented as follows:

x � w1⊕w2⊕ · · ·⊕wn, (1)

where ⊕ is the concatenation operator. wi ∈ Rd is the word
vector corresponding to the i-th word in the sentence. *e
three sentences si � w

si

1 , w
si

2 , · · · , w
si

L ,
sj � w

sj

1 , w
sj

2 , · · · , w
sj

L , and sk � w
sk

1 , w
sk

2 , · · · , w
sk

L  consti-
tute the sentence input matrices xsi , xsj , and xsk , respectively.

*e second layer is a sentence feature extraction layer
composed of a convolutional layer and a downsampling layer.
Using the CNN model structure, multiple sets of local feature

maps are extracted by multiple convolution filters in the
convolution layer. Subsequently, the most representative fea-
tures in each feature map are extracted in the downsampling
layer, and a sentence-level feature representation is obtained.

Given a sentence input matrix x ∈ Rd×L, use a filter with
a window size of κ to perform convolution operations on all
consecutive word windows; namely,

yi � f ωc · xi: i+κ−1 + bc( , (2)

where yi represents the i-th element in the feature map.
ωc ∈ Rκ×d is the coefficient matrix. bc ∈ R is the bias vector.
f(·) represents the convolution kernel function.
xi: i+κ−1 ∈ Rκ×h represents a partial word window composed
of κ words. When the word window gradually slides from
x1: κ to xL−κ+1: L, a feature map is obtained:

c � y1, y2, · · · , yL+κ−1 . (3)

In the downsampling layer, the max-over-time pooling
method is used to sample the feature map, and the obtained
feature value is

c � max c{ }. (4)

A filter with a window size in the convolutional layer can
extract a local n-gram feature, and C filter structures are used
by changing the window size. Each filter extracts m feature
maps to fully consider the contextual information between
words as much as possible. *e feature maps extracted by all
types of filters are subjected to the maximum pooling op-
eration of the downsampling layer to obtain a sentence
feature vector F of length C × m:

F � c1,κ1, · · · , cm,κ1, · · · , c1,κj
, · · · , cl,κj

, · · · , (5)

where cl,κj
represents the (1≤ l≤m) eigenvalue produced by

the j (1≤ j≤C) type filter. For a text composed of L sentence
sequences, the sentence feature vector S1, S2, · · · , SL is ob-
tained after the convolutional layer and the downsampling
layer are sequentially pooled.

3.3. BiGRU Text Sentiment Analysis Feature Extraction.
*e basic unit of the gated recurrent neural network
(GRNN) is the gated recurrent unit (GRU), which is a
variant of the current popular long- and short-termmemory
network. At each time point, GRNN accepts a sentence input
vector St and combines the output vector ht−1 at the previous
time point to update its hidden layer node state ht. *e
iteration formula is as follows:

zt � σ ωzSt + λzht−1 + bz( 

rt � σ ωrSt + λrht−1 + br( 

ht � tanh ωhSt + rt ⊗ λhht−1(  + bh( 

ht � 1 − zt( ⊗ ht−1 + zt ⊗ ht

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

, (6)

where ⊗ is a cross product operation. Reset threshold rt and
update threshold zt control the information update of each
hidden layer. ω∗ and λ∗ represent coefficient matrices. b∗
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represents a bias vector, which is used to adaptively select
and discard historical information that constructs the cur-
rent semantics.

In this paper, BiGRU is used to extract the contextual
semantic information features of the text. *e direction of
one GRU is the positive sequence direction of the input
sequence, and the other is the reverse sequence direction of
the input sequence. When feature extraction is performed
on the input sequence, the GRUs in the two directions do
not share the state. *e state transition rules of GRU follow
the transition occurrence between the same states. How-
ever, at the samemoment, the output results of the GRUs in
the two directions are spliced as the output of the entire
BiGRU layer. *is not only considers the above semantic
information, but also considers the following semantic
information.

3.4.AttentionMechanism. In the CNN-BiGRUmodel, CNN
is responsible for extracting text features, and BiGRU is
responsible for processing context and extracting sentence
representations. BiGRU solves the problem of long-term
dependence by adding forget gates, input gates, and output
gates. *e contextual semantic information processed by
BiGRU is stored in a vector, but the length of the vector is
fixed. When the input length of the initial sequence is ex-
tremely large, it is usually impossible to store all the semantic
information in the vector. *e contextual semantic infor-
mation is limited, and it also prevents the model’s under-
standing ability from reaching the ideal level [24]. *erefore,
consider adding a metric that can characterize the similarity
to the BiGRU model. To achieve that, the more the current
input is similar to the target output, the more the weight of
the current input is increased, so that the current output is
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Figure 1: Structure of the CNN-BiGRU-AT model.

4 Scientific Programming



more dependent on the current input. By adding adaptive
weights, the model can learn more features, strengthen the
generalization ability, and reduce the occurrence of over-
fitting [25, 26].

*e essence of the attention mechanism is to calculate
dynamic adaptive weights based on probability distribution.
It was originally proposed by the Google Mind team and was
mainly used for image classification at the time. Later,
Bahdanau et al. used attention in machine translation, which
also achieved good results. Nevertheless, no one has applied
attention in sentiment analysis tasks. *erefore, adding the
attention mechanism to the proposed model is of innovative
significance. *e calculation process of attention is shown in
Figure 2.

*e weight score is an important part of the dynamic
adaptive weight in the attention mechanism, and its cal-
culation method is as follows:

ei � χT
a tanh ωahi + b( , (7)

where hi is the hidden layer output, ωa is the random ini-
tialization weight matrix, χa is the random initialization
vector, and b is the offset vector. Next, calculate the weight
score ϑ as follows:

ϑ �
exp ei( 


L
k�1 exp eik( 

. (8)

According to (8), the output vector ci weighted by the
dynamic adaptive weight is

ci � 
L

j�1
ϑ · hj. (9)

It can be seen that the attention model connects the
target matrix with the weight matrix in the neural network
through a perception function. *en, use the softmax
function to normalize it to get the probability distribution.

3.5. Classification Output. *e classification output layer of
the proposed model chooses the softmax classifier to achieve
the final emotion classification. After the attention layer
assigns weights to the features output by the BiGRU layer,
the results are input into the softmax classifier. *e classifier
outputs the final result of the integration in the form of an
array. Since the research object is multiemotion classifica-
tion, the content in the array represents the probability of
multiple emotions in the text [27, 28]. *e softmax classifier
calculates the probability that a sample belongs to a certain
category as follows:

softmax pq  �
exp wq(x) 


j

exp wj(x) ,
(10)

where x represents the sample to be classified. q represents
one of the j categories. pq represents the probability that the
sample x belongs to the q-th category.

At the same time, the loss function of (11) is used, and
the backpropagation algorithm is used to train and update

the parameter set θ � θCNN, θBiGRU, θOther  in the model to
obtain the optimal parameters:

θ � θ − ε1
zJ(θ)

zJ(θ)
, (11)

where θCNN is the parameter set of the CNN network. θBiGRU
is the parameter set of the BiGRU network. θothers is the
parameter set of the attention layer and the softmax layer,
and ε1 is the learning rate.

4. Experiment and Analysis

In the experiment, the weibo_senti_100 k dataset (dataset
address: https://github.com/SophonPlus/
ChineseNlpCorpus/blob/master/datasets/
weibo_senti_100k/intro.ipynb) is used to demonstrate the
proposed model. *e dataset contains more than 100,000
Weibo posts, all with sentiment annotations. Furthermore,
the Skip-gram model in Google’s open source word2vec is
used in advance to perform unsupervised word vector
learning on the 1.2G Chinese Wikipedia corpus. *e word
vector dimension is set to 250, the learning rate is 0.01, and a
distributed word vector representation model containing
520,000 words is generated. *e learned word vector is
stored in the vocabulary. ICTCLAS word segmentation tool
is used to segment the experimental text. Used as the basic
unit of sentence, the words are expressed in the form of
corresponding word vectors. For unregistered words that do
not appear in the vocabulary, a Gaussian distribution U
(−0.25, 0.25) is used to randomly generate word vectors.

*e filter window size of CNN is set to 3, 4, and 5,
respectively. Each filter extracts 120 feature maps. *e
convolution kernel function selects the Rectified Linear Unit
(ReLU) function. Both the hidden layer vector of the GRU
and the context vector in the attention layer have a di-
mension of 120. *e context vector is initialized in a ran-
domly generated manner. During training, set the minibatch
size to 64. Texts of similar length (the number of sentences in
the text) are organized in a batch, and random gradient
descent is performed on small batches of samples in dis-
order. *e specific parameter settings of a single GRU are
shown in Table 1.

ϑt = softmax (hisi)
st

hN

h1

ci = ϑihj
L

j

Figure 2: Calculation process of attention.
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4.1. Classification Result Statistics. In the experiment, the
number of correctly classified texts and the number of in-
correctly classified texts after the classification of each
emotion category in the test set are counted. *e analysis
results of the eight emotions are shown in Figure 3.

It can be seen from Figure 3 that the number of mis-
classifications of “fear,” “surprised,” and “happy” is relatively
small, accounting for less than 10% of the total test set.
Compared with other types of data, the texts of these three
categories usually have explicit emotional expression words,
such as “terrible,” “unexpected,” “shocked,” and “support.”
*erefore, in classification, the proposed model can better
capture these explicit emotional expressions. However, for
emotions that lack explicit expression, such as “sadness” and
“no-emotion,” the proposed model has a large number of
misclassifications, accounting for more than half of the total
test set. Still, on the whole, the performance of the student
text sentiment analysis of the proposed model is relatively
ideal.

4.2. Reader Sentiment Distribution Prediction. We evaluate
the ability of the proposed model to analyze students’ text
emotions on the experimental dataset. *at is, the perfor-
mance evaluation is performed by calculating the Kull-
back–Leibler (KL) Divergence distance between the
predicted emotion distribution and the real emotion dis-
tribution.*e smaller the KL distance, the better the effect of
the model in analyzing sentiment distribution. *e KL
distance is calculated as follows:

KL(p‖p) � 
i

ln pi/pi( , (12)

where p represents the true probability value of the student’s
emotional label. p represents the predicted probability value
of the student’s emotional label.

In order to demonstrate the student text sentiment
analysis ability of the proposed model, it is compared with
the models in [15, 19] and [20]. *e result is shown in
Figure 4.

It can be seen from Figure 4 that, compared with other
models, the CNN-BiGRU-AT model can significantly
improve the prediction effect, and the KL distance is only
0.667. It uses CNN to extract text features and BiGRU to
process context and extract sentence representations. At
the same time, using AT to link the target matrix with the
weight matrix of the neural network, the model can learn
more features and strengthen the generalization ability.
Reference [15] uses fastText to learn emotion tags based on
emotion expression dictionaries. However, with the lack of
contextual considerations, the prediction effect is not
good, and the KL distance is as high as 0.925. Reference

[19] proposed a semisupervised learning model based on
deep learning combined with long- and short-term
memory to predict emotion types. *e combination of
models improves the accuracy of sentiment classification
prediction, with a KL distance of 0.792. Nonetheless, for
some emotions that are not easy to recognize, the pre-
diction performance is poor. Similarly, [20] uses sentiment
dictionary and multichannel CNN model for sentiment
analysis, and the KL distance value is similar to that of [19].
However, the prediction effect of colloquial and non-
standard expression classification needs to be improved.
*rough comparison, it is found that the proposed CNN-
BiGRU-AT model is effective in extracting the semantic
features of the text with the bottom-up hierarchical
structure of “word-sentence-text.” Not only the semantic

Table 1: Parameter setting of the GRU model.

Parameter Parameter setting
Dimension of the output of a single GRU unit 120
Iteration 100
Dropout 0.3
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Figure 3: Text emotion classification results.
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information within the sentence but also the dependency
relationship between the sentences is considered. In ad-
dition, the fusion of the AT mechanism can further im-
prove the predictive ability of the model, and the obtained
predictive distribution is closest to the true emotional
distribution.*at is, the attention mechanism can perceive
contextual information and find key text features that can
more affect readers’ emotions, thereby improving the
accuracy of emotion prediction.

4.3. Classification Performance Comparison. In order to
demonstrate the effectiveness of the proposed CNN-BiGRU-
ATmodel compared to [15, 19] and [20], a significance test
experiment was designed. On the weibo_senti_100 k dataset,
using word frequency as a feature, the four models are

subjected to 10-fold cross-validation. *e accuracy rate,
recall rate, and F1 value of the classification results are
shown in Figure 5.

It can be seen from Figure 5 that [15] uses a single
fastText learning model, and the values of its three evalu-
ation indicators are mostly distributed in the range of 0.5 to
0.6. Because the model is single and the classification of
emotion types is small, the overall performance is relatively
low. Reference [19] combines deep learning and long- and
short-term memory network models, and [20] uses senti-
ment dictionary and multichannel CNN model to achieve
sentiment classification, both of which use fusion models.
*erefore, the performance is similar, and the values of the
three indicators are mostly distributed in the range of 0.6 to
0.8. However, there is a lack of consideration of the con-
nection between words and sentences. *erefore, the
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Figure 5: Performance comparison of different classification models: (a) accuracy rate; (b) recall rate; (c) F1 value.
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classification effect for recessive expressions is poor. *e
proposed model integrates CNN, BiGRU, and attention
mechanism and extracts the semantic features of the text
from bottom to top through “word-sentence-text.” Not only
the semantic information within the sentence but also the
dependency relationship between the sentences is consid-
ered. *erefore, the overall performance is the best, the
accuracy rate and recall rate are mostly more than 0.9, and
the F1 value is not less than 0.8. Additionally, the results of
the ten sets of data have little fluctuation, and the classifi-
cation of the proposed model is more stable.

5. Conclusion

With the large-scale commercial use of 5G technology and
the rapid development of the mobile Internet, social media
platforms generate massive amounts of user social infor-
mation every day. Obtaining people’s views and emotional
tendencies with high precision has become an urgent
problem to be solved. To this end, a student text sentiment
analysis model using the CNN-BiGRU-AT model is pro-
posed. Among them, CNN, BiGRU, and AT are used to
obtain the features of words, sentences, and texts, respec-
tively. *rough the top-down analysis of the connections
between words and sentences, more features are sent to the
softmax classifier to complete the classification of students’
emotions. *e experiment analyzes the proposed model
based on the weibo_senti_100 k dataset. *e results show
that the KL distance is only 0.667, and the emotion pre-
diction performance is better. In addition, the accuracy rate
and recall rate of sentiment classification mostly exceed 0.9,
and the F1 value is not less than 0.8, which are better than the
results of other models. *e proposed model effectively
improves the accuracy of student text sentiment analysis.

At present, the CNN-BiGRU-AT model is not ideal for
implicit expression analysis. However, the implicit expres-
sion analysis exists in a large number of emotional texts, so
we have to face this problem in the next work. To further
solve this problem, the processing of emerging network
languages and nonexplicit text expressions will be
strengthened to further improve students’ text analysis
capabilities.

Data Availability

*e labeled dataset used to support the findings of this study
is available from the corresponding author upon request.

Conflicts of Interest

*e authors declare no conflicts of interest.

Acknowledgments

*is work was supported by the Computer Basic Education
Teaching Research Project of Association of Fundamental
Computing Education in Chinese Universities (2020, Project
Code: 2020-AFCEC-418; 2021-2022, Project Code: 2021-
AFCEC-139), the College Computer Education 2021 Project
“Teaching Exploration and Practice of General Artificial

Intelligence Courses in Application-Oriented Undergradu-
ate Colleges” (Project Code: CERACU2021R10), the Re-
search Project of Higher Education Reform of Jiangsu
Province in China (Grant no. 2019JSJG582), and the Qing
Lan Project of Jiangsu Province in China (Grant no. 2019).

References

[1] L. Canales, C. Strapparava, E. Boldrini, and P. Martinez-
Barco, “Intensional learning to efficiently build up auto-
matically annotated emotion corpora,” IEEE Transactions on
Affective Computing, vol. 11, no. 2, pp. 335–347, 2020.

[2] K. Sailunaz and R. Alhajj, “Emotion and sentiment analysis
from twitter text,” Journal of computational science, vol. 36,
no. 9, pp. 1–18, 2019.

[3] M. B. Mathur and T. J. Vanderweele, “Robust metrics and
sensitivity analyses for meta-analyses of heterogeneous ef-
fects,” Epidemiology, vol. 31, no. 3, pp. 356–358, 2020.

[4] X. Zhai and W. Wei, “Emotional analysis of neural network
text combined with attention mechanism,” International Core
Journal of Engineering, vol. 5, no. 10, pp. 123–128, 2019.

[5] A. Abraham, P. Dutta, J. K. Mandal et al., “Text-based
emotion analysis: feature selection techniques and ap-
proaches,” in Proceedings of the IEMIS 2018, vol. 2, Kolkata,
India, February 2019.

[6] A. M. Mohsen, A. M. Idrees, and H. A. Hassan, “Emotion
analysis for opinion mining from text,” International Journal
of E-Collaboration, vol. 15, no. 1, pp. 38–58, 2019.

[7] E. Lavanya, “A comparative analysis of emotion and senti-
ment analysis method from twitter text,” Turkish Journal of
Computer and Mathematics Education (TURCOMAT),
vol. 12, no. 2, pp. 1521–1531, 2021.

[8] D. S. Manoharan and Sathish, “Geospatial and social media
analytics for emotion analysis of theme park visitors using text
mining and GIS,” Journal of Information Technology and
Digital World, vol. 2, no. 2, pp. 100–107, 2020.

[9] Y. Jiang, X. Gu, D. Wu et al., “A novel negative-transfer-
resistant fuzzy clustering model with a shared cross-domain
transfer latent space and its application to brain CT image
segmentation,” IEEE/ACM Transactions on Computational
Biology and Bioinformatics, vol. 18, no. 1, pp. 40–52, 2021.

[10] Y. Jiang, Y. Zhang, C. Lin, D. Wu, and C.-T. Lin, “EEG-based
driver drowsiness estimation using an online multi-view and
transfer TSK fuzzy system,” IEEE Transactions on Intelligent
Transportation Systems, vol. 22, no. 3, pp. 1752–1764, 2021.

[11] H. J. Nam and S. Ryu, “Text-mining analyses of news articles
on schizophrenia,” Korean Journal of Schizophrenia Research,
vol. 23, no. 2, pp. 58–64, 2020.

[12] J. Egbert and D. Biber, “Incorporating text dispersion into
keyword analyses,” Corpora, vol. 14, no. 1, pp. 77–104, 2019.

[13] C. Paquet, C. M. Cogan, and J. L. Davis, “A quantitative text
analysis approach to describing posttrauma nightmares in a
treatment-seeking population,” Dreaming, vol. 30, no. 1,
pp. 54–67, 2020.

[14] K. Shrivastava, S. Kumar, and D. K. Jain, “An effective ap-
proach for emotion detection in multimedia text data using
sequence based convolutional neural network,” Multimedia
Tools and Applications, vol. 78, no. 20, pp. 29607–29639, 2019.

[15] S. Kitaoka, T. Hasuike, and T. Hasuike, “Emotion prediction
and cause analysis considering spatio-temporal distribution,”
Journal of Advanced Computational Intelligence and Intelli-
gent Informatics, vol. 23, no. 3, pp. 512–518, 2019.

[16] M. Hasan, E. Rundensteiner, and E. Agu, “Automatic emotion
detection in text streams by analyzing twitter data,”

8 Scientific Programming



International Journal of Data Science and Analytics, vol. 7,
no. 1, pp. 35–51, 2019.

[17] S. S. Poorna, S. Devika Nair, A. Narayan et al., “Bimodal
emotion recognition using audio and facial features,” Journal
of Computational and Beoretical Nanoscience, vol. 17, no. 1,
pp. 189–194, 2020.

[18] T. Schmidt, M. Schlindwein, K. Lichtner, and C. Wolff,
“Investigating the relationship between emotion recognition
software and usability metrics,” I-Com, vol. 19, no. 2,
pp. 139–151, 2020.

[19] Y. C. Dong and B. C. Song, “Semi-supervised learning for
facial expression-based emotion recognition in the continu-
ous domain,” Multimedia Tools and Applications, vol. 79,
no. 37, pp. 28169–28187, 2020.

[20] X. Lu and H. Zhang, “An emotion analysis method using
multi-channel convolution neural network in social net-
works,” Computer Modeling in Engineering and Sciences,
vol. 125, no. 1, pp. 281–297, 2020.

[21] A. Mohsin Manshad, A. Anees Qumar, B. Anatoly Petrovich,
and H. Lal, “Conflict matrix as a mechanism of identifying the
conflict in emotions of written text,” International Journal of
Engineering & Technology, vol. 9, no. 2, pp. 541–545, 2020.

[22] J. Chen, M. Yang, and J. Ling, “Attention-based label con-
sistency for semi-supervised deep learning based image
classification,” Neurocomputing, vol. 453, no. 11, pp. 731–741,
2021.

[23] H. Kang and S. Youn, “Performance analyses of different text
feature extraction algorithms in restaurant fake review de-
tection,” Be Transactions of the Korean Institute of Electrical
Engineers, vol. 69, no. 6, pp. 924–929, 2020.

[24] M. Baali and N. Ghneim, “Emotion analysis of Arabic tweets
using deep learning approach,” Journal of Big Data, vol. 6,
no. 1, pp. 1–12, 2019.

[25] Y. Zhang, Y. Qian, D. Wu, M. S. Hossain, A. Ghoneim, and
M. Chen, “Emotion-aware multimedia systems security,”
IEEE Transactions on Multimedia, vol. 21, no. 3, pp. 617–624,
2019.

[26] D. Kerstin, M. Richard, and D. Yihan, “Towards emotion-
sensitive conversational user interfaces in healthcare appli-
cations,” Studies in Health Technology and Informatics,
vol. 264, no. 3, pp. 1164–1168, 2019.

[27] M. Kopaczka, R. Kolk, J. Schock, F. Burkhard, and D. Merhof,
“A thermal infrared face database with facial landmarks and
emotion labels,” IEEE Transactions on Instrumentation and
Measurement, vol. 68, no. 5, pp. 1389–1401, 2019.

[28] K. Kottursamy, “A review on finding efficient approach to
detect customer emotion analysis using deep learning anal-
ysis,” Journal of Trends in Computer Science and Smart
Technology, vol. 3, no. 2, pp. 95–113, 2021.

Scientific Programming 9


