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Noise pollution in the closed space such as railway carriage is an important problem because the noise pollution seriously affects
comfort and health of people in the closed space. We propose the method to detection, integration, and optimization of acoustic
field simulation in the closed space. First, we analyze the acoustic field distribution in the virtual 3D close space. We use harmonic
sound wave propagation in the closed space and present the distribution according to geometric analysis. Second, we introduce
Delaunay triangulation and k-means clustering into visualization to form the quiet zone and show it in 3D perspective. Our
method used acoustic simulation to develop the sound barrier system. )e simulation results show that our method can improve
the analysis of the noise problem in the closed space.

1. Introduction

)e problem of noise in the closed space such as railway
carriage is an important problem. It not only seriously affects
the passengers’ comfort but also damages their health. )e
researches study various methods to deal with the problem
of noise pollution in the close space. )e virtual sound
barrier system (VSB-S) method [1–3] is the interesting
method to improve the acoustic environment. VSB-S uses
the acoustic interference method to eliminate noise pollu-
tion in the close space, so it will not disturb the space at all. In
VSB-S, the noise sensor array [4] is used to obtain spatial
noise distribution, and the sound waves of the same am-
plitude and opposite phase to the noise are emitted to
counteract the noise. We call the area in the space of sound
counteract is the quiet zone.

In general, wave-based methods and geometric methods
[5] are used for sound propagation in the close space. )e
wave-based methods built solve the acoustic wave equations
[6–8]. However, it is very slow to solve the problem of the
high frequency sound source or open sound field. )is is
because the computational complexity of this method is
proportional to the volume of the sound field space and the

fourth power of the maximum sound frequency. )e geo-
metric method uses straight line ray to describe sound
propagation approximately [9]. We assume that noise is
always along the ray propagation; the tangent direction of
every point on ray is the direction of transmission of sound
waves. )e geometric acoustic methods usually cannot be
described and are solved accurately by explicit equations, but
they can efficiently simulate the sound transmission if ig-
nored the reflected sound waves. So, we introduce the
geometric acoustic approach for analysis of the acoustic field
in a closed space.

On the basis of acoustic simulation, we use the computer
simulation model to establish visual description of the sound
field [10, 11]. Our method considers direct sound, reflected
sound, and sound attenuation. We use the Delaunay tri-
angulation model to get the silent area of VSB-S and use
three-dimensional perspective to display the triangulation
results. )is study’ contributions include two parts. First, we
research the problem of sound comfort. In the past, the
research on acoustics of the enclosed space mainly focused
on hall acoustics and architectural acoustics. )en, the
Delaunay triangulation method is preferred into wave-based
acoustics to form the quiet zones in the enclosed space such
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as railway carriage. We obtain a better subdivision result
because of the application of the k-means clustering
algorithm.

2. Related Work

Various methods have been proposed for the construction of
the VSB system and visualization of sound field distribution.
Due to the complexity of different types of sound waves and
the multilateral nature of sound field environment, there is
no simulation model that can adapt to all situations [12].

2.1. VSB System (VSB-S). Qiu et al. [1] used a group of
loudspeaker arrays to build a virtual acoustic barrier applied
to the driver’s seat. )ey solve the problem of conflict with
human’s head using virtual sensor technology. Seyedin and
Abedi [13] calculate sound propagation with complete re-
flection of sound waves from the walls by the FDTDmethod
and estimate optimal amplitude to build the VSB system.

2.2. Sound Field Distribution Simulation. )e technology of
sound field [14–17] prediction in the closed space based on
geometric acoustics is relatively mature and has been applied
in many scenes. In a study [9], Cai et al. proposed a ray
tracing method based on space partition to simulate the
sound field in a closed space. In his method, the whole closed
space is divided into finite convex polyhedral subspaces, so
as to reduce the times of ray and wall intersection. In order to
simplify the calculation, his method omits the validation of
the collision point between the ray and the wall.

Based on the numerical method of sound wave propa-
gation, equation is discretized, and then, the numerical
calculation is carried out to approximate the solution [6].
)ere are many feasible methods to solve the wave equation,
which are suitable for different application scenarios. )e
method of time domain solution (TDS) [7] depends on
spatially invariant speed of sound. )e method of an
equivalent staggered grid scheme (ESG) [8] relies on variable
density media. )e adaptive rectangular decomposition
method (ARD) [18] can combine the analytical solution of
the rectangular subdomain wave equation with the finite
difference template of interface processing between sub-
domains, so as to achieve high performance simulation with
low error. A method of sound field simulation for spatial
convolution circular array based on discrete Fourier
transform (DFT) is proposed by Haneda et al. [19]. Tka-
misinski [20] mentioned a visual simulation technology to
analyze the influence of sound wave diffusion on music.

2.3. Delaunay Triangulation. Delaunay triangulation is a
commonly used optimal triangulation method, which is
widely used in mesh generation and surface reconstruction
of a 3D scattered point set. It is one of the important research
contents in CAGD, CGM, and CG. Delaunay triangulation
has many advantages, such as maximizing the minimum
angle and ensuring convergence. So, it can build the low
complexity and high-quality mesh in the 3D space. Delaunay

triangulation is the most popular surface generation method
and has a widespread application. Wang and Wu [21] and
Turnbull et al. [22] used Delaunay triangulation to describe
the water surface, for visible analyzing the interactions of
water waves or others obstacle interfere. Yu et al. [23]
showed a 3D geological modeling of Nanjing City used the
Delaunay triangulation method.

2.4. Clustering Algorithm. Cluster analysis is an important
method of data division or grouping. Common clustering
methods include k-means, density-based clustering, maxi-
mum expectation clustering, hierarchical agglomerative
clustering, and graph detection clustering. )ese cluster
algorithms are proposed to solve different practical prob-
lems. Likas et al. [24] proposed a global clustering method.
)rough the deterministic global search process composed
of dataset size, a cluster center is dynamically added in one
search process to achieve global optimization. Accordingly,
we use the k-means cluster algorithm [25] based on Eu-
clidean distance in this study, with the number of clusters to
ensure the precise zones.

We demonstrate the sound field distribution in close
space slice as shown in Figure 1. )e first line is with two
sound sources while the second line is with three. In Fig-
ure 1, we use yellow point sign point noise source.

3. The Modeling of the Sound Field

In this study, we use a virtual closed cuboid space to simulate
the sound field space [26]. In order to simplify the simu-
lation modeling, we assume that there are no other obstacles
and other interference sound sources in the space.

Our study uses a 7m × 5m × 3m cuboid to describe our
virtual sound field space. Assuming that all the boundaries in
the closed space are smooth rigid bodies, there is no diffuse
reflection because it is so complex in our model [27]. At the
same time, no other object in this virtual space should absorb
or reflect the sound waves. Without considering any ab-
sorption and reflection, the sound propagation path between
two points in the close space is a straight line.

)e sound wave of the spherical point source propagates
in the virtual space, and each point on the sound wave
propagates on the uniform spherical surface in a certain
period of time until it collides with the boundary of the space
and reflects. Considering the complexity of the simulation
model, when the noise reaches the boundary and reflects, we
only consider the influence of the first radiated sound wave
and ignore other sound waves.

3.1. Wave Equation of Sound. In this study, the sound field
generated by a stable point source propagating in a closed
space is studied. )rough Fourier analysis [28], we can use
some simple harmonic functions with different frequencies
to express the acoustic vibration function. )erefore, the
variation of the harmonic field with time is the basis of
analyzing the variation of complex field with time. At any
points in this closed space, the vibration information of the
selected sound source [29, 30] is as follows:
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P(x, y, z; t) � e
−2αc

A0 cos w t − t0(  +∅0 , (1)

where t0 � r/v is the time of sound wave transmission in the
close space, r is the distance, v is the speed of sound in air,
t − t0 means that the vibration of the sound wave is be-
ginning from the moment it spread to here, ∅0 is the initial
phase of the sound wave, and α is an attenuation factor.

3.2. SoundWave Reflection. It will get many reflected sound
waves when reaching boundary in space. Figure 2 shows
intersection of spherical sound waves from multiple point
sources. Figure 2(a) shows spherical sound waves inter-
section from 2 point sources, and Figure 2(b) shows
spherical sound waves intersection from 3 point sources.
)ere are many factors affecting the sound field distribution.
)e sound field distribution after impact reflection is af-
fected not only by the propagation direction of the point
source but also by the propagation attenuation.

In our model, all the boundaries are smooth rigid bodies.
After the point source sound waves collide and reflect on the
boundary surface, they will be reflected at the same angle as
the incident angle. )erefore, at any point in the close space,
the value of acoustic intensity will be equal to the direct sound
at that point and all the values reflected by all boundaries. In
this study, the closed space environment is simulated as a
virtual cuboid, and the boundary is regarded as a rigid re-
flector. In this way, we can ignore all kinds of attenuation
[31–33] and only consider the boundary reflection.

3.3. Sound Wave Interference in the Closed Space. A single
proton vibrates longitudinally in a spherical acoustic wave.
When sound waves with the same vibration frequency and
amplitude collide, a superimposed energy will be produced.
If the two protons vibrate in the opposite direction, the
energy will cancel each other. We use p1 and p2 that express

sound pressures of two sound waves, and the synthetic
sound field pressure is p. It can be calculated by the fol-
lowing formulas:
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4. Quiet Area Integration

We detect the collision point by the feature of sparse and
dense in the propagation of the point source. )en, we in-
troduce Delaunay triangulation to represent the final quiet
region due to the regularity and uniqueness of the surface
formed by collision points. Finally, we use Euclidean distance
for k-means clustering [34] to improve the final results.

4.1. Detection of Impact Points. We assume that there are
three sound source points in the closed space, and the
frequency and amplitude of the sound source are the same.
According to the stability of direct sound and the change of
reflected sound, the collision position of sound wave in the
space can be calculated [35, 36]. We consider the area of 1.0-
2.0 meters in the vertical direction is our “sweet area.” We
discretize the sound field space and get the acoustic impact
point through the sparse and dense characteristics of the
discrete points.

4.2. Quiet Area Integration. It is difficult to triangulate
discrete points in space. )e constancy of coherent wave
provides a strong guarantee for our work. By controlling the
wave length, we can get a good triangulation dataset.
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Figure 1: Examples of sound field distribution.)e first line is with two sound sources while the second line is with three. Yellow points are
sound source locations.
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First, a super triangle is created to contain all the
scattered points in the triangle list. Second, insert points one
by one, find the triangle whose circumscribed circle contains
the insertion point from the triangle list, and delete the
common edge that has influence on it. Connect the insertion
point with all the vertices of its related triangle to complete
the insertion point into the Delaunay triangle list. )en, the
new local triangles are optimized according to the optimi-
zation rules, and the generated triangles are put into the
Delaunay triangle table. Loop the insertion until all points
are inserted. Two triangular subdivision surfaces in the 3D
space can be on the same plane. Let us first draw in two
dimensions. During this process, some points may be de-
leted because they are on a line that is not referenced by
triangulation.

)e Delaunay triangulation result is shown in
Figure 2.

4.3. Subzone Dividing. )e impact point set we get from
section discrete point detection may be distributing across
the space sparsely [37, 38] or forming several dense parts
distinctly. If we generate the quiet zones on the impact
point set directly, we may get a surface that almost covers
the whole space, which make our study become mean-
ingless. In order to avoid this situation, we introduce the
clustering algorithm before Delaunay triangulation to
create space subsets. We implement surface subdivision
from the subsets. With this method, we may get several
precise quiet zones. We employ Euclidean distance to be
the unique attribute work on the clustering algorithm. Any
clustering algorithm can be used to obtain the final
grouping of elements. We use the k-means algorithm to
achieve data partition.

Iterating according to the following formulas could get
labeling the initial dataset u.

C
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(i)
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2
, (4)

where d(i) and uj are the spatial coordinates vector. Its main
point is to apply the distance between the original dataset
and the initialization random data. )en, find out the data
with the nearest distance to the initial data:
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)is formula aims at getting the average distance be-
tween all the original data and one initial data. Iterate the
two formulas until the member in set u do not change
anymore, and we get the labeling group dataset.

5. Experimental Results

5.1. Sound Field Distribution. Our approach obtains the
visualization through the discrete points detection.When we
calculate sound pressure of one point, we only consider the
direct sound and the primary reflection. All boundaries we
simulate are idealized rigid edge, and we do not put the fact
into consideration that sound wave reflect from a wall would
product a series of wavelet, which may cause standing wave
in the whole space and diminish the reflection value [39–43].
)erefore, each time we calculate sound pressure of one
point, and we should put the three direct sound and eighteen
reflections into consideration. )e two and three spherical
waves intersection is shown in Figure 2.

We collect a data point per cubic decimeter; then, we
have 118059 data to deal with. Figure 3 shows the results of
visualization simulation and Delaunay triangulation
[44, 45]. )e first line shows the situation about two sound
sources while the second line is about three. )e first three
columns are 0.001 s when the sound is not spreading in the
whole room yet. )e last column is 0.005 s when the room is
full of sound waves. )e third column is the sum of the first
two columns. We could see that the first column is almost
exactly the same with the third column because the value of
reflection is so small to affect the entire waveform. But we
could see that the waveformwas not irregular anymore when
time is at 0.005 s because of the strong reflection.

In our experiment, sound field distribution of a whole
space in Figures 3(a) and 3(d) will cost about 1 and a half
minutes, computing on the 64 bits system of Intel CPU, 16G
RAM per time. Illustrated in Figures 3(a) and 3(d), through
simulation, the distribution of sound field in space is vi-
sualized. Different sound intensities are marked with dif-
ferent colors.
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Figure 2: Intersection of spherical sound waves from multiple point sources. (a) Spherical sound waves intersection from 2 point sources,
yellow points represent the locations of sound sources. (b) Spherical sound waves intersection from 3 point sources.
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5.2. Impact Points Detection. We could simplify data de-
tection. As shown in Figures 3(b) and 3(e), the amplitude of
a point in vibration always approximate the point nearby
because of the continuity of volatility. Because of this, there
may be many impact points in a small region, which pro-
vides a powerful guarantee for Delaunay triangulation.

5.3. Delaunay Triangulation. We map the set into the 2D
space primarily. As a result, not all the impact points would
be the vertex of the Delaunay triangle. Figures 3(c) and 3(f)
show the final result of subdivision, and it is obvious that

some points have been removed. We can see the surface is so
rough that it does not look like a zone.

5.4. Subzone Dividing. )e k-means clustering algorithm is
used to distinguish the collision point set. )e initial class
number K, namely, the desired number of clusters, must be
confirmed before clustering, and it is the user to specify
parameters [46]. When we call the k-means function to do
with the impact point set, it need to iterate based on the
initial value. Iteration will not stop until the cluster does not
change anymore.
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Figure 3:)e results of visualization simulation and Delaunay triangulation. (a), (d))e distribution in t � 0.01 s and t � 0.05 s. (b), (e))e
dataset of impact points in t � 0.01 s and t � 0.05 s. (c), (f ) )e Delaunay triangle surface in t � 0.01 s and t � 0.05 s.
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Figure 4: )e results of cluster. (a)–(d) Cluster results of impact points at 0.01 s and 0.05 s. (e)–(h) )eir cluster respective subdivision
results.
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As shown in Figure 4, we could get different subdivision
results with different K values. As for the situation about
Figure 3(f), we could improve it in Figures 4(g) and 4(h).)e
quiet zone we get could not cover large areas of points with
high sound pressure values, and get the quiet zones in a close
space. Figures 4(a) and 4(b) are cluster results of impact
points at 0.01 s, while Figures 4(e) and 4(f) are their re-
spective subdivision results. )e others are time at 0.05 s.

6. Conclusion

With the problem of noise in closed a three-dimensional
space, a simulationmodel of spherical wave propagation and
interaction formed by multiple point sound sources is
proposed and used to calculate the quiet area of the closed
space. First, we analyze the sound field in a closed space with
the geometric acoustics method and describe the intensity of
the sound field with a color map. Second, Delaunay trian-
gulation is introduced into the simulation, and finally, the
quiet area is optimized by clustering.

First, we use the geometric wave acoustic analysis
method to calculate the propagation of spherical sound
wave, mainly considering the boundary reflection of smooth
rigid body, analyzing the sound field distribution of a
multipoint sound source and using the discrete method to
detect the collision point. )en, Delaunay triangulation is
used to form a continuous surface in the quiet area. Finally,
the k-means clustering algorithm is used to optimize the
quiet area. In the experiment, we give the visual description
of different time and sound sources. )e simulation results
show that geometric analysis can directly and effectively
analyze sound field distribution.

In the future research, we will learn from the near space
physical signal acoustic suppression processing system and
modify the experimental parameters according to the actual
measurement data, so that the system has a practical ap-
plication value. At the same time, we will verify the effec-
tiveness of the model in complex noise scenes such as train
compartments.
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