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Every ten years or so, something big happens in mobile.
Now, 5G is emerging ahead of the turn of a new decade
and the next big change to hit mobile. Massive MIMO is
believed to be a disruptive technology for the upcoming 5G
standard, which makes a clean break with current practice
through the use of a very large number of service antennas
that are operated fully coherently and adaptively. Extra
antennas help by focusing the transmission and reception of
signal energy into ever-smaller regions of space. This brings
huge improvements in throughput and energy efficiency,
particularly when combinedwith simultaneous scheduling of
a large number of user terminals.

In this special issue, we have received 18 paper submis-
sions, the accepted papers include wideband MIMO antenna
design, power allocation optimization, mutual Coupling
suppression.

We sincerely hope that this special issue can further help
the readers to understandMIMO design andMIMO channel
modeling and explore the future 5GMIMO in the subsequent
development and standardization of the system.

Wenhua Chen
Manos M. Tentzeris

Neil Trappe
Yuan Yao

Yan Zhang
Xinyi Tang
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A novel miniaturized 1 × 10 uniform linear dual slant-polarized UWB antenna array for MIMO base station is presented. The
antenna array operates in the frequency band from 1710 to 2690MHz with a 17.3–18.7 dBi gain in a size of 105 × 1100 × 37mm.The
array element is composed of two single-polarized dipoles evolved from bow-tie antenna with slots on them, which miniaturize
the size of the antenna. The 10 array elements are fed through an air dielectric strip-line power splitter. Two parameters, the beam
tracking and the beam squint, are presented to quantitatively describe the pattern symmetry property of the antenna.The simulated
andmeasured radiation performances are studied and compared.The results show that the pattern symmetry property of the single
antenna element has been improved about 24% compared with the former study, and the antenna array also provides excellent
pattern symmetry property.

1. Introduction

Multiple-input multiple-output (MIMO) is the use of mul-
tiple antennas at both the transmitter and the receiver to
improve communication performance [1]. MIMO has attra-
cted attention in wireless communications, because it offers
significant increases in data throughput and link range with-
out additional bandwidth or increased transmit power [2]. It
achieves this goal by spreading the same total transmit power
over the antennas to achieve an array gain that improves
the spectral efficiency and/or to achieve a diversity gain that
improves the link reliability (reduced fading) [3]. Because
of these advantages, MIMO is an important part of modern
wireless communication standards such as IEEE 802.11n (WI-
Fi), 4G, 3GPP Long Term Evolution (LTE), WiMAX, and
HSPA+ [4]. While coding and signal processing are key
elements to successful implementation of a MIMO system,
the propagation channel and the antenna design represent
major parameters that ultimately impact the system perfor-
mance. As a result, considerable research has been devoted

recently to these two areas. For example, assessing the poten-
tial of MIMO systems requires a new level of understanding
concerning multipath channel characteristics. Furthermore,
while we have extensive information concerning the behavior
of an antenna in multipath channels [5], recent activity
surroundingMIMOcommunications has exposed new issues
related to the impact of antenna properties and the array
configuration on the systemperformance. In [6], a simulation
study of the channel capacity of a MIMO antenna system
exploiting multiple polarizations was carried out, while in [7]
Perez and Ibanez analyzed the capacity of MIMO systems
based on dual-polarized antenna array.

In modern mobile telecommunications industry, dual
slant-polarized (+45∘/−45∘) base station antennas are widely
used for their good anti-multi-path property. Usually, in a 2G
network, a dual slant-polarized base station antenna works in
1T2Rmode (1 of the 2 channels for transmitting, both 2 chan-
nels for receiving). In 3G or LTE network, both 2 channels of
the dual slant-polarized base station antennamight be used to
transmit and receive the signal. In this case, highly symmetric
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Figure 1: Antenna beam tracking and antenna beam squint.

radiation patterns are required to the dual slant-polarized
base station antenna. However, only a few studies about the
radiation pattern symmetry of the antenna were carried out
in the past. In [8], Chair et al. studied 4 different types of
dual-polarized dielectric resonator antennas and analyzed
their radiation pattern symmetry qualitatively. In [9], Gao et
al. presented a CPW-fed dual-polarized dielectric resonator
antenna with “almost symmetrical” radiation patterns. In
[10], Mak and Rowell presented a dual-polarized patch
antenna with symmetrical patterns for base station in 1710–
2690MHz, but they did not analyze the pattern symmetry
quantitatively either. In [11] Kim et al. proposed a modified
dual-polarization horn antenna to improve radiation pattern
symmetry and presented a method to evaluate the radiation
pattern symmetry.They quantitatively analyzed the radiation
pattern symmetry by comparing the normalized radiation
pattern level of the E/H-plane at some specified angles
including the −10 dB beam width point. The smaller the dif-
ferences, the better the radiation pattern symmetry. Both the
simulated andmeasured results have shown that the radiation
pattern level differences increase as the angle increases within
the −10 dB beam width range, so the difference at −10 dB
beam width point can be considered as a characteristic to
describe the radiation pattern symmetry. In this paper, it is
called the beam tracking, which is defined as the maximum
level difference between the two orthogonal polarizations
normalized radiation patterns at the 10 dB beam width point,
as shown in Figure 1. The beam tracking can be expressed
as

Beam tracking = max (

𝐿
−𝐿
− 𝐿
+𝐿





,




𝐿
−𝑅
− 𝐿
+𝑅





) , (1)

where 𝐿
−𝐿

is the level of −45∘ polarization at the 10 dB point
on the left, 𝐿

+𝐿
is the level of +45∘ polarization at the 10 dB

point on the left, 𝐿
−𝑅

is the level of −45∘ polarization at
the 10 dB point on the right, and 𝐿

+𝑅
is the level of +45∘

polarization at the 10 dB point on the right. The smaller the
beam tracking is, the better the symmetry of the radiation

pattern is. Ideally, the value of beam tracking is expected to
be 0, which means that the two patterns coincide completely
at the 10 dB point. In [11], the authors supposed that the
boresight was the axis of symmetry of the antenna. However,
for most antennas, the boresight is not the symmetry axis
of the antenna, because the beam is always tilted to one
side, more or less. In this case only the amplitude is not
enough to describe the radiation pattern symmetry, but also
the angular dimension, the beam squint. The beam squint is
defined as the ratio of the boresight angle to the 10 dB beam
width;

Beam squint =
boresight angle
10 dB beam width

. (2)

Ideally, the value of beam squint is expected to be 0, which
means that the boresight is just the symmetry axis of the
antenna. The beam tracking and the beam squint describe
the symmetric property of the dual-polarized antenna in the
amplitude domain and the angular domain, respectively.

In this paper, a novel compact 1 × 10 dual slant-polarized
antenna array with excellent pattern symmetry property
is presented. The proposed antenna array operates in the
frequency band from 1710 to 2690MHz, with a size of 105
× 1300 × 37mm. The fractional bandwidth of the antenna
array is 44.5%, which could be classified as ultra wideband
(UWB) antenna according to the definition of UWB antenna
by the Federal Communications Commission (FCC) and
the International Telecommunication Union Radio (ITU-R)
[12]. The simulations of the proposed antenna are performed
using the commercial electromagnetic simulation software
HFSS. In the whole range of 10 dB beam width, the worst
beam tracking of the array element is 0.40 dB, which has
been improved about 24% compared with the result as
0.5398 dB in [11]. And the beam squint values are better
than 1%. The antenna array also provides excellent pattern
symmetry property. A prototype of the proposed antenna
array was fabricated and measured in an anechoic chamber.
The experimental measurements concerning the antenna
parameters are found to be in good agreement with the
numerical results.

2. Antenna Array Structure and Design

2.1. Antenna Array Element. The pattern symmetry property
of the antenna array is mainly decided by the properties
of the array element, so the design of the array element is
quite important.The geometry of the proposed antenna array
element is shown in Figure 2. The dual slant-polarized array
element is composed of 2 evolved bow-tie antennas on a
105mm wide reflector, and the total height is 37mm. The
evolutionary process from bow-tie antenna to the proposed
array element is shown in Figure 3. The bow-tie antenna is
a kind of antenna with two flaring, triangular shaped arms,
which is a typical wide band antenna [13]. By adding slot
on the arms, the equivalent electrical length of the arms is
increased, so as tominiaturize the dimensions of the antenna.
The array element has a strictly symmetrical structure, which
is expected to obtain good radiation symmetry property. The
feeding structure of the array element is shown in Figure 4.
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(a) (b) (c)

Figure 2: The geometry of the array element: (a) 3D view, (b) top view, (c) and side view.

(a) (b) (c) (d)

Figure 3:The evolution from bow-tie antenna to the proposed array element: (a) bow-tie antenna, (b) bow-tie antenna with slots, (c) bow-tie
antenna with slots and holes, and (d) the proposed array element.

(a) (b) (c)

Figure 4: The feeding structure of the dipole: (a) 3D view, (b) the feeding structure for −45∘, and (c) the feeding structure for +45∘.

By adjusting the shape and the dimensions of the inner
conductor, the antenna can be matched to 50Ω transmission
lines in a bandwidth of 1710MHz–2690MHz. Besides that,
there are some holes in the arms and some raised blocks at
the edge of the arms, which are brought in to tune the return
loss over the whole frequency band.

2.2. Antenna Array. Based on the array element above, a uni-
form linear antenna array is designed.The proposed antenna

array is composed of 10 elements, and the spacing between
the elements was set to 110mm based on the frequency
characteristic. The structure of the antenna array is shown in
Figure 5. The antenna array is fed by two 1 to 10 air dielectric
strip-line power splitters, which are connected with the 10
elements through several coaxial cables as shown in Figure 6.
The air dielectric strip-line has quite low transmission loss,
which contributes to the gain of the antenna. The amplitude
of each dipole could be conveniently adjusted by adjusting
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Figure 5: The structure of the antenna array.
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Figure 6: The feeding structure of the antenna array.

Table 1: The simulated beam tracking computed in H-plane and E-
plane.

Freq.
(MHz)

H-plane E-plane
Element
beam

tracking (dB)

Array beam
tracking
(dB)

Element
beam

tracking (dB)

Array beam
tracking
(dB)

1710 0.04 0.05 0.05 0.06
2200 0.06 0.06 0.07 0.07
2690 0.08 0.09 0.09 0.10

the impedance of the corresponding matching section, and
the phase of each dipole could be adjusted by adjusting the
corresponding cable length. The dimensions of the antenna
array are 105 × 1100 × 37mm.

3. Antenna Array
Simulation and Measurement

A commercial electromagnetic simulation software HFSS is
used to analyze the performance of the proposed antenna
element and the antenna array. The weight of the amplitude
and the phase of each element were optimized to achieve a
low upper side lobe level, which is quite critical for a wireless
telecommunication system base station. The antenna array
has around 65 degrees beam-width inH-plane, which is quite
suitable for base station of mobile communication.The beam
tracking and the beam squint of the array element and the
antenna array are calculated in E-plane and H-plane. The
simulated results of the beam tracking are shown in Table 1.
The simulated beam squint results of the array element and
the antenna array are shown in Tables 2 and 3, respectively.
The simulated results show that both the proposed antenna
element and the antenna array have quite good pattern
symmetry property.

Table 2: The simulated beam squint of the array element.

Freq. (MHz) H-plane E-plane
−45∘ +45∘ −45∘ +45∘

1710 0.35% 0.30% 0.38% 0.34%
2200 0.48% 0.53% 0.49% 0.57%
2690 0.53% 0.58% 0.60% 0.58%

Table 3: The simulated beam squint of the antenna array.

Freq. (MHz) H-plane E-plane
−45∘ +45∘ −45∘ +45∘

1710 0.35% 0.32% 0.39% 0.34%
2200 0.50% 0.55% 0.49% 0.58%
2690 0.56% 0.59% 0.61% 0.60%

A prototype of the proposed antenna array was fab-
ricated for measurement. The array elements were made
of aluminum for its good processing property and coated
with Tin to prevent the surface oxidation. The picture of
the proposed antenna array prototype is shown in Figure 7,
while the numerical andmeasurement results concerning the
frequency behavior of the 𝑆 parameters of the antenna are
reported in Figure 8.

The measurement of radiation patterns was carried out
in an enclosed anechoic chamber. The simulated and the
measured radiation patterns in H-plane and E-plane are
shown in Figures 9 and 10, respectively.

The simulated and the measured gain curves of the
proposed antenna array are shown in Figure 11. However, the
measured gain data of the antenna is approximately 0.1 dB
below the predicted values in the operation frequency band.
The reason for this behavior is probably coupling within
the cable loss and/or the nonideal power distribution of the
power dividers.
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(a) (b)

(c)

Figure 7:The photo of the proposed antenna array: (a) top view of the array element, (b) side view of the array element, and (c) the proposed
antenna array.
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Figure 8: The simulated and measured 𝑆 parameters of the proposed antenna array: (a) |𝑆
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The beam tracking and the beam squint of the array
element and antenna array are measured in E-plane and H-
plane; the measured results of the beam tracking are shown
in Table 4. The measured beam squint results of the array
element and the antenna array are shown in Tables 5 and
6, respectively. The measured array element beam tracking
results are better than 0.40 dB, which is about 24% better
than the results as 0.5398 dB in [11]. And the measured
antenna array beam tracking results are better than 0.41 dB.
Besides that, all the measured results of the beam squint
are better than 1%. The measured data agree very well with

the numerical results and show attractive pattern symmetry
characteristics for a MIMO base station.

4. Conclusion

In this paper, a novel compact 1 × 10 dual slant-polarized
antenna array with excellent pattern symmetry property
has been proposed. The antenna array is composed of
10 dual slant-polarized antenna array elements, which
evolved from the bow-tie antennas. The antenna array
operates in the frequency band 1710–2690MHz, with a size
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Figure 9: The simulated and measured radiation patterns in H-plane: (a) 1710MHz −45∘, (b) 1710MHz +45∘, (c) 2200MHz −45∘,
(d) 22000MHz +45∘, (e) 2690MHz −45∘, and (f) 2690MHz +45∘.
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Figure 10: The simulated and measured radiation patterns in E-plane: (a) 1710MHz −45∘, (b) 1710MHz +45∘, (c) 2200MHz −45∘,
(d) 22000MHz +45∘, (e) 2690MHz −45∘, and (f) 2690MHz +45∘.
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Figure 11: The gain of the proposed antenna array.

Table 4:Themeasured beam tracking computed in H-plane and E-
plane.

Freq.
(MHz)

H-plane E-plane
Element
beam

tracking (dB)

Array beam
tracking
(dB)

Element
beam

tracking (dB)

Array beam
tracking
(dB)

1710 0.26 0.26 0.27 0.28
2200 0.36 0.36 0.37 0.37
2690 0.40 0.41 0.40 0.40

Table 5: The measured beam squint of the array element.

Freq. (MHz) H-plane E-plane
−45∘ +45∘ −45∘ +45∘

1710 0.80% 0.74% 0.58% 0.55%
2200 0.65% 0.63% 0.70% 0.67%
2690 0.52% 0.47% 0.56% 0.53%

Table 6: The measured beam squint of the antenna array.

Freq. (MHz) H-plane E-plane
−45∘ +45∘ −45∘ +45∘

1710 0.82% 0.75% 0.69% 0.54%
2200 0.71% 0.69% 0.72% 0.73%
2690 0.66% 0.51% 0.60% 0.61%

of 105 ∗ 1300 ∗ 37mm only. Two parameters, the beam
tracking and the beam squint, that quantitatively describe
the pattern symmetry, were presented. The results show that
the pattern symmetry property of the single antenna element
has been improved about 24% compared with the former
study, and the antenna array also provides excellent pattern
symmetry property.
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A multi-input multi-output (MIMO) antenna with high isolation is proposed for 2.4GHz ISM band (2.4–2.485GHz) WBAN
applications. The proposed MIMO antenna consists of two PIFA elements and utilizes an isolator composed of a shorted strip
and two slits in the ground plane. Although the separation between the two PIFAs is minimized to 8mm (0.06𝜆

∘

), isolation
performance is improved by virtue of an isolator. To analyze the antenna’s performance on a human body, the proposed antenna
is placed on a human muscle-equivalent flat phantom and is investigated through simulations. The measured −10 dB reflection
coefficient bandwidth of the antenna ranges from 2.11 GHz to 2.6GHz, and the isolation is lower than −38 dB over the 2.4GHz ISM
band.

1. Introduction

Given the fast progress of wireless communication tech-
nologies, wireless body area network (WBAN) systems have
received considerable attention for various applications [1, 2].
Because WBAN systems can be placed on or in the human
body with high permittivity and conductivity at microwave
frequencies, the gain and efficiency of an antenna for WBAN
systems can be degraded [3–6]. Furthermore, to operate in
WBAN communication environment, the antenna should
have compact size, low height, insensitiveness to human body
effects, and low specific absorption rate (SAR) [7].

Many researchers have conducted various studies on the
performance analysis of on-body WBAN communication
systems in the industrial, scientific, and medical (ISM) bands
[8–11]. Because of reflections/scatterings that occur in a
neighborhood environment and/or on the human body,
severe multipath fading can arise in on-body communication
links [9]. Multipath fading not only decreases the com-
munication reliability of multisignals but also worsens the
efficiency of a WBAN system [12]. To improve communica-
tion performance under the influence of multipath fading,
a diversity technique such as multiple-input and multiple-
output (MIMO) is necessary. Since the independence of
the multisignals can be improved by the high isolation of

a MIMO antenna, a MIMO technique is frequently used to
overcome the deterioration of communication performance
due to multipath fading [13].

To achieve high isolation between MIMO antenna ele-
ments, an isolator has been used by many researchers [14–
17]. A MIMO antenna with a high isolation characteristic
is proposed by using a shorted strip and two slits in the
ground plane [17]. The antenna has isolation lower than
−32 dB for on-body WBAN applications in the 2.4GHz ISM
band. The MIMO antenna utilizes two planar inverted-F
antenna (PIFA) elements with lengths of 𝜆/4 at a resonant
frequency to achieve a compact size [18]. The performance
of the proposed antenna on the human muscle-equivalent
flat phantom is analyzed by examining data such as the
𝑆-parameter characteristic, current distribution, radiation
pattern, SAR, and envelope correlation coefficient (ECC).

2. Antenna Design and Analysis

2.1. Basic Geometry. The proposed MIMO antenna consists
of two PIFAs, a shorted strip, and two slits in a ground plane,
as shown in Figure 1. The shorted strip, along with the two
slits, acts as an isolator.The PIFAs, which have dimensions of
12 × 10.5 × 2mm3, are located on a FR4 substrate (𝜀

𝑟
= 4.4)

with a 1mm thickness and an area of 40 × 40mm2. The two
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Figure 1: Geometry of the proposed antenna: (a) top view; (b) PIFA.
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Figure 2: Proposed antenna on the phantom for simulation setup.

PIFAs are symmetrically placed with a separation distance of
8mm (0.06 𝜆

∘
) in the 𝑦-axis direction. The isolator and the

ground plane are printed on the upper side of the substrate.
To consider the effects on the human body, the simulation

setup of an antenna on a human muscle-equivalent flat
phantom is illustrated in Figure 2. The phantom, with a
volume of 200 × 270 × 60mm3, has the relative dielectric
constant (𝜀

𝑟
= 52.7) and the conductivity (𝜎 = 1.95 S/m)

of human tissue [19]. Considering practical applications such
as wearable Bluetooth services, the antenna is placed on the
phantom with a separation distance of 10mm to satisfy the
required clearance to assemble the cover [3]. The antenna
geometry was designed and analyzed by utilizing the high
frequency structure simulator (HFSS 14) [20].

The simulated 𝑆-parameter characteristics of the pro-
posed antenna with and without the isolator are compared in
Figure 3. The optimized design parameters are 𝑙

1
= 27.5mm

and 𝑙
2
= 15.5mm. The proposed antenna has a −10 dB

reflection coefficient bandwidth ranging from 2.27GHz to
2.6GHz, which fully covers the desired 2.4GHz ISM band.
When the isolator is added between the two PIFAs, the
isolation is improved significantly with a slight shift of the
resonant frequency. The antenna has isolation below −32 dB
in the 2.4GHz ISM band.

To investigate the effect of the isolator, the simulated
current distributions with andwithout the isolator at 2.4GHz
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Figure 3: Simulated 𝑆-parameter characteristics for the proposed
antenna with and without isolator.

are shown in Figure 4. By exciting port 1, substantial current
is induced at PIFA 2 in the absence of the isolator. After the
isolator is added, the induced current on PIFA 2 becomes
weak. This is because the impedance of the 𝜆/4 isolator
becomes large at 2.4GHz so that the current flowing from
port 1 to PIFA 2 is blocked by the isolator [21, 22].

2.2. Key Parameter Analysis. The 𝑆-parameters of the pro-
posed antenna with respect to a variation in the length (𝑙

1
) of

the PIFA radiator are shown in Figure 5. As 𝑙
1
decreases, the

resonance frequency shifts toward a higher frequency, while
the isolation is improved. However, as 𝑙

1
decreases beyond

27.5mm, the isolation deteriorates. When 𝑙
1
= 27.5mm,

the antenna satisfies the 2.4GHz ISM band with optimum
isolation.
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(b)

Figure 7: Fabricated antenna and measurement setup. (a) Fabricated antenna; (b) the antenna on the phantom for measurement setup.

Table 1: Measured peak gain and radiation efficiency.

2.4GHz PIFA 1 PIFA 2
Peak gain (dBi) 0.54 0.59
Efficiency (%) 21.34 21.37

In Figure 6, the 𝑆-parameters of the proposed antenna
with respect to the various lengths (𝑙

2
) of the shorted strip

are illustrated. A variation in 𝑙
2
also changes the slit’s length

because the tip of the shorted strip is fixed. As 𝑙
2
increases,

the isolation performance is improved and good impedance
matching is obtained. However, after 𝑙

2
= 15.5mm, the iso-

lation degrades. To achieve optimum isolation performance,
𝑙
2
= 15.5mm is chosen.

3. Antenna Performance

Photographs of the fabricated antenna and the human
muscle-equivalent flat phantom for the measurement setup
are shown in Figure 7 [23]. By utilizing the fabricated
phantom (𝜀

𝑟
= 52.1 and 𝜎 = 0.94 S/m), the performance of

the antenna on the human body can be investigated.
The simulated and measured 𝑆-parameter characteristics

of the proposed antenna are compared in Figure 8. The
measured and simulated results are in reasonably good agree-
ment. The measured −10 dB reflection coefficient bandwidth
of the fabricated antenna is 490MHz from 2.11 GHz to
2.6GHz, which satisfies the entire 2.4GHz ISM band. The
fabricated antenna has a measured isolation below −38 dB in
the 2.4GHz ISM band.

To analyze the effects on the human body when the
proposed antenna operates, the SAR value of the antenna
is calculated at 2.4GHz, as shown in Figure 9. The Federal
Communications Commission (FCC) of the United States
requires that the SAR be lower than 1.6W/kg over a volume
of 1 g of tissue [24]. The antenna has a SAR of 1.52W/kg
when an input power of 100mW is applied. Thus, the
proposed antenna can be used for lowpowerBluetooth device
applications [25].

The simulated and measured far-field radiation patterns
of the proposed antenna on the phantom are compared at
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Figure 8: Simulated and measured 𝑆-parameter results for the
proposed antenna on the human muscle-equivalent flat phantom.
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Figure 10: Simulated and measured radiation patterns of the proposed antenna at 2.4GHz. (a) 𝑥𝑦 plane; (b) 𝑦𝑧 plane (𝜎 for simulation:
1.95 S/m, 𝜎 for measurement: 0.94 S/m).

2.4GHz, as shown in Figure 10. The simulated and measured
radiation patterns agree very well, except for those in the
back radiation direction (150∘ ≤ 𝜃 ≤ 210∘) of the 𝑦𝑧
plane. The difference between the simulated and measured
radiation patterns of the 𝑦𝑧 plane occurs because the phan-
tom has different conductivity values (conductivity for sim-
ulation: 1.95 S/m, conductivity for measurement: 0.94 S/m).
Because the radiated field reflected by the phantom with
high conductivity used in the simulation is stronger than
that of the measurement, the backward radiation decreases.
When the conductivity for the simulation becomes 0.94 S/m,

the simulated radiation patterns are almost the same as the
measured ones, as shown in Figure 11. The radiation patterns
of PIFA 1 are somewhat analogous to those of PIFA 2. The
antenna has quasi-omnidirectional radiation patterns in the
𝑥𝑦 plane and has its peak radiation in the outward normal to
the phantom surface in the 𝑦𝑧 plane.

Measured radiation characteristics of the two PIFAs at
2.4GHz are compared in Table 1. The efficiencies of PIFA 1
and PIFA 2 are 21.34% and 21.37%, respectively.

The envelope correlation coefficient (ECC) is commonly
utilized to evaluate the diversity capability of a MIMO
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Figure 11: Simulated and measured radiation patterns (𝑦𝑧 plane) of the proposed antenna at 2.4GHz (𝜎 for simulation and measurement:
0.94 S/m).
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Figure 12: Simulated and measured envelope correlation coefficients of the proposed antenna with and without isolator.

antenna system. The ECC must be computed by using three-
dimensional radiation patterns [26]. ECCs computed by
simulated radiation patterns andmeasured radiation patterns
are shown in Figure 12. The measured ECC agrees very
well with the simulated one. The proposed antenna has an
ECC value that is lower than 0.5 in the 2.4GHz ISM band.
When the computed ECCs with and without the isolator
are compared, ECC performance improves owing to the
improved isolation between PIFA 1 and PIFA 2.

4. Conclusion

A high isolationMIMO antenna is designed to operate in the
2.4GHz ISM band for WBAN applications. When installed
on a human muscle-equivalent flat phantom, the antenna
satisfies the −10 dB reflection coefficient bandwidth of the
2.4GHz ISM band. An isolator, consisting of a shorted strip
and two slits, is added between the two PIFAs to improve
the isolation. Although the two PIFAs are placed close to
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each other with a separation distance of only 8mm (0.06
𝜆
∘
), the antenna exhibits an isolation lower than −38 dB

in the 2.4GHz ISM band. Therefore, the above-mentioned
properties prove that the proposed antenna is suitable for
WBAN applications.
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An efficient technique utilizing the defected ground structure (DGS) to suppress the mutual coupling effect of a dual-frequency
microstrip antenna array is studied. The proposed dual-frequency DGS beneath two patches includes two circular split ring slots,
each of which corresponds to one resonant frequency of the patches. The characteristic of the compact DGS is theoretically and
experimentally investigated. The prototypes of the patches arrays with and without the proposed DGS are fabricated. Both the
simulated and measured results show that the mutual coupling between array elements has been obviously reduced at the two
operating frequency bands with the implementation of the proposed DGS structure.

1. Introduction

The multiple-input multiple-output (MIMO) antenna sys-
tems are widely used in new generation of wireless communi-
cation systems to accommodate higher data rates and provide
increased capacity [1]. However, it is not an easy work to inte-
grate multiple antennas in a small size wireless device while
keeping a high level of isolation between antenna elements
[2], especially for dual-frequency arrays. This is because the
effects of mutual coupling between array elements become
more severe when the separation between elements becomes
smaller. The mutual coupling effect can cause significant
systemperformance degradation, such as reduction in signal-
to-noise ratio and degradation of the synthesized far-field
pattern. In addition, the high capacity offered by the MIMO
system is reduced if the various signals at the receiver
are correlated, where the correlation may arise from the
mutual coupling between the transmitting and/or receiving
antenna elements [3, 4]. In order to remove or reduce the
adverse effects ofmutual coupling in compact antenna arrays,
different techniques [5, 6] have been proposed in literature.

In signal processing, the coupling matrices [7] can be
applied to the received signal vectors from the adaptive arrays
to counter the effects of mutual coupling. The relation of the
isolation and the array configuration of two nearby antennas

in a cellular handset was studied in [8]. Parasitic scatters may
also be exploited to reduce the mutual coupling effect in a
MIMO array [9]. Various decoupling networks using reactive
components [10] or 90∘ or 180∘ hybrid couplers [11, 12] have
been proposed to increase the isolation between antenna
ports. Recently, another effective approach to reduce mutual
coupling is to use electromagnetic bandgap (EBG) structures
[13] or defected ground structures (DGS) [14] to suppress
the surface wave in microstrip substrates. The term “DGS”
was first used by Kim and Park in describing a single unit of
dumbbell-shaped defect in [15]. The application of DGS to
reduce the mutual coupling between two adjacent microstrip
patches was first shown in [16]. Most of the designs in litera-
ture including the aforementioned ones are for arrays with
single operating frequency band. However, dual-frequency
operation is preferred for many popular communication
standards. Mutual coupling reduction for dual-frequency
arrays has attracted many studies. Improvement on dual-
band isolation is achieved by using an array of printed
capacitively loaded loops (CLLs) on the top side of the board
and a complementaryCLL structure on the groundplane [17].
However, this design is a bit complicated. A reconfigurable
dual-band monopole array with high isolation is given in
[18], which exploits the neutralization techniques and uses a
switch to control the operating frequency band. The paper
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Figure 1: The geometry of the proposed defected ground structure.

[19] describes a procedure to achieve simultaneous decou-
pling and matching at two frequencies using decoupling
network with series and parallel combination of inductors
and capacitors.

In this paper, a compact design utilizing the defected ground
structure to reduce the mutual coupling between array ports
of a dual-frequency patch antenna array is proposed. The
proposed dual-frequency DGS beneath two patches includes
two circular split ring slots, each of which corresponds to one
resonant frequency of the patches. The characteristic of the
compact DGS is studied. The prototypes of the patch arrays
with and without the proposed DGS are fabricated. Both the
simulated and measured results are presented to show the
effectiveness of the proposed structure in mutual coupling
reduction at two frequency bands.

2. The Dual-Frequency Defected
Ground Structure

Theproposed defected ground structure is shown in Figure 1.
Two cocentered circular split ring slots are etched on the
ground plane of a dielectric substrate, which are the parts
indicated in grey.The larger split ring slot has an outer radius
of 𝑅
1
and an inner radius of 𝑅

2
, while the smaller one has

an outer radius of 𝑅
3
and an inner radius of 𝑅

4
. The two split

ring slots are resonant and create two stop bands. To study the
characteristics of the DSG structure, a microstrip filter model
is built in the EM simulator HFSS and the fabricated one is
shown in Figure 2. The substrate is FR4 material with dielec-
tric constant of 𝜀

𝑟
= 4.4 and thickness of 1.6mm, while the

50Ω microstrip line has a width of 3mm. The performance
of the filter is studied by changing the dimensions of the split
ring slots. Figure 3 shows the transmission coefficients of the
filter with various values of 𝑅

1
. It can be seen that the lower

stop-band frequency decreases with the increase of 𝑅
1
, while

the upper stop-band frequency remains stable.Theparameter
𝑅
2
has similar effect on the performance of the filter as 𝑅

1
as

they determine the width of the larger split ring. Similarly,
the transmission coefficients of the filter with different 𝑅

3

are plotted in Figure 4. It is obvious that as 𝑅
3
increases, the

upper stop-band frequency will decrease and the lower stop-
band frequency keeps unchanged. According to our study, the
variation of 𝑅

4
also influences the upper stop-band much.

(a)

(b)

Figure 2: The fabricated microstrip filter with DGS. (a) Top view;
(b) bottom view.
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Figure 3: The transmission coefficient of the filter with variation of
𝑅
1

.

By properly choosing the dimensions of the DGS structure,
the desired band rejection characteristic can be obtained.
Figure 5 shows the simulated and measured 𝑆-parameters of
the band-stop filter with 𝑅

1
= 5.2mm, 𝑅

2
= 4.2mm, 𝑅

3
=

3.9mm, 𝑅
4
= 3.1mm, and𝑊 = 2mm. It is obvious that the

band-stop filter has two stop bands at 3.35GHz and 4.5GHz.

3. Patch Array with the Proposed DGS

The proposed DGS structure can be implemented in a
MIMO antenna array to reduce the mutual coupling. Two
coaxial feed rectangular patch antennas with dual operating
frequencies at 3.35GHz and 4.5GHz are designed, as shown
in Figure 6 (without the ring slots). The substrate used for
the patches is the same as the one used in filter design. The
dimensions of the patch are 𝑊

1
= 102mm, 𝐿

1
= 80mm,

𝑊
2
= 20mm, 𝐿

2
= 25.2mm, and𝑊

3
= 6mm, 𝐿

3
= 6mm.
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Figure 5:The 𝑆-parameters of the filter with optimized dimensions.

The edge to edge distance between the two patches is
𝑑 = 10mm. The prototype of the patch array is shown in
Figure 7(a). Figure 8 shows the simulated and measured 𝑆-
parameters of the dual-frequency patch array. Although the
two patches are not strictly symmetric about the center of the
substrate, they have almost the same reflection coefficients
in the design according to our simulation and measurement.
Therefore, only 𝑆

11
and 𝑆
12
are plotted in Figure 8. It can be

seen from the plot that the array has two resonant frequencies
at 3.35GHz and 4.5GHz, respectively. The measurement
agrees well with the simulation. It is also noted that the
coupling coefficient is about 19 dB at 3.35GHz and 15 dB at
4.5 GHz.

W1

L1
L2

W2 d

W4

W3

L3

L4

x

y

Figure 6: The geometry of the patch array.

(a)

(b)

Figure 7: The prototype of the patch array. (a) Top view without
DGS; (b) bottom view with DGS.

To reduce the mutual coupling, the proposed DGS
structure is etched in the ground plane of the patches, as
shown in Figure 7(b). The center position of the DGS is at
𝑊
4
= 47.9mm and 𝐿

4
= 25.1mm. The 𝑆-parameters of the

patch array with DGS are plotted in Figure 9. Since the two
antennas are asymmetric after implementing the DGS in the
ground plane, the 𝑆

11
and 𝑆

22
are not completely coinciding

with each other, but the two patches are still operating in the
two bands of the array. It can be seen from Figure 9 that the
measured coupling coefficient remains below −20 dB across
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Figure 8: The 𝑆-parameters of the patch array without DGS.
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Figure 9: The 𝑆-parameters of the patch array with DGS.

the two frequency bands and has been reduced to −33 dB at
3.35GHz and −27 dB at 4.5 GHz. The simulated normalized
radiation patterns of the patch array at 3.35GHz and 4.5GHz
are plotted in Figures 10 and 11, respectively. The coordinate
system is shown in Figure 6. It is obvious that the radiation
patterns of the patch array remain in their general shapes
before and after implementing the defected ground structure.

Correlation coefficient is an important parameter in
MIMO performance evaluation. By assuming uniform exter-
nal signal source distribution, the envelope correlation coef-
ficient (ECC) based on the 𝑆-parameters of an array can be
calculated using [20]
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Figure 10: The simulated radiation pattern of the patch array at
3.35GHz. (a) Without DGS; (b) with DGS.

If the antenna efficiencies are known in addition to the
𝑆-parameters, the correlation coefficients can be calculated
using the method given in [21]. Figure 12 shows the envelope
correlation of the patch arraywith andwithoutDGS using (1).
It can be seen that the envelope correlation in the frequency
band of interest is very low, which means that the antenna
array has good spatial diversity and is suitable for MIMO
systems.

4. Conclusion

A compact defected ground structure using double circular
split ring slots has been presented to reduce the mutual
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Figure 11: The simulated radiation pattern of the patch array at
4.5 GHz. (a) Without DGS; (b) with DGS.

coupling between array ports of a dual-frequency patch
antenna array. The radii of the slots control the stop-band
frequencies. The simulated and measured results of a two-
patch array show that the mutual coupling effect between
array elements has been obviously reduced.The resulted array
has high port isolation and is suitable forMIMOapplications.
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A compact 2 × 2metamaterial-MIMO antenna for WLAN applications is presented in this paper. The MIMO antenna is designed
by placing side by side two single metamaterial antennas which are constructed based on the modified composite right/left-handed
(CRLH) model. By adding another left-handed inductor, the total left-handed inductor of the modified CRLH model is increased
remarkably in comparison with that of conventional CRLH model. As a result, the proposed metamaterial antenna achieves 60%
size reduction in comparison with the unloaded antenna.TheMIMO antenna is electrically small (30mm × 44mm) with an edge-
to-edge separation between two antennas of 0.06𝜆

0

at 2.4GHz. In order to reduce the mutual coupling of the antenna, a defected
ground structure (DGS) is inserted to suppress the effect of surface current between elements of the proposed antenna. The final
design of the MIMO antenna satisfies the return loss requirement of less than −10 dB in a bandwidth ranging from 2.38GHz to
2.5GHz, which entirely coversWLAN frequency band allocated from 2.4GHz to 2.48GHz.The antenna also shows a high isolation
coefficient which is less than −35 dB over the operating frequency band. A good agreement between simulation and measurement
is shown in this context.

1. Introduction

Recently, social demand on multimedia communication has
been rapidly increasing resulting in development of modern
wireless communication systems such asWi-Fi,WiMAX, and
3G/4G. Along with these applications, modern antennas are
required to have small size and light weight. However, the
typical antennas are usually large in size due to the operating
wavelength, so they are difficult to meet the requirements
of modern antennas. There are several techniques used to
decrease the size of antenna, such as incorporating a shorting
pin in a microstrip patch [1], using short circuit [2], and
cutting slots in radiating patch [3, 4], by partially filled
high permittivity substrate [5] or by Fractal microstrip patch
configuration [6]. Besides, transmission line metamaterial
(TL-MM) [7] is one of themethods that provides a conceptual

way for implementing small resonant antenna [8–15]. The
first proposals of using TL-MM structures at resonance to
implement small sprinted antennas have been documented
in [9, 10].

Wireless LANs have experienced phenomenal growth
during the past several years. The new WLANs standard
(IEEE 802.11n) promises both higher data rates and increases
reliability. This standard is based on MIMO communication
technology which has received much attention as a practical
method to substantially increase wireless channel capacity
without additional power and spectrum. A multiple antenna
system is needed for MIMO system. However, it is difficult to
integrate two or more antennas in a mobile device. There are
two critical factors for MIMO antenna system. One is total
size of antenna system with a limited space of mobile device.
In such a way the antenna elements must be compact and
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Figure 1: CRLH transmission line: (a) mushroom-like EBG model, (b) equivalent circuit of unit cell, and (c) equivalent circuit of proposed
metamaterial antenna.

be put very close. The other factor is the isolation between
antenna elements. Due to the close space between antenna
elements, the coupling coefficient among radiating elements
is very high. This will degrade the performance of MIMO
system. Therefore, it will be a real challenging task to design
a MIMO antenna with small size while obtaining a very high
isolation coefficient.

In this paper, a very compact metamaterial MIMO
antenna is proposed. The MIMO antenna consists of two
antennas which are based on composite left/right handed
(CLRH) transmission lines for reducing the antenna dimen-
sion. In the proposed configuration, a defected ground struc-
ture (DGS) is employed to increase the isolation between
two antenna elements. Thus, a novel metamaterial MIMO
antenna is proposed which has a high isolation with only
7.5mm (0.06𝜆

0
) distance between antenna elements. This

antenna is built on a FR4 substrate with total volume of 30 ×
44 × 1.6mm3 and has very compact radiating elements with
total size of 8.92 × 32.6mm2 and operates at the frequency
band of 2.38–2.5GHzwhile the values of isolation coefficients
are below −35 dB over operating frequency band.

The rest of this paper is organized as follow. In Section 2,
detailed designs of the single metamaterial antenna are
presented. The proposed MIMO antenna is then introduced
in both cases of initial and final design. The simulated
and measured results are shown in Section 3, while some
conclusions are provided in Section 4.

2. Design of Metamaterial MIMO Antenna

In this work, the design of the antenna is divided into two
parts. In the first one, a metamaterial antenna is designed for
WLAN frequency ranging from 2.4GHz to 2.48GHz. In the
second part, the two identical single metamaterial antennas
are utilized as elements to form a 2 × 2 MIMO antenna.

Finally, the defected ground structure is implemented to
diminish the mutual coupling of the antennas.

2.1. Design of Single Metamaterial Antenna. The configu-
ration of metamaterial antenna is shown in Figure 2(a).
The antenna is printed on a low-cost FR4 substrate with
the thickness of 1.6mm, dielectric constant 𝜀 of 4.4, and
loss tangent tan 𝛿 of 0.02. As a reference comparison, an
unloaded microstrip fed rectangular strip with the length
of 𝑙
1
is chosen as the monopole radiating element. In order

to maintain compact electrical length while decreasing the
operating frequencies, the monopole antenna is constructed
by a modified CRLH single-cell.

The model of conventional CRLH transmission line is
shown in Figure 1(a).This is amushroom-like EBGwhich can
be interpreted by equivalent circuit depicted in Figure 1(b).
From this figure, the serial left-handed (LH) capacitor (𝐶L)
is created by two adjacent metallic patches placed on the
top surface of the structure while the shunt LH inductor
(𝐿L) created by the current flows from the metallic patch to
ground plane throughmetallic via.Moreover, the serial right-
handed (RH) inductor (𝐿R) is formed by the metallic patch
and the shunt RH capacitor (𝐶R) is created due to the parallel
arrangement of metallic patch and ground plane.

The equivalent circuit of proposed metamaterial antenna
is shown in Figure 1(c). In this design, the metamaterial-
loading is carried out in an asymmetric fashion, where serial
LH capacitor (𝐶L1) is formed between two strips separated
by a distance 𝑠

1
(as shown in Figure 2(a)) while the shunt

LH inductor (𝐿L1) is formed similarly to the shunt LH one
shown in Figure 1(b). Moreover, the additional LH inductor
(𝐿LA) is built up by meandered strips which connect the
structure and the ground plane. Regarding RH components,
the serial RH inductor (𝐿R1) is formed by themain patchwith
length of 𝑙

1
and shunt RH capacitor (𝐶R1) is formed similarly
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Figure 2: Configuration of the proposed antennas: (a) single metamaterial antenna and (b) metamaterial MIMO antenna.

Table 1: Dimensions of single metamaterial antenna.

𝑙
1

8mm 𝑙
4

10.5mm 𝑠
1

0.42mm
𝑙
2

0.5mm 𝑙
5

6.7mm 𝑠
2

0.3mm
𝑙
3

2.8mm 𝑤
1

6mm

to the RH components of conventional CRLH model. As a
result, a singlemetamaterial antenna is proposedwith the size
of radiating element of 8.92 × 12.6mm2 (0.07𝜆

0
× 0.1𝜆

0
at

2.4GHz) and printed in a substratewith two dimensions of 27
× 30mm2. Finally, the center resonant frequency of proposed
metamaterial antenna is defined as follows:

𝑓
𝐶
=

1

2𝜋√(𝐿L1 + 𝐿LA) 𝐶R1

. (1)

2.2. Design ofMetamaterial MIMOAntenna. In this design, a
MIMO model is constructed by placing two single antennas
side by side at the distance of 20mm (0.16𝜆

0
at 2.4GHz)

from center-to-center or 7.5mm (0.06𝜆
0
at 2.4GHz) from

edge-to-edge,making the overall the dimension of this design
very compact. The layout of the MIMO antenna is shown
in Figure 2(b). In order to increase the isolation between
elements of MIMO antenna, a defected ground structure is
etched in a part of ground between two elements. Firstly, two
parallel slots are etched on the ground plane. As a result, the
MIMO antenna satisfies the isolation requirement while the
operating frequencies were shifted compared to the WLAN
frequency band.Therefore, two I-shaped slots which are used
as an impedance matching circuit are etched on the metallic
ground (as shown in Figure 2(b)). The final MIMO antenna
system is proposedwith total size of radiating elements of 8.92
× 32.6mm2 and satisfies all requirements of MIMO system
with very high isolation between antenna elements. All the
dimensions of the proposed single metamaterial antenna and
MIMO antenna are given in Tables 1 and 2, respectively.

Table 2: Dimensions of metamaterial MIMO antenna.

𝐿 5mm 𝐿
3

12mm 𝑆 2.5mm
𝐿
1

2.5mm 𝐿
4

1mm
𝐿
2

6mm 𝐿
6

0.5mm

3. Results and Discussions

The performance of the proposed antennas is discussed in
detail in terms of simulation and measurement results.

3.1. SingleMetamaterial Antenna. Asmentioned in Section 2,
the resonant frequency of proposed metamaterial antenna
depends on themeandered strip lengthwhich is controlled by
tuning the length 𝑙

3
as well as the gap between strip steps 𝑠

2
.

The simulated 𝑆
11
results of the single metamaterial antenna

with different values of 𝑙
3
and 𝑠
2
are shown in Figure 3. In

Figure 3, the resonant frequency reduces with the increasing
the value of 𝑙

3
and 𝑠

2
. Actually, the increase of 𝑙

3
and 𝑠

2

will lead to the increase of the additional LH inductor 𝐿LA
and therefore making the decrease of the resonant frequency.
This is entirely consistent with formula (1). The optimized
bandwidth is obtained when the 𝑙

3
and 𝑠
2
are set at 2.8mm

and 0.3mm, respectively. It can be seen from Figure 7 that the
bandwidth of the antenna defined by the 𝑆

11
less than −10 dB

entirely covers theWLAN frequency range, which is allocated
from 2.4 to 2.48GHz.

The size reduction of the proposed antenna is carried out
by taking the simulated 𝑆

11
of antennas in case of loaded

(proposed antenna) and unloaded (conventional antenna).
The two antennas are given the same dimensions of substrate
layer and radiation elements. As can be seen from Figure 4,
the resonant frequency of the unloaded antenna centers at
6GHz while the resonant one of the proposed antenna is
maintained at 2.44GHz. It is clear that the proposed antenna
exhibits smaller resonant frequency than the conventional
one. In this case, the proposed antenna achieves 60% size
reduction in comparison with the conventional one.
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Figure 3: Simulated 𝑆
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Figure 4: Simulated 𝑆
11

of unloaded and proposed antennas.

Current distributions of the metamaterial antenna at the
center frequency of WLAN are exhibited in Figure 5. As
observed in Figure 5, the current distribution on antenna at
2.44GHz mainly focuses on the meandered strips instead of
on the radiating patch as the principle of microstrip antenna.

The radiation pattern of single antenna at the center
frequency of 2.44GHz is plotted in Figure 6. The solid lines
display the 𝐸-plane and the dotted lines represent𝐻-plane. It
can be observed that the single antenna possesses an isotropic
radiation pattern confirming its operation in the fundamental
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Figure 5: Surface current distribution on single antenna at
2.44GHz.

resonantmode.Therefore, its gain is small with themaximum
total gain of 1.4 dB.

Finally, the fabricated single metamaterial antenna is
presented in Figure 13.The simulated andmeasured results of
𝑆
11
of singlemetamaterial antenna is shown in Figure 7. From

this figure, it can be observed that the antenna can operate
over the range spreading from 2.4GHz to 2.48GHz and from
2.405GHz to 2.495GHz in simulation and measurement,
respectively.

3.2. Metamaterial MIMO Antenna. The simulated results of
reflection coefficients of the initial MIMO antenna (without
DGS) are shown in Figure 8. From this figure, it is observed
that the initial antenna does not satisfy the impedance
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matching condition due to the effect of mutual coupling. The
𝑆-parameters of antenna are changed and could not meet
the requirements of MIMO antenna from which 𝑆

11
and 𝑆
22

are not below −10 dB and 𝑆
21

and 𝑆
12

are not below −15 dB
in WLAN band. This fact is clearly demonstrated by the
surface current distribution on the initial MIMO antenna in
Figure 10(a). As can be observed from Figure 10(a), when the
first element (Port 1) is excited, the surface current is strongly
induced on the second element (Port 2) resulting in a rise
of the mutual coupling (𝑆

21
and 𝑆

12
). Actually, the mutual

coupling can be reduced by increasing the distance between
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Figure 8: Simulated 𝑆-parameters in three cases: without DGS, with
dual slots, and with full DGS.

the elements. However, this will lead to the larger size of
the proposed MIMO antenna. These drawbacks of the initial
MIMO antenna can be solved thanks to the use of defected
ground structure etched on the common ground of MIMO
antenna by the following two steps.

At first, two parallel slots are added to central ground
plane between two ports (as shown in Figure 2(b)). The
length slot 𝐿

3
is varied to find out the value from which

the impedance matching and mutual coupling have the best
solution. The optimized length of 𝐿

3
is chosen as 12mm.

Simulated 𝑆-parameters ofMIMO antennawith dual slots are
shown in Figure 8. From this figure, it can be seen that the
isolation coefficient 𝑆

21
is lower than −18 dB for all frequency

in WLAN band. However, the impedance is not matched
enough in this band so that the 𝑆

11
is below −10 dB over the

frequency ranging from 2.42GHz to 2.5 GHz, and therefore
the antenna could not cover the WLAN frequencies.

The current distribution of MIMO antenna with the
implementation of dual slots at 2.44GHz is shown in Fig-
ure 10(b). It can be seen from Figure 10(b) that the surface
current partly focuses on the slots and somewhat coupling to
the radiation strips of the adjacent antenna element.

In order to solve this problem, in the second step, two I-
shaped slots are etched on the ground plane and used as an
impedance matching circuit. The effect of I-shaped slots to
impedance matching of the MIMO antenna is investigated
via the length 𝐿. Figure 9 shows the simulated 𝑆-parameters
of the MIMO antenna for the different values of 𝐿. It can be
observed that the isolation coefficient is below −15 dB for all
cases and the return loss is changed with the various sizes
of slots. When the length 𝐿 of I-slots increases, the input
impedance decreases make the impedance highly matched.
The final MIMO antenna with full DGS is formed as the
value of 𝐿 fixed at 5mm. As a result, the full DGS MIMO
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Figure 10: Surface current distribution at 2.44GHz on metamaterial MIMO antenna (a) without DGS and (b) with the implementation of
dual slots and (c) with full DGS.

antenna achieves high isolation coefficient which is less
than −35 dB over all frequency of WLAN band while the
operating bandwidth covers from 2.38GHz to 2.52GHz.
The current distribution of the final MIMO antenna at
2.44GHz is focused on the defected ground structure shown

in Figure 10(c). Therefore, the effect of the surface current to
the second element is significant reduced.

Simulated radiation patterns of final MIMO antenna in
the𝑥𝑦,𝑦𝑧, and𝑥𝑧planes at 2.44GHzwhen the antenna is fed;
each port in turn is shown in Figure 11. The antenna displays
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Figure 11: Radiation patterns of proposed metamaterial MIMO antenna at central frequency of 2.44GHz when (a) excited Port 1 and (b)
excited Port 2.
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Figure 12: Simulated radiation efficiency of proposed antenna.

good omnidirectional radiation patterns in the 𝑦𝑧 and 𝑥𝑧
planes (𝐻-plane) while the separate far field patterns are
produced in the 𝑥𝑦 plane (𝐸-plane). Therefore, the diversity

(a)

(b)

Figure 13: Fabrication of the single metamaterial antenna; initial
and final MIMO antenna (a) front view and (b) back view.

for the antenna is achieved. Thanks to this characteristic, the
antenna is a promising candidate for MIMO system.

Figure 12 gives the simulated radiation efficiency of the
proposed antenna. This figure indicates that the proposed
antenna shows good radiation efficiency, which has the
average value of 85% in over the operating bandwidth of
WLAN system.
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Figure 14: Simulated and measured 𝑆-parameters of (a) initial MIMO antenna and (b) final MIMO antenna.

Figure 14 presents the measured 𝑆
11

and 𝑆
21

of the
fabricated initial and finalMIMOantenna shown in Figure 13.
From this figure, it is observed that the final MIMO antenna
can operate over the range spreading from 2.38 to 2.5 GHz
which is covering the WLAN band. Meanwhile, the mutual
coupling between two elements (𝑆

21
) is less than −35 dB over

WLAN range. It should be noted that the measured results
are in good agreement with the simulated results.

3.3. MIMO Characteristics. MIMO antennas are required to
be characterized for their diversity performance. In each
system, the signals can be usually correlated by the distance
between the antenna elements [16]. The parameter used to
assess the correlation between radiation patterns is so-called
enveloped correlation coefficient (ECC). Normally, the value
of ECC at a certain frequency is small in case of the radiation
pattern of each single antenna differently from each other.
Otherwise, the same patterns of these antennas will exhibit
the larger value of enveloped correlation coefficient. The
factor can be calculated from radiation patterns or scatter-
ing parameters. For a simple two-port network, assuming
uniform multipath environment, the enveloped correlation
(𝜌
𝑒
), simply square of the correlation coefficient (𝜌), can be

calculated conveniently and quickly from 𝑆-parameters [17],
as follows:

𝜌
𝑒
=
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The calculated ECC of proposed antenna by using the
simulated and measured 𝑆-parameters is shown in Figure 15.
From this figure, the proposed MIMO antenna has the
simulated ECC lower than 0.01, while the measured one has
lower than 0.02 over the operating frequencies.Therefore, the
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Figure 15: Simulated and measured proposed MIMO antenna’s
envelope correlation coefficient.

proposed antenna is suitable for mobile communication with
a minimum acceptable correlation coefficient of 0.5 [18].

4. Conclusions

The compact 2 × 2 metamaterial MIMO antenna is designed
to operate in WLAN frequency band. By using the mod-
ified CRLH model, the proposed metamaterial antenna
achieves 60% size reduction in comparisonwith the unloaded
antenna. The defected ground structures are inserted to
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suppress the effect of surface current on the elements of
the proposed antenna for reducing the mutual coupling. The
antenna offers the compact size with the diversity radiation
patterns. The fabricated MIMO antenna shows isolation less
than −35 dB over its operating frequency band spreading
from2.38 to 2.5GHz.TheproposedMIMOantenna has also a
minimum correlation coefficient which is less than 0.02 over
theWLAN frequency range. Summing up the result, it can be
concluded that the proposed antenna is a good candidate for
WLAN applications.
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This paper presents an analysis for optimal design of switched beamforming applied to a linear array for wireless communication
systems.The beam switching scheme provides coverage of a given sector in azimuth and controls the sidelobe level simultaneously.
The analysis was developed considering arrays composed of Quasi-Yagi elements. The model assumes a user moving in the
azimuthal direction under a constant velocity and with an estimation of the signal-to-noise ratio (SNR) at the mobile user (MU).
The radio base station applies the beam that yields the best performance during transmission.The decision is based on the feedback
information received from the MU. The goal of the analysis is to determine the best trade-off between the array size and number
of feedback bits necessary to maximize the SNR at the receiver. The results show that a compromise between the number of beam-
pointing directions and the array size should be taken into consideration for a wireless communication system design.

1. Introduction

The evolution of wireless communication systems is noto-
rious. The amount of services available to mobile users
is enormous and the quality of service should be great
in the same proportion. During the last decades, different
techniques were proposed aiming at improving the system
performance and its capabilities of providing services to
a greater number of subscribers. The cellular system, for
example, has evolved through many generations to improve
the quality of service (QoS), data rate, system reliability, and
robustness [1].

Antennas and arrays have played an important role along
this evolution. Several designs and techniques were applied
to wireless communications in order to improve the system
performance, such asMIMO systems combinedwith antenna
array and smart antenna concepts [2–4].

As a simpler alternative to smart antennas, an array with
switched beams is an interesting technique to be explored.

This approach relies on the use of predefined beam-pointing
directions that can be set at any time as it is required. The
lower level of complexity compared to adaptive beamforming
is an important advantage of this technique. It is based on
a quantized version of space, in contrast to the continuous
space that is covered by fully smart antennas.

In addition, the radiation pattern of the antenna array
is an important aspect due to the necessity of suppressing
the radiated power towards unwanted directions. In order to
deal with this challenge, some methods of pattern synthesis
are used to provide the excitation current of each antenna
that composes the array. Fourier Transform, Woodward-
Lawson, and Dolph-Chebyshev could be mentioned as the
most common methods applied to fit the desired radiation
pattern and control sidelobe level (SLL) [5, 6]. However,
these techniques generally do not take mutual coupling into
account. This can be a limitation for accurate beamforming.

In this paper, the study of arrays with switched beams
is investigated. The beams have been synthesized by an
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approach that combines genetic algorithm (GA) and sequen-
tial quadratic programming (SQP). This approach includes
mutual coupling between the array elements in the synthesis
process. These two techniques have been chosen for the
present work because they combine both global and local
optimization algorithms and they have been used successfully
for other beam shaping problems [2]. The analysis presented
in this paper provides a better insight on how to design
linear array with switched beams, seeking for an optimal
compromise between the number of antennas and beams for
the antenna array at the radio base station (RBS) aiming at
maximizing the signal-to-noise ratio (SNR) at the receiver.
This analysis is important to improve the performance of a
wireless communication system, as investigated in [7–9].

The analysis is applied on an array of Quasi-Yagi ele-
ments, which are composed basically of a fed structure
(driver) and directors (parasitics). Parasitic antennas have
large application combined with beam switching technique
[10–12]. In all these cases, different radiation patterns are
produced by commuting PIN diodes and modifying the
electrical length of the parasitic elements.The advantages and
feasibility of Quasi-Yagi elements applied on antennas arrays
are highlighted in [13–15]. In [14], Cai et al. present a two-
element array producing only one beam while [15] presents
an array of 4 elements and 4 different radiation patterns in
distinguished directions. In both cases, the patterns are not
optimized concerning sidelobe levels. In addition, the array
presented in [15] is implemented with microstrip delay lines
to produce the appropriated phase shifts. Either in [15] or
in PIN diode-based applications, the beam-switched arrays
have their beam steering capacity limited by their structure.
In this context, we present an analysis for optimal design of
Quasi-Yagi beam-switched linear array, digitally controlled,
to yield a coverage of a given azimuth sector. Further, it
must reach the best SNR by taking into account the trade-
off between array size and feedback quantization. Since the
array is digitally controlled, the number of beam-steering
and directions are easily adapted for different scenarios.
This characteristic makes the array more flexible and less
dependent on its layout structure as for the case of integrating
shift delay lines and embedded components into the array
structure.

The paper is organized as follows. Section 2 presents the
system model considered in this analysis. In Section 3, the
main characteristics of Quasi-Yagi antennas are presented
along with the model specifications applied in this paper.The
theoretical background on optimization algorithms for array
synthesis is addressed in Section 4. In Section 5, the array
with switched beam for wireless communications system
applications is presented. Section 6 presents the simulation
results, which are used to evaluate different sets of switched
beams. Finally, Section 7 presents the conclusions and some
final remarks.

2. System Model

The system model considered in this paper is composed of a
RBS, where a linear antenna array is installed on, and amobile
user (MU), which is moving in the azimuthal direction

𝜙
1
= 30

∘ 𝜙
0
= −30

∘

MU

Δ𝜙 = 𝜙
1
− 𝜙

0

r =
1km

RBS

Path

Figure 1: Mobile user scenario. The user moves with a uniform
speed with constant radial distance from the RBS.

assuming a constant radial distance from the radio station,
as shown in Figure 1. This scenario was chosen to simplify
the analysis, reducing the amount of variables involved in the
problem, and to emphasize the movement of the MU toward
the azimuthal direction. This enforces the system to switch
between the available beams as long as it is required.

In the next subsections, the mathematical formulation
used to model the signal properties and the relation between
the transmitted and received signals is described.

2.1. Mobile User. Themobile terminal is assumed to be a user
walking with a uniform speed of 6 km/h. The radial distance
betweenMUandRBS is constant and equals 1 km, as depicted
in Figure 1. The transmitting antenna array is considered to
be sectorized [16] and its coverage is within −30 and 30
degrees. The MU model considered in this paper is the well-
known uniform circular motion (UCM) [17], which suits the
characteristics of the scenario under analysis. The equations
are presented as follows:

V = 𝜔𝑟, (1)

where V is the linear speed and

𝜔 =

Δ𝜙

𝑡

(2)

is the angular velocity. The term Δ𝜙 is given in radians and is
defined by

Δ𝜙 = 𝜙
1

− 𝜙
0

=

Δ𝑠

𝑟

, (3)

where 𝜙
1
and 𝜙

0
are the limits of the coverage area, Δ𝑠 is the

walking distance, and 𝑟 is the radial distance between RBS
and MU.
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2.2. Path Loss Model. The power received by the MU is
calculated by using the free-space loss model (Friis equation)
combined with the log-distance path loss model [18, 19]. Friis
equation estimates fading between the RBS and the user and
consequently the received power at the mobile terminal. The
log-distance path loss model adds the urbanization effects to
the losses. The free-space loss model is given by

𝑃
𝐿

= 10 log
𝑃
𝑟

𝑃
𝑡

= 10 log[PLF
𝐺
𝑡

(𝜃
𝑡
, 𝜙
𝑡
) 𝐺
𝑟

(𝜃
𝑟
, 𝜙
𝑟
) 𝜆
2

(4𝜋)
2

𝑟
2

] ,

(4)

where PLF is the polarization loss factor, 𝑃
𝐿
is the total loss

between RBS andMU (in dB), 𝑃
𝑡
is the transmitted power (in

Watts), 𝑃
𝑟
is the received power (in Watts), 𝐺

𝑡
and 𝐺

𝑟
stand

for the realized gains of the transmit (RBS) and receive (MU)
antennas, respectively, and 𝜆 is the carrier wavelength in free
space. The term 𝑟 is the straight distance between the RBS
andMU.The gains 𝐺

𝑡
and 𝐺

𝑟
take into account the reflection

coefficient at the inputs of each antenna [20].
The losses caused by the urbanization effects can be

computed by

𝐿dB (𝑑) = 𝐿 (𝑑
𝑜
) + 10𝑛 log(

𝑟

𝑟
𝑜

) , (5)

where 𝑟
𝑜
is a reference distance and 𝑛 is the loss exponent. In

this paper, we consider 𝑟
𝑜

= 100m as a reference distance and
𝑛 = 4, considering urban building effects.

Finally, the received power is given by

𝑃
𝑟

(dBm) = 𝑃
𝑡

(dBm) − 𝑃
𝐿

(dB) − 𝐿dB (𝑑) . (6)

In this systemmodel, it is assumed that the received signal
at the MU is contaminated with a Gaussian noise with zero
mean and variance𝑁

0
.Therefore, the SNR (dB) at the receiver

is defined as

SNR (dB) = 𝑃
𝑟

(dBm) − 𝑁
0

(dBm) . (7)

3. Quasi-Yagi Antennas

The Quasi-Yagi antenna gathers good features of printed
and Yagi-Uda antennas. It has a low-profile structure, which
allows installing it easily on the RBS or integrating it into an
antenna array. In addition, the Quasi-Yagi antennas can be
built using only one laminate, so that it can be considered a
cost-effective solution for mass production.

A Quasi-Yagi antenna has been designed to operate with
broadband centered at 2.4GHz. The antenna has been built
using an FR4 laminate with the following characteristics:
dielectric constant 𝜀

𝑟
= 4.1, loss tangent tan 𝛿 = 0.02,

and laminate thickness ℎ = 1.58mm. Figure 2 presents the
antenna prototype, which is composed of one active dipole
and one director. The balun is implemented in microstrip
technology and is used to provide a 180-degree phase shift
between the two terminals of the active dipole. The antenna
dimensions are listed in Table 1.
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Ldir
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L tr
Wtr

Wli

L1

Wba

L li

L3

Wat

Wdir
Director

Driver

𝜆/4

Feed line

Balun

Ground

SMA 

 plane

connector

transformer

Figure 2: The prototype of the Quasi-Yagi antenna designed and
used in this work.

Table 1: Parameters dimensions of the Quasi-Yagi antenna.

Parameter Dimension (mm)
𝐿 li, 𝑊li 8.74, 2.86
𝐿 tr, 𝑊tr 16, 5.4
𝐿
1

23.96
𝐿
2

6.9
𝐿
3

5.4
𝑊ba 2.86
𝐿
𝑝1

, 𝑊
1

41.22, 80
𝐷
1

24.5
𝐷
2

20
𝐿at, 𝑊at 54, 3
𝐿dir, 𝑊dir 33.15, 3
𝐿 sub 120

Figure 3 shows a comparison between simulated and
measured curves for the reflection coefficient at the antenna
input. One can see that good matching is achieved in the
frequency range of 1.93–2.76GHz considering the criterion
of reflection coefficient lower than −10 dB. The reflection
coefficient at 2.4GHz satisfies this criterion for both the
simulated and measured curves.

Figures 4 and 5 show calculated radiation patterns in the
H- (azimuth) and E-planes (elevation).The gain at 2.4GHz is
5.24 dBi, which is a good value considering that the antenna
has been built on an FR4 laminate. An analysis of the
variation of gain inside the band 1.93–2.76GHz showed that
the maximum gain achieved is 6.0 dBi at 2.76GHz. The gain
decreases for lower frequencies. The criterion assumed to
determine the gain bandwidth was to consider a maximum
variation of 3 dB related to the gain at 2.76GHz, which is veri-
fied to occur at 2.01 GHz.Therefore, taking into consideration
both criteria for reflection coefficient and gain variations
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Figure 3: Comparison between simulated and measured results for
the reflection coefficient at the antenna input.

10

0

−10

−20

−30

−20

−10

0

10

0

30

60

90

120

150
180

210

240

270

300

330

G
ai

n 
(d

Bi
)

2.01GHz
2.40GHz
2.76GHz

Figure 4: Radiation pattern in the H-plane (azimuth).
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Figure 5: Radiation pattern in the E-plane (elevation).

over the frequency, the antenna operating bandwidth is 2.01–
2.76GHz.

4. Array Synthesis

Algorithms of pattern synthesis are powerful tools to control
radiation pattern of an antenna array. These tools calculate
the magnitudes and phases that should be applied to each
array element in a way that parameters like half-power
beamwidth, direction of the main beam, and sidelobe levels
reach constraint values. There are some traditional algo-
rithms, such as the Fourier Transform technique that do
not produce satisfactory results when complex patterns are
specified, unless a large number of elements are considered.
Depending on the design needs, this may be a disadvantage,
since the larger the array is, themore complex its construction
is. The well-known Dolph-Chebyshev technique has good
performance for SLL control, but it is limited to arrays
composed of isotropic elements.

The complex coefficients for the antenna arrays con-
sidered in this paper are calculated by using two com-
bined optimization methods: the genetic algorithm (GA)
[21, 22] and the sequential quadratic programming (SQP)
[23]. The GA is a method based on the evolution of an
initial population that is generated randomly and is used to
generate new populations. In the GA, the new individuals
are expected to be closer and closer to the optimum solution
for the optimization problem, until all the requirements
are fulfilled. In the current implementation of GA, each
individual is treated as a vector with its components standing
for the magnitudes and phases of the currents that should be
impressed at the array elements, as given by

Ij = [




𝐼
1






∠𝛿
1

⋅ ⋅ ⋅




𝐼
𝑖






∠𝛿
𝑖
⋅ ⋅ ⋅





𝐼
𝑁






∠𝛿
𝑁

] , (8)

where Ij stands for the 𝑗th individual in a population and
|𝐼
𝑖
| and ∠𝛿

𝑖
, 𝑖 = 1 ⋅ ⋅ ⋅ 𝑁, are the magnitude and phase of the

current to be impressed at the 𝑖th array element, respectively.
By looking at (8), each individual is composed of 2𝑁 genes
and represents a set of excitation currents that produce
the radiation pattern ⃗𝐸array(𝜙). This pattern is a candidate
solution for the synthesis problem.

In order to assess whether the pattern ⃗𝐸array(𝜙) fulfills the
imposed requirements, every individual is assigned with a
fitness value based on the error function, which is calculated
by [2]

𝑔 (𝜙) = 𝐹 (𝜙) −







⃗𝐸array (𝜙)






, 𝜙 ∈ [0

∘

, 180
∘

] , (9)

where𝑔(𝜙) is the error between the specified pattern𝐹(𝜙) and
the calculated pattern ⃗𝐸array(𝜙). The term 𝜙 ∈ [0

∘

, 180
∘

] is the
angular interval in the azimuth plane in which the synthesis
is done. A measure on how close the pattern corresponding
to a given individual is to the specified pattern is achieved by
the definition of a fitness value, which is calculated by

fitness =

1

𝐿

𝐿

∑

𝑖=1





𝑔 (𝜙
𝑖
)





2

, (10)
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where 𝐿 is the number of samples within the angular region
under optimization. For every population, the fitness is
calculated for every individual. The process of evolution
runs until a predefined maximum number of generations
are reached or until the specification for the fitness value is
satisfied.

New populations are generated by selecting the indi-
viduals that present the best fitness values, by crossings of
the individuals of a previous generation and by means of
mutation. This last operation is important to avoid that GA
converges to local minima. These are standard operations of
the classical GA algorithm. Detailed information about them
can be found in [21].

For the synthesis of a shaped pattern, the GA could
be run until all the specifications are fulfilled. However,
depending on how hard the specifications are, it may take
several iterations and long computing time for the method
to converge. In order to accelerate the synthesis process,
the proposed approach considers running GA only for
a predefined number of iterations (evolutions), so as to
obtain an initial estimation of the coefficients. Even without
any estimate for the currents to initialize the synthesis,
this strategy is successful because GA is a global-search
algorithm.

After themaximumnumber of generations is reached, the
individual with the lowest fitness value is selected and used to
start the SQP. Finally, SQP is run as a local-search approach
until a set of coefficients that synthesize the pattern according
to a specified mask pattern is obtained.

In contrast to other more complex shaped patterns,
whereby the synthesized pattern is fixed and must follow a
specified contour, themost important requirements for arrays
with switched beams are only the direction of the main beam
𝜙
𝑚
and themaximumallowed sidelobe level SLL. Such amask

is illustrated in Figure 6, which is the graphical representation
of 𝐹(𝜙) in (9). The rectangles describe the region of the
sidelobes and the arrow is used to represent the direction of
the main beam. The regions between the main beam and the
sidelobes are left without restrictions.

The Quasi-Yagi antenna has been used to compose arrays
with 2, 4, and 8 elements. The geometry of the model
simulated in HFSS for the case of 8 antennas is shown in
Figure 7, where the spacing between adjacent elements is
uniform and equals 𝑑 = 0.5𝜆. This value is a design trade-off,
since mutual coupling increases as 𝑑 is made smaller, whilst
the level of the sidelobes becomes larger and more difficult to
control if 𝑑 is made larger than 0.5𝜆.

Since the simulator is based on the finite element tech-
nique, the mutual coupling between the antennas is taken
into account. In order to allow the synthesis, the individual
antenna patterns are calculated and exported from HFSS.
This is done by exciting only one antenna at a time and by
setting the excitation at the other ports to 0. This is done for
every antenna that composes the array. Finally, the radiation
pattern of the array ⃗𝐸array(𝜙) is calculated by the weighted
vector sum of the individual patterns, whereby the weights
are the complex excitation coefficients (currents) calculated
by the synthesis algorithm.
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Figure 6: Mask applied for the synthesis of the switched beam
arrays.
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Figure 7: Simulated model of the array composed of 8 elements
placed along the 𝑦-axis.

5. Beamforming Setup

In an ideal system, the transmitter at RBS should be able
to follow the mobile user all the time in any direction
inside the cell. However, in a real-world scenario, there is a
feedback channel in between the MU and RBS, which can
send only a few bits of feedback to the transmitter. It means
that the feedback channel is quantized and, consequently,
there must be a compromise between the array design, which
includes the number of beam-pointing directions, and the
SNR requirement.

The number of beams will depend on the amount of
bits transmitted on the feedback channel and is governed by
the constraints of the system. For example, if the feedback
channel supports 𝑛 bits, then the transmitter should be able
to produce beams pointing to 2

𝑛 directions in the azimuthal
plane.

Before each new transmission takes place, the RBS sends
pilot bits with information on the available set of beams
and the MU can estimate the SNR level that each pointing
direction could yield. With this information, the receiver
can evaluate which configuration is the most suitable and,
therefore, could deliver the best performance during the
current frame. Finally, the receiver feeds back the 𝑛 bits
containing the information (a label) correspondent to the
beam-pointing direction (from a set of 2

𝑛 beam-pointing),
which must be performed by the transmitter. This procedure
is performed periodically and the RBS can upload the
excitation coefficients (in the antenna array) for each new
transmission frame, which makes the maximization of the
SNR at the receiver possible.
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The switching between the available beams occurs in the
intersection point between adjacent beams. At this specific
point, the minimum SNR value for the selected beam is
reached. As a consequence, the QoS can decrease and only
lower data rates become possible if the actual beam is kept
during the transmission frame. Thus, at this moment, the
switching to the adjacent beam occurs to provide higher gain
in the direction of the MU. This approach guarantees that
RBS applies the best beam-pointing tomaximize the received
SNR.

In the next section, simulation results are presented in
order to evaluate the system performance for different array
sizes and number of feedback bits. Based on the results, one
can identify some trade-offs which should be kept in mind
during the design of linear arrays with switched beams.

6. Simulation Results

This section presents some simulation results in order to
assess the system performance for different array sizes and
number of feedback bits. The SNR level is estimated based
on the received power calculated using (6), which is sampled
according to the speed of the user’smotion. In this simulation,
arrays of 2, 4, and 8 elements are considered. The beams
for each array were synthesized using the mask depicted in
Figure 6 by setting the values for 𝜙

𝑚
so as to minimize the

ripple and with SLL = 20 dB. The synthesis was run until
the synthesized pattern fulfilled all the specifications given
in Figure 6. The resulting sets of patterns are presented in
Figure 10. For the simulations, the GA was set up for 40
individuals and for a maximal of 50 generations (iterations).
The elapsed times for each case are the following: for the two-
element array, 16 s; for the four-element array, 25 s; for the
eight-element array, 37 s. The synthesis algorithm was run in
MATLAB environment on computer with a core i7 processor
with 3.4GHz clock and 8GB RAM.

The sets of patterns were tested for different design
configurations, where themainmotivationwas to identify the
best solution in terms of array size versus number of beam-
pointing directions, where the latter is correlated with the
number of feedbacks bits. For the simulations, the channel
(user position) could be assumed to change randomly. How-
ever, it would not be a realistic assumption. Alternatively, a
mathematicalmodel can be used to simulate the usermobility
within a cellular cell [24]. Therefore, in order to have a more
realistic approach for the simulations, it is considered that a
user moves at a constant velocity in the azimuthal direction,
as illustrated in Figure 8. That is, there exists a constant
angular velocity between receiver and transmitter. Thus, the
system adaptivity is performed smoothly. The channel path
loss model considered in the analysis is given by (6), which is
described inmore detail in Section 2.2. For all simulations, we
assume that 𝑁

0
is −100 dBm (thermal noise) and the receiver

has an omnidirectional antenna with 𝐺
𝑟

= 2 dBi.
The approach used to design the beam set (with 2

𝑛

steering inside the sector) provides approximately the same
ripple variation between adjacent beams and between the
sector boundaries, first/last beam and the coverage limits.
This approach aims at increasing the QoS in the coverage
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Figure 8: Array with switched beams on a RBS.The switching takes
place in the intersection between adjacent beams.

1

0.5

0

−0.5

−1

−1.5

−2

2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Number of beams

Av
er

ag
e S

N
R 

(n
or

m
al

iz
ed

)

2 elements
4 elements
8 elements

(Estimated)

(Estimated)

Figure 9: Average SNR as a function of the number of beam-
pointing directions for different array sizes.

area, thus keeping the SNR variation as low as possible [25].
The average ripple obtained for each system configuration is
depicted in Table 2.

The ripple presented in Table 2 is basically dependent
on the beamwidth. Arrays with few beams already yield low
ripple due to broad beamwidth. This is clearly demonstrated
by the two-element array. Larger arrays produce narrower
beams. Consequently, more beam-pointing directions are
required to reach low ripple levels. The worst-case ripple is
around 15 dB, when an array of eight elements is combined
with 2 beams.This configuration should be avoided since it is
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(b) 2 antennas, 4 beams (2 bits)
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(c) 4 antennas, 2 beams (1 bit)
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(d) 4 antennas, 4 beams (2 bits)
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(e) 4 antennas, 8 beams (3 bits)
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(f) 8 antennas, 2 beams (1 bit)
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(g) 8 antennas, 4 beams (2 bits)

10

20

0

−10

−20

−30

−40

−30

−20

−10

0

10

20

90

60

30

0

330

300
270

240

210

180

150

120

G
ai

n 
(d

B)

#1: 334.2∘

#2: 341.8∘

#3: 349.2∘

#4: 356.4∘

#5: 3.7∘

#6: 10.9∘

#7: 18.2∘

#8: 29.7∘

(h) 8 antennas, 8 beams (3 bits)

10

20

0

−10

−20

−30

−40

−30

−20

−10

0

10

20

90

60

30

0

330

300

270
240

180

150

120

G
ai

n 
(d

B)

210

#1: 333.8∘

#2: 337.3∘

#3: 340.8∘

#4: 344.3∘

#5: 347.7∘

#6: 351.1∘

#7: 354.5∘

#8: 357.8∘

#9: 1.2∘

#10: 5.1∘

#11: 8.5∘

#12: 11.8∘

#13: 15.2∘

#14: 18.7∘

#15: 22.2∘

#16: 25.7∘

(i) 8 antennas, 16 beams (4 bits)

Figure 10: Gain patterns for the analyzed scenarios: linear arrays of 2, 4, and 8 elements. All patterns were synthesized with SLL = −20 dB
below the main beam.

a combination of narrow beamwidth with a poor amount of
beams.

From this point, it is possible to assess the system
performance taking into account different configurations of

array sizes × beam quantization levels. The power received
at the MU was estimated according to the motion of the
subscriber. This estimation was performed for each scenario
under investigation.
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Table 2: Average ripple between the maximum of lobe and the
adjacent beam-pointing.

Array (elements, beams) Ripple (dB)
(2, 2) 0.1
(2, 4) 0.1
(4, 2) 2.5
(4, 4) 0.7
(4, 8) 0.3
(8, 2) 15
(8, 4) 3
(8, 8) 0.8
(8, 16) 0.2

Figure 9 depicts the average normalized SNR for three
array sizes, that is, arrays with 2, 4, and 8 elements. Con-
sidering the array with two elements (the green line with
diamond dots), it is possible to realize that there is no gain (in
a practical point of view) when the number of feedback bits
(and the number of beam-pointing directions) is increased.
For example, this systemhas 0.28 dBof gainwhen the number
of feedback bits is increased fromone to two.The relative gain
(for 𝑛 + 1 compared to 𝑛 bits) is even lower when the number
of feedback bits is greater than 2. Based on those data and
observing Figure 10, it is reasonable to discard this solution
since the beamwidth of the two-element array is barely the
same as that of the antenna designed (see Figure 4). As a
result, using this array for beam switching applications is not
advantageous.

Whenwe compare the performance obtained by the array
with four elements, it is notorious that the average SNR is
higher than the one with two elements. For this case, one
can see some advantage in exploring the feedback channel
in order to improve the SNR level at the receiver. The SNR
gain is approximately 0.65 dB from one over two feedback
bits scenarios, which is already a significative result. Above
this level of quantization (𝑛 = 3 or more), we can identify
performance saturation.

Finally, the average SNR is improved in 5.22 dB when it
is considered an array of eight elements with eight beam-
pointing directions (𝑛 = 3 feedback bits). The increase in
performance tends to become smaller and smaller when the
number of feedback bits is greater than 3 (for this system
configuration). As one can observe, the improvement made
by the addition of feedback bits (or the number of beam-
pointing directions) decreases as the number of feedback
bits is increased (for all array sizes), giving an indication of
performance saturation.

The differences among the analyzed arrays are mainly
dependent on beamwidth and equivalent gain of each array.
Larger arrays reach higher performances since the array
equivalent gains are higher. However, the number of beams
is more relevant since the ripple with few beams is greater,
as observed in Table 2, and, basically, influenced by narrower
beams.Therefore, an analysis such as the one presented in this
paper is important and must be developed and evaluated to
quantize the amount of beams in a given coverage area that

guarantees maximization of SNR levels and, consequently,
improvements in the system performance.

7. Conclusion

In this paper, a linear array design for wireless communica-
tion systems was proposed.The switched beamforming array
scheme provides a coverage of a given angular area in the
azimuthal plane and the sidelobe level is controlled simulta-
neously. The arrays evaluated in this paper are composed of
two, four, and eight Quasi-Yagi elements. It was assumed that
there is a user walking toward the azimuthal direction under
a constant speed. The SNR at the receiver terminal remained
as higher as possible according to the system configuration.
The improvement made by the addition of feedback bits
indicates performance saturation.The quantization of beam-
pointing directions employed varies according to array size
and should be taken into account for real-world systems in
order to optimize the feedback channel usage. The analysis
proves that an amount of beams equivalent to the number
of elements (𝑛 elements and 𝑛 beam-pointing directions)
in a given array is a good trade-off in terms of array cost
and SNR performance. An amount of beams bigger than the
number of elements causes small improvements in the system
performance, tending to saturation.
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Wideband (WB) and ultrawideband (UWB) systems combined with multiple-input multiple-output (MIMO) technology increase
both the systems performances and the complexity of the channel models required to evaluate their capabilities. Because in
real scenarios waves propagate nonisotropically, the accuracy of the channel model is increased if nonisotropic propagation is
considered. The channel bandwidth is the key term in the evaluation process of these systems because large bandwidths introduce
frequency selectivity, a unique phenomenon of WB and UWB systems with more complexity in the latter case. This is due to the
fact that, unlike WB technology in which the propagating signal is the only affected parameter by the frequency selectivity, in the
UWB case, this phenomenon also affects the antenna propagation pattern (APP). In this paper, we developed a novel channelmodel
based on the statistical analysis of two-dimensional cross correlation functions (CCFs) ofWB/UWBMIMOnonisotropic channels.
A mathematical solution to assess the frequency selective behavior of the UWB APP is also presented. The CCF reveals how the
power spectral density (PSD) of the channel is influenced by bandwidth, nonisotropic propagation, and APP.

1. Introduction

The design of high quality wideband (WB) and ultrawide-
band (UWB) multiple-input multiple-output (MIMO) wire-
less systems requires the development of two-dimensional
(2D) space-time-frequency (STF) channel models along with
the evolution from narrowband (NB) toWB/UWB transmis-
sions.This evolution from NB toWB/UWBMIMO channels
brings new and more complex propagation phenomena
involving the following open questions.

(1) What are the main propagation phenomena that
appear in a 2D propagation scenario when the chan-
nel bandwidth increases?

(2) In a 2D scenario, how does the influence of the
antenna propagation pattern (APP) on NB channels
differ from the influence of the APP on WB/UWB
channels characteristics?

(3) Is a 2D channel model developed for the study of WB
channels adequate for the analysis of UWB channels?

An exhaustive approach to characterize WB/UWB MIMO
channels and to answer the questions enumerated above
is to statistically analyze the behavior of their space-time-
frequency (STF) channel transfer functions (CTFs). We
propose a model for both WB and UWB MIMO chan-
nels based on two-dimensional (2D) STF cross correlation
function (CCF) between the CTFs of two subchannels of
a multicarrier (orthogonal frequency division multiplexing,
OFDM) channel. A subchannel represents the connection
between two antennas, one at the base station (BS) and the
other at the mobile station (MS), which transmit/receive the
signal at specific time and frequency.

The calculation of the CCF for WB/UWB MIMO chan-
nels has attracted the attention of several researchers, for
example, [1–5].Ma andPätzold extended anNBMIMOchan-
nelmodel to a version adequate forWBchannels analysis.The
main improvementmade to extend the applicability of theNB
modelwas to add the elementswhich introduce the frequency
selectivity caused by the propagation channel. This model
presents the 2D CCF derived only for isotropic propagation
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[1]. Pätzold and Hogstad developed a WB MIMO channel
model with temporal, spatial, and frequency correlation
properties. This model presents the 2D CCF derived for
both isotropic and nonisotropic propagation assuming a
specific geometry of scatterers around receiver [2]. Saleh and
Valenzuela (S-V) developed one of the first UWB channel
models which was proposed to reproduce the multipath
effect of indoor environments. Using S-V results, Zou et al.
determined a CCF expression of multiband OFDM-UWB
discrete-time base-band channel impulse response [3, 4].
Abdi and Kaveh propose an ST-CCF for a MIMO frequency
nonselective Rician fading channel, assuming a one ring of
scatterers model around the MS [5]. This model is as an
example of an outdoor environment, where the von-Mises
probability density function (PDF) is suggested to model the
nonisotropic propagation environment around the user.

As a summary, our literature review shows that the
general approach is to develop channel models for WB
transmissions separated from the channel models for UWB
communications. Another trend is to include the effects of
the propagation environment (waves clustering, frequency
selectivity) and to ignore the frequency selective behavior
of the antenna patterns. Because UWB systems were mainly
developed for indoor applications the research in the field
of UWB outdoor channel modeling was not a priority [6–
8]. From the literature review, it was also observed that most
of the MIMO-CCF models are based on a specific geometry
for scatterers distribution around MS to characterize the
nonisotropic propagation.

Lately, UWB technology in combination with MIMO
systems finds more and more interest in areas such as
location tracking application for outdoor emergency services
[9, 10], location tracking and sensor applications for mobile
outdoor users [11], and medical [12] and electronic warfare
applications [13]. Even more, some research results [14–16]
proved that a joint radar and wireless communication system
would constitute a unique platform for future intelligent
environmental sensing and ad hoc communication networks,
in terms of both spectrum efficiency and cost effectiveness.
This evolution regarding the use of UWB systems in outdoor
environments, as radar or communication system, has led to
the formulation of specific requirements aiming at investi-
gating the influence of outdoor propagation on UWBmobile
systems [17, 18].

The model proposed in this paper describes the CCF
between two subchannels of an outdoor WB/UWB MIMO
channel employing directional and omnidirectional antennas
and in the presence of nonisotropic wave propagation in
2D space. Instead of assuming a specific geometry for
scatterers in space (models based on specific geometries of
scatterers in the space are just able to predict the behavior
of that particular propagation scenario), we used specific
mathematical relationships between the physical parameters
of the wireless channel along with appropriate assumptions
on their PDFs to derive a channel model based on the CCF
of outdoor WB and UWB MIMO channels. This model is
an extension of a 2D NB channel model [19]. The evolution
through systems with (ultra)wide bandwidths implies new
propagation effects that make the NB model inappropriate

for WB/UWB transmissions. In order to extend the NB
channel model to a version adequate for WB/UWB channels
analysis, the mathematical structure of the model needs to
be updated with the elements which characterize the new
propagation phenomena (represented by channel frequency
selectivity, waves clustering) and with the elements which
define the performances of the new systems (represented by
operating bandwidth, frequency selectivity of the antenna).
We represent the nonisotropic scatterers by the Fourier series
expansion (FSE) of the PDF of the propagating directions.
We also consider the effect of directional and omnidirec-
tional antenna element patterns by the FSE of the APPs.
The expression of the CCF turns out to be a composition
of linear expansions of Bessel functions of the first kind.
Fourier analysis of the derived CCF is used to determine
the power spectral density (PSD) of WB and UWB channels
in a stationary scenario. The mathematical set-up of the
stationary scenario transforms the MIMO channel into a
multiple-input single-output (MISO) channel to be analyzed
as a special case. The contribution in this 2D-CCF model is
fourfold.

(1) It includes the main propagation phenomena that
appear in 2D WB/UWB MIMO outdoor scenarios
and permits the evaluation of combined effects of
channel bandwidth, nonisotropic scattering, APP
(omnidirectional or directional), and the array
interelement distance on the CCF of WB and UWB
MIMO channels.

(2) This model can be used for the analysis of both WB
and UWB propagation channels. The key to apply a
model for the analysis of both types of channels is to
use the appropriate expressions for APPs. Since WB
APP is not frequency selective, the relative bandwidth
being a small fraction of the central frequency and
the UWB APP is frequency selective and different
antenna patterns expressions for these two types of
systems should be used. In this paper we propose
mathematical expression for UWB APP.

(3) It accurately reflects the influence of theMS direction
(and speed) on the spectral characteristics of WB and
UWB channels.

(4) It gives mathematical expressions to evaluate the
channel power spectrum of WB and UWB wireless
channels.

In [20] a three-dimensional (3D) version of this model
was presented. The difference between 2D and 3D versions
of the proposed model consists of APP and nonisotropic
propagation representations. In the case of the 2D model
the APP and the propagation environment are represented
depending on azimuth angle spread (AAS). The 3D version
of the model represents these two elements as a function
of both AAS and elevation angle spread (EAS). From the
obtained results it was observed that the 2Dmodel provides a
good representation of how the frequency selectivity affects
the signal spectrum. A 2D model for most propagation
environments is more eligible when we get closer to the
ground because a propagation environment behaves similar
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to a 2D environment. Another advantage is that such model
represents the propagation environment fairly accurately,
with minimum complexity and difficulty. The model pre-
sented in this paper is an extension of the conference paper
presented in [21]. There are significant differences between
the results presented in [21] and the content of the current
work, where both the CCF and the PSD are derived and
evaluated forWB/UWBMIMO channels while [21] describes
only the PSD of WB/UWB systems in a stationary case for
MISO channels. The latter paper is mostly about PSD, the
derivation process of the CCF (which is the root of the PSD)
was not presented, and the model cannot be extended to
be used in other scenarios (e.g., indoor propagation, MIMO
channels). This statement is also valid for [20] which does
not contain the derivation process of the three-dimensional
CCF. In the present work are provided details regarding
the calculation of the moment generating functions (MGFs-
Φ

𝜏,𝑠
) of the delay profile (𝜏, 𝑇) and details regarding the

calculation of the number of Fourier series coefficients (FSCs)
for different PDFs of the AAS necessary to approximate
Laplace and von-Mises distributions and how they are further
involved in assessing the CCF. Since in [20, 21] CCF was not
derived and graphically represented this connection between
FSCs, APP, distribution of the propagation environment and
CCF behavior cannot be established.

The rest of this paper is organized as follows: in Section 2,
the notations and the parameters included in the 2D
WB/UWB channels model are described; in Section 3, the
WB/UWB CCF expression is derived and is numerically
evaluated. In Section 4, the Fourier analysis of the CCFwhich
results in the PSD of theWB andUWB channels is presented;
in Section 5, conclusions are presented.

2. Two-Dimensional Wideband/UWB MIMO
Model Description

In this section, we describe the propagation scenario, the
notations used throughout this paper, and the elements
(accompanied by theirmathematical expressions) introduced
in the structure of the CTF valid for WB and UWB channels.
We also emphasize the differences which exist between WB
and UWB channel models and how these differences are
included in our model.

By definition, a channel is consideredWB if the fractional
bandwidth (𝐵

𝑓
) (the ratio of bandwidth at −10 dB points to

center frequency) is 1% < 𝐵
𝑓
≤ 20% while UWB channels

are characterized by 20% < 𝐵
𝑓
≤ 200% [22–24]. For both,

WB and UWB scenarios, we consider a moving MS with
a constant speed vector 𝑉 (m/sec) and a fixed BS in a 2D
nonisotropic propagation environment. The resulting CTF is
determined by the 𝑝th transmitting antenna element at the
BS side, the propagation environment, and the𝑚th receiving
antenna element at the MS. CTF description is based on
two categories of elements: (C1) elements assigned to the
communication system, which are the system bandwidth and
APPs at the BS and at the MS, and (C2) elements assigned
to the wireless channel represented by nonisotropic prop-
agation, frequency selectivity, and clustering phenomenon.

Both categories of elements enumerated above changed their
mathematical representation once with the evolution from
NB to WB and UWB channels as it is presented in the
following lines.

(C1) The APPs of the 𝑝th and𝑚th antenna of the BS and
the MS array, 𝐺𝐵

𝑝

(Θ
𝐵

, 𝜔), 𝐺𝑀

𝑚

(Θ
𝑀

, 𝜔), give the response of
the antenna in terms of the propagation directions, Θ, and
frequency, 𝜔. These functions implicitly include the effect
of mutual coupling caused by the neighboring antenna ele-
ments. Are all periodic functions of 2𝜋, where Θ𝐵- and Θ

𝑀-
are unity vectors which represent a propagation direction
(DOD orDOA) at BS orMS, respectively.We assume that the
DOA (to the receiver) and the DOD (from the transmitter)
are independent. Therefore, we represent them by their FSCs
as follows:

𝐺 (Θ; 𝜔) =

∞

∑

𝑘=−∞

G
𝑘
𝑒
𝑗𝑘Θ

, G
𝑘
=

1

2𝜋

∫

𝜋

−𝜋

𝐺 (Θ; 𝜔) 𝑒
−𝑗𝑘Θ

𝑑Θ.

(1)

For NB channels, it is assumed that the response of the
antenna does not change significantly over the bandwidth
since the relative bandwidth is a small fraction of the central
frequency [19]. This assumption is also true for WB channels
but proved to be false once with the evolution through
ultrawide bandwidths. UWB antenna patterns are frequency
selective and this characteristic should be considered in
the design process of UWB channel models. The radiation
pattern depicts the relative strength distribution of the trans-
mitted or received power by the antenna. In [25, page 19] it is
suggested that, in order to correctly evaluate the received and
the transmitted power of UWB signals, the radiation pattern
should be determined across the entire frequency spectrum.
This requirement is the consequence of the frequency selec-
tivity phenomenon.Thus, according to themethod suggested
in [25], depending on the signal bandwidth, we propose two
approaches for 2D APP calculation as follows:

(a) for WB signals, APP is calculated depending on the
central angular frequency, 𝜔;

(b) for UWB signals, we calculate APP depending on the
central frequency and by integrating 𝐺(Θ, 𝜔) across
all the frequencies of the transmitted signal.

Table 1 presents the APPs of two WB/UWB antennas.
The helical (directional) and rectangular (omnidirectional)
antennas are often used for antenna arrays and (ultra)wide
bandwidth applications [22].

𝑓
𝐻
, 𝑓

𝐿
are the upper and the lower frequencies of the

UWB channel bandwidth, the parameter ℎ is proportional
with the size of the antenna, and 𝐺

0
is the real and positive

constant antenna gain that varies for each antenna.
(C2) The nonisotropic propagation is characterized by

the nonuniform distribution of the waveforms around the
MS and the BS in space. In order to describe a nonisotropic
channel the PDF of the propagating directions, known as
azimuth angular spread (AAS), can be used. In the proposed
model, the PDF of the propagation directions is denoted by
𝑓
𝐵

(Θ
𝐵

), at the BS, and𝑓𝑀

(Θ
𝑀

), at theMS. One candidate for
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Table 1: 2D antenna radiation patterns.

Antenna type APP, 𝐺(Θ, 𝜔), ∀Θ ∈ [−𝜋, 𝜋)

Helical antenna
WB 𝑗𝐺

0

⋅

𝜔

2𝑐

⋅ ℎ ⋅ sinΘ

UWB 1

(𝑓
𝐻

− 𝑓
𝐿

)

∫

𝑓𝐻

𝑓𝐿

𝑗𝐺
0

⋅

𝜔

2𝑐

⋅ ℎ ⋅ sinΘ𝑑𝜔

Rectangular antenna
WB 𝑗𝐺

0

sin(((𝜔/2𝑐) ⋅ ℎ ⋅ sinΘ))
((𝜔/2𝑐) ⋅ ℎ ⋅ sinΘ)

UWB 1

(𝑓
𝐻

− 𝑓
𝐿

)

∫

𝑓𝐻

𝑓𝐿

𝑗𝐺
0

sin(((𝜔/2𝑐) ⋅ ℎ ⋅ sinΘ))
((𝜔/2𝑐) ⋅ ℎ ⋅ sinΘ)

𝑑𝜔

Table 2: Nonisotropic AAS and corresponding Fourier series
coefficients.

PDF, 𝑓
Θ

(Θ), ∀Θ ∈ [−𝜋, 𝜋),F
𝑘

Laplace
𝑓
Θ

(Θ) =

𝑒

|((−√2Θ)/𝜎)|

√2𝜎

F
𝑘

=

𝑒
−((𝜋(√2+𝑗𝑘𝜎))/𝜎)

(𝑒
((2√2𝜋)/𝜎)

− 𝑒
𝑗2𝑘𝜋

)

2𝜋(𝑗√2𝑘𝜎 − 2)

Von-Mises
𝑓
Θ

(Θ) =

𝑒

|𝑛∗cos(Θ−𝜇)|

2𝜋𝐽
0

(𝑛)

F
𝑘

=

𝐽
𝑘

(𝑛)

𝐽
0

(𝑛)

the PDF of the nonisotropic AAS is Laplace distribution [26].
Another distribution which characterizes the nonisotropic
environment is the von-Mises PDF [27]. Since these PDFs
are periodic functions with period 2𝜋, in Table 2 we represent
them by the corresponding FSC:

𝑓
Θ
(Θ) =

+∞

∑

𝑘=−∞

F
𝑘
𝑒
𝑗𝑘Θ

, F
𝑘
=

1

2𝜋

∫

𝜋

−𝜋

𝑓
Θ
(Θ) 𝑒

−𝑗𝑘Θ

𝑑Θ.

(2)

Von-Mises PDF is strongly influenced by parameter 𝑛,
which determines the order of the channel nonisotropy.
In other words 𝑛 controls the width of DOA of scattered
components. This parameter can take values in the range 𝑛 ∈

[0,∞). When 𝑛 → ∞, 𝑓
Θ
𝑀(Θ) = 𝛿(Θ − 𝜇), the propagation

environment is considered extremely nonisotropic-scattered
concentrated at Θ = 𝜇, where 𝜇 ∈ [−𝜋, 𝜋) is the mean
DOA at the MS. For large 𝑛, say 3 ≤ 𝑛 ≤ 20, we have
a typical nonisotropic environment [27]. When FSCs are
determined this parameter appears in the argument of the
Bessel functions represented by the modified Bessel function
of the first kind, 𝐽

𝑘
(⋅), and the zero-order modified Bessel

function, 𝐽
0
(⋅).

The isotropic propagation environment can be mathe-
matically represented in a similar way, using the following
expression of the FSC: F

𝑘
= (1/2𝜋)𝛿

𝑘
. Laplace and

von-Mises distributions are specific to WB/UWB MIMO
channels.

The complexity of the nonisotropic propagation environ-
ment is increased by two phenomena which appear only in
the case of WB and UWB channels.

Clustering Phenomenon. NB systems receive most of the
multipath components (MPCs) within the symbol duration.

In these circumstances, the receiver acts as if there was a sin-
gle multipath component. Due to the better time resolution
of WB and UWB systems the multipath components tend to
arrive in cluster, rather than in a continuum as it is common
for NB channels. The authors of [28] define a cluster as an
accumulation ofMPCswith similar time of arrivals and angle
of arrivals. As a consequence of this phenomenon, the CTF of
WB/UWBchannels is the summation of the dominant 𝐼paths
and 𝐿 clusters. In the case of NB channels the CTF appeared
to be only the summation of 𝐼 paths.

Thepropagation delay of the 𝑖th pathwithin the 𝑙th cluster
between the 𝑝th (at the BS) and 𝑚th (at the MS) antenna
elements 𝜏

𝑝𝑚,𝑖𝑙
is decomposed into three components: one

component which represents the delay depending on the
distance between BS and MS and other two components
which vary as a function of the local coordinates of BS and
MS:

𝜏
𝑝𝑚,𝑖𝑙

= 𝜏
𝑖𝑙
− (𝜏

𝐵

𝑝,𝑖𝑙

+ 𝜏
𝑀

𝑚,𝑖𝑙

) ,

𝜏
𝐵

𝑝,𝑖𝑙

≜

𝑎
𝐵

𝑝

Θ
𝐵

𝑖𝑙

𝑐

; 𝜏
𝑀

𝑚,𝑖𝑙

≜

𝑎
𝑀

𝑚

Θ
𝑀

𝑖𝑙

𝑐

,

(3)

where (⋅)𝑇 represents the transpose operator, 𝜏
𝑖𝑙
is the delay

between local coordinates 𝑂𝐵 or 𝑂𝑀, and 𝜏𝐵
𝑝,𝑖𝑙

, 𝜏𝑀
𝑚,𝑖𝑙

represent
the propagation delays from antenna 𝑎𝐵

𝑝

to 𝑎𝑀
𝑚

located in their
corresponding coordinates𝑂𝐵 or𝑂𝑀. 𝑇

𝑙
is the cluster arrival

rate and is considered to be constant in time.Θ𝐵

𝑖𝑙

andΘ𝑀

𝑖𝑙

were
previously defined.

Frequency Selectivity Phenomenon. This refers to the differ-
ent attenuation that the signal subbands undergo. In our
model, the frequency selectivity of the radio channel is
characterized by two components. These components are
represented by APP (valid only for UWB channels) and
by the term (𝜔

𝑏𝑤
/𝜔)

𝜂. The parameter 𝜔
𝑏𝑤

represents the
signal bandwidth 𝜔

𝑏𝑤
= 𝜔

𝐻
− 𝜔

𝐿
; 𝜔

𝐿
and 𝜔

𝐻
are the

lower and the upper angular frequencies. 𝜂 depends on the
geometric configuration of the objects which produce the
signal’s diffraction. The following values can be assigned
to 𝜂: −1 (diffraction by corner or tip), 0.5 (diffraction by
axial cylinder face), and 1 (diffraction by broadside of a
cylinder) [29]. When modeling NB channels, it was adequate
to define the path gain depending on the path time-delay
[19]. This is not sufficient for WB/UWB MIMO channels
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where the frequency selectivity phenomenon influences the
gain of the channel. In the ray based propagation models
which can be applied to signals transmitted at high frequency
ranges, like WB and UWB signals, it can be assumed that
one propagation path has DOA and time of arrival that does
not depend on frequency but has a frequency dependent
complex path gain. In our model the path gain of the 𝑖th
path within the 𝑙th cluster which propagates from the 𝑝th
antenna to the 𝑚th antenna is expressed as the extension of
Friis’ transmission formula 𝑔

𝑝𝑚,𝑖𝑙
= 1/2𝜔𝜏

𝑖𝑙
.

When putting together the elements described in (C1)
and (C2), the CTF of WB and UWB channels results in the
following expression:

ℎ
𝑝𝑚

(𝑡, 𝜔)

= (

𝜔
𝑏𝑤

𝜔

)

𝜂
𝐿

∑

𝑙=1

𝐼

∑

𝑖=1

𝐺
𝐵

𝑝

(Θ
𝐵

𝑖𝑙

; 𝜔)

× 𝐺
𝑀

𝑚

(Θ
𝑀

𝑖𝑙

; 𝜔) 𝑔
𝑝𝑚,𝑖𝑙

𝑒
𝑗(𝜙𝑖𝑙−𝜔𝑖𝑙𝑡−𝜔𝜏𝑖𝑙−𝜔𝑇𝑙)

.

(4)

The resulting CTF is represented by the double sum-
mation of clusters, 𝑙, and of the propagation waveforms, 𝑖,
over a maximum number of clusters, 𝐿, and paths, 𝐼. Within
each cluster (path) the signal reaches the receiver with a
response described by the PDFs of some random variables.
These random variables are phase, delay, DOD, and DOA. In
the resulting CTF each 𝑙 cluster and implicitly each 𝑖 wave
are associated with a path attenuation gain, 𝑔

𝑝𝑚,𝑖𝑙
, a path

phase shift, 𝜙
𝑖𝑙
, and a time-varying delay, 𝜏

𝑝𝑚,𝑖𝑙
(𝑡) ≜ 𝜏

𝑝𝑚,𝑖𝑙
+

(𝑡/𝑐)𝑉
𝑇

Θ
𝑀

𝑖𝑙

.TheDoppler shift, of the 𝑖th receivedwavewithin
the 𝑙th cluster, is represented by 𝜔

𝑖𝑙
= (𝜔/𝑐)𝑉

𝑇

Θ
𝑀

𝑖𝑙

where
𝑉 and 𝑐 are the MS velocity vector and the speed of light,
respectively.

3. Two-Dimensional Cross Correlation
Function of WB/UWB MIMO Channels

The CCF expression of the CTFs, ℎ
𝑝𝑚
(𝑡
1
, 𝜔

1
) and ℎ

𝑞𝑛
(𝑡
2
, 𝜔

2
),

of two arbitrary subchannels of a MIMO channel is the result
of the following definition:

𝑅
𝑝𝑚,𝑞𝑛

(𝑡
1
, 𝑡

2
, 𝜔

1
, 𝜔

2
) ≜ 𝐸 [ℎ

𝑝𝑚
(𝑡

1
, 𝜔

1
) ℎ

∗

𝑞𝑛

(𝑡
2
, 𝜔

2
)] . (5)

In the CCF expression there are three dimensions: space,
two pairs of antenna elements (𝑝,𝑚, 𝑞, 𝑛), time (𝑡

1
, 𝑡

2
),

and central frequencies (𝜔
1
, 𝜔

2
). According to these three

dimensions, we call it STF-CCF. The expectation operation
is performed over all introduced random variables. In the
presence of enough number of multipaths by invoking the
central limit theorem the CTF can be considered a Gaussian
random process. Therefore, the above second-order statistics
fully characterize statistical behavior of the channel. By

replacing (4) with (5), the CCF results in the following
expression:

𝑅
𝑝𝑚,𝑞𝑛

(𝑡
1
, 𝑡

2
, 𝜔

1
, 𝜔

2
)

=

(𝜔
𝑏𝑤1

𝜔
𝑏𝑤2

)
𝜂

(𝜔
1
𝜔
2
)
𝜂

×

𝐿

∑

𝑙=1

𝐼

∑

𝑖=1

{𝐸 [𝐺
𝐵

𝑝

(Θ
𝐵

𝑖1𝑙1

; 𝜔
1
)𝐺

𝑀

𝑚

(Θ
𝑀

𝑖1𝑙1

; 𝜔
1
)

× 𝑔
𝑝𝑚,𝑖1𝑙1

× 𝑔
𝑞𝑛,𝑖2𝑙2

× 𝑒
(−𝑗𝜔1𝑇𝑝𝑚,𝑙1

−𝑗𝜔1𝜏𝑝𝑚,𝑖1𝑙1
(𝑡1))

]

× 𝐸 [𝐺
𝐵

∗

𝑞

(Θ
𝐵

𝑖2𝑙2

; 𝜔
2
)𝐺

𝑀

∗

𝑛

(Θ
𝑀

𝑖2𝑙2

; 𝜔
2
)

× 𝑒
𝑗(𝜙𝑖1 𝑙1

−𝜙𝑖2 𝑙2
)

× 𝑒
(−𝑗𝜔2𝑇𝑞𝑛,𝑙2

−𝑗𝜔2𝜏𝑞𝑛,𝑖2𝑙2
(𝑡2))

]} .

(6)

Regrouping dependent and independent random vari-
ables and using the elements described in (C1) and (C2) we
obtain

𝑅
𝑝𝑚,𝑞𝑛

(𝑡
1
, 𝑡

2
; 𝜔

1
, 𝜔

2
)

=

(𝜔
𝑏𝑤1

𝜔
𝑏𝑤2

)
𝜂

(𝜔
1
𝜔
2
)
𝜂

(4𝜔
1
𝜔
2
)

× {

𝐿

∑

𝑙=1

𝐼

∑

𝑖=1

𝐸 [(𝜏
𝑖2𝑙2
𝜏
𝑖1𝑙1
)

−1

× 𝑒
𝑗((𝜔2𝜏𝑖2𝑙2

−𝜔1𝜏𝑖1𝑙1
)+(𝜔2𝑇𝑙2

−𝜔1𝑇𝑙1
))

]

× 𝐸 [𝑒
𝑗(𝜙𝑖1 ,𝑙1

−𝜙𝑖2 ,𝑙2
)

]

× 𝐸 [𝐺
𝐵

𝑝

(Θ
𝐵

𝑖1𝑙1

; 𝜔
1
)𝐺

𝐵

∗

𝑞

(Θ
𝐵

𝑖2𝑙2

; 𝜔
2
)

× 𝑒
𝑗((𝜔1/𝑐)𝑎

𝐵
𝑇

𝑝
Θ

𝐵

𝑖1𝑙1
−(𝜔2/𝑐)𝑎

𝐵
𝑇

𝑞
Θ

𝐵

𝑖2𝑙2
)

]

× 𝐸 [𝐺
𝑀

𝑚

(Θ
𝑀

𝑖1𝑙1

; 𝜔
1
)𝐺

𝑀

∗

𝑛

(Θ
𝑀

𝑖2𝑙2

; 𝜔
2
)

× 𝑒
𝑗((𝜔1/𝑐)(𝑎

𝑀

𝑚
−𝑉𝑡1)

𝑇
Θ

𝑀

𝑖1𝑙1
−(𝜔2/𝑐)(𝑎

𝑀

𝑛
−𝑉𝑡2)

𝑇
Θ

𝑀

𝑖2𝑙2
)

]} .

(7)

Equations (8)÷(14) present the calculation methodology
of the expectations in (7).We present the calculationmethod-
ology at the MS side but one should note that the same
calculation procedure is valid for the BS side.The calculation
of this equation is performed for two cases.

Case 1. Thepaths are considered similar and this is equivalent
to 𝑖

1
= 𝑖

2
= 𝑖, 𝑙

1
= 𝑙

2
= 𝑙; some of the random variables in this

expression become identical and, by using the Fourier series
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expansions for both APPs and AASs, we are able to calculate
these expectations either at the BS or at the MS.

Case 2. The paths are considered to be dissimilar. This is
equivalent to 𝑖

1
̸= 𝑖

2
, 𝑙

1
̸= 𝑙

2
; we assume that the DOD or

DOA PDFs of different propagation waves are independent
of each other; that is, Θ𝑀

𝑖1𝑙1

and Θ
𝑀

𝑖2𝑙2

(or Θ𝐵

𝑖1𝑙1

and Θ
𝐵

𝑖2𝑙2

) are
independent.

(i) The calculation of the first expectation in (7) is carried
out as follows:

𝐸 [(𝜏
𝑖2𝑙2
𝜏
𝑖1𝑙1
)

−1

𝑒
𝑗(𝜔2𝜏𝑖2𝑙2

−𝜔1𝜏𝑖1𝑙1
)

× 𝑒
(𝜔1𝑇𝑚,𝑝,𝑙1

−𝜔2𝑇𝑚,𝑝,𝑙2
)

]

=

{
{
{
{

{
{
{
{

{

Φ
(−1)

𝜏

(𝑗 (𝜔
2
− 𝜔

1
))

×Φ
𝑇
(𝑗 (𝜔

1
− 𝜔

2
)) , Case 1,

Φ
(−1)

𝜏

(𝑗𝜔
2
)Φ

(−1)

𝜏

(−𝑗𝜔
1
)

×Φ
𝑇
(−𝑗𝜔

2
)Φ

𝑇
(𝑗𝜔

1
) , Case 2.

(8)

The elements denoted by Φ
𝜏,𝑇
(𝑠) represent the moment gen-

erating functions (MGFs) of the delay profile (𝜏, 𝑇) evaluated
at the difference between two frequencies. Φ

𝜏,𝑇
(𝑠) suggests

that channel similarity depends on frequency differences and
not on absolute frequencies. The value of this parameter
tends to decay when the frequency differences increase. The
definition of the MGF of a random variable 𝑥 with the PDF
𝑓
𝑋
(𝑥) is defined as follows [30, page 415]: Φ

𝑋
(𝑠) = 𝐸[𝑒

𝑗𝑠𝑋

] =

∫

∞

−∞

𝑒
𝑗𝑠𝜉

𝑓
𝑋
(𝜉)𝑑𝜉. The probability densities of the absolute

times of arrival of clusters and paths used to calculate the
MGFs are represented by [31]

𝑝
𝑇𝑙
(𝑇) =

Λ
𝐿+1

𝑇
𝐿

𝑒
−Λ𝑇

𝐿!

, 𝑝
𝜏𝑖,𝑙
(𝜏) =

𝜆
𝐼

𝜏
𝐼−1

𝑒
−𝜆𝜏

(𝐼 − 1)!

, (9)

where Λ and 𝜆 are the cluster arrival rate and ray arrival rate.
The parameter 1/Λ is typically in the range of 10–50 ns, while
1/𝜆 shows wide variations from 0.5 ns in non-line-of-sight
(NLOS) situations to more than 5 ns in LOS situations [32].

(ii) The calculation of the second expectation in (7) is
performed as follows.

Considering the case of the planar wave propagation, we
take into account the phase contribution of surrounding scat-
terers by a random phase change parameter 𝜙

𝑖𝑙
∼ 𝑈[−𝜋, 𝜋).

Since the path phase shifts, 𝜙
𝑖𝑙
, appear in (4) in the form of

𝑒
𝑗𝜙𝑖𝑙 , the correlations of 𝑒𝑗𝜙𝑖𝑙 over different paths and clusters,
𝐸[𝑒

𝑗(𝜙𝑖1 𝑙1
−𝜙𝑖2 𝑙2

)

], have impact on the channel characteristics.
We assume that 𝐸[𝑒𝑗(𝜙𝑖1 𝑙1−𝜙𝑖2 𝑙2 )] can take the following values:

𝐸 [𝑒
𝑗(𝜙𝑖1 ,𝑙1

−𝜙𝑖2 ,𝑙2
)

] = {

1, Case 1,
𝑘
2

, Case 2.
(10)

(iii) The calculation of the third expectation in (7) is based
on the following methodology:

Case 1 : 𝐸 [𝐺
𝑀

𝑚

(Θ
𝑀

𝑖𝑙

; 𝜔
1
)𝐺

𝑀

∗

𝑛

(Θ
𝑀

𝑖𝑙

; 𝜔
2
)

× 𝑒
𝑗((𝜔1/𝑐)(𝑎

𝑀

𝑚
−𝑉𝑡1)

𝑇
Θ

𝑀

𝑖𝑙
−(𝜔2/𝑐)(𝑎

𝑀

𝑛
−𝑉𝑡2)

𝑇
Θ

𝑀

𝑖𝑙
)

]

= ∫

𝜋

−𝜋

𝐺
𝑀

𝑚

(Θ
𝑀

𝑖𝑙

; 𝜔
1
)𝐺

𝑀

∗

𝑛

(Θ
𝑀

𝑖𝑙

; 𝜔
2
)

× 𝑒
(𝑗/𝑐)(𝑑

𝑀

𝑚𝑛
)

𝑇
Θ

𝑀

𝑖𝑙
𝑓
Θ
𝑀 (Θ

𝑀

𝑖𝑙

) 𝑑Θ
𝑀

𝑖𝑙

= ∫

𝜋

−𝜋

∞

∑

𝑘=−∞

(G
𝑀

𝑚,𝑘

(𝜔
1
) ⊗G

𝑀

∗

𝑛,−𝑘

(𝜔
2
) ⊗F

𝑀

𝑘

)

× 𝑒
𝑗𝑘Θ

𝑀

𝑖𝑙
+𝑗(|𝑑

𝑀

𝑚𝑛
| cos(Θ𝑀

𝑖𝑙
−∠𝑑

𝑀

𝑚,𝑛
)/𝑐)

𝑑Θ
𝑀

𝑖𝑙

= 2𝜋

∞

∑

𝑘=∞

𝑗
𝑘

𝑒
𝑗𝑘∠𝑑

𝑀

𝑚,𝑛

× (G
𝑀

𝑚,𝑘

(𝜔
1
) ⊗G

𝑀

∗

𝑛,−𝑘

(𝜔
2
) ⊗F

𝑀

𝑘

) 𝐽
𝑘
(






𝑑
𝑀

𝑚𝑛







𝑐

) ,

(11)

whereG𝑀

𝑚,𝑘

,G𝑀

𝑛,𝑘

, andF𝑀

𝑘

are the FSCs of the APPs (defined
in (1)) and the AAS (defined in (2)) in the corresponding
coordinates, respectively, 𝐽

𝑘
(𝑢) ≜ (𝑗

−𝑘

/𝜋) ∫

𝜋

0

𝑒
𝑗(𝑘𝜉+𝑢 cos 𝜉)

𝑑𝜉 is
the 𝑘th-order Bessel function,⊗ is the linear convolution, and
| ⋅ | is the Euclidean norm.

Thedefinition of the linear convolution can be formulated
as follows [33, page 155]: given two discrete-time signals, 𝑥

𝑛

and 𝑦
𝑛
, the linear convolution between them is defined as

follows: 𝑧
𝑛
≜ 𝑥

𝑛
⊗ 𝑦

𝑛
= ∑

∞

𝑘=∞

𝑥
𝑘
𝑦
𝑛−𝑘

.
The vectors and 𝑑

𝑀

𝑚,𝑛

and 𝑑
𝐵

𝑝,𝑞

are the separation vectors
between two antenna elements at the MS (𝑚, 𝑛) and at the BS
(𝑝, 𝑞). Large distances often result in less STF correlation as
the Bessel functions asymptotically decrease. The norms of
𝑑
𝑀

𝑚,𝑛

and 𝑑
𝐵

𝑝,𝑞

represent shifted distances (between 𝜔
1
𝑎
𝐵

𝑝

and
𝜔
2
𝑎
𝐵

𝑞

) at the BS and (between 𝜔
2
(𝑡
2
𝑉 + 𝑎

𝑀

𝑛

) and 𝜔
1
(𝑡
1
𝑉 +

𝑎
𝑀

𝑚

)) at the MS. Parameters 𝑑(⋅)
(⋅,⋅)

contain space, time, and
frequency separations between ℎ

𝑝𝑚
(𝑡
1
, 𝜔

1
) and ℎ

𝑞𝑛
(𝑡
2
, 𝜔

2
).

These two vectors, illustrate theimpact of the antennas’ loca-
tion (spatial correlation), of thecarrier frequencies (frequency
correlation), of the time indices and of the mobile speed on
the CCF at BS and MS. The value of the 𝑑𝑀

𝑚,𝑛

and 𝑑𝐵
𝑝,𝑞

can be
determined based on the following equations:

𝑑
𝑀

𝑚

≜ 𝜔
1
(𝑎

𝑀

𝑚

− 𝑡
1
𝑉) , 𝑑

𝑀

𝑛

≜ 𝜔
2
(𝑎

𝑀

𝑛

− 𝑡
2
𝑉) ,

𝑑
𝑀

𝑚,𝑛

≜ (𝜔
2
𝑡
2
− 𝜔

1
𝑡
1
) 𝑉 + (𝜔

1
𝑎
𝑀

𝑚

− 𝜔
2
𝑎
𝑀

𝑛

) ,

𝑑
𝐵

𝑝

≜ 𝜔
1
𝑑
𝐵

𝑝

, 𝑑
𝐵

𝑞

≜ 𝜔
2
𝑑
𝐵

𝑞

, 𝑑
𝐵

𝑝,𝑞

≜ 𝜔
1
𝑎
𝐵

𝑝

− 𝜔
2
𝑎
𝐵

𝑞

.

(12)
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Similar to the calculation in the first case, for the second case,
we have (in MS)

Case 2 : 𝐸 [𝐺
𝑀

𝑚

(Θ
𝑀

𝑖1𝑙1

; 𝜔
1
)𝐺

𝑀

∗

𝑛

(Θ
𝑀

𝑖2𝑙2

; 𝜔
2
)

× 𝑒
𝑗((𝜔1/𝑐)(𝑎

𝑀

𝑚
−𝑉𝑡1)

𝑇
Θ

𝑀

𝑖1𝑙1
−(𝜔2/𝑐)(𝑎

𝑀

𝑛
−𝑉𝑡2)

𝑇
Θ

𝑀

𝑖2,𝑙2
)

]

= (2𝜋
2

)

× [

∞

∑

𝑘=−∞

𝑗
𝑘

𝑒
𝑗𝑘∠𝑑

𝑀

𝑚
(G

𝑀

𝑚,𝑘

(𝜔
1
) ⊗F

𝑀

𝑘

) 𝐽
𝑘
(






𝑑
𝑀

𝑚







𝑐

)]

× [

∞

∑

𝑘=−∞

𝑗
𝑘

𝑒
𝑗𝑘∠𝑑

𝑀

𝑛
(G

𝑀

𝑛,−𝑘

(𝜔
2
) ⊗F

𝑀

𝑘

) 𝐽
𝑘
(






𝑑
𝑀

𝑛







𝑐

)] .

(13)

We formulate the CCF including both cases using the deriva-
tions presented above:

𝑅
𝑝𝑚,𝑞𝑛

(𝑡
1
, 𝑡

2
, 𝜔

1
, 𝜔

2
)

=

(𝜔
𝑏𝑤1

𝜔
𝑏𝑤2

)
𝜂

(𝜔
1
𝜔
2
)
𝜂

(4𝜔
1
𝜔
2
)

× Φ
−(1)

𝜏

(𝑗 (𝜔
1
− 𝜔

2
))Φ

𝑇
(𝑗 (𝜔

2
− 𝜔

1
))

× {W (𝑑
𝐵

𝑝,𝑞

,H
𝐵

𝑘

) ×W (𝑑
𝑀

𝑚,𝑛

,H
𝑀

𝑘

)}

+ 𝑘
2

Φ
(−1)

𝜏

(𝑗𝜔
2
)Φ

(−1)

𝜏

(−𝑗𝜔
1
)Φ

𝑇
(−𝑗𝜔

2
)Φ

𝑇
(𝑗𝜔

1
)

× {W (𝑑
𝐵

𝑝

,G
𝐵

𝑝,𝑘

(𝜔
1
) ⊗F

𝐵

𝑘

)

×W (𝑑
𝐵

𝑞

,G
𝐵∗

𝑞,−𝑘

(𝜔
2
) ⊗F

𝐵

𝑘

)

×W (𝑑
𝑀

𝑚

,G
𝑀

𝑚,𝑘

(𝜔
1
) ⊗F

𝑀

𝑘

)

× W (𝑑
𝑀

𝑛

,G
𝑀∗

𝑛,−𝑘

(𝜔
2
) ⊗F

𝑀

𝑘

)} .

(14)

We evaluate the CCF presented in (14) for the scenario, 𝑖
1
=

𝑖
2
= 𝑖, 𝑙

1
= 𝑙

2
= 𝑙, and 𝑘2 = 0. The final expression of the CCF

obtained in this scenario is presented in

𝑅
𝑝𝑚,𝑞𝑛

(𝑡
1
, 𝑡

2
, 𝜔

1
, 𝜔

2
)

=

(𝜔
𝑏𝑤1

𝜔
𝑏𝑤2

)
𝜂

(𝜔
1
𝜔
2
)
𝜂

(4𝜔
1
𝜔
2
)

× Φ
−(1)

𝜏

(𝑗 (𝜔
2
− 𝜔

1
))Φ

𝑇
(𝑗 (𝜔

2
− 𝜔

1
))

×W (𝑑
𝐵

𝑝𝑞

,G
𝐵

𝑝,𝑘

(𝜔
1
) ⊗G

𝐵∗

𝑞,−𝑘

(𝜔
2
) ⊗F

𝐵

𝑘

)

×W (𝑑
𝑀

𝑚𝑛

,G
𝑀

𝑚,𝑘

(𝜔
1
) ⊗G

𝑀∗

𝑛,−𝑘

(𝜔
2
) ⊗F

𝑀

𝑘

) ,

(15)

where

W (𝑑,H
𝑘
) ≜ 2𝜋

∞

∑

𝑘=−∞

𝑗
𝑘

𝑒
𝑗𝑘∠𝑑

H
𝑘
(𝜔) 𝐽

𝑘
(

|𝑑|

𝑐

) ,

H
𝑘
= G

𝑘
(𝜔

1
) ⊗G

∗

−𝑘

(𝜔
2
) ⊗F

𝑘
.

(16)
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Figure 1: Fourier series coefficients for two AAS PDFs, to approx-
imate Laplace and von-Mises distributions (with orders of non-
isotropy 𝑛 = 3, 10) determined to correspond to the real PDFs for
the nonisotropic propagation environment.

TheCCF appeared to be the convolution of two categories
of FSCs as follows.

(i) F(⋅)

𝑘

are the 𝑘th FSCs of PDFs of the nonisotropic
AAS at both MS and BS sides. This means that the
CCF is represented as the same linear combination of
FSCs associatedwith these PDFs.This allows accurate
modeling for various 2D wireless propagation envi-
ronments. In ourmodel, we determined the necessary
number of FSCs by calculating integral (2) for each of
the two PDFs that describe the nonisotropic propa-
gation environment. In Figure 1 the FSCs of Laplace
and von-Mises PDFs (at the MS) are compared. For
the von-Mises distribution, FSCs are presented when
the propagation environment has two different orders
of nonisotropy.

(ii) G(⋅)

(⋅,𝑘)

are the 𝑘th FSCs of 2D WB/UWB APPs, at
both BS and MS sides, used to investigate the impact
of directional and omnidirectional antennas. At this
point we differentiate the WB APP which is not fre-
quency selective from the frequency selective UWB
APPs.

3.1. CCF Numerical Evaluation. Low correlation between
received signals is a necessary condition for good MIMO
performances. This low correlation is achieved when each
antenna provides a unique weighting for each 𝑙 cluster with
𝐼 multipath components. In order to achieve space diversity
with MIMO systems, the antennas need to be as compact as
possible but also to be able to recover signals with dissimilar
multipath fading. An optimal solutionmay be a low threshold
for correlation rather than zero correlation between antennas.
Low correlation is often considered when CCF < 0.7 [25].
Correlation values are especially significant in applications
where the evaluation of the channel capacity is necessary.
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Figure 2: CCF corresponding to WB and UWB signals with omnidirectional APP, Laplace, and von-Mises PDFs of the propagation
environment, with antenna spacing 𝜆/2 = 𝑐𝜋/𝜔

𝐻

and frequency offsets Δ𝑓 = 𝑓
2

− 𝑓
1

.

Figures 2 and 3 depict the effect of the distribution of the
nonisotropic propagation environment, theAPP (directional,
omnidirectional), the antenna spacing, and the carrier fre-
quency offset, Δ𝑓 = 𝑓

2
− 𝑓

1
(where 𝑓

1
is constant at 5GHz

for WB channels and at 3.1 GHz for UWB channels) on the
normalized CCF|𝑅(𝑡

1
, 𝑡

2
, 𝜔

1
, 𝜔

2
)|
2

/|𝑅(𝑡
1
, 𝑡

1
, 𝜔

1
, 𝜔

1
)|
2. In the

reported figures, the unit for the antenna spacing is half of
the highest frequency of the signal bandwidth, 𝜆/2 = 𝑐𝜋/𝜔

𝐻
,

where 𝜔
𝐻
= 2𝜋𝑓

𝐻
.

In [22, page 26] measurement results for spatial correla-
tion of UWBMIMOchannels with omnidirectional antennas
are presented. The measured data show that the spatial
correlation is a monotonously decreasing function of the
antenna distance. A complete characterization of MIMO
UWB channels correlations is provided in [34]. It was stated
that, for about 4 cm antenna spacing, the correlation function
follows a pattern of the first kind zeroth-order Bessel function
with distance. It was also found that a value of 2 cm for
antenna spacing is sufficient for CCF ≤ 0.5. In [35–37] it was
stated that the CCF values are higher for directional antennas
than for omnidirectional antennas. This is because their
beamwidth limits the effective angular spread and their ability

to capture multipath signals from all directions. The results,
regarding the spatial correlation, presented in Figures 2 and
3, are consistent with the CCF’s behavior described in the
mentioned references. In the reported figures the influence
of the frequency correlation is also evaluated. It can be
observed how CCF decreases as Δ𝑓 increases. This decrease
results not only from the Bessel functions (as the central
frequencies appear in the Bessel operands) but also from the
term produced by theMGF of the delay profile. As the figures
show, the CCF is maximum when Δ𝑓 = 0 and when there
is no separation between the antennas of the MIMO system.
CCF also decreases whenWB APP is replaced by UWB APP.
This is because UWB signals offer a higher degree of diversity
owing to their abundant multipaths. In Figure 1 it can be
observed that the number of FSCs necessary to approximate
Laplace PDF is larger than the number of FSCs necessary
to approximate von-Mises distribution. This indicates that
a propagation environment described by Laplace PDF is
characterized by a higher order of nonisotropy which pro-
vides better diversity and lower correlation between MIMO
subchannels.The graphical representations of CCF show that
the correlation decreases faster when the environment has
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Figure 3: CCF corresponding toWB and UWB signals with directional APP, Laplace, and von-Mises PDFs of the propagation environment,
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𝐻

and frequency offsets Δ𝑓 = 𝑓
2

− 𝑓
1

.

Laplacian distribution, for both WB and UWB channels. In
[38] the influence of parameters like antenna element spac-
ings, environment parameters, and scattering density, on the
spatial correlation properties of multilink MIMO channels,
was presented. Based on different propagation phenomena
like those previously mentioned new key technical issues in
developing and realizing multiinput multioutput technology
were presented in [39].

4. Fourier Analysis of the 2D STF-CCF of
WB/UWB MIMO Channels

The derived CCF can be used to analyze the power spectral
density (PSD) of WB and UWB MIMO channels. PSD
gives the distribution of the signal power among various
frequencies and also reveals the presence or the absence of
repetitive patterns and correlation sequences in the signal
process. These structural patterns are useful in a wide range
of applications like data forecasting, signal detection and
coding, pattern recognition, and radar and decision-making
systems. The analyzed PSD corresponds to a multiple-input
single-output (MISO) channel which is a particular case of
MIMO channel. This analysis corresponds to the stationary

scenario when 𝜔
1
= 𝜔

2
= 𝜔 and 𝑚 = 𝑛 = 1. Considering

∠𝑑
𝑀

1,1

= ∠𝑉 + ∠(𝑡
2
− 𝑡

1
) we get

𝑅
𝑝1,𝑞1

(𝑡
1
, 𝑡

2
, 𝜔, 𝜔)

= 𝜋

𝜔
2𝜂

𝑏𝑤

2𝜔
2𝜂+2

W (𝑑
𝐵

𝑝,𝑞

,H
𝐵

𝑘

)

×

∞

∑

𝑘=−∞

𝑗
𝑘

𝑒
𝑗𝑘∠𝑉

(G
𝑀

1,𝑘

(𝜔) ⊗G
𝑀∗

1,−𝑘

(𝜔) ⊗F
𝑀

𝑘

)

× 𝐽
𝑘
(

𝜔 (𝑡
2
− 𝑡

1
) |𝑉|

𝑐

) .

(17)

Using the Fourier transform of 𝐽
𝑘
(𝑢), which is given by

𝐽
𝑘
(Λ) ≜ 𝐹 [𝐽

𝑘
(𝑢)] = ∫

∞

−∞

𝑒
−𝑗Λ𝜉

𝐽
𝑘
(𝜉) 𝑑𝜉

= {

(2 (−𝑗)
𝑘

𝑇
𝑘
(Λ)) /√1 − Λ

2

, |Λ| < 1,

0, |Λ| ≧ 1,

(18)
where 𝐹[⋅] denotes the Fourier transform and 𝑇

𝑘
(Λ) ≜

cos[𝑘 cos−1(Λ)] is the 𝑘th-order Chebyshev polynomial
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Figure 4: PSD of WB channels, MS moves in the positive direction of the 𝑥-axis ((a), (b)) and 𝑦-axis ((c), (d)), two antenna types employed
at the MS, nonisotropic propagation (Laplacian or von-Mises distributed), and isotropic environment (uniformly distributed).

function of the first kind [[16], page 486], the Fourier
transform of the CCF derived for stationary case versus the
time-difference index, Δ𝑡 ≜ 𝑡

2
− 𝑡

1
, results in the following

equation:
𝑅
𝑝1,𝑞1

(Λ, 𝜔)

≜ ∫
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−∞

𝑒
−𝑗ΛΔ𝑡
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(𝜔) ⊗G
𝑀∗

1,−𝑘

(𝜔) ⊗F
𝑀

𝑘

) 𝐶
𝑘
] ,

(19)

where H𝐵

𝑘

≜ G𝐵

𝑝,𝑘

(𝜔) ⊗ G𝐵∗

𝑞,−𝑘

(𝜔) ⊗F𝐵

𝑘

and Λ is a frequency
variable in the interval −(𝜔/𝑐)|𝑉| < Λ < (𝜔/𝑐)|𝑉|.
Note that 𝑅

𝑝1,𝑞1
(Λ, 𝜔) = 0 for all |Λ| ⩾ (𝜔/𝑐)|𝑉|. We denote

𝐶
𝑘
= (𝑇

𝑘
(𝑐Λ/|𝑉|𝜔))/√1 − (𝑐Λ/|𝑉|𝜔)

2;𝑇
𝑘
(⋅) is theChebyshev

polynomials which form a complete orthogonal set on the
interval −1 ⩽ 𝑢 < 1, with respect to the weighting function
1/√1 − 𝑢

2.
Therefore, any bandlimited CCF (in the interval

−(𝜔/𝑐)|𝑉| ⩽ Λ ⩽ (𝜔/𝑐)|𝑉|) can be expanded in terms of
Chebyshev polynomials as shown in (19).The PSD, 𝑅𝑀

(Λ), is
the last term in (19) and shows the channel variations caused
around or by the MS speed and direction and the impact of
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Figure 5: PSD of UWB channels, MSmoves in the positive direction of the 𝑥-axis ((a), (b)) and 𝑦-axis ((c), (d)), two antenna types employed
at the MS, nonisotropic propagation (Laplacian or von-Mises distributed), and isotropic environment (uniformly distributed).

the nonisotropic environment, of the channel bandwidth,
and of the APP:

𝑅
𝑀

(Λ) ≜

∞

∑

𝑘=−∞

𝑒
𝑗𝑘∠𝑉

(G
𝑀

1,𝑘

(𝜔) ⊗G
𝑀∗

1,−𝑘

(𝜔) ⊗F
𝑀

𝑘

) 𝐶
𝑘
. (20)

In Figures 4 and 5, the PSD of WB and UWB signals
is depicted. The presented results illustrate (20) with the
influence of the following elements.

(i) The channel bandwidth forWB channels was equal to
200MHzwith the central frequency𝑓 = 2.5GHz. For
UWB channels the results correspond to a bandwidth
delimited by 3.1 ÷ 10.6GHz,

(ii) APPs, specific toWB and UWB systems, employed at
the MS side (directional and omnidirectional anten-
nas),

(iii) nonisotropic propagation environment around the
MS (Laplace and von-Mises PDFs),

(iv) direction of the MS speed, the positive 𝑥-axis or 𝑦-
axis direction.

From the comparative analysis of PSD obtained for
WB and UWB channels relevant conclusions can be drawn
regarding its distribution in the interval −(𝜔/𝑐)|𝑉| < Λ <

(𝜔/𝑐)|𝑉| as follows.

(i) ThePSDfluctuations aremore pronounced in the case
of UWB channels compared to WB channels. This is
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the effect of the frequency selectivity phenomenon
whose effects increase with signal frequency and
bandwidth. The noticeable increase of frequency
selectivity that occurs in the case of UWB chan-
nels clearly differentiated them from other channels
with narrower bandwidth. This characteristic may be
helpful in the identification process of the channel’s
type for its bandwidth from its PSD only. In Figures
4(a), 4(b), 5(a), and 5(b) it can be observed that
MS movement in the positive direction of the 𝑥-
axis produces a PSD with larger values at positive
Λ than at negative Λ. This asymmetry of the PSD
is also determined by the Doppler spectrum which
concentrates towards positive frequency axis.

(ii) The PSD shape is asymmetrical (Figures 4(a), 4(b),
5(a), and 5(b)) or symmetrical (Figures 4(c), 4(d),
5(c), and 5(d)) as a consequence of the interaction
between the beam of the antenna pattern, the direc-
tion of the MS speed, and the distribution of the
propagation directions around the MS. Figures 4(c),
4(d), 5(c), and 5(d) depict the shape of the PSDwhich
is symmetrically distributed around Λ = 0, because
the PDF which characterizes the nonisotropic propa-
gation and the APPs are symmetrical aroundΘ𝑀

= 0

and are perpendicular towards the speed direction.
For both WB and UWB channels, the maximum
Doppler shift is (𝜔/𝑐)|𝑉| (i.e., 𝑅𝑀

(Λ) = 0, if |Λ| ⩾

(𝜔/𝑐)|𝑉|).

The obtained results are consistent with those proposed
in [19, 37]. In [19] the PSD of a narrowband channel in
nonisotropic propagation environment is similar to the PSD
shape we obtained forWB channels. Between our results and
those presented in [38] there are similarities regarding the U-
shape of the PSD but there are also differences determined
by parameters specific to channels with large bandwidths,
like frequency selectivity, higher central frequency, and APPs
typically used for this type of systems. Comparing the PSD
shape obtained for WB channels with the PSD obtained
for UWB channels and even with the PSD obtained for
narrowband channels in [19] we can conclude that the
channel bandwidth has a great influence on the channel
power spectrum.With the increase of signal bandwidth larger
variations can be observed over (because of the increased
frequency selectivity) the PSD of UWB channels.

5. Conclusion

In this paper we proposed an outdoor channel model for
WB/UWB MIMO systems, with moving receiver, based
on the mathematical expression of a 2D STF-CCF. The
impact of channel bandwidth, nonisotropic propagation, and
omnidirectional and directional antennas on the CCF was
evaluated. The increase of the channel bandwidth (fromWB
to UWB) generated the necessity to develop two approaches
for the APPs calculation. The derived CCF appeared to be a
combination of linear series expansion of Bessel functions.
The coefficients of the CCF expansion are represented by
the convolution of the Fourier coefficients of the APPs and

the AASs specific to WB and UWB channels. The Fourier
transform of the CCF in a stationary scenario showed
that the PSD diverges from the U-shaped function, that
is, Clarke/Jake model. This deviation depends on the AAS,
the employed antennas, and the MS speed direction. The
increase of the channel bandwidth also generated a more
frequency selective PSD for UWB channels compared to the
PSD of WB channels. This information can be useful for
applications of signal detection and recognition since the
increased frequency selectivitymakes the identification of the
channel’s type for its bandwidth from its PSD only possible.
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Inmultiple-inputmultiple-output (MIMO) transmission systems, the channel state information (CSI) at the transmitter can be used
to add linear precoding to the transmitted signals in order to improve the performance and the reliability of the transmission system.
This paper investigates how to properly join precoded closed-loop MIMO systems and nonbinary low density parity check (NB-
LDPC).The 𝑞 elements in the Galois field, GF(𝑞), are directly mapped to 𝑞 transmit symbol vectors.This allows NB-LDPC codes to
perfectly fit with a MIMO precoding scheme, unlike binary LDPC codes. The new transmission model is detailed and studied for
several linear precoders and various designed LDPC codes. We show that NB-LDPC codes are particularly well suited to be jointly
used with precoding schemes based on the maximization of the minimum Euclidean distance (max-𝑑min) criterion. These results
are theoretically supported by extrinsic information transfer (EXIT) analysis and are confirmed by numerical simulations.

1. Introduction

Multiple-input multiple-output (MIMO) schemes have
become unavoidable for transmission systems looking
for increased throughput and improved reliability. Many
methods have lately been developed to exploit the diversity
offered by multiantenna systems like antenna distribution
or space/polarization isolation [1], space-time block codes
(e.g., Alamouti scheme) that do not require any channel
state information at the transmitter side (Tx-CSI), or power
allocation optimization techniques, also called precoding,
that require a full or partial Tx-CSI. In this paper, we focus
on NB-LDPC codes that are widely used because of their
effectiveness. One advantage of NB-LDPC codes over binary
LDPC codes is that nonbinary codes can match very well
the underlying modulation, so symbol-to-bit conversion
at the receiver can be avoided. The results in [2] confirm
the advantages of using NB-LDPC codes to match the
underlying high order modulations.

To the best of our knowledge, theMIMO linear precoding
performances are typically evaluated for uncoded MIMO
systems. In this paper, we examine the association of the

precoding scheme with channel coding in order to finally
determine a power allocation optimization solution that
adapts a block of linear precoding to a NB-LDPC coded
MIMO transmission, where the Belief Propagation algorithm
is used for decoding.

We implement this new scheme using linear precoders,
having diagonal or nondiagonal structure, and we study the
impact of the application of different knownprecoders on two
system configurations ((2, 2) and (2, 4) MIMO). We investi-
gate, by means of an EXIT analysis, how to take advantage of
the precoding techniques in a MIMO system that uses NB-
LDPC codes and we show why some associations could be
harmful and others beneficial.

The main contributions of this paper are listed as follows:

(i) a proposed scheme associating NB-LDPC codes to
MIMO precoding systems with adequate correspon-
dence between the GF(𝑞) elements and the 𝑞 received
constellation points;

(ii) a comparison between different precoder types and a
study of the gain/loss in the different cases;
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(iii) a theoretical EXIT analysis in order to predict the
performance of different precoders with the NB-
LDPC codes;

(iv) a confirmation by numerical simulations, in terms
of bit error rate (BER), of the performance of the
proposed power allocation optimization scheme.

This paper is organized as follows. In Section 2 the sys-
tem model is described with the eigenmode representation.
LDPC codes are introduced in Section 3. Linear precoding
techniques are presented in Section 4. Section 5 provides a
detailed description of the new proposed scheme; Section 6
presents the EXIT analysis, while the simulation results are
given in Section 7. Finally, some conclusions are drawn in
Section 8.

The notations used in this paper are as follows. Matrices
and vectors are denoted by symbols in boldface, and (⋅)

𝑇

and (⋅)𝐻 represent complex transpose andHermitian, respec-
tively. I

𝑚
denotes the 𝑚 × 𝑚 identity matrix and diag(x)

denotes a diagonal matrix with x on its main diagonal. 𝐸[⋅]
denotes statistical expectation. X[𝑖

1
: 𝑖
2
, 𝑗
1

: 𝑗
2
] denotes

a submatrix obtained by extracting rows 𝑖
1
through 𝑖

2
and

columns 𝑗
1
through 𝑗

2
from a matrix X. If no specific range

appears at the row or column position in notation, then all
rows or columns are considered to constitute the submatrix.
[X]𝑖𝑗 denotes the (𝑖, 𝑗)th element of a matrix X. ‖x‖ denotes
the 2-norm of vector x. ‖X‖

𝐹
denotes the Frobenius norm

of matrix X and NC(0, 𝜎
2

) denotes a circular symmetric
complex Gaussian distribution with zero mean and variance
𝜎
2.

2. System Model and
Eigenmode Representation

Let us consider a MIMO system with 𝑛
𝑇
transmit antennas

and 𝑛
𝑅
receive antennas; the received signal is therefore given

by

y = GAFs + Gn, (1)

where y is the 𝑏 × 1 received symbol vector, A is the 𝑛
𝑅
× 𝑛
𝑇

channelmatrix,F is the 𝑛
𝑇
×𝑏 linear precodingmatrix,G is the

𝑏×𝑛
𝑅
linear decodingmatrix, s is the 𝑏×1 transmitted symbol

vector, and n is 𝑛
𝑅
×1 complex additive white Gaussian noise

vector with zero mean and covariance matrix 𝑁
0
I
𝑛𝑅
. Let us

assume that

𝐸 [ss𝐻] = 𝐸
𝑠
I
𝑏
, 𝐸 [sn𝐻] = 0, 𝐸 [nn𝐻] = 𝑁

0
I
𝑛𝑅
.

(2)

The average transmitted power is limited; the precoding
matrix is normalized and is therefore subject to the power
constraint:

‖F‖2
𝐹

= 1. (3)

All over the paper, the channel state information is
assumed to be perfectly known at both transmitter and
receiver sides. We apply a transformation in order to obtain

a simplified model of the system. This will result in a
diagonalized channel matrix [3]. Let us apply this virtual
transformation, which is based on the singular value decom-
position (SVD), by means of the following decompositions:
A = UA

𝜐
V𝐻, F = F

𝜐
F
𝑑
, G = G

𝜐
, where F

𝜐
= V(:, 1 : 𝑏) and

G
𝜐
= U𝐻(:, 1 : 𝑏).
Relation (1) can be then rewritten as

y = A
𝜐
F
𝑑
s + n
𝜐
, (4)

where A
𝜐
= G
𝜐
AF
𝜐
is the eigenchannel matrix, n

𝜐
= G
𝜐
n

is the transformed additive noise vector with the covariance
matrix Rn𝜐 = 𝐸[n

𝜐
n
𝜐

𝐻

] = 𝑁
0
I
𝑏
, and the unitary matrices

G
𝜐
and F

𝜐
are chosen so as to ensure the whitening of the

noise, the diagonalization of the channel, and the reduction
of the dimension to 𝑏. The eigen-channel matrix A

𝜐
can now

be expressed as

A
𝜐
= diag (𝜎

1
, 𝜎
2
, . . . , 𝜎

𝑏
) , (5)

where the singular values are sorted in descending order.

3. Low Density Parity Check Codes

Low density parity check (LDPC) codes were proposed by
Gallager in 1962 [4].They are defined by a sparse parity check
matrix over a Galois field GF(𝑞), where 𝑞 denotes the order
of the Galois field. LDPC codes are binary when 𝑞 = 2

and nonbinary when 𝑞 > 2. Binary LDPC codes have been
shown to approach Shannon limit performance [4–7] for very
long code lengths. NB-LDPC codes are usually preferred to
their binary counterparts when the block length is small to
moderate [8] or when the order of the symbols sent through
the channel is not binary [9], which is the case for high
order modulations or for multiple-antennas channels [10, 11].
Davey andMacKay studied in 1998 NB-LDPC codes [12] and
showed that they may achieve superior performance than
the binary codes when constructed over higher order Galois
fields at the expense of increased decoding complexity [12, 13].

A sparse parity check matrixH describes the LDPC code
and can be efficiently represented by a bipartite graph called
Tanner graph. Iterative decoding of LDPC codes has been
addressed efficiently in [12, 14] using the Belief Propagation
(BP) algorithm.

The BP algorithm is a suboptimal decoding algorithm
proposed by Gallager in [4] for binary LDPC codes decoding
and then generalized in [12] for the NB-LDPC codes. The
iterative decoding is done by repeating the steps of the
algorithm until a valid codeword has been obtained or a
fixed number of iterations have been completed. Therefore,
the rapidity of convergence of the algorithm appears to be an
important issue.

One advantage of NB-LDPC coding is that one can
match the field order with the constellation size. This way,
one element in GF(𝑞) is mapped to one point in the signal
constellation. This is because the likelihood probabilities (or
LLRV) for each coded symbol over GF(𝑞) are independent of
other coded symbols.

The LDPC codes we chose to use have the following
properties.
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(i) Ultrasparse NB-LDPC codes with column weight
𝑑V = 2 at the variable-node side that gives large girths
compared to classical binary graphs [8, 15].

(ii) These codes are well designed for both good waterfall
and error floor properties [8, 15], compared to ran-
dom choice of the Tanner graph structure and the
nonzero values assignment.

(iii) At the check mode side, several row weights are
chosen (𝑑

𝑐
= 4, 8, and 12) to have precoding

comparison at several code rates.
(iv) These codes are targeted for LTE-A with small packet

lengths (small to moderate codeword lengths) [15].
(v) Small packet lengths are typically well suited for

closed-loop MIMO systems.

4. Linear Precoding

The full knowledge of the channel state information at the
transmitter side (Tx-CSI) permits the application of linear
precoding operation in MIMO transmissions. It consists in
a matrix multiplication operation that is applied to the trans-
mitted signal which combines the symbols on the different
antennas. This antenna allocation operation is determined
and designed in such a way that allows the optimization of
a well-defined criterion. Therefore, different linear precoders
are defined because of the different optimization criteria.
These precoders are mainly divided into two categories:
diagonal precoders that allow transforming theMIMO trans-
mission system into parallel independent SISO systems and
nondiagonal precoders.

The precoders are detailed hereafter for the sake of
presenting them on the same formalism, which facilitates
the presentation of our proposed scheme and allows the
comparison in terms of both EXIT analysis (Section 6) and
numerical simulations (Section 7).

4.1. Diagonal Precoders. For diagonal precoders, the precod-
ing matrix has the following expression:

F
𝑑
= diag (√𝑝

1
, . . . , √𝑝

𝑏
) , (6)

where 𝑝
𝑖
(𝑖 = 1, . . . , 𝑏) represents the power allocation of the

𝑖th subchannel.
Knowing that the transformation of the channel model

gives a diagonal channel A
𝜐
the use of a diagonal precoder

will result in completely independent subchannels and the
transmission system is therefore equivalent to distributing
the symbols onto parallel independent subsystems.

The power constraint in this case is expressed as

𝑏

∑

𝑖=1

𝑝
𝑖
= 1. (7)

The main optimization criteria that lead to diagonal
precoders are the maximization of the postprocessing SNR
[16], the maximization of the channel capacity [17], the
minimization of the BER [18], the minimization of the

mean square error (MSE) [19], the maintaining of fixed
ratios between the postprocessing SNR values of the different
subchannels [19].

4.1.1. Max-SNR Precoder. Maximizing the postprocessing
SNR leads to a transmission over one subchannel only,
corresponding to the highest subchannel singular value 𝜎

1
.

If we apply the power constraint, we obtain 𝑝
1
= 1 and 𝑝

𝑖
= 0

for 𝑖 = 2, . . . , 𝑏. The max-SNR solution simplifies the signal
model equation that becomes

𝑦 = 𝜎
1
𝑠 + 𝑛. (8)

4.1.2. Water-Filling Precoder. The optimization criterion that
maximizes the channel capacity leads to the Water-Filling
(WF) precoder. The channel capacity can be expressed as

𝐶 =

𝑏

∑

𝑖=1

log
2

(1 +

𝐸
𝑠

𝑁
0

× 𝑝
𝑖
𝜎
2

𝑖

) (9)

with 𝐸
𝑠
= 𝐸[|𝑠|

2
] and𝑁

0
= 𝐸[|𝑛|

2

].
We set

�̃�
𝑖
= 𝜎
𝑖

√

𝐸
𝑠

𝑁
0

(10)

and then the maximization of 𝐶 gives the following power
allocation strategy:

𝑝
𝑖
=

{

{

{

Ψ −

1

�̃�
2

𝑖

if Ψ >

1

�̃�
2

𝑖

0 otherwise

for 𝑖 = 1, . . . , 𝑏,

(11)

where the threshold Ψ is defined by

Ψ =

1 + 𝛾
Ψ

𝑏
Ψ

;

𝛾
Ψ
=

𝑏Ψ

∑

𝑖=1

1

�̃�
2

𝑖

(12)

and 𝑏
Ψ
= 𝑖 the greatest value in {1, . . . , 𝑏} such that Ψ > 1/�̃�

2

𝑖

.
The power allocation strategy of the WF precoder

depends on the SNR values of the subchannels (i.e., �̃�2
𝑖

for
𝑖 = 1, 2, . . . , 𝑏). The precoder allows the cancellation of the
most disadvantaged subchannels. The total average power is
then distributed among the strongest 𝑏

Ψ
subchannels.

In a (2, 2) MIMO system, this results in either transmit-
ting over 2 subchannels or using only the most advantageous
one.Wewill show later the switch of this precoder in function
of the SNR values.

4.1.3. MMSE Precoder. The optimization criterion of the
MMSEprecoder is theminimization of themean square error
that is expressed as

MSE = 𝐸 [




y − s



2

] =

𝑏

∑

𝑖=1

𝐸 [




(𝜎
𝑖
√𝑝
𝑖
− 1) 𝑠
𝑖
+ 𝑛
𝑖






2

] (13)
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and then the minimization of MSE gives the following power
allocation strategy:

𝑝
𝑖
=

{

{

{

1

�̃�
𝑖

(ΨMMSE −
1

�̃�
𝑖

) if ΨMMSE >

1

�̃�
𝑖

0 otherwise

for 𝑖 = 1, . . . , 𝑏,

(14)

where the threshold ΨMMSE is defined by

ΨMMSE =

1 + 𝛾
ΨMMSE

∑

𝑏ΨMMSE
𝑖=1

(1/�̃�
𝑖
)

;

𝛾
ΨMMSE

=

𝑏ΨMMSE

∑

𝑖=1

1

�̃�
2

𝑖

.

(15)

The power allocation strategy of the MMSE precoder
depends on the SNR values of the subchannels also and may
lead to subchannel cancellation; that is, 𝑏

ΨMMSE
subchannels

are used (in the case of 𝑏 = 2, only one subchannel is used).

4.1.4. Quality of Service and Equal Error Precoders. Thepower
allocation strategy of the Quality of Service (QoS) precoder
aims tomaintain fixed ratios between the postprocessing SNR
values of the different subchannels [19], which are expressed
as

𝛾
𝑖
= 𝑝
𝑖
�̃�
2

𝑖

=

𝑤
𝑖

∑
𝑏

𝑘=1

𝑤
𝑘
/�̃�
2

𝑘

for 𝑖 = 1, . . . , 𝑏, (16)

where 𝑤
1
= 1 > 𝑤

2
> ⋅ ⋅ ⋅ > 𝑤

𝑏
are the fixed SNR ratios

between subchannel 𝑖 ̸= 1 and subchannel 1 (i.e., 𝑤
𝑖
= 𝛾
𝑖
/𝛾
1
).

The Equal Error (EE) precoder is the particular case
of the QoS precoder where all subchannels have the same
postprocessing SNR value 𝛾

𝑖
by setting 𝑤

1
= 𝑤
2
= ⋅ ⋅ ⋅ = 𝑤

𝑏
=

1.

4.2. Nondiagonal Precoders. Unlike diagonal precoders, the
precoding matrix of nondiagonal precoders is a nondiagonal
matrix. In our study, we focus on two of the best performing
nondiagonal precoders which are based on the minimal
Euclidean distance criterion: the max-𝑑min precoder [3] and
the max-𝑑min-DFT precoder (Discrete Fourier Transform)
[20].

4.2.1. Max-𝑑min. The minimum Euclidean distance between
signal points on the receiver’s constellation affects the system
performances, especially with theML detector [21].Themax-
𝑑min precoder is designed with the criterion of maximizing
this minimal Euclidean distance 𝑑min which is expressed as

𝑑min = min
𝜖∈E





A
𝜐
F
𝑑
𝜖




, (17)

where 𝜖 = s
𝑘
−s
𝑙
is the error vector between vector symbols

s
𝑘
and s
𝑙
for 𝑘 ̸= 𝑙, E being the set of all error vectors. The

max-𝑑min precoder can then be obtained by solving

F𝑑min
𝑑

= argmax
F𝑑

𝑑min (F𝑑) (18)

under the power constraint ‖F
𝑑
‖
2

𝐹

= 1.

Collin et al. give in [3] a solution for (17) for the case of
𝑏 = 2 and a 4-QAM modulation. For two data streams, the
precoding matrix is written as

F
𝑑
= (

cos𝜓 0

0 sin𝜓
)(

cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃

)(

1 0

0 𝑒
𝑗𝜙

) (19)

and the channel matrix is written as

A
𝜐
= 𝜌(

cos 𝛾 0

0 sin 𝛾
) , (20)

where 𝜌2 = 𝜎
2

1

+ 𝜎
2

2

and tan 𝛾 = 𝜎
2
/𝜎
1
.

For 4-QAMmodulation, the values of the triplet (𝜓, 𝜃, 𝜙)
that maximizes 𝑑min depend on the parameter 𝛾, and two
cases are possible:

(i) if 𝛾 < 𝛾
0
, we have

𝜓 = 0,

𝜃 = atan( 2

(√6 + √2)

) ,

𝜙 = 15
∘

;

(21)

(ii) if 𝛾 ≥ 𝛾
0
, we have

𝜓 = atan(
(√2 − 1)

tan 𝛾
) ,

𝜃 = 45
∘

,

𝜙 = 45
∘

(22)

with 𝛾
0
≈ 17.28

∘.

4.2.2. Max-𝑑min-DFT. The general form of this precoder can
be written as

F
𝑑
= diag (√𝑝

1
, . . . , √𝑝

𝑏
)𝑊
𝑏
, (23)

where𝑊
𝑏
is the DFT matrix defined as

𝑊
𝑏
= (𝑤
𝑘𝑙

)
𝑘,𝑙=0,...,𝑏−1

(24)

with 𝑤 = 𝑒
𝑗2𝜋/𝑏.

For 𝑏 = 2, the DFT matrix is written as

𝑊
2
= (

1 1

1 −1

) . (25)

The power allocation strategy aims to optimize the
minimal Euclidean distance 𝑑min, which leads to a switch to
the max-SNR solution at 𝛾DFT = atan(1/√7) = 20.70

∘.
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Figure 1: Proposed block diagram scheme.

For 𝛾 < 𝛾DFT, the max-SNR precoder is used, while for
𝛾 > 𝛾DFT, considering the form expressed in (19), we obtain
the following triplet values:

𝜓 = atan( 1

(√3 tan 𝛾)
) ,

𝜃 = 45
∘

𝜙 = 0.

(26)

5. Proposed Scheme

The block diagram of the proposed scheme is detailed in
Figure 1. A sparse parity check matrix H of dimension (𝑀 ×

𝑁) whose elements are in the Galois field GF(𝑞) defines
the LDPC code, with 𝑀 = 𝑁 − 𝐾, where 𝐾 and 𝑁 are,
respectively, the source block length and the transmitted
code block length. Data stream is encoded through the
LDPC encoder into the codeword k and then mapped into
𝑏 × 2

𝑚-QAM symbol vectors. Note that the code alphabet
matches the 𝑏-dimensional constellation alphabet (i.e., 𝑞 =

2
𝑚𝑏). The precoding matrix F

𝑑
is applied to the transmitted

symbol vectors before transmission through the channel
A
𝜐
(A
𝜐

= G
𝜐
AF
𝜐
) where the transformed AWGN noise

vector is added. The received symbol vector y is used to
compute the log likelihood ratio vector (LLRV) required for
log-BP initialization.

The LLRV corresponding to the variable-node V, accord-
ing to the channel model, is given by

Lk = [𝐿V (V = 1) 𝐿V (V = 𝛼) ⋅ ⋅ ⋅ 𝐿V (V = 𝛼
𝑞−2

)] , (27)

where {0, 1, 𝛼, . . . , 𝛼𝑞−2} are the elements of GF(𝑞), 𝛼 repre-
sents the primitive element, and

𝐿V (V = 𝛼
𝑘

) = log(
𝑃(y | V = 𝛼

𝑘

)

𝑃 (y | V = 0)

) for 𝑘 = 0, . . . , 𝑞 − 2.

(28)

The channel LLR value computation is actually done
using the following expression:

𝐿V (V = 𝛼
𝑘

) = −

1

𝑁
0

(






y−A
𝜐
F
𝑑
s(𝑘+1)



2

−






y−A
𝜐
F
𝑑
s(0)



2

) ,

(29)

where s(𝑘) represent all possible elements of vectors s for 𝑘 =

0, 1, . . . , 𝑞 − 2.
The LLRV values of (28), calculated for all nonbinary

GF symbols of a codeword, are the intrinsic messages given
as input to the Belief Propagation algorithm. They serve to
initialize extrinsic messages, which are then updated through
the iterated exchange ofmessages between variable and check
nodes in the Tanner graph representing the code. At the end
of every iteration, a posteriori messages are calculated for a
decoding attempt. The procedure stops when all the parity
check equations are satisfied (null syndrome) or when the
maximumnumber of iterations is reached (decoding failure).

6. EXIT Analysis

EXIT charts predict the behavior of the BP decoder on the
basis of only simulated behavior of the individual compo-
nents decoders (variable-node decoder (VND) and check-
node decoder (CND)). Using this approach it is only nec-
essary to simulate the behavior of each component decoder
once. Such charts that track the mutual information at each
iteration give an excellent visual representation to analyze the
decoding convergence.

In [9], Bennatan and Burshtein extend the development
of EXIT charts for binary LDPC codes to NB-LDPC codes. In
the following, the main results are presented.

Themutual information 𝐼(𝐶; L) between the code symbol
𝐶 and its corresponding LLR vector L (a priori or extrinsic
information from VND and CND at each iteration step) can
be expressed as

𝐼 (𝐶; L) = 1 − 𝐸[log
𝑞

(1 +

𝑞−1

∑

𝑖=1

𝑒
−Li

) | 𝐶 = 0] . (30)

The conditioning on 𝐶 = 0 results in the classical all-
zero codeword assumption where the decoder performance
is independent of the transmitted codeword.

Using a Gaussian distribution approximation of L (mean
m and covariance matrix Σ) and symmetry and permutation
invariance assumptions as defined in [9], the number of
parameters is reduced from 𝑞 − 1 to one parameter denoted
by 𝜎 such that

m =

[
[
[
[
[
[
[
[
[
[
[

[

𝜎
2

2

𝜎
2

2

.

.

.

𝜎
2

2

]
]
]
]
]
]
]
]
]
]
]

]

; Σ =

[
[
[
[
[
[
[
[
[

[

𝜎
2

𝜎
2

2

𝜎
2

⋅ ⋅ ⋅

𝜎
2

2

𝜎
2

]
]
]
]
]
]
]
]
]

]

. (31)

That is,𝑚
𝑖
= 𝜎
2

/2, 𝑖 = 1, . . . , 𝑞 − 1, and Σ
𝑖,𝑗

= 𝜎
2 if 𝑖 = 𝑗 and

𝜎
2

/2 otherwise.
The computation of (30) can be numerically evaluated

by using the Gaussian approximation (31) and results in a
monotonically increasing function 𝐽

𝑞
(𝜎) = 𝐼(𝐶; L) with

values from 0 to 1. We denote by 𝐽
−1

𝑞

(𝐼) the corresponding
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inverse function. These functions can be obtained by using
fitting polynomial approximation [9].

These assumptions result in the expression of the classical
mutual information relations for the CND and VND regular
LDPC codes, similarly to the binary case:

𝐼
𝐸,VND (𝐼

𝐴
; 𝑑V, 𝐼
(0)

)

≈ 𝐽
𝑞
(√(𝑑V − 1) [𝐽

−1

𝑞

(𝐼
𝐴
)]

2

+ [𝐽
−1

𝑞

(𝐼
(0)

)]

2

) ,

(32)

𝐼
𝐸,CND (𝐼

𝐴
; 𝑑
𝑐
) ≈ 1 − 𝐽

𝑞
(√𝑑
𝑐
− 1𝐽
−1

𝑞

(1 − 𝐼
𝐴
)) , (33)

where 𝐼
𝐴

and 𝐼
(0) denote the mutual information of the

incoming and the initial message, respectively. 𝐼(0) equals the
capacity of the channel and is given by

𝐼
(0)

= 1 −

1

𝑞

𝑞

∑

𝑖=1

𝐸n𝜐
{

{

{

log
𝑞

𝑞

∑

𝑗=1

𝑒
−𝑑𝑖,𝑗

}

}

}

(34)

with 𝑑
𝑖,𝑗
= (1/𝑁

0
)(‖A
𝜐
F
𝑑
(s
𝑖
− s
𝑗
)+n
𝜐
‖
2

−‖n
𝜐
‖
2

) and 𝑞 = 2
𝑚𝑏.

Unlike (33), (32) depends on the channel information
(SNR value and MIMO precoding). Based on (32) the com-
putation of 𝐼

𝐸,VND highly depends on themutual information
𝐼
(0). Higher 𝐼

(0) implies a higher 𝐼
𝐸,VND curve (𝐽

𝑞
(𝜎) and

𝐽
−1

𝑞

(𝐼) monotonically increasing functions), which means
that the convergence point with the 𝐼

𝐸,CND curve will be
closer to one. Therefore, by examining the 𝐼

(0) curves for
the different precoders, we should be able to predict the
performance of the association with the LDPC code.

In Figure 2, the mutual information 𝐼
(0) is plotted for

every precoder for 𝑏 = 2 data streams in function of 𝛾 (cf. (20)
and (34)). This plot is shown for a given received normalized
SNR equal to 8.0 dB and defined as

SNR
𝑅
=

‖A‖2
𝐹

𝑛
𝑅
𝑛
𝑇

𝐸
𝑠

𝑁
0

. (35)

Since the channel energy ‖A‖2
𝐹

= 𝜌
2 is included in SNR

𝑅
,

𝐼
(0) does not depend on 𝜌2.Thus 𝐼(0) shows only the influence
of the parameter 𝛾 for each precoder (cf. (20) and (34)). Note
that the values of 𝐼(0) are between 0 and 1 since logarithm log

𝑞

uses base 𝑞 = 2
𝑚𝑏. In terms of bit per symbol time, the channel

capacity is equal to 𝑏𝑚𝐼
(0), with 𝑏 = 2, and 𝑚 = 2 (4-QAM);

values are between 0 and 𝑏𝑚 = 4.
In order to maintain a constant transmission throughput

and knowing that some precoders may cancel the weak sub-
channel and transmit only on the best one, the modulation
of the data stream was set to switch to 16-QAM whenever
the precoder cancels one subchannel.Therefore the precoders
will be denoted in the simulation results as presented in
Table 1.

In order to analyze the performance of the precoders in a
given Rayleigh MIMO system, it is important to examine the
distribution (pdf) of the 𝛾 angle.Therefore, Figure 3 plots the
probability density function of 𝛾 for Rayleigh channel model

Table 1: Precoder notations.

Precoder Notation
Max-SNR (1 × 16QAM) MaxSNR
Water-Filling (2 × 4QAM/1 × 16QAM) WF
MMSE (2 × 4QAM/1 × 16QAM) MMSE
Equal Error (2 × 4QAM) EE
Quality of Service
(2 × 4QAM-WdB with𝑊 = 10log

10

𝑤
2

) QoS

Max-𝑑min (2 × 4QAM) MaxDmin
Max-𝑑min-DFT-2 × 4QAM/1 × 16QAM MaxdminDFT
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Figure 2: Mutual information 𝐼
(0) in function of 𝛾 for different

precoders.

([A]𝑖𝑗 ∼ NC(0, 1)) for both MIMO (2, 2) and MIMO (2, 4)
systems [22].

Figure 3 shows that, in the case of MIMO (2, 2) system,
the pdf is larger for low 𝛾 values than for high 𝛾 values, while,
in the case of MIMO (2, 4) system, the pdf is considerably
larger for high 𝛾 values than for low 𝛾 values. This will be
helpful in order to explain the BER performance with regard
to the 𝐼

(0) values in function of 𝛾. The 𝐼
(0) values for low

𝛾 values will affect the MIMO (2, 2) system and the 𝐼
(0)

values for high 𝛾 values will affect the MIMO (2, 4) system
performance.

Now that 𝛾 distribution is known for both MIMO
systems, the impact of 𝛾 on 𝐼

(0) for every precoder can
be analyzed, and the performance of each precoder can be
predicted for both MIMO systems.

In Figure 2, the curve corresponding to the Equal Error
precoder has the lowest values for small 𝛾 values and does
not increase much for large 𝛾 values, compared to other
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Figure 3: Probability density functions of the 𝛾 channel angle for
Rayleigh MIMO (2, 2) and MIMO (2, 4) systems.

precoders. This will affect the performance of this precoder
that should be among the worse compared to other precoders
especially in the case of MIMO (2, 2) system.

The curve of the QoS precoder is slightly higher than the
EE one, which will result in a slight performance improve-
ment for both MIMO systems.

The WF precoder is a diagonal precoder that is capable
of using two subchannels or cancelling the second when the
threshold stated in (11) is exceeded. This appears in its curve
where high 𝐼

(0) values are recorded for small 𝛾 values, and
a switch is clearly seen above a 𝛾 limit, where this precoder
becomes even worse than the EE. This deterioration will be
retrieved in the performance level when 𝛾 values increase
(MIMO (2, 4)).

The MMSE precoder applies a similar cancellation strat-
egy as the WF with a smaller switch angle. Its curve shows
lower 𝐼(0) values than the WF for small 𝛾 and greater 𝐼(0)
values for large 𝛾. This will be reflected in better performance
ofMMSE compared toWF in the case ofMIMO (2, 4) system.

These curves show that all diagonal precoders have low
𝐼
(0) values, which predicts poor performance in terms of BER.

The max-SNR precoder, which can be considered as
a special precoder because of its use of one subchannel
only, reaches high 𝐼

(0) values for small 𝛾 values. For high 𝛾

values, the precoder strategy is to always use one subchannel
only, thus wasting the second subchannel that became more
advantageous when 𝛾 values are high. The max-SNR 𝐼

(0)

curve decreases with increasing 𝛾 and becomes low.Themax-
SNR precoder will have performance as good as nondiagonal
precoders for MIMO (2, 2) system and will see its perfor-
mance deteriorated for MIMO (2, 4) system.

Finally, the nondiagonal precoders based on the mini-
mum Euclidean distance criterion (max-𝑑min and max-𝑑min-
DFT) have both a constant 𝐼

(0) value larger than all the
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Figure 4: BER performance of the proposed scheme for a (2, 2)
MIMO system.

others, whatever the 𝛾 values are. This will result in a better
performance of both MIMO systems.

As it is shown in (34), the minimum Euclidean distance
appears in the computation of 𝐼(0), and the curves of Figure 2
confirm that this criterion is well-suited with the LDPC code
association.

In addition, the high values of 𝐼(0) for the nondiagonal
precoders predict not only better performance in terms of
BER, but also a higher convergence rate due to the smaller
number of iterations needed in order to reach convergence
point on the EXIT charts.

This analysis of the 𝐼(0) curves for different precoders will
be verified through simulations and the predicted results will
be confirmed hereafter (Figures 4 and 5).

7. Simulation Results

The performance of the proposed power allocation scheme
has been validated through a series of simulations that
assess the achieved improvement in terms of both BER and
convergence rate.

The precoders under evaluation are all the above cited
diagonal and nondiagonal precoders. LDPC codes are con-
structed over GF(16) and different parity check matrices
are used, having different rates, all derived from matrices
designed in the framework ofDAVINCIProject [8, 23]. Simu-
lations have been run on two differentMIMO configurations:
a symmetric (2, 2) system and an asymmetric (2, 4) system.
The number of subchannels is set to 𝑏 = 2. The modulation
is set to 4-QAM. We consider a flat-fading channel with
a Rayleigh distribution model. A new channel realization
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Figure 5: BER performance of the proposed scheme for a (2, 4)
MIMO system.

Table 2: SNR per bit definition.

System with precoding 𝐸
𝑏

/𝑁
0

= (𝐸
𝑠

/𝑁
0

)(1/4𝑅)
System without precoding
(spatial multiplexing) 𝐸

𝑏

/𝑁
0

= (𝑛
𝑇

𝐸
𝑠

/𝑁
0

)(1/4𝑅)

is considered at each transmitted codeword with [A]𝑖𝑗 ∼

NC(0, 1). The SNR per bit is defined in Table 2.
Figure 4 illustrates the BER performances versus SNR

for a (2, 2) MIMO transmission system with LDPC code
designed from the parity check matrix having the following
parameters:

(i) matrix size: 𝑁 = 384, 𝑀 = 64, the numbers
of nonzero elements in columns and rows being,
respectively, 𝑑V = 2 and 𝑑

𝑐
= 12,

code rate: 𝑅 = 5/6 = 0.83,
girth: 8.

The curves on this figure assess the performance of the
proposed scheme predicted above by EXIT analysis and
confirm the results for the MIMO (2, 2) system.

Figure 4 shows that applying diagonal precoders on
MIMO systems with LDPC codes deteriorates the perfor-
mance of the transmission. All diagonal precoders present
higher BER than the system with no precoding that was
plotted as reference. The only precoders that permit a gain
of about 4 dB at high 𝐸

𝑏
/𝑁
0
are the one based on the

minimal Euclidean distance criteria, alongwith themax-SNR
precoder.

Figure 5 illustrates another simulation done with the
same configuration over an asymmetric (2, 4)MIMO system.

The results show that the diagonal precoders are still dam-
aging the performance and that the max-𝑑min and the max-
𝑑min-DFT still allow a gain of up to 1 dB. The max-SNR
precoder shows a weaker performance than that of the
symmetric (2, 2) MIMO system.

These simulations confirm the performance predicted
from the 𝐼(0) values in Figure 2.

These results suggest that the power allocation optimiza-
tion of LDPC coded MIMO systems should be done using
minimal Euclidean distance based precoders.

The use of SVD allows transforming the MIMO channel
matrix into 𝑏 parallel independent eigensubchannels. The
diagonal precoder (F

𝑑
is a diagonal matrix) preserves the

diagonal structure, which allows transmitting each symbol
over each eigensubchannel. The diagonal matrix F

𝑑
allows

only obtaining a power allocation strategy among all the
subchannels used. In this particular case, the diagonal struc-
ture leads to diversity loss. The diversity order of diagonal
precoders using 𝑏 substreams is (𝑛

𝑇
−𝑏+1)(𝑛

𝑅
−𝑏+1). Hence,

increasing the throughput by sending multiple symbols at a
time loses the full diversity order over flat-fading channel
[24, 25].Weobtain performance degradation in terms of BER.
Only the special case for max-SNR precoder (𝑏 = 1) can
reach full diversity order. The proposed NB-LDPC codes are
not well suited for diagonal closed-loop systems (𝑏 > 1) due
to the bad LLRV initialization of the log-BP algorithm. This
bad initialization was clearly examined in the VND curves
of the diagonal precoders (Figure 2). The max-𝑑min precoder
that presents full diversity order [22] is well suited with the
proposed NB-LDPC. The 𝐼(0) values of Figure 2 have already
predicted this good match.

Therefore, other simulations have been conducted on the
max-𝑑min precoder (in which performances appear to be
equivalent to the max-𝑑min-DFT) in order to validate these
results, and four different systems have been compared. The
first one is a (2, 2) MIMO transmission without any error
correcting coding or precoding. This system is equivalent to
“spatial multiplexing (SM).” The second system consists in
the sameMIMO scheme with the LDPC coding block, which
is referred to as “SM-LDPC.” The third system consists in a
MIMO scheme where the max-𝑑min precoder is applied and
is referred to as “max-𝑑min.” The last system is the MIMO
scheme with LDPC coding and where the power allocation
optimization is done by applying the max-𝑑min precoder and
is referred to as “max-𝑑min-LDPC.” Figures 6, 7, and 8 show
BER performance of these four systems for LDPC codes rates
of 0.5 (𝑑

𝑐
= 4), 0.75 (𝑑

𝑐
= 8), and 0.83 (𝑑

𝑐
= 12), respectively.

In Figure 6 we can see that the SM-LDPC system reaches
the BER value of 10−5 for 𝐸

𝑏
/𝑁
0
equal to 12.5 dB while the

max-𝑑min-LDPC system reaches the same BER value for only
11 dB. Consequently, the max-𝑑min-LDPC system has a gain
of 1.5 dB over the SM-LDPC system for this same BER value.

In Figure 7, it can be noted that, for a higher code rate,
the gain of the max-𝑑min-LDPC system over the SM-LDPC is
increased and attains 4.2 dB for a BER value of 10−5.

In Figure 8, the increase of the gain between the max-
𝑑min-LDPC and the SM-LDPC systems reaches 5 dB for
a BER value of 10−5 and confirms that the improvement
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Figure 6: BER performance for max-𝑑min with LDPC code rate 𝑅 =
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brought by the max-𝑑min precoder to an LDPC codedMIMO
system is more significant for LDPC codes with higher rates.

The presence of themax-𝑑min precoder allows an increase
of the spectral efficiency compared to the SM-LDPC system.
For example, we can see that the BER performance of the
SM-LDPC for code rate 𝑅 = 0.5 (Figure 6) and the BER
performance of the max-𝑑min-LDPC for code rate 𝑅 = 0.83

(Figure 8) are very similar.The transmission rate is 4×0.5 = 2

for SM-LDPC and 4 × 0.83 = 3.33 for max-𝑑min-LDPC. This
is equivalent to a 67% increase in the transmission rate for
the same BER performance, due to the use of the max-𝑑min
precoder.
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Figure 9: Probability of number of iterations till convergence for
SM-LDPC and max-𝑑min-LDPC transmissions.

The convergence rate of the LDPC decoder, when com-
bined with linear precoding, has been appraised through the
simulations and the results point out that a slight improve-
ment is obtained compared to the SM-LDPC transmissions.
This result has been already predicted and explained via the
EXIT charts analysis above.

We denote by “Nb-iter” the required number of iterations
for the BP algorithm to converge (i.e., null syndrome).
Figure 9 plots the probability of Nb-iter to be less than or
equal to the numbers on the𝑥-axis (abscissa),𝑃 (Nb-iter≤ 𝑋)
for 𝑋 = 1, 2, . . . , 20 and for a fixed SNR per bit at 6 dB. For
𝑋 = 1 the BP algorithm converges at the iteration number 1 in
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23% of the cases for the SM-LDPC system, while it converges
at the first iteration in 49% of the cases for the max-𝑑min-
LDPC. For larger values of 𝑋, the gain becomes smaller, but
still noticeable.

8. Conclusion

We have presented in this paper a new power allocation
optimization scheme that deals with MIMO transmission
scheme using ultrasparse NB-LDPC codes adapted for
closed-loop MIMO systems and targeted for LTE-A with
small to moderate codeword lengths. The proposed scheme
makes use of a nondiagonal linear precoder based on the
minimal Euclidean distance criteria in order to improve
performance in terms of BER. Our study has shown that
it is possible to join precoding techniques to such MIMO
systems with NB-LDPC codes, but our simulation results
also reveal that no improvement is brought by diagonal
linear precoders when NB-LDPC codes are used. However,
the special case of the max-SNR is competitive for 𝑛

𝑇
=

𝑛
𝑅

= 2 only. The results of our simulation are predicted
and explained by a theoretical EXIT chart analysis that shows
the impact of using different precoders on the initial mutual
information of the decoder and subsequently its influence
on the performance of the proposed association. We have
established that using a full diversity order precoder (max-
𝑑min or max-𝑑min-DFT) along with NB-LDPC results in a
considerable improvement of the transmission performance
and leads to a slight improvement of the convergence rate
for the log Belief Propagation algorithm of LDPC decoder.
Consequently, thanks to the proposed scheme, a smaller
SNR is required to achieve a given BER value. The spectral
efficiency is also increased due to the use of LDPC codes
of higher rate along with the corresponding precoding. This
result implies less energy consumption in the system and
promotes green communication applications.
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