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Mobile services have become an essential part in the era
of 5G networks. The mobile system will be based on cloud
computing, IoT, user-centric services, and mobile commu-
nication. Cloud service is necessary to support mobility and
real-time operation, reliable content delivery such as content-
centric network, and content delivery networks together
with mobile cloud systems. Next generation mobile systems
and networks are also facing a huge challenge to handle a
large number of IoT devices because in the near future all
the devices will be connected with each other. So effective
networks and systems are necessary to manage and handle
the increasing numbers of devices such as cloud computing,
automated networkmanagement, new service platforms, and
new network architectures (e.g., Software Defined Network
(SDN) andNetwork Function Virtualization (NFV)) towards
the promising 5G mobile networks and services.

In this special issue, we have invited a few papers that
address such issues. Among them, ten selected papers are
addressed to researchers and engineers practicing in the
scientific areas for the next generation mobile system and
networks.

The paper entitled “An Architecture of IoT Service
Delegation and Resource Allocation Based on Collaboration
between Fog and Cloud Computing” by A. A. Alsaffar et
al. presents an architecture and new algorithm for smart
IoT service based on three conditions for managing and
delegating user request. They also propose a new technique
to take care of fog and cloud environment by allocating

resources to ensure QoS and service level agreement (SLA).
Their proposed scheme shows improved management, better
service delegation, efficient resource allocation, and big data
distribution compared to the existing methods.

The paper “Multivariate Multiple Regression Models for
a Big Data-Empowered SON Framework in Mobile Wireless
Networks” by Y. Shin et al. outlines the background of big
data, big data self-organizing networks (BSON) framework,
and multiple regression models. The authors propose multi-
variate multiple regression models for the BSON framework
with the implementation using MapReduce.

The paper titled “mCSQAM: Service Quality Assessment
Model in Mobile Cloud Services Environment” by Y.-R. Shin
and E.-N. Huh proposes an architecture named mCSQAM
to determine the quality metrics for limiting the problems of
cloud computing.The authors propose anAnalytic Hierarchy
Process (AHP) method to access the mobile cloud services
based on different requirements from the service consumers.

The paper named “Securing SDN Southbound and Data
Plane Communication with IBC” by J. Lam et al. presents
a distributed SDN secured communication with a multido-
main capable Identity-Based Cryptography (IBC) protocol,
particularly for the southbound and wireless data plane com-
munication. They also analyzed the TLS-secured Message
Queuing Telemetry Transport (MQTT) message exchange
protocol to find out the possible bandwidth saved with IBC.
The authors argue that this system is easier to use because
it ensures higher network performance and lower power
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consumption of the IoT devices as well as supporting more
IoT devices without upgrading the infrastructure.

The paper “Data-Driven Handover Optimization in
Next Generation Mobile Communication Networks” by P.-
C. Lin et al. addresses network densification problems
(mobility problems) for next generation mobile communi-
cation networks due to the increasing network capacity. The
authors propose a data-driven handover optimization (DHO)
method tomitigate the problems.TheDHOapproach collects
data frommobile communication to form a model through a
key performance indicator (KPI). The authors think that the
results using the proposed approach could successfully relieve
the mobility problems.

The paper named “Hierarchical Brokering with Feedback
Control Framework in Mobile Device-Centric Clouds” by
C.-L. Chen et al. presents a hierarchical brokering architec-
ture (HiBA) and Mobile Multicloud Networking (MMCN)
feedback control framework for next generation device-
centric cloud computing with the mathematical analysis for
availability and network latency. The authors perform an
experiment with HiBA federates heterogeneous mobile and
fixed devices in three tiers using different network interfaces.
From the results, it shows that the approach is an amended
platform for mobile cloud computing and ensures a sensible
solution to various services.

The paper titled “SDN Based User-Centric Framework
for HeterogeneousWireless Networks” by Z. Lu et al. designs
a new framework for heterogeneous wireless networks with
the support of user-centricity to fulfill users’ preferences
and requirements. Away from the conventional framework
SDN based framework provides better performance. As SDN
has decoupled data and control plane virtually and logically
centralized structure, it is easy to manage the HetNets in
an efficient and flexible way. In this paper, the authors also
analyze the possible overheads of the user-centric framework
such as signaling overhead and control delay.

Thepaper “Performance Evaluation ofMoving Small-Cell
NetworkwithProactiveCache” byY.M.Kwon et al. presents a
moving small-cells (mSCs) network, its architecture, and the
proposed proactive caching mechanism. The results confirm
that the QoS of moving cell can be improved by using
mSCs together with proactive caching which also reduces
the wireless backhaul load and increases the overall network
capacity. The authors also argue that the overall network
performance is highly dependent on the number of mSCs
deployed, cache size, and content popularity.

The paper entitled “SmartCop: Enabling Smart Traffic
Violations Ticketing in Vehicular Named Data Networks”
by S. H. Ahmed et al. addresses a problem of smart traffic
violation ticketing (TVT) in Vehicular Ad hoc Networks
(VANETs). The existing technologies are not suitable for
VANETs as its dependency on named contents instead of
host contents. In this paper, the authors propose a smart
TVT system for vehicular named data networking termed as
SmartCop which helps a cop vehicle (CV) to issue a TVT
to the offenders autonomously. They also provide simulated
comparison results for messaging delay, ticket issuing delay,
and percentage of detection for different vehicles, CVs, and
also the vehicles speeds which are being assessed.

The paper entitled “Survey of Promising Technologies for
5G Networks” by N. T. Le et al. provides a comprehensive
survey of the promising technologies for 5G networks such as
Software Defined Networking (SDN), cloud computing, IoT,
and other wireless technologies.They outline the surveys and
provide the future research direction of these technologies for
5G networks.
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As an enhancement of cellular networks, the future-generation 5G network can be considered an ultra-high-speed technology.The
proposed 5G network might include all types of advanced dominant technologies to provide remarkable services. Consequently,
new architectures and service management schemes for different applications of the emerging technologies need to be
recommended to solve issues related to data traffic capacity, high data rate, and reliability for ensuring QoS. Cloud computing,
Internet of things (IoT), and software-defined networking (SDN) have become some of the core technologies for the 5G network.
Cloud-based services provide flexible and efficient solutions for information and communications technology by reducing the cost
of investing in and managing information technology infrastructure. In terms of functionality, SDN is a promising architecture
that decouples control planes and data planes to support programmability, adaptability, and flexibility in ever-changing network
architectures. However, IoT combines cloud computing and SDN to achieve greater productivity for evolving technologies in 5G
by facilitating interaction between the physical and human world. The major objective of this study provides a lawless vision on
comprehensive works related to enabling technologies for the next generation of mobile systems and networks, mainly focusing on
5G mobile communications.

1. Introduction

Mobile communication andwireless networks have advanced
phenomenally during the last decade. The ever-growing
increase in the demand for resources, especially for multi-
media data, with high quality of service (QoS) requirements,
has promoted the development of 3G and 4G wireless
networks. Nevertheless, the achievements of the development
in technology cannot fulfill the proper satisfaction.Therefore,
the idea of 5G networks that represent networks beyond 4G
has become the need of the hour. 5G networks have come
into existence owing to the numerous challenges facing 4G
networks, such as need for higher data rate and capacity,
lower cost, lower end-to-end latency, and massive inter-
device connectivity. However, a comprehensive analysis of
future networks or next generation networks of information
systems that discusses in related forums and standardization
is really challenging. The enabling technologies for next gen-
eration mobile systems and networking have been surveyed

in this paper, which provides readers a clear vision of the
current status.

The planning for future network architecture seems to be
the definition of Next Generation Networks (NGN). NGN,
a great issue for the internet protocol- (IP-) based future
of mobile network infrastructure, is considered as a conver-
gence of communication networks which tries to reduce cost
and offers integrated services via a core backbone network.
It inherits three different advantages of various networking
technologies, namely, layered structure, standard interfaces
andmultiple services, and functions that can be implemented
in several layers ranging from MAC to application. With the
increase in the number of Internet users and QoS require-
ments, NGN has become a moving trend for deployment.
It established convergence of user access and integrated
communication network services with IP technology. The
motivation behind the migration of networking systems
from the traditional telecommunication network toNGNhas
been developed based on the advantages of backbone cost
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reduction, possibility of fast and new service deployment,
controllable QoS, compatibility between fixed and wireless
networks, network management centralization, and so on.
Existing network services based multimedia application such
as voice, data, and video transmission at high speeds will be
offered as an important outcome of NGN deployment for the
fixed and mobile service integration topology. Furthermore,
NGN provides low-cost service at high data rates.

The concept of the future network can also be the fifth-
generation mobile system, 5G. Over the course of the long
history of mobile communication systems from the first
generation to 4G LTE-A (Long Term Evolution Advanced),
themobile communications industry has achieved enormous
advances in data communication. The next generation can
be a revolution in mobile networks that will achieve the
best performance in terms of coverage capability, energy
consumption, data speeds of 1 Gbps, and better security
and energy efficiency over spectral compared to previous
networking systems. However, the next generation wireless
communication network has not been defined and char-
acterized exactly. Research on 5G has been initiated by
many projects, organizations, and standardization forums.
Such research on 5G might be directed by the limitations
of current technologies. The key requirements of 5G are
real wireless communication with no limitation of coverage
edge, access policy, and density zone. Secondly, the network
should be able to support high-resolution multimedia (HD)
broadcasting service.Thirdly, it should have faster data speeds
than the previous generations. Finally, it should support new
services based on wearable devices. In addition, the NGN is
expected to have massive interdevice connections, which can
be termed as Connection of Things. The research on 5G is
different from that on previous-generation networks because
of the limitations of resources in the RF band.The 5Gwireless
network will mainly focus on new spectrum, multiple-input-
multiple-output (MIMO) diversity, transmission access, and
new architecture for capacity and connection time [1].

It is a very challenging issue to meet the QoS requirement
at a selection service for any network architecture. The
convergence of networking and cloud computing are under
the consideration inNGNs to copewith theQoS demand.The
controllability, management, and optimization of computing
resources are the main factors affecting networking perfor-
mance in the case of cloud computing. One of the advantages
of cloud computing is that it is encapsulation-free, which
means that users can access services from any location irre-
spective of host or end device. User can use services without
understanding how they operate or deliver data. However,
large numbers of vendors are getting interested in informa-
tion support, storage, and resource computation using cloud-
hosting services. With traditional web technology-based
services, the relative positions of client and server strongly
affect the systemQoS and the quality of experience (QoE) [2].
Therefore, future-generationwireless networks are facedwith
multiple emerging challenges. The Internet of things (IoT)
has emerged as one of the leading technologies for future-
generation technologies because it is based on the concept of
device interconnection, which can be a step toward achieving
the QoS and QoE requirements. It is a conceptualization of a

cyber-physical system (CPS), a way for using embedded tech-
nologies in the future-generation network. Physical systems
are unifiedwith the networking and computation system.The
scalability of the future-generation network depends on the
IoT system because it is a method of assisting connections
among a large number of devices in a whole system. IoT
has evolved as a system of uninterrupted communication
between any device with another device at any place and
time. However, the IoT architecture has come under question
lately because it is very difficult to support all devices in
an inflexible architecture with the traditional networking
system. Consequently, several organizations, companies, and
committees are working on the standardization issues of IoT
to create a unique platform for future-generation networks.

The development of networking depends on the flexibility
andmobility of users, and server visualization, which plays an
important role in responding effectively and in a timely man-
ner to the dynamic requirements of applications or users.The
traditional network infrastructure is continuously becoming
obsolete because of the lack of these features. Moreover,
manual changes in network configurations increase the com-
plexity of network management, making it nearly impossible
at times. The existing infrastructure cannot support priority-
based packet-forwarding or dynamic resource allocation to
users. Hence, network management, at its root level, has
become a challenging issue owing to the limitations of
traditional hardware-based networking, such as complex and
costly network configuration, and lack of policy changes
and fault management. As networking technologies evolve,
the network should be able to support the ever-changing
networking functionalities of future network infrastructure,
such as integration with new services, dynamic network
control, better QoS, and efficient packet-forwarding. How-
ever, traditional networks cannot support the ever-changing
demand of networking technologies. Therefore, software-
defined networking (SDN), an emerging technology, can be
employed to overcome the limitations of the current networks
with the separation of network control from the underlying
data planes or switching devices. By breaking the virtual inte-
gration between the data plane and the control plane and by
using a centralized SDN controller, SDN provides flexibility
in changing network policies, easy hardware implementation,
and facilitates network innovation and evolution [3, 4]. By
integrating SDNwith network function virtualization (NFV),
one can gain a global view of the entire network by using an
open interface such asOpenFlow and the centralized network
controller. SDN can support new services and programs at
any level of user requirement or need. Furthermore, SDN
has attracted considerable interest from both academia and
industry over the past few years. It is, after all, an important
step in the evolution and development of future network
infrastructures.

In this paper, we provide a comprehensive overview of
the ongoing research on the enabling technologies for the
5G network. We present the status of work on the important
technologies and service models for the next generation of
mobile systems and networks. The remainder of this paper is
organized as follows. A newmodel for network control, SDN,
and NFV is described in Section 2, while Section 3 presents a
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survey of the cloud computing model from the viewpoints of
network operation and management. The current standard-
ization status, architectures, and applications of IoT for 5G
networks are discussed in Section 4. An overview of mobile
access networks is presented in Section 5. Our concluding
remarks are given in Section 6.

2. Software-Defined Networking (SDN) for 5G

2.1. SDN and NFV

2.1.1. Software-Defined Networking (SDN). Software-defined
Networking (SDN) has been introduced for data networks
and next generation Internet [5–8]. It has been defined in
several ways. The most unambiguous and established defini-
tion is provided by the Open Networking Foundation (ONF)
[9, 10], a public association dealing with the standardization,
development, and commercialization of SDN. The definition
is as follows:

“Software-Defined Networking (SDN) is an em-
erging architecture that is dynamic, manageable,
cost effective, and adaptable, where control is
decoupled from data forwarding and the underly-
ing infrastructure, and directly programmable for
network services and applications”.

According to this definition, SDN has the following
characteristics: (i) it decouples network control from the
underlying data plane (i.e., switches and routers); (ii) it allows
the control plane to be programmed directly through an
open interface, for instance, OpenFlow [11, 12]; and (iii) it
uses a network controller, (i.e., SDN controller) to define
the behavior and operation of the networking infrastructure.
SDN can be an ideal prospective for the high-bandwidth,
dynamic nature of network management. SDN provides the
flexibility to change the network configuration at the software
level, thus reducing the necessity of modification at the
hardware level. SDN makes it easier to introduce and deploy
new applications and services than the traditional hardware-
operated networking architectures. It also ensures the QoS
at any level of user requirement. Consequently, it will be an
attracting architecture from the viewpoint of reconfiguring
and redirecting complex networks for real-timemanagement.

2.1.2. Network Function Virtualization (NFV). An important
observation of SDN is NFV [13]. SDN and NFV are mutually
beneficial, but they are not fully dependent on each other.
In fact, network functions can be employed and virtualized
without using an SDN and vice versa. As it is complementary
to SDN,NFV can effectively decouple network functionalities
and implement them in software. Thus, it can decouple
network functions, for instance, routing decisions, from the
underlying hardware devices such as routers and switches,
and centralize them at remote network servers or in the cloud
through an open interface such as OpenFlow. Hence, the
overall network architecture can be highly flexible for fast and
adaptive reconfiguration.

The combined functionalities of SDN andNFV [14] make
SDNs more advantageous than traditional hardware-based

Table 1: Differences between SDN and conventional networking.

Software-defined networking Conventional hardware-based
networking

Data and control plane are
decoupled by API or OpenFlow

Data and control plane are
mounted on same plane, new
protocol for every service

Automatic reconfigurable and
repolicing logically centralized
configuration

Static or manual configuration
and reconfiguration takes time

SDN can prioritize or block
specific packets

Conventional network leads all
packets the same way

Provides global or
comprehensive network views
leading to consistent and
effective policies

Provides limited information
about networks

Easy to program according to
application and user needs and
can be developed quick via
software upgrades

Difficult to replace the existing
program with new ideas and
works according to
packet-forwarding tables

networks. The main advantages can be listed as follows: cost
minimization, reduced power consumption through equip-
ment consolidation, reduced processing time by minimizing
the typical network operator cycle of innovation, centralized
network provisioning by decoupling the data plane from
network control plane, extension of capabilities, hardware
savings, cloud abstraction, guaranteed content delivery, phys-
ical versus virtual networking management, and so on. The
advantages of SDN are well explained in [15]. Figure 1 shows a
comparison between conventional hardware-based networks
and SDN. Furthermore, the differences between SDN and
conventional hardware-based networks are summarized in
Table 1.

2.2. SDN Functionalities. SDN can support multiple func-
tionalities because of its centralized controller and separated
data and control plane. The SDN’s functionalities, along with
its layers and planes, are shown in Figure 2. The general
functionalities of SDN are as follows.

Programmability. Network control is directly programmable
as the control plane is decoupled from the forwarding or data
plane. SDN allows the control plane to be programmed using
different software development tools along with the function
of customization of the control network according to user
requirements.

Centrally Managed. In an SDN, the controller network is
logically centralized, thus providing a comprehensive view
of the network that appears to the applications or users as a
logical device.

Flexibility. SDN provides flexibility to network managers.
Network managers can manage, configure, secure, and opti-
mize network parameters very rapidly through dynamic,
automated SDN programs.This helps the controllers respond
to traffic variations. As controllers run in software, SDN
affords the flexibility of synchronization through the network
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Control plane

Data plane

Control plane

Data plane

Routing device

(a)

API

Applications

Data plane

Control plane SDN controller

Security

Forwarding table

Network operating system (NOS)

Forwarding table

Forwarding table

Data plane

Data plane

(b)

Figure 1: Comparison between (a) traditional hardware-based network and (b) SDN.

operating system (NOS) approach on different physical or
virtual hosts.

Granularity. Since networking is spreading across different
protocol layers and the level of data flow is aggregating aswell,
SDN has the features to control the traffic flow with different
granularity on the protocol layers and at the aggregate level.
These can vary from the core networks to a single connection
in a home LAN.

Protocol Independence. SDN has a key feature called protocol
independence. It helps run or control a variety of networking

protocols and technologies on different SDN network layers.
It also enables one to change policies from old to new
technologies and supports different protocols for different
applications.

Open Standard-Based. Instead ofmultiple vendor devices and
protocols, SDN controllers simplify network operation and
design based on controller instructions applied through an
open standard.

Ability of Dynamic Control. SDN has the ability to modify the
network traffic flow dynamically. Dynamic reconfiguration
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Programmability
Enable innovation/differentiation
Accelerate new features and
services

Centralized intelligence
Simplify provisioning
Optimize performance
Granular policy management

Abstraction
Hardware & Software
Control plane & forwarding
Physical & logical configuration 

Network applications

Programming languages

Language-based virtualization

Northbound interface

Network operating system

Network hypervisor

Southbound interface

Network infrastructure

D
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e

(a) (b) (c)

Application layer

Business applications

Network services

Control layer

Network 
devices

Infrastructure layer

Figure 2: SDN (a) layers, (b) planes, and (c) functionalities.

covers wide-area networks, and in data center networks,
where constant or continuous transportation of real or virtual
machines and their network control schemes need to change
in minutes or even seconds.

2.3. SDN Architecture for 5G. ONF proposed a simple high-
level architecture for SDN. This model can be separated into
three layers, namely, an infrastructure layer, a control layer,
and an application layer, assembled over each other, as shown
in Figure 2(b) [9]. These three layers are described below.

The infrastructure layer mainly consists of forwarding
elements (e.g., physical and virtual switches, routers, wireless
access points) that comprise the data plane.These devices are
mainly responsible for (i) collecting network status, storing
them temporally in local network devices and sending the
stored data to the network controllers and (ii) for managing
packets based on the rules provided by the network con-
trollers or administrators. They allow the SDN architecture
to perform packet switching and forwarding via an open
interface.

The control layer, also known as control plane, maintains
the link between the application layer and the infrastruc-
ture layer through open interfaces. Three communication
interfaces allow the controller to interact with other layers,
namely, the southbound interface for interacting with the
infrastructure layer, northbound interface for interacting
with the application layer, and east/westbound interfaces for
communicating with groups of controllers. Their functions
may include reporting network status and importing packet-
forwarding rules and providing various service access points
in various forms.

The application layer is designed mainly to fulfill user
requirements. It consists of the end-user business applications
that consume network services. SDN applications are able to
control and access switching devices at the data layer through
the control plane interfaces. SDN applications include net-
work visualization, dynamic access control, security, mobility
and migration, cloud computing, and load balancing (LB).
Figure 3 shows the overall architecture of SDN for the 5G
mobile system.The details of SDN layers are explained below.

2.3.1. Infrastructure Layer. The underlying infrastructure
layer in SDN consists of switching devices that are inter-
connected to communicate in a single physical network.
In SDN, these forwarding devices are generally represented
as basic forwarding hardware or device. These devices are
connected wirelessly, using optical fibers, optical wires, cloud
networks, and so forth. They maintain connection with the
controller through an open interface known as the south-
bound interface. Inmost SDNs,OpenFlow is used as the open
southbound interface. OpenFlow is a flow-oriented protocol
and has switches and port abstraction for flow control.

OpenFlow. The OpenFlow protocol maintained by ONF [19]
is a fundamental element for developing SDN solutions
and can be treated as an encouraging consideration of any
networking abstraction. OpenFlow, the first leading autho-
rized communications interface linking the forwarding and
controls layers of the SDN architecture, allows manipulation
and control of the forwarding plane of network devices
(e.g., switches and routers) both physically and virtually.
OpenFlow helps SDN architecture to adapt to the high-
bandwidth, dynamic nature of user applications, adjust the
network to different business needs, and interestingly reduce
management andmaintenance complexity. Figure 4(a) shows
the model of the OpenFlow protocol whereas the algorithm
is shown in Figure 4(b). When a new flow or packet reaches,
some lookup manner originates in the primary lookup table
and concludes either with a match in the flow tables or with
an error depending on the rules specified by the controller.
When the packets do not acknowledge what to do with a
distinct incoming packet, default information to forward the
packet to the controller is “send to controller” in the case of
any unmatched entry. If a link or port change is triggered,
event-based messages are sent by forwarding devices to the
controller.

Once the rules are matched with the flow rules, the rule’s
counter is incremented and actions based on the set rules start
getting executed. This could lead to forwarding of a packet,
after modifying some of its header fields to a specific port or
(i) dropping of the packet and (ii) reporting of the packet back
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to the controller. The summary some of the most significant
characteristics of the data plane [20]. However, OpenFlow is
not the only available southbound interface for SDNs. There
are other API proposals such as Forwarding and Control
Element Separation (ForCES) [21]; Open vSwitch Database
(OVSDB) [22]; Protocol-oblivious Forwarding (POF) [23,
24]; OpFlex [25]; OpenState [26]; Revised OpenFlow Library
(ROFL) [27]; Hardware Abstraction Layer (HAL) [28, 29];
and Programmable Abstraction of Data path (PAD) [30].

2.3.2. Network Controller or NetworkOperating System (NOS).
The network controller, SDN controller or NOS, is the heart
of SDN architecture. It lies between network devices and
applications. It is based on operating systems in computing.
In [31], the controller is described as software abstraction
that controls all functionalities of any networking system. It
maintains control over the network through three interfaces,
namely, southbound interface (e.g., OpenFlow), northbound
interface (e.g., API), and east/westbound interfaces. The
southbound interface abstracts the functionalities of pro-
grammable switches and connects them to the controller.The
northbound interface [32] allows high-level policies or net-
work applications to be deployed easily and transmits them
to the NOS, while the east/westbound interfaces maintain
communications between groups of SDN controllers. Thus
far, many SDN controllers have been proposed by researchers
to facilitate controller functionalities. For example, NOX [33]
is the first, publicly available OpenFlow controller implemen-
tation that can run in Windows, Linux, Mac OS, and other
platforms; an extension of NOX has been implemented in
POX [34], which is a real Python-based controller; a Java-
based controller implementation is called Beacon [35], while
Floodlight controller is an extension of Beacon [36], and so
on.

The functionalities of an SDN controller can be classified
into four categories: (i) a high-level language for SDN
applications to define their network operation policies; (ii)
a rule update process to install rules generated from those
policies; (iii) a network status collection process to gather
network infrastructure information; and (iv) a network status
synchronization process to build a global network view using
the network statuses collected by each individual controller.

(1) One of the fundamental functions of the SDN con-
troller is to translate application specifications into
packet-forwarding rules. This function advances a
protocol to address communication between its appli-
cation layer and control layer. Therefore, it is imper-
ative to realize some high-level languages (e.g., C++,
Java, and Python) for the development of applications
between the interface and the controllers.

(2) An SDN controller is accountable for generat-
ing packet-forwarding rules as well as describing
the policies perfectly and installing the rules into
relevant devices. Meanwhile, the forwarding rules
should be updated with policy changes. Further-
more, the controller should maintain consistency for
packet-forwarding by using either the original rule

set/updated rule set or by using the updated rules after
the update process is completed.

(3) SDN controllers accumulate network status to pro-
vide a global view of the entire network to the appli-
cation layer. The network status includes duration
time, packet number, data size, and flowbandwidth. A
helpful and commonly employedmethod for network
statistics data collection is Traffic Matrix I [37]. TM
controls the volume of all traffic data that passes
through all sources and destinations in any network.

(4) Unauthorized control of the centralized controller
can degrade controller performance. Generally, this
can be overcome by maintaining a consistent global
view of all controllers. Moreover, SDN applications
play a significant part in ensuring application simplic-
ity and guaranteeing network consistency.

2.3.3. Application Layer. As shown in Figure 3, the applica-
tion layer is located at the top layer of the SDN architec-
ture. SDN application interacts with the controller through
the northbound interface to achieve an unambiguous net-
work function in order to fulfill the network operators’
requirements.They request network services or user require-
ments and then manipulate these services. Although there
is a well-defined standardized southbound interface such
as OpenFlow, there is no standard northbound interface
for interactions between controllers and SDN applications.
Therefore, we can say that the northbound interface is a set
of software-defined APIs, not a protocol. SDN applications
can provide a global network view with instantaneous status
through northbound APIs. We can categorize SDN applica-
tions according to their related basic network functionality or
domain includingQoS, security, traffic engineering (TE), and
network management. However, several SDN applications
can be developed for specific use cases in a given environ-
ment.

2.4. Applications. SDN can modify the network configura-
tion according to user requirements. To justify the advantages
of the SDN architecture, in this survey, we present a few SDN
applications.

Wireless and Mobile. In a wireless sensor network, SDN
provides benefits such as flexibility, optimized resource allo-
cation, and easier management. The SDN controller permits
sensor nodes to support multiple applications as they have
the flexibility to set any new policies or rules. In [38], SDN in
ad hoc networks has been deployed to apply the concepts of
abstraction towireless ad hoc networks for smartphones.This
SDN-enabledmobile infrastructure has been implemented in
the Android operating system that is more secure and easier
for modification and extension.

Load Balancing (LB). LB is an important technique for
online resources management to control the data flows from
different applications in order to keep the link utilization at
its lowest level. Moreover, the choice of an appropriate link
is very important to enhance service functionality, increase
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throughput, avoid network overloading, minimize cost, and
reduce response time. In [39], an OpenFlow-based load bal-
ancing solution is presented. When using SDN technologies,
load balancing can be integrated using the OpenFlow switch,
thus avoiding the need for a separate device. Moreover, SDN
allows load balancing to operate on any flow granularity.

Network Management. It is reported that more than 60% of
network failure happens due to human configuration [40]
errors and failure in order to provide an automated and
comprehensive network management system. SDN provides
an abstract view of the entire network, which makes network
managementmore flexible and automated. In SDN, a network
is managed from a centralized controller based on controller
flow tables and flow rules that are distributed throughout the
network through its interfaces, which ensures amore flexible,
granular management [41].

Network Security. In traditional networks, firewalls or proxy
servers are used to protect the physical network. SDN uses
a centralized architecture to deal with network security
issues. SDN supervision of flows across the entire network
and monitoring of user behavior allows SDN architecture
to detect and prevent damage. If attacks are detected, the
SDN controller can install packet-forwarding rules in the
underlying switching devices to successfully prevent the
attack from entering and propagating in the network [42].
One of the problems of SDN for attack detection in the case
of high network traffic is that the flow tables are not sufficient
to support the high-traffic flow. Therefore, in [43], a solution
in the form of a real-time security system has been proposed.

Multimedia and QoS. Existing network architecture is based
on end-to-end data transmission, but not supported for
multimedia traffic (e.g., video streaming, video conferenc-
ing, and video on demand) though in case of real-time
transmission, it requires high levels of efficiency and quality
with tolerable delay and error rate. According to studies
by CISCO, IP video traffic will increase from 67 percent
in 2014 to 80 percent by 2019 [44]. SDN provides greater
QoS by effectively selecting the optimized path among all
available paths. In [45], authors proposed enhancement or
optimizationmethods for improving end-to-endmultimedia
QoS over SDN.

Monitoring and Measurement. The control application needs
to monitor the link constantly in terms of latency and
bandwidth to optimize data flow provisioning. SDN allows
a network to perform certain monitoring operations without
any additional hardware or other overheads because an SDN
inherently collects information about the entire network to
maintain a global network view through a logically central-
ized controller.

2.5. Challenges and Future Direction in 5G. Cellular network
technologies have experienced explosive evolution during the
last decade. Moreover, the number of mobile devices and
the data traffic are increasing exponentially because network

applications are extending from the traditional hardware-
based to real-time communication in social networks, e-
commerce, and entertainment. However, hardware-based
cellular systems depend on insecure and inflexible network
architectures which generally take a typical 10-year for a
new generation of wireless networks to be standardized and
deployed. Nowadays, the most emerging cellular network
system is 5G [46]. But 5G has some challenges to think
about [47]. In particular, the requirements for the 5Gnetwork
system are high data rates (targeting 1 Gbps experienced
users everywhere), ultra high capacity should be 1000-fold
capacity/km2, cost, a massive number of connections, and
E2E latency should be less than 1ms over the RAN. To
facilitate these challenges of current network architectures,
the most important need is to shift the design of current
architectures for the next generation wireless networks.
Moreover, the complementary concept of SDN, NFV has
been presented to effectively separate the control functional-
ities from the hardware by simply decoupling the forwarding
plane from the control plane.These functionalities will ensure
the required flexibilities and adaptability of the ever-changing
cellular network architectures with the introduction of the
concept of SDN for 5G.

Though we presented the advantages of SDN for 5G, SDN
was confronted with some challenges. First of all, security is a
more challenging task that needs to be available everywhere
within the SDN architecture because of (i) architecture and
its controller, applications, devices, channels (TLS with plain
text) and flow table, (ii) connected resources, (iii) services
(to protect availability), and (iv) information. Furthermore,
a reliable and balance controller is still out of scope because
of lacking of robust and reliable framework policy. The
framework policy should be very simple to maintain and
implement, secure, and cost effective. An integration of SDN
with NFV can be a new category for security deployment by
decoupling control plane from forwarding plane or switching
devices. In addition to security, link and controller availabil-
ity, reliability, flexibility, controllers, and applications compat-
ibility are considerable concerns. A centralized controller is
not as fast as it is supposed to be though it can recover itself
through a backup flows checking [48].

Operational, maintenance, and fixed costs are also
another challenging topics for the deployment of 5G. The
expenses can increase to reduce system blockage and main-
tain the availability though integration of SDN and NFV can
reduce expenses. As a fully automated system with a central-
ized controller, SDN offers reduced human control and error
free and fast configuration [48]. Despite these challenges,
some remaining implementation affairs need to acknowledge
such as flow tables and their large number of flow entries,
flow level programming and controller programming, flow
instructions, and actions.

NFV and SDN are independent and complementary to
each other. But they can provide an open environment to
fasten the innovation and can be easily integrated with new
services and infrastructure like controlled and automated
network resources. This combination can easily manage
resources using its centralized controller. Packet-forwarding
or processing is performed by NFV, while the controller can
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control or update flow tables according to the needs of users
or applications at any level. Here, NFV is responsible for
creating or processing flow rules, and SDN is responsible for
the management of the said rules. Integration of SDN and
NFV will be a promising technology for 5G.

3. Cloud Computing

3.1. Cloud Computing for 5G Network. Themain characteris-
tics of 5G include high speed, low latency, and high capacity
to support various real-time multimedia applications. 5G is
being developed as a smart wireless network architecture
using newmodels such as SDN or NFV formultidimensional
massive data processing [49]. Network virtualization is a new
concept that can create a big challenge for next generation
networking based on IP networks, the Internet, and wire-
less technology. Virtualization creates connections between
the communication and the computing domains. Service-
Oriented Architecture (SOA) will be the main factor of
network-as-a-service (NaaS), which is enabled by the conver-
gence of networking and cloud computing. Network virtual-
ization architecturewith SOAhas attractedwide interest from
both the academia and the industry. However, some issues
related to user requirements of QoS and QoE remain. There
are more and more services considering cloud computing as
the core backbone technology for service deployment and
network implementation due to the scalability and flexibility.
Cloud service is an important technology for the future, as
it can reduce costs for service provider and customer by
efficient resource allocation. Cloud computing becomes one
of important reference architectures for 5G network due to
the high data rate, high mobility, and centralization manage-
ment services. It can be operated without direct installation
consumers’ systems. Cloud computing has been considered
increasingly by both the academia and the industry. Due
to development of technology and business trend of mobile
service, the number of mobile devices is increasing more
and more. The world is switching to compact devices with
limited computing power, cloud computing will be the future
of consumer technology. To provide a common protocol of

management and operation for cloud service deployment, a
complete and precise standard architecture is required. The
researches on cloud computing issues are being carried out
based on many cloud computing projects. They are attempt-
ing to standardize solutions related to architecture, operation,
authentication, service, and cooperation integration of 5G
network.The general interface architecture of cloud comput-
ing from proposals is selected from Figure 5. Based on the
architecture and network function, cloud computing research
can be classified by topology framework, architecture and
service.

For topology frameworks, “CloudAudit: Automated
Audit, Assertion, Assessment, and assurance” [50] was
officially launched in 2010. It offers a cloud computing service
architecture based on open, extensible, and secure interface
and methodology. Cloud Standards Customer Council
[51] deals with standards, security, and interoperability
issues. Cloud Storage Initiative [52] discussed storage
issues in cloud services by considering the adoption of
cloud storage as a new delivery model. OASIS Identity
in the cloud (IDCloud) [53] works on open standards
for identity deployment, provisioning, and management
in cloud computing. OpenStack [54] provided an open-
source software API for private clouds. “Cloud Computing
Interoperability Forum” [55], Open cloud Consortium
[56] focused on cloud integration framework. MCC [57]
proposed a new framework for 5G cloud computing by
enhancing the traditional MCC architecture to satisfy the
requirement of QoE in emotion-aware applications. It has
three main components: mobile terminal, local cloudlet, and
remote cloud. The proposed system can support the latest
technological advances of 5G with computation-intensive
affective computing, big data analysis, resource cognition-
based emotion-aware feedback, and optimization of resource
allocation under dynamic traffic load.

For service architecture, open cloud frameworks such as
platform-as-a-service (PaaS) and infrastructure-as-a-service
(IaaS) have been proposed by CloudFoundry [58] and
DeltaCloud [52]. Open cloud computing Interface [59] pro-
vided interfaces for cloud resource management, including
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computing, storage, and bandwidth. Cloud Security Alliance
[60] and Distributed Management Task Force (DMTF) [61]
deal with cloud computing security. Open Data Center
Alliance [62] develops usage models for cloud vendors with
long-termdata centers.The proposed cloud computing archi-
tecture in [63] uses an actor-based structure. It comprises
six major actors: cloud consumer, cloud provider, cloud
developer, cloud broker, cloud auditor, and cloud carrier.
The actors have their own activities, requirements, and
responsibilities. The associated cloud services are classified
into four different groups: IaaS, PaaS, software as a service
(SaaS), and anything as a service (XaaS).

For standard reference architecture, Standards Acceler-
ation to Jumpstart Adoption of cloud computing [64] and
The Open Group cloud Work Group [60] are examples of
the use case creation of cloud computing standards. TM
Forum cloud Services Initiative [65] suggested approaches to
increase cloud computing adoption on different network ser-
vice. CloudCommons [66] evaluated cloud service business
performance based on the provided set of service measure-
ment index (SMI).The proposed architecture focusedmainly
on commercial models, service functions, measurement of
service-users preferences, and satisfaction indexes. Trusted
Cloud Initiative (TCI) reference architecture was proposed
by Cloud Security Alliance (CSA) in 2011 [67]. TCI uses four
frameworks to define its security polity, namely, the Sher-
wood Business Security Architecture (SABSA), Information
Technology Infrastructure (ITIL), the Open Group Archi-
tecture Framework (TOGAF), and Jericho. The proposed
architecture includes methodology and supporting tools for
security configuration, enterprise architecture, business plan,
and risk management. The business requirements are based
on different standards of control matrixes, payment, authen-
tication, planning, design, and service development. The
architecture is complex from the viewpoints of implemen-
tation and deployment because it combines several different
frameworks, thus requiring developers to understand all
frameworks.The standard of cloud computing is still an open
issue because different industries have different precise defi-
nitions based on their own architectures [63]. However, the
National Institute of Standard and Technology (NIST) [68]
and IBM [69] are two typical cloud computing architectures
that have been applied as references by both the industry and
the academia. NIST introduced research on cloud computing
architecture in September 2011 by suggesting a reference
architecture including themain elements of cloud computing.
The proposed architecture provides categories of functions,
activities, and classification methods based on a tree struc-
ture. It describes the general concepts of technical functions
and business models. The service management functions in
the architecture require background knowledge. The archi-
tecture should have additional explanation and operational
description for nonbackground users [63]. The detailed
architecture proposed by IBM’s research team is called Cloud
Computing Reference Architecture (CCRA), and it is based
on customer’s demands of IBM’s cloud products and services.
Experience and research pertaining to cloud services were
applied to devise a full cloud computing architecture. Com-
pared with NIST, IBM CCRA has important advantages in

terms of operation and management. System performance
and scalability are considered based on the customer’s cloud
computing environment. Another strong point is the support
system. IBMprovides specific development andmanagement
tools to help customers deploy and manage their cloud
services.

Cloud computing creates a new paradigm in networking
technology with the concept of computing resource sharing.
It can provide ubiquitous on-demand access with high flex-
ibility, cost efficiency, and centralized management. Cloud
computing has attracted considerable attention from and
has had an impact on the ICT community. An increas-
ing number of critical applications and services now sup-
port cloud computing architecture. Cloud computing is a
promising architecture for future-generation networks. The
distributed, dynamic, and heterogeneous characteristics of
resource management are the main difference between cloud
computing and the traditional service model, where the
available architecture of the traditional network cannot adapt
to new features. The resources used in cloud computing have
different features. Hence, with the static QoS index strategy,
system performance is not efficient.

3.2. Challenging Issues and Future Directions in 5G. Cloud
computing creates a new paradigm for networking technol-
ogy with the concept of computing sharing and distributing
resource. It can provide ubiquitous on-demand access with
high flexibility, cost efficiency, and centralized management.
Cloud computing has attracted considerable attention from
many researchers and organization. With important contri-
butions on architecture, cloud computing has had an impact
on the ICT community. There are more and more critical
applications and services which support cloud computing
architecture. It will be promising architecture for future-
generation of networking. Compare with traditional network
and service architecture, cloud computing has advantages on
distributed, dynamic, and heterogeneous characteristics of
resource management. With the development of technology
on semiconductor and human on demand, the traditional
network architecture shows some limitations on mobility
functions which cannot follow new features especially the
static QoS index strategy.

With the advantage of higher capacity and powerful
accessibility, 5G will be an enhanced technology with full
on-demand mobile applications and services. In addition,
it gains from the development of other services such as
social networks, wearable devices, IoT, and cloud computing.
Traditional network applications will bemore human-centric
on demand. AQoSmodel that can be configured dynamically
based on the description of the required resource QoS is
introduced in 5G by using three models: series, parallel, and
hybrid [70].The service architecture of cloud computing gen-
erally is categorized into three classes: SaaS, IaaS, and PaaS.
The layered structure of cloud computing services is shown
in Figure 6. SaaS includes applications such as Google Apps,
Salesforce, and Microsoft Office 365. IaaS includes applica-
tions such as Amazon cloud Formation, Google Compute
Engine, and Rackspace cloud. This service model defines the
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service for users of servers and storage. IaaS supports users
with an interface for virtual management and storage. PaaS
includes applications such as Google App Engine, Microsoft
Azure, and Amazon Elastic Beanstalk. Platform-as-a-Service
provides access APIs, programming languages, middleware,
and framework, which can be developed according to a user’s
applications without installing or configuring the operation
environment. One of the most daunting challenges faced
when working with PaaS is ensuring compatibility because
there are no common features, API database type tools, and
software architectures across various PaaS architectures.

Besides the advantages of cloud computing service from
traditional network architecture, there also remain some
certain challenges during the cloud shifting. Figure 7 shows
the considerations of adopting cloud computing from imple-
mentation challenge survey by KPMG [71]. For 5G network,
the challenge issues of cloud computing are considered

as Security and Privacy, Quality of service, access time
and Accessibility, Data access control, and transition to
the cloud. About Security and Privacy issue, they are the
most concerns for service providers when moving their
data to the cloud. Although Security and Privacy issue in
most cloud architectures is generally designed with high
reliable and proficient model, it must show a fully secure
scenario with different levels and strategies for customer’s
trust. Secondly, the Quality of service will be considered
strongly beforemoving from traditional network architecture
to cloud architecture. The cloud customer needs assurance
that the business’s data will be safe and available and reliable
at all times. The performance of cloud infrastructure can
be affected by the load, environment, number of users, and
connection link technology. There should be some backup
mechanisms to guarantee the data access.The research issues
for access time and accessibility are related to infrastructure
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Table 2: Leading organizations, institutions, and forums involved in IoT standardization.

International organizations Regional and national
organizations

Global
standards

collaboration
Forums Clusters

(i) ITU-T [75–77]
(ii) IEEE [74, 78–81]
(iii) ISO [82]
(iv) IEC
(v) ISO/IEC JTC1 [83, 84]

(i) ETSI [85, 86]
(ii) CEN
(iii) CCSA
(iv) ARIB
(v) TIA
(vi) TTA
(vii) TTC
(viii) GISFI

(i) MSTF

(i) oneM2M
[87]
(ii) W3C
(iii) 3GPP
(iv) NFC
(v) ECMA
(vi) IoT Forum
(vii) Ipv6 Forum

(i) IERC

of cloud architecture.With data access control issue, there are
some questions on the reliability of system such as backup
strategies, storage structure, and security of data access. The
transition from traditional network to cloud is important
time of cloud customer. The first step in transitioning to the
cloud is being able to identify the challenges and working
conditions with cloud provider to navigate the barriers of
cloud business model.

4. Internet of Things (IoT) for 5G

4.1. IoT Definition. IoT is a dynamic network of connected
devices. The idea is to connect not only things but also
people any time, any place, with anything and anyone, and
so on. The definition of IoT has crossed the boundaries of
traditional network. The International Telecommunications
Union (ITU) has codified the concept of IoT [72] as the
following definition:

“𝐼𝑜𝑇 is a global infrastructure for the information
society, enabling advanced services by intercon-
necting (physical and virtual) things based on
existing and evolving interoperable information
and communication technologies”.

However, IoT has become hugely popular over the last
decade. The dimensions and the scopes of IoT can be any
Thing, any Place, any Time, any Body, and so on. Con-
sequently, standardization is being demanded to establish
interoperability among things with a view of transforming
the world into a global village. The standardization efforts
undertaken by different organizations and institutes are
explained below.

4.2. Standardization Effort. Standards control any system to
operate under fixed rules and regulation. Interoperability
among the disciplines of any reference system depends on
standards. Worldwide, numerous standardization authorities
have initiated the creation of relevant standards during the
last decade. Nevertheless, these efforts have had no impact
in terms of unifying the standards into a single framework
because IoT has become the storehouse of anything. The list
of different organizations, institutions, and groups engaged in
IoT standardization is given in Table 2 [73]. A few persuasive
IoT-related standards by IEEE are listed in Table 3 [74].

4.3. IoT Architecture. The future is approaching a new
paradigm of networks with huge numbers of devices. The
idea of 5G (beyond 4G) refers to networks with improved
QoS, huge capacity, enhanced data rate, and, overall, a
feasible architecture to sustain the aforementioned features.
The influential parts of 5G networks include D2D commu-
nication, which can be interpreted as the idea of IoT. IoT
comprises the technologies of smart sensors, RFID, machine-
to-machine (M2M), IP, communication systems, and so on.
This part of the paper focuses on the different emerging IoT
architectures suitable for future-generation 5G networks.

IoT architecture has evolved with the evolution of the
Internet. The first phase of IoT evolution entailed commu-
nication among several computers through a computer net-
work. However, theWorldWideWeb (WWW) was launched
in 1991 to connect all computers worldwide [89, 90]. Further
technological advances have connected the users of various
types of electronic devices with computers under the same
platform by connecting to the cloud network [91]. Finally,
the idea of IoT was conceived to give shape to the world by
connecting everything. IoT is the network that can adopt and
connect anything that anyone can imagine [92].

IoT architectures can be classified into several types
because it is absolutely difficult to merge the architectures
proposed for various IoT applications into a single model
[93]. A scheme for classifying IoT architectures is shown
in Figure 8. Several authors have proposed three-layer-based
simple IoT architectures that comprise an application layer,
a network layer, and perception layer [94, 95]. Middleware-
based IoT architectures consist of a greater number of layers,
including the coordinate layer next to the middleware layer
[96, 97]. In addition, the perception layer has a shared option
for combining other edge technology and the access layer [98,
99]. Service-oriented architecture (SOA) has different layers,
unlike middleware-based architecture. It has five layers,
namely, the objects layer, object abstraction layer, service
management layer, service composition layer, and application
layer [100, 101]. However, common IoT networks have an
architecture comprising five fundamental layers, namely, the
objects layer, object abstraction layer, service management
layer, application layer, and management layer.

The first and foremost layer is the objects layer, which
is similar to the perception layer that embodies physical
devices, and an IoT architecturemight contain heterogeneous
devices in the network. Next is the object abstraction layer,
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Table 3: Standardization efforts for IoT by different groups of IEEE.

Group Title of the Standardization Group

IEEE
802.11-2012

IEEE Standard for Information
Technology–Telecommunications and information
exchange between systems–Local and metropolitan
area networks–Specific requirements Part 11:
Wireless LANMedium Access Control (MAC) and
Physical Layer (PHY) specifications Amendment 10:
Mesh Networking

IEEE
802.15.4-2011

IEEE Standard for Local and metropolitan area
networks–Part 15.4: Low-Rate Wireless Personal
Area Networks (LR-WPANs)

IEEE
802.15.4g-
2012

IEEE Standard for Local and metropolitan area
networks–Part 15.4: Low-Rate Wireless Personal
Area Networks (LR-WPANs) Amendment 3:
Physical Layer (PHY) Specifications for
Low-Data-Rate, Wireless, Smart Metering Utility
Networks

IEEE
802.15.7-2011

IEEE Standard for Local and Metropolitan Area
Networks–Part 15.7: Short-Range Wireless Optical
Communication Using Visible Light

IEEE
802.16-2012

IEEE Standard for Air Interface for Broadband
Wireless Access Systems

IEEE
802.16p-2012

IEEE Standard for Wireless MAN-Advanced Air
Interface for Broadband Wireless Access Systems –
Amendment: Enhancements to Support
Machine-to-Machine Applications

IEEE
802.16.1b-
2012

IEEE Standard for Wireless MAN-Advanced Air
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which is used for the conveying the data generated by the
devices [102]. Various technologies are used for data transfer,
for instance, the 5G network uses RFID, WiFi, Bluetooth,
UWB, and ZigBee. Cloud computing technology, too, is
deployed in this layer. Then, there is the service management
layer, and it is responsible for application programmer
management, which entails ensuring compatibility with any
hardware platform by processing the generated data.

The application layer affords customers with services
as requested. This layer includes different types of services
such as smart city [103], smart wearable device [104], smart
vehicle [105], smart home [106], smart healthcare [107], and
industrial automation [108].

The self-characteristics of IoT should cope with the
emerging future-generation 5G networks. The basic in-
frastructure of IoT has the characteristics of heteroge-
neous devices, resource-constrained, flexible infrastructure,
dynamic network, distributed network, ultra-large-scale net-
work, large number of events, spontaneous interaction, loca-
tion awareness, and intelligence [109].

However, the idea of the future-generation 5G network
possesses the characteristics of IoT networks. The simplified
architecture of the 5G network is shown in Figure 9 to
demonstrate that the emerging IoT architecture can deal with
it. It is assumed that the 5G network might connect 50 billion
devices to the cloud by 2020. The 5G network will cause a
10–100x increase in the number of devices, 10–100x increase
in data rate, 1000x increase in data volume, 10x increase in
device battery life, and 5x decrease in latency.The 5Gnetwork
embraces some important technologies such as radio access,
MIMO, mobility management, interference management,
and massive spectrum to achieve compatibility with the IoT
networks included in the METIS project. To handle different
issues with these technologies, some mechanisms have been
proposed in the METIS project [110]. D2D communica-
tions is one of the proposed methods that helps maintain
an ultra-large-scale network using flexible infrastructure.
However, massive machine communication (MMC), another
solution, is the base of IoT in terms of interconnecting a
huge number of devices across different smart technologies.
Furthermore, moving network (MN), ultra-dense network
(UDN), and ultra-reliable network (URN) are some other
proposed solutions for mobility management, interference
mitigation, capacity achievement, and so on.

Several studies on different types of services for IoT have
been and are being carried out. A few vital architectures of the
enabling technologies for the future-generation 5G network
have been surveyed. M2M-based communication architec-
ture for cognitive radio network has been demonstrated
for IoT [111–113]. The architecture of the M2M network in
IoT is shown in Figure 10. The relationship between the
infrastructure layer and the application layer is maintained
by the network layer, which is mainly a communication
network. The infrastructure layer includes the M2M devices
and gateway, while the application layer comprises the users,
management interface, and the M2M server.

The M2M server is the core of the architecture, and it
integrates the overall system for the required services such
as traffic management, smart healthcare systems, and so
forth. However, the object database (DB) also sends user
information preserved in the DB by users in the form of SMS,
email, video, and so on. The IMS server is connected to the
M2M server, which is situated in the network layer.TheGPRS
server and gateway are the main components of the network
layer that help the IMS server by collecting vehicle location
in the system. The application layer and the network layer
are connected through the Internet, while the infrastructure
layer and the network layer are linked together by the gateway
or some protocol. M2M devices update the M2M server
through the network layer by using the information of M2M
devices (i.e., body sensors, smart devices, other devices). The
user interface provides access to the user and manages user
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data. The network layer, which consists of a WPAN/WLAN
network and an IoT gateway, connects the user interface
with the management interface. The management interface
monitors user data, takes initiatives as necessary, and informs
the respective body about the situation [114–116].

4.4. Applications. IoT has become the source of many appli-
cations owing to its incredible potential and has given rise to
numerous new application fields. It has brought revolutionary
changes to our everyday life. It has connected everything,
everyplace, and everybody to an inseparable framework,
which has shrunken burdens many times over multiple
associated systems. However, the applications of IoT are

indescribable because IoT can contribute to almost every
sector. Hence, the impact of IoT has surpassed our social
and economic life and has entered our personal life. Figure 11
shows a summary of the numerous IoT applications. Note
that it is quite impossible to outline all the applications in
a frame. We describe a few the influential IoT applications
below.

Smart Home. The idea of automation in home management
and surveillance has brought personal life under the supervi-
sion of the IoT platform. Home appliances can be controlled
from a remote place using IoT technology [117, 118]. Fur-
thermore, human-machine interaction for the smart home
environment is a new inclusion in IoT [92, 119, 120].Wearable



Mobile Information Systems 15

Internet

SMS Email Video

M2M server

Tracking server
Subscriber

server

Gateway

M2M deviceM2M deviceM2M device

Management interface

IoT gateway

User DB

Communication
network

Ap
pl

ic
at

io
n 

la
ye

r
N

et
w

or
k 

la
ye

r
In

fr
as

tr
uc

tu
re

 la
ye

r

IP multimedia system
(IMS) server

User
interface

Internet

SMS Email Video

M2M server

Tracking server
Subscriber

server

Gateway

M2M d i

Management interface

IoT gateway

User DB

Communication
network

IP multimedia system
S) se(IMS) serverMS) se

User
interface Hospital

MonitoringTraffic management

Figure 10: Generalized M2M network architecture in IoT.

IoT

Smart transportation
(1) Traffic tracking
(2) Smart navigation
(3) Automated parking
(4) Instant medication
(5) Road monitoring

Smart healthcare
(1) Smart diagnosis
(2) Remote checkup
(3) Data management
(4) Urgent treatment
(5) Smart rehabilitation

Public safety
(1) Emergency rescue
(2) Disaster relief
(3) Personnel tracking
(4) Smart notification
(5) Region monitoring

Industry
(1) Industrial plant inspection
(2) Automated production
(3) Smart tag & assembly
(4) Smart payment
(5) Retail & inventory

Smart home
(1) Home monitoring
(2) Access/entrance
(3) HVAC
(4) Inspection
(5) Energy saving
(6) Wearable device

Agriculture
(1) Feed & production
(2) Farm monitoring
(3) Animal tracking
(4) Irrigation
(5) Medicine

Smart grid
(1) Smart metering
(2) Surveillance
(3) Energy saving
(4) Load distribution
(5) User authentication

Environment
(1) Monitoring
(2) Water recycling
(3) Air purification
(4) Weather forecast
(5) Natural resource

maintenance

Figure 11: Prospective applications of IoT.
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devices can be helpful in human-machine interaction and for
home monitoring [121]. The environment of a smart home
can be controlled effectively using the smart home technology
in IoT [106].

Smart Grid. The energy consumption and distribution of a
power plant and grid can be controlled by connecting them
to IoT. The use of communication technology in the smart
grid system establishes a link between user and system, helps
broadcast urgent information to the customer, facilitates
automatic device control, and so on [122]. However, the smart
grid is closely related to the smart home system and can help
reduce the energy consumed by such a home [123, 124].

Smart Transportation. IoT has brought of the idea of smart
city to ameliorate the provision of basic services. Vehicle
tracking is one of the promising applications of IoT that can
lessen traffic congestion, enhance safety, schedule traffic time
and smart vehicle parking, send information to travelers, and
so on [125–127]. Cloud computing, the catalyst for IoT, has
added a lot to the smart management and automation of
smart parking systems [128].

Smart Healthcare. IoT has flourished smart healthcare sys-
tems by interconnecting various devices [129]. Smart health-
care systems cover healthcare records [130], remote prescrip-
tion [131], patient observation [132], urgent treatment [133],
smart diagnosis [16], and so on. Smart rehabilitation can be a
part of a smart healthcare system to support the elderly and
the disabled to get medication [134].

Public Safety. Safety and security are the most essential
issues in a smart city. IoT contributes to emergency alarm
systems, weather forecasts, disaster management, and emer-
gency evacuation, and so on [135–137]. Moreover, intelligent
algorithms and camera based system have progressed the
safety system in a distinguished way [138].

Agriculture. Agriculture includes planting, farming, breed-
ing, and animal rearing, and it has come under the purview of
IoT lately [139].Themonitoring of farms, tracking of animals,
and irrigation are themain aspects of IoT for agriculture [140,
141]. Moreover, feeding, vaccination, medication, rearing,
and so on are vital applications of IoT in the agriculture sector
[142].

Industry. The integration of different enterprises in the
industry has brought about a radical change in this sector
[143]. Automated monitoring systems for CO2, poisonous
gases, and other gases can be among the great applications
of IoT [144]. In addition, RFID and wireless sensors can be
potential fields for automation in industries [145].

Environment. A physical environment may be arranged with
smart devices, and the automation of homes, industries,
traffic, and healthcare can be connected to physical entities
to build a better world [146]. Disaster management, weather
forecasting, and emergency alarm service are among some of
the essential applications of IoT [147]. However, the concept

of green IoT technology has been established to create a
smarter environment [148, 149].

4.5. Challenges and Future Direction

4.5.1. Challenges. The definition of IoT has the significance
of the challenges for 5G. The pivotal features of IoT such as
heterogeneity, secure communications, system protocols, and
so forth have commenced different challenges for IoT. Some
of the key challenges are described below briefly.

Large Scale Storage. The property of heterogeneity creates a
huge demand for storage of data. Besides, various types of
data need to be categorized for the simplification of compu-
tation, data generation, and processing, which enhance the
necessity of storage size of data.

Computation. One of the critical challenges of IoT, which
emerged as one pivotal issue, is computation.The integration
of heterogeneous device and functional variance of the
devices has aggrandized the computation problem.The archi-
tecture of IoT demands a reliable and scalable computational
methodology.

Ubiquitous Protocol Design.The architecture of IoT initializes
a commonplatform for the devices with the different working
mechanism. The D2D communication, an essential feature
for IoT, produces a challenge for the IoT of 5G to build a
pervasive protocol for connecting the heterogeneous devices.
Every device connecting to each other should maintain a
common protocol to make computation process simpler and
to bring the characteristics of scalability.

Security and Privacy. Security, as well as privacy, has trans-
formed into a major challenge for IoT. As cloud computing
is used in IoT for storage of data, security has become one
of the primary concern for the virtual storage. Moreover,
lacking personal privacy between numerous devices has
made the problemmore critical because the establishment of
personal privacy at each layer of the IoT architecture requires
computing power constraints [128].

Reliability. Reliability arises as one of the major concerns
recently. Due to the connectivity of everything, reliability in
certain sectors can be defined as the most serious challenge.
Public health such as emergency operation, critical treatment
for diseases, smart transportation, and smart home are some
of those types areas of IoT in which reliability plays a vital
role.

Performance. Performance of IoT varies according to the
several activities of the different layer of IoT. Particular
functions in IoT need highly assured performance and
QoS. Traffic mobility, real-time connections, and emergency
services are some of them that have inaugurated the challenge
of performance in IoT.

4.5.2. Future Direction. The introduction of cloud comput-
ing, big data, SDN, and so forth in the IoT area has initialized
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a new era of research. The standardization effort of IoT
has also imposed an influence on the future research of
IoT. The methodology of integration of several devices of
the different mechanism is one of the significant issues
for future studies. Several system architectures have been
proposed to make IoT architecture viable, but all of the
systems have been proposed on the different platform. It is
a matter of concern how all of the systems could work on
the same platform with massive computational performance
and energy efficiency. Security, privacy, and reliability are the
next candidates for the common platform. Consequently, the
integration architecture of big data, cloud computing, and
SDN for IoT would be themost important issue for the future
direction of research.

However, several other aspects of IoT can also be impor-
tant parts of future research direction. Intelligent system for
real-time data collection and processing in the IoT archi-
tecture could be one of the important research directions.
Establishment of individual small social networks to work for
different devices and combination of these networks to create
a single platform for IoT could be another future direction for
the research area. Besides, scalability, reliability, and flexibility
are some other issues for future direction.

5. Mobile Access Networks for 5G

5.1. M2M (Machine-to-Machine) Communication. Legacy
cellular networks have been developed to support high data
rate and reliable communication. M2M environments are,
however, very different from cellular networks, because low
data rates and long latencies are desirable. The basic purpose
of M2M communication is to transmit sensed data of small

size with loose time constraints. To meet the characteris-
tics of M2M communication, there are two categories of
Radio Access Technologies (RATs) according to spectrum
resources: cellular IoT and lower-poweredwide-area network
(LPWN). A classification of cellular IoT technologies is
shown in Figure 12.

Cellular IoT involves modifying the legacy cellular net-
work to accommodate IoT communication using licensed
bands.The third-generation project partnership (3GPP) stan-
dardized long-term evolution machine-to-machine (LTE-
M), which optimized the IoT protocol over the LTE system
since Release 12 [150]. LTE-M reuses LTE PHY channels.
LTE-M includes coverage enhancement, cost reduction, and
improved battery life. Furthermore, it is able to cooperate
within the legacy LTE network. However, it has a limitation
in fulfilling all requirements of IoT communication because
the nature of the LTE system is not suited for low data rates
and long-range communication.

Therefore, 3GPP is currently studying and standardizing
a narrow band radio interface called narrow band (NB)
IoT. This technology started as a clean state standard to
fulfill the requirements of IoT environments. NB-IoT reuses
LTE core networks; thus, rapid deployment is possible in
the market with only software modifications. In addition,
NB-IoT supports various operation modes including in-
band, guard-band, and standalone. NB-IoT requires only
a narrowband carrier of 200 kHz with frequency division
multiple access (FDMA) in uplink and orthogonal frequency
division multiple access (OFDMA) in the downlink for
200,000 connections [88].

One of the benefits of using unlicensed spectrum is the
ability to deploy a new service regardless of whether the
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Table 4: Comparison of various RATs for IoT connectivity [88].

RAT SIGFOX LoRA C-IoT NB LTE-M R13 LTE-M R12/13 5G
Range <13 km, 160 dB <11 km, 157 dB <15 km, 164 dB <15 km, 164 dB <11 km, 156 dB <15 km, 164 dB

Spectrum
Bandwidth

Unlicensed
900MHz
100Hz

Unlicensed
900MHz,
<500 kHz

Licensed
7–900 MHz
<200 kHz

or dedicated

Licensed
7–900 MHz
<200 kHz
or shared

Licensed
7–900 MHz
<1.4MHz
or shared

Licensed
7–900MHz
shared

Data rate <100 bps <10 kbps <50 kbps <150 kbps <1Mbps <1Mbps
Battery life >10 years >10 years >10 years >10 years >10 years >10 years
Availability Today Today 2016 2016 2016 Beyond 2020

service provider is an Internet service provider (ISP). Such
solutions include SIGFOX [151] and Long Range (LoRa)
[152]. Table 4 shows a comparison of RATs for IoT in terms
of transmission range, bandwidth, data rate, battery life,
and availability. SIGFOX is growing rapidly in Europe. The
main target of SIGFOX is ultra-low-end sensor systems with
limited throughput demands (12 bytes per 1.6 sec frame,
140 transmissions per day). SIGFOX uses the 100Hz ultra-
narrow band and basic modulation of binary phase shift
keying (BPSK). It has a unique feature that all data from
devices are transmitted to the SIGFOX cloud through an
SIGFOX gateway and any service provider can access the data
using the SIGFOX open application programming interface
(API). Thus, all communication services depend highly on
the SIGFOX itself because of this architecture.

LoRa is being standardized by the LoRa alliance since
2015. It has a communication range of 10 miles and low
power consumption, resulting in a maximum battery life
of 10 years. The LoRa network architecture uses general
frequency shift keying (GFSK) or LoRa modulation with the
star-of-stars topology and a LoRa gateway, which relays data
between an end device and the core network. Each device can
establish multiple connections with two or more gateways.
The main difference from SIGFOX is that LoRa follows the
open ecosystem policy of the LoRa alliance. LoRa uses a
narrow band of 125 kHz and transmits a payload of 50 bytes
with chirp spread spectrum, which is similar to CDMA. LoRa
also provides adaptive data rate (ADR) to improve power
management and data rate simultaneously by dynamically
adjusting the data rate and transmission power based on
the analytic result of packet error rate, signal-to-noise ratio
(SNR), and received signal strength indicator (RSSI).

5.2. Device-to-Device (D2D) Communication. Device-to-
device (D2D) communication in cellular networks is an
emerging technology that enables direct communication
between user equipment (UE) with little or no help from
the infrastructure such as eNodeB or core networks. D2D
communication provides several advantages in terms of spec-
trum efficiency, power management, coverage expansion,
and capacity improvement by reusing radio resources and
allowing network functionalities to devices. Furthermore,
D2D communication enables new services such as public

safety services, location-based commercial proximity ser-
vices, and traffic offloading [153]. Owing to these benefits,
D2D communication is considered one of the key techniques.
D2D communication can be classified into three types based
on intervention from infrastructure with network control:
autonomous D2D, network-assisted D2D, and network-
controlled D2D.

In autonomous D2D, devices in the network work in
a fully distributed manner to communicate and establish
links with each other. It is similar to ad hoc or peer-to-peer
(P2P) networking. Each device or cluster head handles all
network functionalities, similar to self-organizing networks.
Thus, this mode is suitable for disaster networks or public
safety services because devices can communicate without
any infrastructure. In the case of network-assisted D2D,
the infrastructure supports some network functions includ-
ing link management, synchronization, and security. The
devices in the network basically construct a self-organizing
network and retain control over D2D communication. The
infrastructure mediates network nodes to improve network
efficiency by reducing the control signaling overhead. In the
case of network-controlled D2D, the infrastructure strongly
controls the network from radio resource management to
data communication. When the network is fully centralized,
all D2D devices are allowed only for data communication. It
is close to the legacy cellular mode.

We can categorize D2D communication types into in-
band D2D and out-band D2D as well, regarding spectrum
resources [154]. In in-band communication, cellular and
D2D devices share the same spectrum band by reusing
radio resources (underlay) or using dedicated resources
(overlay). The advantage of this type of communication is
that the infrastructure can have a high-level of control over
the cellular spectrum, but there is additional interference
fromD2D communication to cellular communication, which
requires an additional computation procedure for resource
allocation, resulting in some overhead. In out-band D2D
communication, different spectra from a cellular network
(i.e., industrial, scientific, andmedical (ISM) bands) are used;
therefore, there is no interference between D2D and cellular
communications. Because of this characteristic, D2D and
cellular networks communicate simultaneously without any
interruption. However, D2D devices may suffer from other
network entities that access the ISM band, and QoS is lower
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compared to in-band D2D owing to the nature of unlicensed
bands, limited transmission range, and low data rate.

3GPP started standard activities in Release 12 to enable
D2D communication in LTE networks [155]. The D2D
standard consists of two parts: device discovery and data
communication. The purpose of device discovery is to find
other neighboring devices within the transmission range for
communication. There are two types of device discovery:
type 1 and type 2 (2A and 2B). Type 1 is a collision-based
procedure with non-UE-specific allocation. Thus, devices
randomly select their radio resources for device discovery
in every discovery period. In type 2, the network schedules
discovery signal transmission for allUE. In particular, type 2B
uses semipersistent allocation only for radio resource control-
(RRC-) connected UE with predefined frequency hopping.
Similarly, there are two data communication modes: mode 1
and mode 2. In the case of mode 1, an eNodeB allocates data
resources to all UE. In particular, in the in-coverage scenario,
eNodeB follows the same resource allocation procedure as the
cellularmode. In the case ofmode 2, aUE assigns its resources
from the preconfigured resource pool autonomously. Thus,
UE can select and communicate even in out-coverage or
partial-coverage scenarios.

5.3. V2X Communication. The advent of autonomous cars,
high-traffic information systems, and highly reliable safety
services has led to the need for a new communication
technology for vehicles with high reliability, high data
rate, and low latency. This technology is called vehicle-to-
everything (V2X) communication, and it includes vehicle-
to-vehicle (V2V), vehicle-to-pedestrian (V2P), and vehicle-
to-infrastructure (V2I) communication [156]. D2D commu-
nication for cellular networks is currently the most suitable
option for enabling V2X communication because D2D pro-
vides short end-to-end latency and a long transmission range.
When V2X communication is deployed in cellular networks,
network deployment cost can be reduced and deployment
time can be shortened by reusing the infrastructure of a
legacy cellular network [18].

To enable road safety services and autonomous driving,
vehicles need to exchange several pieces of information.
ETSI defines message types for these use cases: cooper-
ative awareness message (CAM) [157] and decentralized
environmental notification message (DENM) [158]. CAM is
defined for periodical broadcast of short messages to nearby
vehicles. This message type delivers presence, position (i.e.,
GPS information), identifier, and basic status. DENM is
transmitted when a specific event such as an accident or
abnormal situation occurs to warn neighbor nodes of the
event.

V2X communication is currently under standardization
by 3GPP since 2015. SA1 defines use cases and service require-
ments, and SA2 studies network architecture to support
use cases in-vehicle networks. RAN is working on radio
resourcemanagement to satisfy the requirements of vehicular
networks. In the US, system requirements for an on-board
V2V safety service have been standardized in SAE J2945/1
[159]. ETSI documented Release 1 for a cooperative intelligent

safety service message set and Release 2 for urban ITS
applications.

V2X communication must support road safety services
with high mobility. Therefore, it has very strict require-
ments compared to other communication technologies to
enable highly reliable services. In vehicular networks, all
vehicle nodes are moving at high speeds. Thus, local infor-
mation becomes meaningless rather quickly. Furthermore,
V2X communication guarantees the transmission of safety
messages and maintains connectivity with neighbors to
satisfy reliability requirements. Vehicles should react as fast
as possible to accidents. To this end, ultra-low end-to-end
delay is required, and a faster duty cycle is needed for
communication and device discovery. Figure 13 shows an
overview of the bandwidth and latency requirements for V2X
communication.

The key performance indicators are as follows [18]:

(i) E2E delay: 10∼100ms
(ii) Reliability: 10−5

(iii) Positioning accuracy: 30 cm
(iv) Data rate: 10∼40Mbit/s

5.4. Challenging Issues and Future Directions in
5G Mobile Access Networks

5.4.1. M2M Communication. The LTE standard was origi-
nally targeted to human-to-human (H2H) communication.
The M2M communication in cellular IoT should support
small data transmission with an irregular time interval.
Current radio resource blocks are too large forM2M commu-
nication.Thus, new radio resource management schemes are
needed to fulfill these requirements ofM2M communication.
If the M2M mechanism shares radio resource blocks with
H2H communication, we will have to minimize impact and
interference from M2M communication to H2H communi-
cation.The interference management amongM2M devices is
also a dormant concern due to themassive number of devices
in M2M networks.

In M2M communication, cost efficiency is the most
important factor owing to the large number of devices
deployed in the network. Efficient power management to
maximize battery life and network operation is also very
crucial. The network capacity should be adequate to handle
the massive number of simultaneous connection requests
over a wide coverage area. The M2M communication should
have capabilities to manage diverse use cases of IoT services.
Also, data aggregation and data offloading concepts can be
applied toM2Mcommunication to enhance energy efficiency
and communication.

5.4.2. D2D Communication. When applying D2D commu-
nication to legacy cellular networks, we need to manage the
interference caused byD2Dcommunication tominimize per-
formance degradation of the cellular network. The network
carefully handles the random mobility of UEs and random
channel status for interferencemanagement. A power control
mechanism is mainly used to coordinate the interference in
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D2D communication. Power control can be achieved either
in a centralized way by eNodeB or in a distributed way
by each UE. Fundamentally, a centralized approach is more
efficient because all the network information including SNR
and signaling power of UE is known, but information about
additional control and computational overhead is needed to
gather network information and adjust the signaling power
of all UEs appropriately.

The most challenging issue in D2D communication
is interference management. Without efficient interference
management, D2D communication cannot coexist with a
cellular network. The other issue is mode selection. For
example, when the network allows D2D mode, the questions
are which event triggers the mode selection procedure, what
kind of parameter is used, and whether to use D2D. Data
offloading needs to be studied further to increase network
capacity and coverage expansion by a relay and power
management.

5.4.3. V2X Communication. As mentioned earlier, cellular
D2D communication can be an enabling technology for V2X
communication. However, legacy D2D communication is
unable to fulfill the requirements of V2X communication
because of its limitations. D2D communication has a collision
risk during side-link transmission. Moreover, there are many
unsuitable mechanisms leading to latency that is too long
for V2X communication, such as long duty cycles for device

discovery, inefficient resource allocation and link adaptation,
and slow connection setup procedure.

Thus, further studies are needed to apply D2D to V2X.
The most important issue is reducing end-to-end latency.
Network-assisted radio and link management can be a solu-
tion to improve the delay performance. Legacy device discov-
ery mechanisms are too slow for vehicle networks.Thus, new
faster device discovery mechanisms should be developed. In
addition, a new protocol with a lower duty cycle is needed
to minimize the latency and the network control mechanism
used in D2D communication should be optimized to reduce
control signaling overhead and interference. Additional study
issues are supporting flexible retransmission and advanced
collision resolution to guarantee reliable requirement and
constructing a robust network by increasing link connectiv-
ity.

6. Conclusion

The expectation of future mobile system or next generation
wireless networks comprises high-speed access providing
without limitation of time and location. As a consequence,
the NGN has to deal with the high data rate, real-time
data handling, centralized views of the entire network with
minimum delay, greater security, fewer data losses, and less
error rate. The development of any technologies with high
data traffic and highQoS of universal network infrastructures
depends on the integration of new technologies or new
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services with the existing network infrastructure. In this
survey, we have discussed the network architecture, service
framework, and topologies that will play an important role
to meet the requirements of future networking infrastructure
that is 5G network. The requirement of 5G will be massive
IoT connectivity, virtual experience andmedia, and real-time
communication. So, the architecture of 5G will be such that
the flexibility and scalability of the future network will be
maximized.Therefore, the future network will depend on the
combination of new technologies such as cloud computing,
SDN, NFV, and E2E networking infrastructure. Besides, the
integration of SDN with NFV will ensure dynamic data
control, centralized network provisioning, and adaptation of
new services and innovation. To the best of our knowledge,
the survey of promising technologies for 5G networks has
emphasized an absolute idea on the interesting attempts in
network development trend based on standardization status.
Along with this, the promising architectures and services of
the SDN, cloud computing, and IoT have been provided.
However, the contents presented in this survey are the first
step toward the potential architectures and implementation
works for 5G network and are not the end picture. After all,
the realization of future network for 5G needs a lot of efforts
in the research laboratories, industries, and companies.
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of cloud computing and internet of things: a survey,” Future
Generation Computer Systems, vol. 56, pp. 684–700, 2016.

[129] M. R. Abdmeziem andD. Tandjaoui, “An end-to-end secure key
management protocol for e-health applications,” Computers &
Electrical Engineering, vol. 44, pp. 184–197, 2015.

[130] B. Xu, L. D. Xu, H. Cai, C. Xie, J. Hu, and F. Bu, “Ubiquitous
data accessing method in iot-based information system for
emergency medical services,” IEEE Transactions on Industrial
Informatics, vol. 10, no. 2, pp. 1578–1586, 2014.

[131] A. Pantelopoulos and N. G. Bourbakis, “A survey on wearable
sensor-based systems for health monitoring and prognosis,”
IEEE Transactions on Systems, Man and Cybernetics Part C:
Applications and Reviews, vol. 40, no. 1, pp. 1–12, 2010.

[132] S. R. Moosavi, T. N. Gia, A. M. Rahmani et al., “SEA: a secure
and efficient authentication and authorization architecture for
IoT-based healthcare using smart gateways,” Procedia Computer
Science, vol. 52, pp. 452–459, 2015.

[133] R. Li, B. Lu, and K. D. McDonald-Maier, “Cognitive assisted
living ambient system: a survey,” Digital Communications and
Networks, vol. 1, no. 4, pp. 229–252, 2015.

[134] A. Hussain, R. Wenbi, A. L. Da Silva, M. Nadher, and M.
Mudhish, “Health and emergency-care platform for the elderly
and disabled people in the Smart City,” Journal of Systems and
Software, vol. 110, pp. 253–263, 2015.

[135] S. J. Liu and G. Q. Zhu, “The application of GIS and IOT
technology on building fire evacuation,” Procedia Engineering,
vol. 71, pp. 577–582, 2014.

[136] Z. Yinghua, F. Guanghua, Z. Zhigang, H. Zhian, L. Hongchen,
and Y. Jixing, “Discussion on application of IOT technology in
coal mine safety supervision,” Procedia Engineering, vol. 43, pp.
233–237, 2012.

[137] E. Sun, X. Zhang, and Z. Li, “The internet of things (IOT) and
cloud computing (CC) based tailings dammonitoring and pre-
alarm system inmines,” Safety Science, vol. 50, no. 4, pp. 811–815,
2012.

[138] V. R. L. Shen, H.-Y. Lai, and A.-F. Lai, “The implementation of a
smartphone-based fall detection systemusing a high-level fuzzy
Petri net,” Applied Soft Computing, vol. 26, pp. 390–400, 2015.

[139] T. Ojha, S. Misra, and N. S. Raghuwanshi, “Wireless sensor
networks for agriculture: the state-of-the-art in practice and



Mobile Information Systems 25

future challenges,”Computers and Electronics in Agriculture, vol.
118, pp. 66–84, 2015.

[140] K. Han, D. Zhang, J. Bo, and Z. Zhang, “Hydrological monitor-
ing system design and implementation based on IOT,” Physics
Procedia, vol. 33, pp. 449–454, 2012.

[141] A. S. Voulodimos, C. Z. Patrikakis, A. B. Sideridis, V. A. Ntafis,
and E.M. Xylouri, “A complete farmmanagement system based
on animal identification using RFID technology,” Computers
and Electronics in Agriculture, vol. 70, no. 2, pp. 380–388, 2010.

[142] S. Sarangi, J. Umadikar, and S. Kar, “Automation of agriculture
support systems using wisekar: case study of a crop-disease
advisory service,” Computers and Electronics in Agriculture, vol.
122, pp. 200–210, 2016.

[143] W. He and L. D. Xu, “Integration of distributed enterprise appli-
cations: a survey,” IEEE Transactions on Industrial Informatics,
vol. 10, no. 1, pp. 35–42, 2014.

[144] M. Fagiani, S. Squartini, L. Gabrielli, S. Spinsante, and F. Piazza,
“A review of datasets and load forecasting techniques for
smart natural gas and water grids: analysis and experiments,”
Neurocomputing, vol. 170, pp. 448–465, 2015.

[145] L. D. Xu, W. He, and S. Li, “Internet of things in industries: a
survey,” IEEE Transactions on Industrial Informatics, vol. 10, no.
4, pp. 2233–2243, 2014.

[146] M. S. Jamil,M. A. Jamil, A.Mazhar, A. Ikram, A. Ahmed, andU.
Munawar, “Smart environment monitoring system by employ-
ingwireless sensor networks on vehicles for pollution free smart
cities,” Procedia Engineering, vol. 107, pp. 480–484, 2015.

[147] G. Xu, G. Q. Huang, and J. Fang, “Cloud asset for urban flood
control,” Advanced Engineering Informatics, vol. 29, no. 3, pp.
355–365, 2015.

[148] C. Zhu, V. C. M. Leung, L. Shu, and E. C. Ngai, “Green Internet
of Things for smart world,” IEEE Access, vol. 3, pp. 2151–2162,
2015.

[149] F. K. Shaikh, S. Zeadally, and E. Exposito, “Enabling technolo-
gies for green internet of things,” IEEE Systems Journal, no. 99,
pp. 1–12, 2015.

[150] 3GPP, “TR 36.888, Study on provision of low-cost Machine-
Type Communications (MTC) User Equipments (UEs) based
on LTE,” [Online], https://portal.3gpp.org/desktopmodules/
Specifications/SpecificationDetails.aspx?specificationId=2578.

[151] SIGFOX, SIGFOXWhite Paper, SIGFOX, 2014.
[152] LoRa Alliance, “LoRaWAN- what is it,” LoRa Alliance White

paper, 2015. [Online], https://www.lora-alliance.org/portals/0/
documents/whitepapers/LoRaWAN101.pdf.

[153] X. Lin, J. G. Andrews, A. Ghosh, and R. Ratasuk, “An overview
of 3GPP device-to-device proximity services,” IEEE Communi-
cations Magazine, vol. 52, no. 4, pp. 40–48, 2014.

[154] A. Asadi, Q. Wang, and V. Mancuso, “A survey on device-to-
device communication in cellular networks,” IEEE Communi-
cations Surveys and Tutorials, vol. 16, no. 4, pp. 1801–1819, 2014.

[155] 3GPP TR 22.803, “Feasibility study for Proximity Services
(ProSe) (Release 12),” v. 12.2.0, June 2012.

[156] C. Campolo, A. Molinaro, and R. Scopigno, Vehicular Ad Hoc
Networks: Standards, Solutions, and Research, Springer, Berlin,
Germany, 2015.

[157] ETSI, “Intelligent Transport Systems ITS; Vehicular commu-
nications; Basic set of applications; Part 2: specification of
cooperative awareness basic service,” EN 302 637-2, 2014.

[158] ETSI, “ITS; decentralized environmental notification messages
(DENM),” EN 102 869-X, 2012.

[159] SAE International and DSRC Committee, “DSRC message
communication minimum performance requirements: basic
safety message for vehicle safety applications,” SAE Draft Std.
J2945.1 Revision 2.2, SAE, 2011.

https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2578
https://portal.3gpp.org/desktopmodules/Specifications/SpecificationDetails.aspx?specificationId=2578
https://www.lora-alliance.org/portals/0/documents/whitepapers/LoRaWAN101.pdf
https://www.lora-alliance.org/portals/0/documents/whitepapers/LoRaWAN101.pdf


Research Article
An Architecture of IoT Service Delegation
and Resource Allocation Based on Collaboration between
Fog and Cloud Computing

Aymen Abdullah Alsaffar,1 Hung Phuoc Pham,1 Choong-Seon Hong,1

Eui-Nam Huh,1 and Mohammad Aazam2

1Department of Computer Engineering, Kyung Hee University, Yongin-si, Seoul, Republic of Korea
2Department of Systems and Computer Engineering, Carleton University, Ottawa, ON, Canada

Correspondence should be addressed to Eui-Nam Huh; johnhuh@khu.ac.kr

Received 29 April 2016; Revised 25 July 2016; Accepted 25 August 2016

Academic Editor: Young-June Choi

Copyright © 2016 Aymen Abdullah Alsaffar et al. This is an open access article distributed under the Creative Commons
Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is
properly cited.

Despite the wide utilization of cloud computing (e.g., services, applications, and resources), some of the services, applications, and
smart devices are not able to fully benefit from this attractive cloud computing paradigm due to the following issues: (1) smart
devices might be lacking in their capacity (e.g., processing, memory, storage, battery, and resource allocation), (2) they might
be lacking in their network resources, and (3) the high network latency to centralized server in cloud might not be efficient for
delay-sensitive application, services, and resource allocations requests. Fog computing is promising paradigm that can extend
cloud resources to edge of network, solving the abovementioned issue. As a result, in this work, we propose an architecture of IoT
service delegation and resource allocation based on collaboration between fog and cloud computing. We provide new algorithm
that is decision rules of linearized decision tree based on three conditions (services size, completion time, and VMs capacity) for
managing and delegating user request in order to balance workload. Moreover, we propose algorithm to allocate resources to meet
service level agreement (SLA) and quality of services (QoS) as well as optimizing big data distribution in fog and cloud computing.
Our simulation result shows that our proposed approach can efficiently balance workload, improve resource allocation efficiently,
optimize big data distribution, and show better performance than other existing methods.

1. Introduction

Cloud computing is not only a technology that continuously
advances for offering a variety of services and resources
to many cloud consumers smart devices (e.g., IoT, smart
wearable devices, smart phone, smart tablets, and smart
home appliances) but also an enabling developer to develop
more applications, tools, and services. Cloud computing
architecture can empower ubiquitous, advantageous, and on-
demand network access to a shared pool of configurable com-
puting resources, providing many other benefits (e.g., stor-
ages, services, applications, networks, virtualized resources,
large scale computation, schedulable virtual servers, high
expansibility, computing power, low price services, virtual
network, network bandwidth, and high reliability) [1–3]. One

of the technologies that is gaining popularity is known as
Internet of things (IoT). IoT is a technology that is still
developing and enables many objects (e.g., thin-client, smart
phone, smart tablets, smart home appliances, smart wearable
devices, and sensor) to connect to Internet to perform
variety of services (e.g., memory, storage space, processing,
virtualization, resource allocation, services delegation, surf-
ing, send/receive big data, and viewing social sites). Thus,
smart devices services are present in every aspect of our
daily life (e.g., health care, medicine treatment, education,
and remotely controlled smart devices). Cloud computing
technology is being widely used to support variety of cloud
consumer devices, services, and applications.

Despite the wide utilization of cloud computing (e.g.,
services, applications, and resources), some of the services,
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applications, and smart devices are not able to fully benefit
from this attractive cloud computing paradigm due to the
following issues: (1) smart devices are lacking in their capacity
(e.g., processing, memory, storage, battery, and resource
allocation), (2) they are lacking in their network resources,
and (3) the highnetwork latency to centralized server in cloud
is not efficient for delay-sensitive application, services, and
resource allocations requests. According to [3], the number
of devices that connected to Internet will exceed 24 billion
by 2020. The rapid increase of number of Internet connected
devices combined with the long distance between user smart
devices and cloud computing, and the repeatedly requested
services, will pose heavy burden to network performance
and network bandwidth which in return will degrade cloud
computing QoS as well. Moreover, the high network latency
between user devices and cloud may not be ideal for delay-
sensitive applications, services, and resources.

To resolve the abovementioned issues, we utilize fog
computing which is a new paradigm that extends cloud
computing resources and service to the edge of network. It is
highly virtualized infrastructure that can provide networking
services, computation, storage,memory between IoT devices,
and traditional cloud computing environment [4]. Further-
more, fog computing is located in localized environment,
making it closer to user location and giving it the advantage
over cloud to provide variety of distributed applications
[4]. The impressive advantages that fog computing offers
over cloud computing will not only increase the number of
requests services (i.e., delay-sensitive services, applications,
and data) but also direct most of user requested services if
not all to fog computing only. This will lead to unbalanced
workload of services and degraded performance of fog
performance, user requests, and the abandonment of IoT
service from cloud computing.

Therefore, in this paper, we introduce new architecture
of IoT service delegation and resource allocation based on
collaboration between fog and cloud computing. We provide
new algorithm that is decision rules of linearized decision
tree based on three conditions (services size, completion
time, and VMs capacity) for managing and delegating user
request. Furthermore, we present our new strategy for data
distribution optimization such as big data. Moreover, we
present an algorithm to perform resource allocation in
order to satisfy service level agreement (SLA) and quality of
service (QoS). Our simulation shows that our approach can
improve the efficiency of resource allocation and show better
performance comparing with other approaches.

The rest of paper is organized as follows. In Section 2,
we introduce related work. In Section 3, we introduce our
system architecture and motivating scenario. In Section 4,
we present our proposed mechanism for service delegation,
resource allocation, and big data distribution processes. In
Section 5, we present our implementation and analysis result.
In Section 6, we present our conclusion and future work.

2. Related Work

There are many researches attempting to resolve the above-
mentioned issues. In [5], the author introduces efficient

synchronization in cloud for number of hierarchy distributed
file systems. The author deploys the conception of master-
slave architecture to propagate data to reduce traffic. In [6],
the author introduces method for resource scheduling which
can be efficient inmitigating the impacts that influence appli-
cation respond time and utilization of the system. In [7, 8], the
authors introduce the impact of data transmission delay on
the performance. In [9], the author introduces onemethod to
make a parallel processing for big data which can increase the
performance in federated cloud computing. However, these
researches do not mention how much resources should be
utilized.

Also, there are many completed researches that deal with
resources allocation. In [10], the authors explain through their
work that shared allocation is superior to dedicated alloca-
tion. Nevertheless, the authors do not perform experiment
with arbitrary number of SLAs. Moreover, authors do not
show how fast the server needs to be in order to guarantee
quality of service (QoS). In [11, 12], the authors provide
services to large number of SLAs as it is quite difficult to
obtain performance between shared and reserved allocation.
In [13], the author introduces a model which secure resource
allocation in cloud computing, where the author designed
fuzzy- logic based trust and reputation model.

Many researches have been done in order to provide effi-
cient method to integrate mobile devices and cloud comput-
ing environment. In [14], the author presents concept where
cloud computing is utilized in order to improve the capability
of mobile devices. In [15], the author did some modification
to Hyrax which enables mobile devices to utilize cloud com-
puting platforms.The concept of deploying mobile devices as
a provider of resources is presented even though the experi-
ment was not integrated. In [16], the authors only concentrate
on the use of partition policies to hold the effect of application
on mobile devices. However, they did not resolve any other
issues regarding mobile cloud computing or fog computing.

Fog computing technology is still in its early stage and
needsmore time to develop like cloud computing. To the best
of our knowledge, there are not many researches considering
collaboration of fog and cloud computing to provide efficient
way of delegating IoT services between fog and cloud to
better balance workload/requested services/resources. Fur-
thermore, we introduce new methods to delegate services
to multiple fog and cloud computing based on linearized
decision tree which considers three conditions (service size,
completion time, andVMs capacity).Moreover, we introduce
new strategy for data distribution and introduce an algorithm
to preform resource allocation to guarantee SLA and QoS.

3. Proposed Architecture and Scenario

In this section, wewill introduce our new system architecture,
explain its component and scenario, and explain the advan-
tages and disadvantages of fog and cloud collaboration.

3.1. System Architecture. Figure 1 illustrates our proposed
systemarchitecturewhich consists of three layers; upper layer,
middle layer, and lower layer. Table 1 illustrates our system
components and explains their role.
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Table 1: System component.

Component Description
IoT devices All smart devices that are capable of connecting to internet.

Cloud/fog broker Responsible for receiving user request/services, providing services/search for VMs,
and delegating service to other fog/cloud environments.

Cloud/fog computing server Responsible for providing requested services/resource, processing them, and
delivering them back to broker.

Services monitor server Responsible for maintaining and storing record of current service and their
progress and providing/checking available space for new services.

3rd-party cloud server Responsible for providing services to fog broker and cloud broker.

VMs occupancy Responsible for providing list of the current available VMs capacity and showing
the used available VMs capacity.

Services map table
Responsible for presenting map of services and their divided chunks in the same
and/in other fog computing environments as well as in cloud computing
environment.

3rd-party cloud server

Services
server

monitor

Fog broker

Cloud server 1Cloud server 2

Services
server

monitor

Fog broker

Upper layer: cloud
environment

Services monitor
server

Middle layer: fog

Lower layer: IoT
devices

Services monitor
server Fog computing

server

Fog broker

Cloud broker

Fog
server

computing

Cloud server 3

Fog computing
 

environment

server

Figure 1: Proposed system architecture.

We provide detailed assumption for our architecture. Our
assumption is as follows:

(1) We assume that there are 3 fog computing envi-
ronments which have closer distance between each
other and user smart devices as well as long distance

between fog and cloud. Each fog computing envi-
ronment will include fog broker to manage request
services, obtain information of VMs capacity in other
fog/cloud environments, and so forth. (Note: in case
of larger network area, it is possible to havemore than
3 fog computing environments.)
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(2) We assume that all services will be requested from fog
computing environment. Based on three conditions
such as services size, completion time, and VMs
capacity, fog broker will decide to process the current
requested services in current fog or in other fog/cloud
computing environments.

(3) We assume that there are delay-sensitive and
nondelay-sensitive requested services, applications,
and data.

(4) We assume that all services monitoring server in
fog will sync their VM capacity status and current
services processing with services monitoring server
in cloud. When any fog needs more VM capacity,
fog broker will obtain that information from services
monitoring server in cloud which will reduce the
search time of VMs capacity in other fog or cloud
computing environments.

3.1.1. Upper Layer of System Architecture. The upper layer
represents cloud computing environment. This layer consists
of cloud broker, services monitor server, cloud servers, and
3rd-party cloud server. In case that there is no available
capacity in fog to process service and the requested services
that is needed later, then the fog can delegate these services to
cloud computing.

3.1.2. Middle Layer of System Architecture. The middle layer
represents fog computing environment and consists of three
fog computing environments. Each fog computing envi-
ronment consists of fog broker, fog computing server, and
services monitor server. Each layer can be aware of each
other through using unique communication address for each
environment configured by policies or by the cloud itself.
Note that it is possible to have more than 3 fog computing
environments when we cover larger area/state. All ubiquitous
and future services/resources can be requested from any fog
environment as well as cloud based on service size (e.g.,
large or small), requested time (e.g., now or later), and VMs
capacity (e.g., occupied or not occupied).

3.1.3. Lower Layer of System Architecture. The lower layer
represents user smart devices. User smart devices can consist
of smart phone, smart tablets, smart sensors, smart wearable
devices, thin-client, smart home appliances, and so forth.
Some of these smart devices have different specification and
capabilities (e.g., computation process, storage space, screen
resolution, and bandwidth). Fog computing can provide
efficient way for them to perform these tasks over the Internet
in less respond time and efficient performance.

3.1.4. The Role of Services Monitor Server. The services moni-
tor server consists of two important components such asVMs
occupancy table and services map table.

The VMs occupancy table is used to keep a list of VMs
capacity and occupancy (e.g., occupied and not occupied) in
each fog and cloud computing environment. The benefit of
this table is to provide fast way for broker to decide on where
to process the current service based on service size and the

VMs 
number

Service ID Fog/cloud Parts Progress Exp_Finish_ 
Time

VM1 1035 Fog 1 2 out of 4 00:00:00
VM6 1035 Fog 2 3 out of 4 00:00:00
VM3 1040 Fog 1 5 out of 6 00:00:00
VM4 1135 Cloud 1 1 out of 3 00:00:00

20%

40%

80%
95%

VM6
OC

VM1
OC

VM2
NOC

VM4
OC

VM3
OC

VM5
NOC

OC: occupied, NOC: not occupied

Figure 2: Illustrating sample of VMs occupancy table.

time needed to be completed. In case there is not enough
capacity in current VMs at current fog, then the broker can
send request to service monitor server in cloud which will
store/keep record of all VMs capacity in other fog and cloud
environments. Here, the broker can request to reserve these
VMs for their current service from other fog/cloud environ-
ments. Figure 2 illustrates a sample of VMs occupancy table.

Services map table is used to keep/store list of currently
processed services and their location. For example, some-
times, service is requested from current fog/cloud environ-
ment and to complete this service we need the collaboration
of 2 or 3VMs; however, we only have 1 VMat current fog. As a
result, the broker will search the cloud for not occupied VMs,
reserve them, and request processing the rest of the service
in cloud. Here, this table will list service ID, VMs number,
location, progress time, expected finishing time, and the IP
address which was used to send the services.

3.2. Scenario. As fog computing is gaining more popularity
for being near the underlying network and extending cloud
computing services/resources near to user location, envision
some situation where IoT devices user can benefit from
using fog computing environment to resolve any problem,
especially when they are in public or at home. We can use
the example of many IoT smart devices such as google glass,
smart oven, and smart refrigerator. In the first example, the
userwants to use their smart oven to cook some food. In order
to do so, the smart oven wants to search the Internet to obtain
the right temperature which is needed to cook the food.
However, the smart oven has limited capability for searching
the Internet. As a result, the smart oven can connect to local
fog computing environment which in return searches for
the right information, and finally, stores that information in
the smart oven application. Furthermore, the user can input
name of many foods and ask fog to search for the right recipe.
Here, the smart oven receives the requested information in
convenient and short time.

Another example could be google glass. Let us assume
that google glass user is taking pictures which required
obtaining information such as sightseeing and cloths. Google
glass might have limited capabilities to do searching which
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might consume more power and need more resources, big
storage, and higher bandwidth. Here, the user can take some
pictures of video and send them to fog broker in fog comput-
ing for information searching. In case there aremany services
requested/assigned to current fog, fog broker will collaborate
with other fog/cloud computing environments and delegate
the services to them. In fog/cloud environment, the service
will be divided into many chunks which will be assigned
to VMs for processing. After processing is completed, these
chunks will be sent to fog/cloud broker where they will be
combined and sent back to user devices.

Our proposed scenario illustrates the advantages of uti-
lizing collaboration of work between fog and cloud comput-
ing environment. This collaboration efficiently increases the
chances of providing efficient method for services delega-
tion, optimizing resources, and optimizing data distribution
between fog and cloud computing environment.

3.3. Fog and Cloud Collaboration. In this section, we will
introduce the advantages and disadvantages of fog and cloud
computing collaboration.

Advantages of fog and cloud computing collaboration are
as follows:

(1) Dividing the work load between fog and cloud leads
to fast completion of requested tasks when there are
many requests (e.g., video, movies, and clips) which
are requested at the same time/peak time (e.g., World
Cup show and Olympic games events).

(2) The collaboration between fog and cloud lead to
better managing of network performance by dividing
requested services to small parts and sending them
through the network to different fog or cloud for
processing. This will reduce the network overload
which in return will reduce fog and cloud perfor-
mance overload.

(3) Fast resources allocation for requested services leads
toQoE and efficientlymanaging resources to a variety
of fog and cloud consumers.

(4) Fog and cloud broker can communicate to manage
and organize requested services and VMs capacity.

The disadvantages of fog and cloud computing collabora-
tion are as follows:

(1) It might take more time to search for free VMs
capacity from other fog or cloud computing envi-
ronments. To solve this issue, we include in both
fog and cloud environments services monitor server
which keeps record of current free VMs and VMs
status. When fog needs more VMs, fog broker will
request VMs capacity of other fog environments from
services monitoring server in cloud which will store
VMs capacity and currently process services of all fog
environments.

(2) Dividing many services to small parts and sending
them to other fog or cloud environmentsmight create
larger table with larger size when it comes to request
certain services that are larger in size.

Table 2: IoT services delegation constrain cases.

Service size Completion time VMs capacity
Case 1 Small Now Occupied/not occupied
Case 2 Small Later Occupied/not occupied
Case 3 Large Now Occupied/not occupied
Case 4 Large Later Occupied/not occupied

4. Proposed Mechanism

In this section, we will introduce our methods which we used
for IoT services delegation, optimizing resources allocation,
and optimizing data distribution. Furthermore, we will pro-
vide algorithms and mathematical equations as well.

4.1. Services Delegation Process. In this section, we will
explain our method which we used to delegate services to
other fog environments and cloud computing environments.
The delegation of any services requested from any fog/cloud
environment is decision rules of linearized decision trees
based on three conditions (service size, completion time, and
VMs capacity). The requested services size can be small or
large, the requested completion time can be now or later, and
VMs capacity can be occupied or not occupied at current
fog/cloud environment. We consider 4 cases in Table 2 and
provide 2 algorithms that explain these cases process in detail.
The cases are shown in Table 2.

Both of Algorithms 1 and 2 aim to find where to delegate
the services for processing based on service size (e.g., small
or large), services completion time (e.g., now or later), and
VMs capacity (e.g., enough or not enough) and in some cases
we include services that are in queue (e.g., services in queue,
yes or no). As for service size, we can, for example, determine
the size based on checking if the size is bigger than 500mb
or not. Moreover, we also aim to manage these services in
fog and cloud environment. Figure 4 illustrates sequence flow
diagram of any service that is requested from fog environ-
ment where there is enoughVMs capacity. Figure 5 illustrates
sequence flow diagram of services that is requested from fog
environment where there is not enough VMs capacity.

4.2. Resource Allocation and Data Distribution Process. Many
of formerly presented approaches utilize 1/m/1 model to pro-
vide solution to previouslymentioned problem.Nevertheless,
in our proposal, we utilize 1/m/m/1 for solving the same
problem, where (1) refers to cloud broker, (m) refers to many
paths, (m) refers to many fog brokers in fog environments,
and (1) refers to IoT devices users. In detail, IoT devices will
send service request to fog broker in fog environment. Fog
broker will divide data into multiple blocks where they will
be assigned to certain VMs. Each block will be divided into
multiple chunks which will be sent to multiple processor for
processing. After receiving the processed data, the processor
combines them again into one big data and returns the result
to user IoT devices.

By using this method, we reduce/eliminate the burden
to the system when we process big data size. Therefore,
we guarantee the availability of server in fog or cloud



6 Mobile Information Systems

Input: 𝑆𝑠 // service size (small or large), 𝑆ct // service completion time (now or later), VM𝑐 // VM capacity
(occupied = not enough or not occupied = enough)

Output: service delegation/management location // fog or cloud
(1) If (Service Size = small) && (Service completion time = now) && (VMs capacity = enough)
(2) THEN
(3) Divide requested services to small chunk
(4) Calculate the required no. of VMs
(5) Assign these chunks to the assigned VMs for processing
(6) else if (Service Size = small) && (Service completion time = now) && (VMs capacity = not enough)
(7) THEN
(8) Divide requested services to small chunks
(9) Calculate the required no. of VMs
(10) Obtain list of available VMs capacity in other fog/cloud environment from Services Monitor Server in cloud.
(11) Reserved the VMs and assign the chunks to them.
(12) else if (Service Size = small) && (Service completion time = later) && (VMs capacity = enough) && (Services in Queue = no)
(13) THEN
(14) Process the requested service at current location (fog environment)
(15) Divide requested services to small chunks
(16) Calculate the required no. of VMs
(17) Assign these chunks to the assigned VMs for processing
(18) else if (Service Size = small) && (Service completion time = later) && (VMs capacity = enough) && (Services in Queue = yes)
(19) delegate the requested services to be processed in cloud
(20) Divide requested services to small chunks
(21) Calculate the required no. of VMs
(22) Assign these chunks to the assigned VMs for processing
(23) end if
(24) end if
(25) end if
(26) After completion the processing of all chunks,
(27) return the chunks to broker for combining them and send the result to users IoT devices.

Algorithm 1: Finding IoT services delegation/management in fog/cloud based on three conditions (service size, completion time, and VMs
capacity) for cases 1 and 2.

environment to process large number of requested services
at peak and nonpeak time, guarantee fast respond time, and
assure satisfying quality of services (QoS).

Next, we will explain the process of our work which
consists of two stages. In stage 1, firstly, we determine the
minimum number of VMs needed to do the job and their
speed. Secondly, we divided and assigned data based on VMs
capacity. In stage 2, firstly, we distribute data which has differ-
ent capacity to processors. Secondly, after the completion of
processing the divided chunks, they will return to cloud/fog
broker to combine them and, finally, they will be sent to IoT
devices user.

4.2.1. First Stage of ProposedMechanism. In the first stage, we
determine the minimum number of VMs needed to do the
job and their speed. Secondly, we divided and assigned data
based on VMs capacity.

(A) Determine the Number of VMs and Speed. We use Algo-
rithm 3 to determine the minimum number of VMs which is
required to do the job depending on service level agreement
(SLA). Furthermore, we use cumulative distribution function
(CDF) 𝐹(𝑥) time respond which is available in [17]. The
minimum number of VMs 𝑚 keep increasing until 𝐹(𝑥)
arrive at the desired targeted probability. As a result, we can

receive the required 𝑚 for SLA. Next, we present description
of function 𝐹(𝑥) and it is as follows:

𝐹 (𝑥) = Probability (time of response < 𝑥)

= {{{{{{{

1 − 𝑒−𝜇𝑥 − 𝑘𝜇𝑒−𝜇𝑥𝑥 for 𝜎 = 𝑚𝑖 − 1
1 − 𝑒−𝜇𝑥 − 𝑘𝜇𝑒−𝜇𝑥(𝑚𝑖−𝜎) [1 − 𝑒−𝜇𝑥(1−𝑚𝑖+𝜎)1 − 𝑚𝑖 + 𝜎 ] for 𝜎 ̸= 𝑚𝑖 − 1,

(1)

where 𝜎 = 𝜆/𝜇.
𝑘 = 𝑝 (0) 𝜎𝑚𝑖 − 𝜇𝑚𝑖! ∗ 𝑚𝑖(𝑚𝑖 − 𝜎) ,

𝑃 (0) = (𝑚−1∑
𝑛=0

𝜎𝑛𝑛! + 𝑚𝑝𝑚𝑚! (𝑚 − 𝜎))
−1

.
(2)

𝜆 is the arrival rate and 𝜇 is the service rate.
Fog computing infrastructure can provide diversity of

services to satisfy a large number of SLAs through utilizing
unique scheduling methods such as FCFS which is shown in
Figure 6. Thus, we are recommending to allocate the VMs
into two groups where the first group will be utilized for
shared allocation (SA) 𝑚shared Allocation and the second group
will be utilized for reserved allocation (RA) 𝑚reserved Allocation.
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Input: 𝑆𝑠 // service size (small or large), 𝑆ct // service completion time (now or later), VM𝑐 // VM capacity
(occupied = not enough or not occupied = enough)

Output: service delegation/management location // fog or cloud
(1) If (Service Size = Large) && (Service completion time = now) && (VMs capacity = enough)
(2) THEN
(3) Process the requested service at current location (fog environment)
(4) Divide requested services to small chunks
(5) Calculate the required no. of VMs
(6) Assign these chunks to the assigned VMs for processing
(7) else if (Service Size = Large) && (Service completion time = now) && (VMs capacity = not enough)
(8) THEN
(9) Divide requested services to small chunks
(10) Calculate the required no. of VMs
(11) Obtain list of available VMs capacity in other fog/cloud environment from Services Monitor Server in cloud.
(10) Reserved the VMs and assign the chunks to VMs for processing
(11) else if (Service size = Large) && (Service completion time = later) && (VMs capacity = not enough) &&

(Services in Queue = yes)
(12) THEN
(13) this services will be delegated to other fog/cloud environment
(14) Divide requested services to small chunks
(15) Calculate the required no. of VMs
(16) Assign these chunks to assigned VMs for processing.
(17) end if
(18) end if
(19) end if
(20) After completion the processing of all chunks,
(21) return the chunks to broker for combining them and send the result to users IoT devices.

Algorithm 2: Finding IoT services delegation/management in fog/Cloud based on three conditions (service size, completion time, and VMs
capacity) for cases 3 and 4.

Input:
(1) 𝜆 // rate of arrival
(2) 𝜇 // rate of service
(3) SLA(𝑥, 𝑧) // 𝑥: time of response

// 𝑧: probability target
Output: 𝑚 // required minimum no. of VMs
(4) Float 𝜎 = 𝜆/𝜇
(5) Function determineMinVM (𝜎, 𝜇, 𝑥, 𝑧) {
(6) If (𝜎 == (int) 𝜎) 𝑚 = (int) 𝜎;
(7) Else 𝑚 = (int)Math.floor(𝜎) + 1;
(8) While 𝐹(𝑥) ≤ 𝑧, 𝑚++;
(9) Return 𝑚; // required minimum no. of VMs }

Algorithm 3: Determining the number of VMs.

As for shared allocation, the arrival jobs of SLA are merged
in a single steamed and served by 𝑚 VMs.

And, as for reserved allocation, we provide one VM for
each arriving job which is shown in Figure 7. Both fog and
cloud computing will utilize the model for shared allocation
and reserved allocation.

All of the SLAs in shared allocation will have the same
CDF of response time and arrival rate 𝜆 = ∑𝑘𝑖=1 𝜆𝑖. Thus, the
minimum number of VMs 𝑚Shared Allocation to meet 𝑘 SLAs is
given by

𝑚Shared Allocation = max (𝑚1, . . . , 𝑚𝑖, . . . , 𝑚𝑘) . (3)

Table 3: An example of proposed cases.

Cases 𝜆1 𝑥1, 𝑦1 𝜆2 𝑥1, 𝑦1 𝑚Reserved 𝑚Shared

Case 1 3.9 3, 0.7 3 10 10 11
Case 2 3.9 3, 0.85 3.9 12 12 10

The number of VMs which is required to satisfy SLA𝑖 of
user 𝑖 is referred to as 𝑚𝑖. Let the smallest number of VMs
which is required to meet 𝑘 SLA in reserved allocation be𝑚Shared Allocation. As a result, 𝑚Reserved Allocation is given by

𝑚Reserved Allocation = 𝑘∑
𝑖=1

𝑚𝑖. (4)

In this case, when more than 1 user request services
with the same SLAs, the shared allocation can provide the
same or even enhanced performance than reserved allocation(𝑚shared Allocation ≤ 𝑚Reserved Allocation). However, in case that
SLA1 and SLA2 are not the same for shared allocation, then it
will be quite difficult to determine whether shared allocation
is better than reserved allocation or the opposite. Table 3
will provide example of two cases for shared and reserved
allocation.

Note that, in some cases, we have to consider the case
where there are services in queue or not yet decided to where
to process the requested services (e.g., in fog or in cloud).
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Input:
(1) 𝜆1, 𝜆2 // rate of arrival
(2) 𝜇 // rate of service
(3) SLA1, SLA2
(4) 𝐸 // processing time expectation
Output:
(5) SA, RA //shared and reserved allocation strategy
(6) Function determineAllocStrategy (𝜆1, 𝜆2, SLA1, SLA2, 𝐸, 𝜇) {
(7) Calculate SLA difference 𝐷
(8) Get the corresponding angle 𝛼 from the SLA difference table
(9) If (𝜇 ≥ (1/𝐸[𝑇] + 𝜆1) && 𝜇 ≥ (1/𝐸[𝑇] + 𝜆2))
(10) If (Math.asin(𝜆2/sqrt (𝜆1 ∗ 𝜆1 + 𝜆2 ∗ 𝜆2)) ≤ 𝛼)
(11) Return RA // reserved allocation
(12) Else
(13) Return SA // shared allocation
(14) Else
(15) Return false {

Algorithm 4: Determining the allocation strategy.

Table 4: Service level agreement difference (SLA).

𝐷 𝛼
(0, 20) 0(20, 40) 20
(40, 66) 50(66, 88) 70

By examining both cases at Table 3, we notice that, in
the first case, 𝑚Reserved Allocation has shown better performance
than 𝑚shared Allocation and, in the second case, 𝑚shared Allocation
has shown better performance than 𝑚Reserved Allocation. We are
trying to determine the best suitable strategy for shared and
reserved allocation for the purpose of satisfying SLA1 and
SLA2. Moreover, the VMs are able to guarantee the quality
of services (QoS). Let the average number of VMs which is
needed to meet a given SLA over considered arrival time be𝐸(SLA):

𝐸 (SLA) = 1𝑘
𝑘∑
0

∫ (𝑘, 𝑥, 𝑦) . (5)

Let 𝐷 refer to the difference between SLA1 and SLA2. As
a result, 𝐷 is given by

𝐷 = 󵄨󵄨󵄨󵄨𝐸 (SLA1) − 𝐸 (SLA2)󵄨󵄨󵄨󵄨 . (6)

Algorithm 4 illustrates our allocation strategy to satisfy
service level agreements (SLA) and quality of services (QoS).

The relationship between 𝐷 and angle 𝛼 is explained in
Table 4. As illustrated in Table 4, every 𝐷 is fixed by the
changes in arrival time of 𝜆1, 𝜆2 in (0, 30) and the average
angle of SLA is different for every range.

We state angle 𝛼 by the next formula:

sin𝛼 = 𝜆2
sqrt (𝜆1 ∗ 𝜆1 + 𝜆2 ∗ 𝜆2) . (7)

The next step is to discover the speed of VMs in order to
guarantee the quality of services (QoS) for every requested
service. We also deploy the little law which is explained in
[18]:

𝐸 [𝑁] = 𝑝
(1 − 𝑝) where 𝑝 = 𝜆𝜇 . (8)

In (8), we refer to the number of jobs in the system by𝐸[𝑁]. Equation (9) presents the expectation of processing
time:

𝐸 [𝑇] = 𝐸 [𝑁]𝜆 = 𝑝
𝜆 (1 − 𝑝) = 1𝜇 (1 − 𝑝) = 1𝜇 − 𝜆 . (9)

To satisfy the quality of services (QoS), we set the below
formula:

𝜇 ≥ 1𝐸 [𝑇] + 𝜆. (10)

By using this formula, we are able to discover theVMs rate
of service.Moreover, we introduce an example below tomake
it clear. For instance, let us assume that we want 𝐸[𝑇] ≤ 10
second, 𝜆 = 1 job/second, then the VMs rate which is needed
is as follows:

𝜇 ≥ 110 + 11110 . (11)
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(B) Determine VMs Capacity. When the system receives any
service, first, we have to find out if we need to process it at
current location or delegate it to other fog/cloud computing
environments based on the algorithmwhichwementioned in
Section 4.1.Then, we can determineVMs capacity. In order to
determine the VMs capacity, we will sort, divide, and assign
data to VMs current Capacity. We also set data priority by
utilizing training data to sort out data. As a result, the data
with higher priority will be transferred first and the one with
lower priority will be transferred last.

We divide data to blocks of different sizes (e.g., bl1, bl2,
and bl𝑛). In order to select the best VMs based on their
capacities, we utilize greedy algorithm. Finally, the VMs with
higher capacity will be assigned to the block with big size.

4.2.2. Second Stage of Proposed Mechanism

(A) Distribution of Data Block Process. We start distributing
data block which has different capacities to processors.When
we receive data, it will be divided into blocks of data. These
blocks will be divided into small size which is known as
chunks (e.g., chk1, chk2, . . . , chk𝑛). Every chunk might have
different size based on the strength of bandwidth.

Let us denote the chunk in each block by chk𝑖, the size
of chunk by 𝑤(ch𝑖), and the bandwidth between VMs and
processor by bw𝑖. Let 𝑤(ch𝑖)/𝑏𝑖 denote the time it takes to
send data (chunk) fromVMs to processor. Note that whenwe
consider method of parallelization, the time it takes to send
chunks of data to processors should be even:

𝑤 (chk1)
bw1

= 𝑤 (chk2)
bw2

= 𝑤 (chk3)
bw3

= ⋅ ⋅ ⋅ = 𝑤 (chk𝑖)
bw𝑖

= 𝑡,
Set 𝑆 = 𝑤 (block) = 𝑛∑

𝑖=0

𝑤 (chk) = 𝑡 𝑛∑
𝑖=0

𝑏𝑖.
(12)

Thus,

𝑤 (chk𝑖) = 𝑡 ∗ 𝑏𝑖 = 𝑆∑𝑛𝑖=0 𝑏𝑖 ∗ 𝑏𝑖. (13)

As it is shown above, we can determine the size of every
chunk to adapt it with the bandwidth. The next process is
to sort out the processor based on processor capacities. For
example, if the chunk of data is bigger, then it will be sent to
processor with higher capacity for processing it.

(B) The Merging of Data Block Process. In this section,
we explain the process of merging data block after being
processed. After the data block is being processed, it will
be send back to fog broker in fog environment for merging
process. In service monitor server, the services map table will
keep a record of these blocks and the locationwhere theywere
processed which is illustrated in Figure 3.

VMs
number

Service 
ID

Fog/
cloud

Parts Progress Exp_Finish
_Time

IP address

VM1 1035 Fog 1 2 out of 4 00:00:00 169.19.16.10

VM2 1035 Fog 2 3 out of 4 00:00:00 169.18.15.11

VM3 1040 Fog 3 5 out of 6 00:00:00 187.96.53.21

VM6 1135 Cloud 1 1 out of 3 00:00:00 190.35.665.35

15%

45%

70%

95%

number

Figure 3: Illustrating sample of services map table.

IoT 
devices

Fog 
broker

Fog 
server

(1) Send service request

(3) Send data (chunks) after 
processing them 

(2) Send data (chunks) to 
assign VMs 

(4) Combine data (chunks) 
and send them to user

based on Algorithms 1
and 2 

(i) Register/authenticate 

(iii) Divide data into chunk

(ii) Check VMs capacity
user devices

Figure 4: Sequence flow diagram of IoT service process in fog
computing environment.

Figures 4 and 5 illustrate the conceptwhere data is divided
into chunk and then assigned to VMs in fog or cloud or both
of them.Then, after processing these chunk, they are returned
to fog broker to merge them and send them to user devices.

Fog computing will act as master which will receive all
chunks of data to decrease the complexity that is due to
the existing of firewall between processor in fog or cloud
environment.

5. Implementation and Analysis

In this section, the numerical experiments results are pre-
sented to examine the efficiency of shared allocation (SA) and
reserved allocation (RA) as well as comparing our approach’s
performance with other approaches in terms of processing
time to transfer big multimedia data from fog/cloud broker
to user smart devices. The comparison method uses one
processor [19] to receive data from fog/cloud broker where
in our case we use multiple processor.

5.1. Experiment Settings. The characteristics of our target
system are illustrated in Table 5. In our PC, we used one Intel
Core TM i7 965 and 8GBRAM.The algorithmwas simulated
on CloudSim [20]. CloudSim is a framework for modelling
and simulation of infrastructures and services in Java jdk-
7u7-i586 and Netbeans-7.2.
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(1) Send service request
(3) Request VM capacity 

list

(11) Combine data 
(chunks) and send

them to user

IoT 
devices

Cloud 
broker

Services 
monitor 
server

Fog 
broker 2

Fog 
broker 1

Fog 
broker 3

(2) Send request for VM 
capacity

(4) Send VMs capacity 
list

(5) Data (chunk 1)

(6) Data (chunk 2)

(7) Data (chunk 3)
(8) Processed data 

(chunk 1)
(9) Processed data 

(chunk 2)
(10) Processed data

(chunk 3)

Figure 5: Sequence flow diagram of IoT service which is delegated to other fog/cloud computing environments.

Table 5: Characteristic of the target system.

Parameter Value
Network LAN
Topology Connected
Operating system Win7 Professional
Number of VMs 25
Number of fog 7
Number of smart devices 10
Bandwidth [10∼512]Mbps

Table 6: Setting for SLA.

Parameter Value
Response time [1∼10]
Target time [0.1∼0.99]

Table 7: Speeds of requests and response services.

Parameter Value
Arrival rate [0.2∼3.9]
Service rate [1∼4]

Every parameter in the simulation has different arrival
rates 𝜆, response times 𝑥, and target probabilities 𝑦. Some big
files for the abovementioned algorithms are to estimate the
required minimum number of VMs for two types of resource
allocations and data distribution time. Table 6 illustrates
setting for SLA and Table 7 illustrates the speeds of requests
and response services.

The experiment result proves that shared allocation and
reserved allocation almost have the same impact when SLA is
the same for both of themwith different arrival rate, response
time, and target probability. We did our experiment in the
same cases. However, different from other approaches, we
used multiple SLA instead of one single SLA.

Figure 8 illustrates different response time of shared and
reserved allocation. Our experiment result shows that when
the smallest number of VMs decreases, the respond time for
shared and reserved allocation increases. In addition, it shows
that the probability is almost the same for shared and reserved
allocation when we set different response time for shared and
reserved allocation.

Figure 9 illustrates SLA different target probability for
shared and reserved allocation. Our experiment result shows
the minimum number of VMs which is required to meet the
satisfaction of SLA. For instance, when the target probability
to satisfy SLA is 0.4, we need minimum of 5 VMs for shared
and reserved allocation. As a result, it can meet SLA different
target probability for shared and reserved allocation.

Figure 10 illustrates different arrival rate of shared and
reserved allocation. Our experiment result shows the mini-
mum number of VMs that is required to satisfy SLA which
is equivalent to different arrival rate. For instance, when the
arrival rate of service is 2, we need minimum number of 3
VMs.

In the case where we consider using multiple SLAs, it is
suggested that the strategy of shared and reserved allocation
is more resource efficient compared to reserved allocation.

Figure 11 illustrates different SLAs of shared and reserved
allocation. The result shows that reserved allocation uses
more VMs than shared allocation when number of SLAs
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Mshared

M

Both
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Figure 6: Illustrating our consideration of service level agreement (SLA).

decreases. As a result, reserved allocation can provide guar-
antee rate due to the offering of resources. For instance, when
the number of SLAs is 1, then we need minimum number of
less than 5 VMs to do the job. However, when the number
of SLAs is 5, then the needed minimum number of VM
for shared allocation is 10 VMs and more than 11 VMs for
reserved allocation.

A comparison of processing time when sending big size
of data to destination for our proposed system with other
approaches [19] that utilize one single processor only is illus-
trated in Figure 12. For instance, by looking at Figure 12, we
notice that our proposed approaches generate less processing

time than other approaches when we try to send big size
of data such as 400mb. Moreover, our proposed approach
shows better performance than other approaches which only
use single processor [19]. Other approaches only use one
processor where our approach uses multiple processor.

The result, concerning the number of fog/cloud comput-
ing environments with respect to IoT devices workload, is
presented in Figure 13. We calculate the minimum number
of fog/cloud computing environments which is able to satisfy
IoTdevicesworkload.Thenumber of fog computing environ-
ments increases when the number of IoT devices workload
increases and the same thing applies to cloud computing
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Figure 7: Illustrating our proposed strategy for resources allocation in shared allocation and reserved allocation.

when requested services are delegated to cloud computing.
For instance, when the workload of IoT devices is 30mb, then
the minimum number of fog computing environments to
satisfy IoT devices increase to 2 fog computing environments.

6. Conclusion

Smart IoT devices are growing rapidly and becoming smarter
to access the Internet anytime, anywhere. Nevertheless,
smart devices, services, and application are not able to
fully benefit from this attractive cloud computing paradigm
due to the following issues: (1) smart devices might be
lacking in their capacity (e.g., processing, memory, storage,

battery, and resource allocation), (2) they may be lacking in
their network resources, and (3) the high network latency
to centralized server in cloud might not be efficient for
delay-sensitive application, services, and resource allocations
requests. Moreover, sending or receiving big size of data from
centralized server in cloud over the network degraded cloud
performance and burden cloud network causing poor QoS,
long response delay, and insufficient use of network resources.
A localized environment such fog computing can be efficient
in resolving the abovementioned issue. In spite of that, the
rapid increasing number of services that will be requested
from fog computing will generate overhead of services and
less services requested from cloud which will result in poor
management for both environment and poor QoS.
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As a result, in this paper, we proposed an architecture
of IoT service delegation and resource allocation based on
collaboration between fog and cloud computing. We provide
new algorithm that is decision rules of linearized decision tree
based on three conditions (services size, completion time,
and VMs capacity) formanaging and delegating user request.
Furthermore, we proposed new strategy for optimizing big
data distribution in fog and cloud environment. Moreover,
we propose algorithm to allocate resources to meet service
level agreement (SLA) and QoS. Our simulation result shows
that our proposed approach can improve services delegation,
management, big data distribution, and resource allocation
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efficiently and show better performance than other existing
methods.
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In the 5G era, the operational cost ofmobile wireless networkswill significantly increase. Further,massive network capacity and zero
latency will be needed because everything will be connected tomobile networks.Thus, self-organizing networks (SON) are needed,
which expedite automatic operation of mobile wireless networks, but have challenges to satisfy the 5G requirements. Therefore,
researchers have proposed a framework to empower SON using big data. The recent framework of a big data-empowered SON
analyzes the relationship between key performance indicators (KPIs) and related network parameters (NPs) usingmachine-learning
tools, and it develops regressionmodels using a Gaussian process with those parameters.The problem, however, is that themethods
of finding the NPs related to the KPIs differ individually. Moreover, the Gaussian process regression model cannot determine the
relationship between a KPI and its various related NPs. In this paper, to solve these problems, we proposed multivariate multiple
regression models to determine the relationship between various KPIs and NPs. If we assume one KPI and multiple NPs as one set,
the proposed models help us process multiple sets at one time. Also, we can find out whether some KPIs are conflicting or not. We
implement the proposed models using MapReduce.

1. Introduction

The technology of self-organizing networks (SON) has been
developed to more economically manage wireless com-
munication and mobile networks in increasingly complex
environments [1, 2]. SON, however, do not fully handle data
from all sources in mobile wireless networks such as mobile
app-based data (mobile data) and channel baseband power
(wireless communication information) [3, 4]. Thus, SON
encounter challenges that hinder the current self-organizing
networking paradigm from meeting the 5G requirements
because 5G networks are more complex [4].

Engineers have thus come up with a big data-empowered
SON (BSON), which develops a SON with big data in mobile
wireless networks. BSON, currently a necessary technology
for 5G [3–6], is still in its initial stage. Indeed, in its
current iteration, it is insufficient for practical use.The BSON
framework was proposed in [4] and includes the concrete
concept of using big data in mobile wireless networks and
applied them to SON. It ranks the key performance indicators
(KPIs), selects network parameters (NPs) related to each KPI,

and creates a Gaussian process regressionmodel in which the
KPI is the dependent variable and each NP related to this KPI
is the independent variable. The Gaussian process regression
models are then applied to the SON engine for management
optimization. In this context, the KPIs include capacity,
quality of service (QoS), capital expenditure (CAPEX), and
operational expenditure (OPEX) from the perspective of
a wireless communication operator. In addition, from a
user perspective, the KPIs include seamless connectivity,
spatiotemporal uniformity of service, demand for almost
infinite capacity or zero latency, and cost of service. For
instance, because 5G technology aims to connect everything
such as automobile, wearable devices, and home network and
to help human escape emergency situations, massive network
capacity and zero latency are needed in a wireless ecosystem.

This BSON framework [4], however, has some aspects
that need be improved. For example, the individual selection
of NPs related to a KPI is considerably intricate because
a typical 5G node is expected to have more than 2000
parameters.Moreover, in a singleGaussian process regression
model, computing an exact KPI value according to the
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NP values is difficult [7]. To address these problems, we
proposed multiple regression models [8], which allow us
easily distinguish the NPs related to each KPI from those
unrelated ones. Simultaneously, we can generate models that
can be immediately applied to the SON engine. Because of
the many available NPs with massive values, we need to solve
the issues concerning the multiplication of two large-sized
matrices and the inverse of a large-sized matrix for multiple
regressions using MapReduce. We describe and implement
method that calculates matrices consisting of a KPI and NPs
for multiple regression models using MapReduce [8].

These multiple regression models, however, suffer from
weaknesses. We can calculate the relationship between only
one KPI and the NPs at a single time. However, recognizing
the relationship between various KPIs and all the NPs at a
single time is important because some KPIs are conflicting,
such as the relationship between QoS and CAPEX. If we
want to know the relation between the KPIs and NPs, we
need to individually calculate themultiple regressions of each
KPI.Therefore, in this paper, we proposed improved models,
namely, multivariate multiple regression models, that help us
determine the relationship between the KPIs and NPs at a
single time. We explain these models in the next section.

The remainder of this paper is organized as follows. Sec-
tion 2 provides the background of big data in 5G and BSON
framework, multiple regression models, MapReduce, and LU
decomposition. Section 3 explores the proposed multivariate
multiple regression models for the BSON framework and
describes the implementation of these models using MapRe-
duce. Section 4 presents the theoretical time complexity
of the algorithms of these models. Section 5 presents the
implementation of MapReduce and the execution time for
executing these models in a cloud as a result. Finally, we
conclude this paper in Section 6.

2. Background and Related Work
SON facilitates automatic operation ofmobilewireless networks.
It initially exploits big data inmobile wireless networks to im-
prove the networks.This current research is devoted to BSON
[3]. The researcher in [4] proposed the BSON framework.

2.1. SON. Operating mobile wireless networks is a challeng-
ing task, especially in cellularmobile communication systems
due to their latent complexity.This complexity arises from the
number of network elements and interconnections among
their configurations. In heterogeneous networks, handling
various technologies and their precise operational paradigms
is difficult. Today, planning and optimization tools are typ-
ically semiautomated and the management tasks need to be
closely supervised by human operators.This manual effort by
a human operator is time-consuming, expensive, and error
prone and requires a high degree of expertise. SON can be
used to reduce the operating costs by reducing the tasks at
hand and enhancing profit by minimizing human error. The
next subsection details the SON taxonomies.

2.1.1. Self-Configuration. Configuration of base stations
(eNBs), relay stations, and femtocells is required during
deployment, extension, and upgrade of network terminals.

Configurations may also be needed when a change in the
system is required, such as failure of a node, drop in network
performance, or change in service type. In future systems,
the conventional process of manual configuration must be
replaced with self-configuration. We can foresee that nodes
in future cellular networks should be able to self-configure all
their initial parameters including the IP addresses, neighbor
lists, and radio-access parameters.

2.1.2. Self-Optimization. After the initial self-configuration
phase, we need to continuously optimize the system param-
eters to ensure efficient performance of the system to main-
tain all optimization objectives. Optimization in the legacy
systems can be done through periodic drive tests or analysis
from log reports generated from network operating center.
Self-optimization includes load balancing, interference con-
trol, coverage extension, and capacity optimization.

2.1.3. Self-Healing. Wireless cellular systems are prone to
faults and failures due to component malfunctions or natural
disasters. In traditional systems, failures are mainly detected
by the centralized operation and maintenance (O&M) soft-
ware. Events are recorded and necessary alarms are set off.
When alarms cannot be remotely cleared, radio network
engineers are usually mobilized and sent to cell sites. This
process could take days or even weeks before the system
returns to normal operation. In future self-organized cellular
systems, this process needs to be improved by consolidating
the self-healing functionality. Self-healing is a process that
consolidates remote detection, diagnosis, and triggering of
compensation or recovery actions to minimize the effect of
faults in the mobile wireless network equipment.

2.2. Big Data in 5G and BSON. The massive amount of
information comes from various elements in the mobile
wireless networks, such as base stations, mobile terminals,
gateways, and management entities, as shown in Figure 1 [3].
The authors in [4] classified the big data in cellular networks
as follows.

2.2.1. Subscriber Level Data. This classification contains con-
trol data, contextual data, and voice data, which not only
can be used to optimize, configure, and plan network-centric
operations, but also are equally meaningful to support key
business processes such as customer experience and retention
enhancement.

2.2.2. Cell Level Data. This classification contains physical
layer measurements that are reported by a base station
and all user equipment within the coverage of this base
station to the O&M center. The utilities of the cell level
data can complement the subscriber level data. For example,
minimization of drive test measurements, which contains
the reference signal received power and reference signal
received quality values of the serving and adjacent cells, are
particularly useful for autonomous coverage estimation and
optimization [9].

2.2.3. Core Network Level Data. This classification can be
exploited to fully automate fault detection and troubleshoot
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Figure 1: Big data gathering path in mobile wireless network
architecture.

network level problems. The complexity of identifying prob-
lems in a core network is increased many times, particularly
if the equipment used is supplied by different vendors that
provide their own proprietary solutions for different network
performance.

2.2.4. Additional Sources of Data. This classification contains
the structured information already stored in the separate
databases, including customer relationship management as
well as billing data. This also includes unstructured infor-
mation such as social media feeds, specific application usage
patterns, and data from smart phone built-in sensors and
applications.

As discussed in the Introduction, SON technology uses
this aforementioned big data to improve itself. This process
is facilitated using BSON. The three main features that
make BSON distinct from the state-of-the-art SON are the
following:

(i) full intelligence of the current network status,
(ii) capability in predicting user behavior,
(iii) capability in dynamically associating the network

response to the NPs.

These three capabilities can go a long way in designing a SON
that can meet the 5G requirements. The BSON framework
shown in Figure 2 involves the following steps.

Step 1 (data gathering). This includes gathering of data from
all sources of information into an aggregate data set.

Step 2 (transforming). This includes transforming the big
data into right data.

The steps in this transformation are explained below.
The underlying machine learning and data analytics are
subsequently explained.

(1) Classifying. This means classifying the data with
respect to key operational and business objectives

(OBOs) in which accessibility, retainability, integrity,
mobility, and business intelligence are present.

(2) Unifying/Diffusing. This means unifying multiple PIs
into more significant KPIs.

(3) Ranking. This means ranking KPIs within each OBO
with respect to their effect on that OBO.

(4) Filtering. This means filtering out KPIs that affect the
OBO below a predefined threshold.

(5) Relating.Thismeans, for eachKPI, finding theNP that
affects that KPI.

(6) Ordering. This means, for each KPI, ordering the
associated NP with respect to the strength of their
association.

(7) Cross-Correlation.Thismeans, for eachNP, determin-
ing a vector that quantifies its association with each
KPI.

Step 3 (modeling). This includes developing a network behav-
ior model by learning from the right data obtained in Step 2
using theGaussian process regression andKolmogorov-Wiener
prediction.

Step 4 (running the SON engine). This includes using the
SON engine on the model to determine a new NP and
expected new KPIs.

Step 5 (validating). If the simulated behavior tallies with the
expected behavior (KPIs), proceed with the new NPs.

Step 6 (relearning/improving). If the validation in Step 5 fails,
make feedback to the concept drift block, which updates in
turn the behavior model.

2.3. Multiple Regression Models [8, 10]. Step 2 (transforming)
and Step 3 (modeling) presented in Section 2.2 (BSON
framework) are replaced with the multiple regression mod-
els. The key factors in Step 2 (transforming) and Step 3
(modeling) are finding the associated NPs for each KPI and
creating the model using a KPI and the associated NPs.
They should, however, separately determine the associated
NPs using machine-learning tools [11]. Moreover, calculating
the accurate value of a KPI according to the change in the
NP values is difficult. In other words, the model presented
in Section 2.2 allows us to determine the value of a KPI
according to only oneNPbecause themodel ismerely a single
regression model.

The single regression model shown in Figure 2 identifies
the relationship between a KPI and only one NP. Of course,
many single regressionmodels exist according to theNPs, but
calculating a KPI value when the NP values simultaneously
change is difficult. In contrast, themultiple regressionmodels
shown in Figure 3 enable easy identification of the relation-
ship between a KPI and the NPs.

We proposed the multiple regression models to enhance
the previous BSON framework [8]. The multiple regression
model is written in [10] as

𝑦 = 𝛽
0
+ 𝛽
1
𝑥
1
+ 𝛽
2
𝑥
2
+ ⋅ ⋅ ⋅ + 𝛽

𝑚
𝑥
𝑚
+ 𝜀, (1)
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and it can be expressed as
Y = XB + E, (2)

where

X =
[
[
[
[
[

[

1 NP
1
NP
2
⋅ ⋅ ⋅

1 ⋅

1 ⋅

1 ⋅

]
]
]
]
]

]

,

Y =
[
[
[
[
[

[

KPI
𝑘

⋅

⋅

⋅

]
]
]
]
]

]

.

(3)

The elements in X and Y are the values of the NPs and KPI,
and the parameter is estimated as

B̂ = (X󸀠X)
−1

(X󸀠Y) . (4)

We can create multiple regression models (B̂) by calculating
the multiplication of (X󸀠X)−1 and (X󸀠Y). Figure 3 shows four
steps to compute B̂ using MapReduce, and we provided the
detail of each step in [8].

2.4. MatrixMultiplication UsingMapReduce [12, 13]. MapRe-
duce is a computation method that has been implemented
in several systems, including Google internal implementa-
tion and the popular open-source implementation Hadoop.
(Hadoop can be obtained, along with Hadoop Distributed
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File System from the Apache Foundation.) We can use
an implementation of MapReduce to manage many large-
scale computations in a manner that is tolerant of hardware
faults. Only two functions need to be written—Map and
Reduce—while the system manages the parallel execution,
coordinates tasks that executeMap or Reduce, and deals with
the possibility that one of these tasks will fail to execute.

Matrix Multiplication with One MapReduce Step. If M is a
matrix with element 𝑚

𝑖𝑗
in row 𝑖 and column 𝑗 and N is a

matrix with element 𝑛
𝑗𝑘

in row 𝑗 and column 𝑘, then the
product, P = MN, is matrix P with element 𝑝

𝑖𝑘
in row 𝑖 and

column 𝑘, where

𝑝
𝑖𝑘
= ∑

𝑗

𝑚
𝑖𝑗
𝑛
𝑗𝑘
. (5)

We can possibly use only a single MapReduce pass to
perform thematrixmultiplication,P = MN. Here, we present
an abstract of the Map and Reduce functions.

(1) Map Function. For each element𝑚
𝑖𝑗
of M, we produce

all key-value pairs ((𝑖, 𝑘), (𝑀, 𝑗,𝑚
𝑖𝑗
)) for 𝑘 = 1, 2, . . .

up to the number of columns of N. Similarly, for
each element 𝑛

𝑖𝑗
of N, we produce all key-value pairs

((𝑖, 𝑘), (𝑁, 𝑗, 𝑛
𝑖𝑗
)) for 𝑖 = 1, 2, . . . up to the number of

columns of M.

(2) Reduce Function. Each key (𝑖, 𝑘) will have an associ-
ated list with all values (𝑀, 𝑗,𝑚

𝑖𝑗
) and (𝑁, 𝑗, 𝑛

𝑖𝑗
), for

all possible values of 𝑗. The 𝑗th values on each list
must have their third components, namely, 𝑚

𝑖𝑗
and

𝑛
𝑗𝑘
, extracted and multiplied. Then, these products

are added, and the result is paired with (𝑖, 𝑘) in the
output of the Reduce function.

2.5. Matrix Inversion Using MapReduce [14]. The LU algo-
rithm splits the matrix into square submatrices and individ-
ually updates these submatrices. The block method splits the
input matrix, as shown in Figure 4.

In this method, the lower triangular matrix L and the
upper triangular matrix U are both split into three sub-
matrices, whereas the original matrix A is split into four

submatrices. These smaller matrices satisfy the following
equations:

L
1
U
1
= P
1
A
1
,

L
1
U
2
= P
1
A
2
,

L󸀠
2
U
1
= A
3
,

L
3
U
3
= P
2
(A
4
− L󸀠
2
U
2
) ,

L
2
= P
2
L󸀠
2
,

(6)

where bothP
1
andP

2
are permutations of the rows.The entire

LU decomposition can be represented as

LU = (
P
1
0

0 P
2

)A = PA, (7)

where P is also a permutation of the rows obtained by
augmenting P

1
and P

2
.

If submatrix A
1
is sufficiently small (e.g., on the order of

10
3 or less), it can be very efficiently decomposed into L

1
and

U
1
on a single node. If submatrix A

1
is not small enough, we

can recursively partition it into smaller submatrices, as shown
in Figure 4. After obtaining L

1
andU

1
, the elements of L󸀠

2
and

U
2
can be computed using the following two equations:

[L󸀠
2
]
𝑖𝑗
=

1

[U
1
]
𝑗𝑗

([A
3
]
𝑖𝑗
−

𝑗−1

∑

𝑘=1

[L󸀠
2
]
𝑖𝑘
[U
1
]
𝑘𝑗
) ,

[U
2
]
𝑖𝑗
=

1

[L
1
]
𝑖𝑖

([A
2
]
𝑖𝑗
−

𝑗−1

∑

𝑘=1

[L
1
]
𝑖𝑘
[U
2
]
𝑘𝑗
) .

(8)

We can compute A
4
− L󸀠
2
U
2
using the L󸀠

2
and U

2
matrices

mentioned above. Subsequently, we can decompose it into L
3

and U
3
.

3. Multivariate Multiple Regression Models for
BSON Framework

Themultiple regressionmodels presented in Section 2.3 suffer
from a shortcoming—they can calculate the relationship
between only one KPI and NPs. Many KPIs exist, however,
such as those from the operator perspective that include
OPEX, CAPEX, QoS, and capacity and from the user per-
spective that include seamless connectivity, cost of service,
capacity, and latency [4]. These are high-level KPIs; however,
many precise technical KPIs also exist, such as the cell power
and cell coverage. To reveal the relationship between the KPIs
and NPs, we must calculate the multiple regression models
several times for each KPI in the previousmultiple regression
models.This process is inconvenient and requires a long time.

Meanwhile, finding the conflicting or concordant rela-
tionship among KPIs is not easy when the NP values simulta-
neously change. As we mentioned earlier, we should perform
multiple regressions several times for each KPI to finally
learn the conflicting or concordant relationship among KPIs.
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𝛽
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Step 2: compute Z󳰀Z or Z󳰀Y

Figure 5: Proposed multivariate multiple regression models.

In contrast, the proposed multivariate multiple regression
models shown in Figure 5 allow simultaneous determination
of the relationship between the KPIs and NPs.

To enhance the multiple regression models for BSON,
we propose the multivariate multiple regression models. The
multivariate multiple regression is expressed as follows [15,
16]:

𝑌
𝑗
= 𝛽
0
+ 𝛽
1
𝑧
𝑗1
+ 𝛽
2
𝑧
𝑗2
+ ⋅ ⋅ ⋅ + 𝛽

𝑟
𝑧
𝑗𝑟
+ 𝜀
𝑗
, (9)

and it can also be expressed as

Y
𝑛×𝑝

= Z
𝑛×(𝑟+1)

B
(𝑟+1)×𝑝

+ 𝜀
𝑛×𝑝
, (10)

where

Z =
[
[
[
[
[

[

1 NP
1
NP
2
⋅ ⋅ ⋅ NP

𝑟

1 ⋅

1 ⋅

1 ⋅

]
]
]
]
]

]

,

Y =
[
[
[
[
[

[

KPI
1
KPI
2
⋅ ⋅ ⋅ KPI

𝑝

⋅

⋅

⋅

]
]
]
]
]

]

.

(11)

The elements in Z and Y are values of NPs and KPIs, and
the parameter is estimated as

B̂
(𝑟+1)×𝑝

= (Z󸀠Z)
−1

(Z󸀠Y) . (12)

We can create multivariate multiple regression models (B̂) by
calculating the multiplication of (Z󸀠Z)−1 and (Z󸀠Y). Figure 5
shows four steps to compute B̂ using MapReduce, and we
specifically describe each step below.

Step 1 (integrating). Each message has limited information
such as the location, time, reception sensitivity, cell power,

mobile power, data traffic, and mobility status. Hence, we
simultaneously integrate the whole messages to determine
the values of the KPIs according to the NPs in the Map
function. Then, we extract the values of the KPI and all the
NPs in the Reduce function. The MapReduce key-value pair
in Step 1 is presented in Algorithm 1.

In the Map function, the key is time, and the value is
the name and value of each NP and KPI. When the Map
tasks are all completed, the key-value pairs are grouped in
terms of time. Thus, the input of the Reduce task contains
the corresponding information and the key-value pairs are
grouped according to each KPI (i.e., KPI

𝑘
) in the Reduce

tasks. Therefore, we can simultaneously obtain the value of
each KPI and NP as the output of the Reduce tasks.

For example, if we take one sample per minute for 1 hour,
we can obtain 60 samples. Assuming that the numbers of NPs
and KPIs are 30 and 10, respectively, then the orders of Z and
Y are 60 × 30 and 60 × 10, respectively. Therefore, we can
convert key (i.e., time

ℓ
), NP
𝑚
elements and KPI

𝑛
elements in

the Reduce function into the ℓth row of Z and Y and the𝑚th
column of Z and 𝑛th column of Y, respectively.

Algorithm 1 (the MapReduce key-value pair of Step 1).

TheMap Function

{time, (NP
1
, NP
1
value, NP

2
, NP
2
value, . . ., KPI

1
,

KPI
1
value, KPI

2
, KPI
2
value, . . .)}

The Reduce Function

{time, (NP
1
, NP
1
value, NP

2
, NP
2
value, . . ., KPI

1
,

KPI
1
value, KPI

2
, KPI
2
value, . . .)}

Step 2 (computing Z󸀠Z and Z󸀠Y). We compute Z󸀠Z and Z󸀠Y
using the result in Step 1. Because the result in Step 1 includes
the Z and Y matrices, we can easily compute Z󸀠Z and Z󸀠Y
using MapReduce. As noted in Section 2.4, we can obtain
matrix multiplication with one MapReduce step [12]. For
instance, if we calculate matrix multiplication, P = MN, 𝑚

𝑖𝑘

is used to obtain 𝑝
𝑖1
, 𝑝
𝑖2
, . . . , 𝑝

𝑖𝑗
(𝑗 is the number of columns
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in N). Therefore, through 𝑚
𝑖𝑘
forking off the 𝑗th elements in

the Map function, we can calculate the element of P
𝑖𝑗
in the

Reduce function at the same time.
The MapReduce key-value pair in Step 2 is presented in

Algorithm 2. Note that 𝑍󸀠𝑍,𝑍󸀠𝑌,𝑍󸀠, 𝑍, or 𝑌 are the names
of these matrices and not of the entire matrix. Note also that
𝑘 reaches up to the number of samples (i.e., time), 𝑖 reaches
up to the number of NPs plus one, and ℓ reaches up to the
number of KPIs.

Algorithm 2 (the MapReduce key-value pair of Step 2).

TheMap Function

{(𝑍
󸀠
𝑍, 𝑖, 𝑗), (𝑍

󸀠
, 𝑘, 𝑧
󸀠

𝑖𝑘
)} for 𝑗 = 1, 2, . . .up to the number

of columns of Z

{(𝑍
󸀠
𝑍, 𝑖, 𝑗), (𝑍, 𝑘, 𝑧

𝑘𝑗
)} for 𝑖 = 1, 2, . . .up to the number

of rows of Z󸀠

or

{(𝑍
󸀠
𝑌, 𝑖, ℓ), (𝑍

󸀠
, 𝑘, 𝑧
󸀠

𝑖𝑘
)} for ℓ = 1, 2, . . .up to the number

of columns of Y

{(𝑍
󸀠
𝑌, 𝑖, ℓ), (𝑌, 𝑘, 𝑦

𝑖ℓ
)} for 𝑖 = 1, 2, . . . up to the number

of rows of Z󸀠

The Reduce Function

{(𝑍
󸀠
𝑍, 𝑖, 𝑗), (Z󸀠Z

𝑖𝑗
value)} or

{(𝑍
󸀠
𝑌, 𝑖, ℓ), (Z󸀠Y

𝑖ℓ
value)}

Step 3 (computing (Z󸀠Z)−1). To calculate the multivariate
multiple regression, we compute (Z󸀠Z)−1 using the result in
Step 2. However, computing the inverse of a matrix using
MapReduce is difficult when the order of the matrix is large.
Fortunately, the authors in [14] proposed a method of matrix
inversion using MapReduce. They proposed a block method
for scalable matrix inversion using MapReduce. The block
method enables parallel calculation of theLU decomposition.
If the order of the matrices is not large (≤103), the matrix
can be very efficiently decomposed into L and U on a single
node. If the order of the matrices is not large, sequentially
calculating the inverse of amatrix using LU decomposition in
onenode becomes easy.We can compute theL andUmatrices
using the following equations for the LU decomposition
algorithm [14, 17]:

𝑢
𝑖𝑗
= 𝑎
𝑖𝑗
−

𝑗−1

∑

𝑘=1

ℓ
𝑗𝑘
𝑢
𝑘𝑗
,

ℓ
𝑖𝑗
=
1

𝑢
𝑗𝑗

(𝑎
𝑖𝑗
−

𝑗−1

∑

𝑘=1

ℓ
𝑖𝑘
𝑢
𝑘𝑗
) .

(13)

We can then easily compute L−1 using the following equa-
tions [14], and the inverse of the upper triangular matrix
(U−1) can be equivalently computed.We invert upper triangular

matrix, U, by calculating the inverse of UT, which is a lower
triangular matrix (L):

[L−1]
𝑖𝑗
=

{{{{{{{

{{{{{{{

{

0 for 𝑖 < 𝑗
1

[L
𝑖𝑖
]

for 𝑖 = 𝑗

−
1

[L
𝑖𝑖
]

𝑖−1

∑

𝑘=𝑗

[L]𝑖𝑘 [L−1]
𝑘𝑗

for 𝑖 > 𝑗.

(14)

The output key-value pair in Step 3 is presented in
Algorithm 3. Note that (𝑍󸀠𝑍)−1 is the name of this matrix,
and not of the entire matrix.

Algorithm 3 (the output key-value pair of Step 3).

{((𝑍
󸀠
𝑍)
−1

, 𝑖, 𝑗), ((Z󸀠Z)−1
𝑖𝑗

value)}

Step 4 (computing B̂). We compute B̂ = (Z󸀠Z)−1Z󸀠Y using
the results in Steps 2 and 3. We perform the multiplication
of twomatrices (i.e., (Z󸀠Z)−1 and Z󸀠Y) usingMapReduce. We
can also performmatrixmultiplication using oneMapReduce
step such as in Step 2 [12].

The MapReduce key-value pair in Step 4 is presented in
Algorithm 4. Note that (𝑍󸀠𝑍)−1 and (Z󸀠Y) are the names
of these matrices and not of the entire matrix in the Map
function. In the Reduce function, the jth element of (Z󸀠Z)−1

multiplies the jth element of Z󸀠Y in same (𝑖, 𝑘) key; then all
the results are added. The result is the (𝑖, 𝑘) element of B̂. In
the Reduce function, note that 𝑖 reaches up to the number of
NPs plus one, and 𝑘 reaches up to the number of KPIs.

Algorithm 4 (the MapReduce key-value pair of Step 4).

TheMap Function

{(𝑖, 𝑘), ((𝑍
󸀠
𝑍)
−1
, 𝑗, (Z󸀠Z)−1

𝑖𝑗
)} for 𝑘 = 1, 2, . . . up to

number of rows of (Z󸀠Y)

or

{(𝑖, 𝑘), ((𝑍
󸀠
𝑌), 𝑗, (Z󸀠Y)

𝑗𝑘
)} for 𝑖 = 1, 2, . . . up to num-

ber of rows of (Z󸀠Z)−1

The Reduce Function

{(𝑖, 𝑘), (𝛽
(𝑖−1)𝑘

)}

We can recognize that estimated parameters (i.e., 𝛽
(𝑖−1)𝑘

)
separate the NPs from the NPs unrelated to a KPI. If 𝛽

(𝑖−1)𝑘

is close to zero at KPI
𝑘
, then NP

𝑖−1
is unrelated to KPI

𝑘
. In

addition, we can identify whether a conflicting or concordant
relationship among KPIs exists. For example, if the sign
of all row elements of 𝛽

𝑖𝑝
and 𝛽

𝑖𝑞
for KPI

𝑝
and KPI

𝑞
are

totally different, these KPIs are conflicting. Otherwise, they
are concordant.
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Z

Y 𝛽
ik

(Z󳰀Z)
MR0

(Z󳰀Y)
MR3

(LU decomposition and LU inverse)
MR1 MR2

(Z󳰀Z inverse)

MR4

((Z󳰀Z)−1(Z󳰀Y))

Figure 6: MapReduce pipeline for estimate parameter (𝛽
𝑖𝑘
).

Table 1: Time complexity of matrix multiplication.

Matrix Input order Output order Time
complexity

Z󸀠 × Z (𝑟 + 1) × 𝑛

𝑛 × (𝑟 + 1)
(𝑟 + 1) × (𝑟 + 1) 𝑂 (𝑟

2
𝑛)

(Z󸀠Z)−1 (𝑟 + 1) × (𝑟 + 1) (𝑟 + 1) × (𝑟 + 1) 𝑂 (𝑟
3
)

Z󸀠 × Y (𝑟 + 1) × 𝑛

𝑛 × 𝑝
(𝑟 + 1) × 𝑝 𝑂 (𝑛𝑟𝑝)

(Z󸀠Z)−1 × (Z󸀠Y) (𝑟 + 1) × (𝑟 + 1)
(𝑟 + 1) × 𝑝

(𝑟 + 1) × 𝑝 𝑂 (𝑟
2
𝑝)

4. Time Complexity of Multiple
Regression Models

We calculate the time complexity of the multivariate multiple
regression models. The result of the multivariate multiple
regression models can be obtained as the product of (Z󸀠Z)−1

and Z󸀠Y. The time complexity of Z󸀠Z is 𝑂(𝑟2𝑛) because the
order of Z is 𝑛×(𝑟+1).The time complexities of Z󸀠Y, (Z󸀠Z)−1

and (Z󸀠Z)−1Z󸀠Y are 𝑂(𝑛 × 𝑟 × 𝑝), 𝑂(𝑟3), and 𝑂(𝑟2 × 𝑝),
respectively, as listed in Table 1 [18, 19]. Thus, the entire time
complexity of the multivariate multiple regression models is
𝑂(𝑟
3
) when 𝑛 < 𝑟.
We can reduce this time complexity using distributed

programming such as MapReduce. Let T(L) be the time
complexity of𝑁 tasks. T(L) can then be presented as follows,
assuming an ideal case without consideration of a network
bottleneck:

T (L) = T (1)
L
. (15)

Thus, the time complexity of the𝑁 tasks is 𝑂(𝑟3/L), and if L
is sufficiently large, we can obtain almost constant or linear
time complexity, which shows that the time complexity of the
proposed models is equal to that of the multiple regression
models [8].

5. Implementation in MapReduce

We implemented our models using Hadoop 2.7.1 [20, 21].
All experiments were performed in our laboratory cluster,
which has 32 machines. Each machine has four CPU cores
and 24GB of memory, where each CPU is an Intel� Xeon�
CPU X5650 at 2.67GHz.
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Figure 7: Execution time for calculating each phase (MR
𝑖
) accord-

ing to the number of tasks.

For implementation in MapReduce, several phases were
required. Thus, we had a pipeline of MapReduce jobs as
shown in Figure 6. MR

𝑖
is one MapReduce job. Three phases

are required to calculate (Z󸀠Z)−1.
In MR

0
, we computed the product of Z󸀠 and Z. In

MR
1
, we computed the L and U matrices using (13). In

addition, in MR
1
, we can easily compute L−1 using (14),

and the inverse of the upper triangular matrix (U−1) can be
equivalently computed.We inverted upper triangular matrix,
U, by calculating the inverse ofUT, which is a lower triangular
matrix (L). Finally, in MR

2
, we computed (Z󸀠Z)−1 as the

product of U−1 and L−1.
Meanwhile, MR

3
is required to calculate Z󸀠Y. From

the output of MR
2
and MR

3
, we can calculate estimated

parameters (i.e., 𝛽
𝑖𝑘
) as the product of (Z󸀠Z)−1 and Z󸀠Y. In

reference to Section 3, Step 1 phase creates Z and Y. Step
2 presents MR

0
and MR

3
. Step 3 presents MR

1
and MR

2
.

Finally, Step 4 presents MR
4
.

In this implementation, we compared the execution time
according to the number of MapReduce jobs as shown in
Figure 7. We used 600 × 400 matrix as input Z and 600 × 100
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Figure 8: Execution time for calculating estimated parameter (𝛽
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).

matrix as input Y. Thus, the order of estimated parameter
(i.e., 𝛽

𝑖𝑘
) was 400 × 100. In a practical experiment, we need

to calculate a large order of matrices. Much time, however, is
needed to calculate matrix multiplication in our cloud when
the matrices are in a large order. Hence, we reduced the
order of matrices and simply compared the execution times
according to the number of tasks.

Figure 7 shows the execution time for calculating each
phase (i.e., MR

𝑖
). In Figure 7, the execution times of MR

0
,

MR
2
, MR
3
, and MR

4
are linearly reduced when the number

of Reduce tasks increases from 10 to 20. They, however,
later gradually decreased when the number of Reduce tasks
increases from 20 to 50 because network bottleneck, commu-
nication cost, or additional management time exists [22, 23].

To the left of the three bars inMR
1
in Figure 7, we can see

the execution time for calculating MR
1
on a single node. No

reduction in the execution time can be observed by increasing
the Map tasks. Thus, if we want to reduce the execution time
in MR

1
, we need to use parallel LU decomposition.

The last bar in MR
1
in Figure 7 shows the execution

time for calculating MR
1
using parallel LU decomposition as

presented in Section 2.5. On a single node (i.e., one Reduce),
this process takes approximately 110 s to calculate the LU
decomposition of a 400× 400matrix and to obtain the inverse
of L and U matrices, whereas, on parallel LU, we split the
400 × 400 matrix into four submatrices, from A

1
to A
4
(the

order of each matrix is 200 × 200), and then obtain L
1
, L
2
,

L
3
, U
1
, U
2
, and U

3
as presented in Section 2.5. We need two

MapReduce phases and require 89 s to calculate the results to
be the same as those in a single node.

Figure 8 shows the total execution time to obtain esti-
mated parameter (i.e.,𝛽

𝑖𝑘
). By increasing the number of tasks,

the execution time is reduced. If we can increase the task
capacity by building additional machines in a cluster, we
may be able to calculate matrix operations faster than we
can currently perform. In addition, we can easily perform
numerous matrix operations using MapReduce.

Figure 9 shows the comparison of the execution times to
calculate MR

3
andMR

4
when we use multiple regression and

multivariate multiple regression models. The reason why we
compare these two models using only MR

3
and MR

4
is that
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Figure 9: Execution time for calculating MR
3
and MR

4
according

to the number of tasks when the order of Y is 600 × 100 or 600 × 1.

MR
0
, MR
1
, and MR

2
of the two models are the same. We

consider only one KPI at a time in the multiple regression
models. Thus, the order of the Y matrix is 600 × 1. In the
multivariate multiple regression models, we consider 100
KPIs; thus, the order of the Y matrix is 600 × 100. Given
the complexity of matrix multiplication, it is likely that the
execution time for MR

3
and MR

4
in the multiple regression

models is 100 times faster than that in the multivariate
multiple regression models.

In Figure 9, however, the execution time for MR
3
and

MR
4
when the order of Ymatrix is 600 × 1 is about 1.4 times

faster than that when the order of Y matrix is 600 × 100.
This happens because a minimum amount of time is needed
for MapReduce execution, which includes time for forking
Map, sorting, and merging Reduce. Therefore, in this case,
multivariate multiple regression models are more efficient
than multiple regression models.

6. Conclusion

In BSON, recent research has indicated that a framework
using machine-learning tools and the Gaussian process
regression model facilitates a more automatic operation of
SON.This approach suffers from some limitations. However,
although it determines NPs individually related to a KPI, it
cannot inform us of the exact value of the KPI according to
the change in the NP values.Therefore, we have proposed the
multiple regression models to easily determine the relation-
ship between aKPI and theNPs [8].Thesemultiple regression
models, however, were found to have their own shortcom-
ings. If we want to identify the relationship between various
KPIs and NPs, we must calculate the multiple regression
models several times.



10 Mobile Information Systems

To eliminate these limitations, we have proposed in this
paper multivariate multiple regression models. These models
separate theNPs unrelated to aKPI from those that are related
and allow us to determine at once the relationship between
various KPIs and NPs. If 𝛽

(𝑖−1)𝑘
is close to zero at KPI

𝑘
, then

NP
𝑖−1

is unrelated to KPI
𝑘
. Further, we can identify if two

KPIs (e.g., KPI
𝑝
and KPI

𝑞
) are conflicting if the signs of all

the row elements of 𝛽
𝑖𝑝
and 𝛽

𝑖𝑞
are entirely different.

We implemented these proposed models using MapRe-
duce. By increasing the number of tasks, the execution time
was reduced. We have also shown through experiments that
the proposed multivariate multiple regression models are
more efficient than the multiple regression models, as shown
in Figure 9. Naturally, this approach suffers from limitations,
such as communication cost. However, using distributed pro-
gramming such as MapReduce, we can easily simultaneously
calculate numerous matrix operations. We can also possibly
achieve faster and more frequent calculations by introducing
additional machines in a cluster. In our future work, we will
analyze the proposed models using real big data in mobile
wireless networks.
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Cloud computing is high technology that extends existing IT capabilities and requirements. Recently, the cloud computing
paradigm is towards mobile with advances of mobile network and personal devices. As concept of mobile cloud, the number of
providers rapidly increases for various mobile cloud services. Despite development of cloud computing, most service providers
used their own policies to deliver their services to user. In other words, quality criteria for mobile cloud service assessment are
not clearly established yet. To solve the problem, there were some researches that proposed models for service quality assessment.
However, they did not consider various metrics to assess service quality. Although existing research considers various metrics,
they did not consider newly generated Service Level Agreement. In this paper, to solve the problem, we proposed a mobile
cloud service assessment model called mCSQAM and verify our model through few case researches. To apply the mobile cloud,
proposed assessment model is transformed from ISO/IEC 9126 which is an international standard for software quality assessment.
mCSQAM can provide service quality assessment and determine raking of the service. Furthermore, if Cloud Service Broker
includes mCSQAM, appropriate services can be recommended for service users using user and service conditions.

1. Introduction

Cloud Service Providers (CSPs) should provide reliable and
consistent quality of services to Cloud Service Customers
(CSCs). For that reason, CSPs also need to suggest a quality
assessment model based on credible quality indicators that
can be measureable quantitatively. Mobile cloud service is
a service that can provide various activities through mobile
devices such as smartphones and tablet PCs. using cloud
storage or computing resources [1]. Most interests and devel-
opments of cloud computing were focused on the computing
resources between enterprises and research institutes. Due
to advances of mobile network and personal mobile devices,
many customer’s requirements are increased rapidly to use
content sharing service such as social network service (SNS).
In other words, the number of cloud computing based ser-
vices increases rapidly and it becomes possible to use internet
easily in mobile service environments using smartphone [2].

Despite the development of mobile cloud services,
there are still problems. There are no defined metrics as

standardization and quality assessment model for the mobile
cloud service. So, CSPs perform quality assessment according
to their own policy. In this case, only providers can get
the benefit because it is very difficult to assess the service
quality systematically. Therefore, it is necessary to quantita-
tively measure service quality using quality indicators and
assessment model for mobile cloud services.

In general, mobile cloud service provides web-based
applications to user. For that reason, mobile cloud services
can be applied assessment indicators of ISO/IEC 9126 that
is an international standard for software quality assessment.
Thus, we determine service quality metrics depending on the
mobile cloud service features. And we also propose service
quality assessmentmodel namedmobile cloud service quality
assessment model (mCSQAM) that allows (1) providing the
function for service quality assessment as quality metric
priority and determining raking of the services. And (2)
mCSQAM can recommend appropriate services using user
and service conditions with Cloud Service Broker (CSB) in
collaborative cloud computing environment. In this paper, we
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also perform the initial validation of the proposed model by
evaluating a case study based on mobile cloud service quality
value (mCSQV).

The rest of this paper is organized as follows. In Section 2,
we present related works and existing researches for mobile
cloud quality assessment. Section 3 describes terms that
related mobile cloud computing such as Mobile device,
mobile cloud computing, andmobile cloud service. Section 4
presents international standard ISO/IEC 9126 and its quality
model and metrics in order to select and match features
of mobile cloud services. After reviewing and selecting the
metrics from ISO/IEC 9126, our proposed service assessment
model named mCSQAM presents with case study examples
in Section 5. Finally, we conclude our work by presenting a
summary and describing future works in Section 6.

2. Related Work

Although the user centric infrastructures are founded for
cloud, cloud service is not exactly defined and standardized
about its concept and domain. For that reason, Service Level
Agreement (SLA) is generally used to guarantee the quality of
cloud services. SLA is a part of a standardized service contract
where a service is formally defined. Particular aspects of the
service agreed between CSP and CSC. A common feature of
SLA is a contracted delivery time. In South Korea, one of
the standard bodies named Telecommunications Technology
Association (TTA) defined an association standard related
Cloud Computing SLA. In the standard document that is
established fromTTA, availability, performance, security, ser-
viceability, and so forth are categorized as cloud service qual-
ity characteristics that were suggested as quality metrics [3].

According to [3], a lot of cloud computing features were
defined and applied to cloud services. Even with these efforts
from TTA, any factors still did not exactly apply for cloud
computing and imbalance contract can be caused. Therefore,
we propose mobile cloud service quality assessment model
from also CSC’s perspective in this paper. To solve the
aforementioned problem, we refer to ISO/IEC 9126 as inter-
national standard. ISO/IEC 9126 defined a model to perform
quality assessment of general software by ISO. Functionality,
reliability, efficiency, usability,maintainability, and portability
are the main characteristics for measuring and assessment of
software quality in that international standard. Furthermore,
6 main characteristics include various subcharacteristics
[4]. Although it has been developed systematically for a
long time, the main purpose of ISO/IEC 9126 is software
quality assessment. And ISO/IEC 9126 also has too many
quality characteristic categories and metrics are defined;
it is difficult to apply it to mobile cloud service quality
assessment directly. For that reason, we propose mCSQAM
that considered mobile cloud service features which are
referred to as ISO/IEC 9126.

There are various researches on going for the cloud ser-
vice quality assessment. ISO/IEC 25010 is used for establish-
ing quality model in [5]. And service quality model was also
proposed in [6] which described how cloud services are well
responded. Furthermore, several frameworks were also pro-
posed for cloud service quality evaluation. References [7, 8]

were proposed a framework of cloud service quality evalua-
tion system for activating cloud service ecosystem and service
delivery. And another framework was named QoE4CLOUD
[9] that divided 4 service layers to consider and assess the
quality. And QoS and QoE metrics were defined in [10–13]
using a quality model for SaaS cloud computing.

However, the existing researches and researches have
some problems as follows. For quality assessment, the quality
model must consider various metrics and scenarios, How-
ever, [6] considered only reliability for service quality assess-
ment. Similarly, [7, 8] focused on security for quality assess-
ment. Furthermore, when performing quality assessment, the
quality model has to reflect dramatically changed service
conditions and user requirements. However, [11, 12] are not
considered to newly generate SLA that will have different
quality metrics and weight than the previous one. Also, [9, 10,
13] just suggested quality metrics for SaaS cloud computing
without including the method for quality assessment. Thus,
we also propose a mobile cloud service quality assessment
model named mCSQAM with suggesting quality metrics
based on international standard ISO/IEC 9126.

3. Define Related Terms of
Mobile Cloud Computing

In Section 3, we introduce brief and clear definitions about
mobile device, mobile cloud computing, and mobile cloud
service as follows.

3.1. Mobile Device. Mobile device is defined as devices that
have mobility and portability and can use internet generally.
The mobile devices have limited hardware conditions.

3.2. Mobile Cloud Computing. Mobile cloud computing
means the overall technology to provide services from cloud
to mobile device. The mobile cloud is generally composed
of Data Storage Server and Data Processing Server. This
configuration is responsible for infrastructure. Although the
mobile device has fewer resources itself, service customer can
use additional functions in cloud server. Thus, mobile device
must work given operations simply with its own resources.
The following theorems are definitions of mobile cloud com-
puting.

(i) Mobile cloud computing is the technical and func-
tional supporting about processing of mobile cloud
services.

(ii) The supporting components for platform service are
server, storage, network, controlling device, and so
forth.

(iii) There are several types like IaaS, PaaS, and SaaS based
on a range of support in platform.

3.3. Mobile Cloud Service. CSCs can use a lot of contents and
operation software on their mobile devices using their cloud
service via internet. Like this, the mobile cloud service means
supporting manner and mode of service through cloud
infrastructure. Generally, the mobile cloud service requires
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Features of 
mobile cloud service

Limitation of device resources Convenience for data sharing
and access

High mobility Efficient data storing and
management

Platform-independent Security and privacy

Figure 1: Features of mobile cloud service.

assurance (1) in functionality for suitable, interoperable
services and devices, accurate service delivery, and secure
information system and communication, (2) in efficiency
for in-time response and resource provisioning on mobile
nodes, (3) in usability for operable environment of mobile
services, and (4) in reliability for fault tolerant services and
resources. For that reason, we derive the features of mobile
cloud services as in Figure 1 and determine the metrics using
the derived features for quality assessment in Section 4.

4. Define Quality Metrics for Service
Assessment Model

In this section, we review main characteristics of ISO/IEC
9126 for establishing quality assessment model. And we
determine quality metrics for our mobile cloud service
quality assessment model that includes 4 main metrics and
8 submetrics from quality model of ISO/IEC 9126. Because
quality model in ISO/IEC 9126 is for software, we need
to transform the quality model that considered features of
mobile cloud service. As a result, we determined finally the
metrics for our quality model after matching with features of
mobile cloud service as in Figure 2 and the following are the
description of the finally determined metrics.

4.1. Functionality. Functionality is a set of attributes that bear
on the existence of a set of functions and their specified
properties. In this paper, functionality denoted by FU that
is the metric for the providing degree of functionality meets
expressed or suggested needs in a certain condition when
the services are provided. In other words, it is a metric
about accuracy and suitability tomeasure whether themobile
cloud services are correctly provided. As the user needs,
mobile cloud service has the responsibility of serving accurate
outputs and making it easy to complete the function. We
choose 4 submetrics such as suitability (SU), accuracy (AC),
interoperability (IO), and security (SEC).

Suitability is an attribute that bears on the presence and
appropriateness of a set of functions for specified tasks. For
calculating the value of this metric, we define a term SU
denoting suitability as in the following equation:

SU = 1 −
Number of missing functions
Number of required functions

. (1)

Accuracy (accurateness) is an attribute that bears on the
provision of right or agreed results or effects. For calculating

value of this metric, we define a term AC denoting accuracy
as in the following equation:

AC = 1 − Number of exceed expectations
Number of attempts for data processing

. (2)

Interoperability is an attribute that bears on its ability to
interact with specified systems. For calculating the value of
this metric, we define a term IO denoting interoperability as
in the following equation:

IO = 1 −
No. of failures when data exchanges

No. of total data exchanges
. (3)

Security is an attribute that bears on its ability to prevent
unauthorized access or alteration, whether accidental or
deliberate, to programs or data. For calculating the value of
this metric, we define a term SEC denoting security as in the
following equation when the problem happens:

SEC = Number of provided functions
Number of required functions

. (4)

4.2. Reliability. Reliability is a set of attributes that bear on
the capability of software to maintain its level of performance
under stated conditions for a stated period of time. Reliability
denoted by RE is the metric that most mobile cloud services
served on the mobile devices and all the user data will
be stored in cloud storage through network. Reliability is
an important metric for the service quality evaluation as
mobile cloud services are depending on network conditions.
Reliability has several submetrics such as maturity, fault
tolerance, and recoverability. Fault tolerance is the property
that enables a system to continue operating property in the
event of the failure of (or one or more faults within) some of
its components.

In the reliability, we define a term of FT denoting fault
tolerance that can be calculated as in the following equation:

FT = 1 −
Number of system errors of network error

Number of network error happen
. (5)

4.3. Usability. Usability is a set of attributes that bear on the
effort needed for use and on the individual assessment of such
use by a stated or implied set of users. Usability denoted by
US is the degree to which a software or service can be used
by specified users to achieve quantified objectives with effec-
tiveness, efficiency, and satisfaction in a quantified context
of use. For the mobile cloud service, usability is the metric
to evaluation of learnability, operability, understandability,
and so forth. When consumer uses mobile cloud services, it
must be easy to control and access the service and give user
satisfaction. We just choose operability (OP) for mCSQAM.
Operability is an attribute that bears on the users’ effort for
operation and operation control. As in following equation,
how operability can measure many proper functions are
provided to user through theirmobile cloud service operation
and control:

OP = Number of functions below expectation
Number of total service functions

. (6)
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Limitation of device resources

High mobility

Platform-independent

Convenient data sharing and access

Efficient data storing and 
management

Features of mobile cloud service

Functionality

Reliability

Usability

Efficiency

ISO/IEC 9126 quality characteristics

Accuracy

Suitability

Time behavior

Resource utilization

Operability

Fault tolerance

Interoperability

Security and privacy

Security

Figure 2: Mapping of mobile cloud service features and ISO/IEC 9126 quality characteristics.

4.4. Efficiency. Efficiency is a set of attributes that bear on the
relationship between the level of performance of the software
and the amount of resources used, under stated conditions.
Efficiency is a metric to measure the relative performance for
used service amount in regulated condition. And this is the
metric to assess time behavior (TB) and resource utilization
(RU) for mobile cloud services. Time behavior is an attribute
that bears on response and processing times and on through-
put rates in performance of its function. So, this metric
measures a ratio of an execution time for a total invocation
time. We define a term TB that denotes time behavior to
calculate value of this metric as in the following equation:

TB

=
Number of responses in average expection time

Number of responses in measuring time
.
(7)

Resource utilization is an attribute that bears on the
amount of resource used and the duration of such use in
performing its function. And this metric measures a ratio
of an amount of allocated resources for the predefined
resources. So, for calculating the value of this metric, we
defined a term RU that denotes resource utilization as in the
following equation:

RU

=
Number of alarms or errors in service running

Number of service requests
.

(8)

When the mobile cloud service is provided, clients must
satisfy the requirements such as response time and through-
put by well utilizing the resources. Due to poor resource
provisioning, the service quality does not need to degrade
SLA. For that reason, time behavior and resource utilization
are chosen for calculating value of efficiency.

4.5. Portability and Maintainability. Portability is a set of
attributes that bear on the ability of software to be trans-
ferred from one environment to another. Portability is the
usability of the same software in different environment. The

prerequirement for portability is the generalized abstraction
between the application logic and system interfaces. When
software or service with the same functionality is produced
for several platforms, portability is the key issue for devel-
opment cost reduction. And its metrics are for evaluation of
adaptability and installability in the mobile cloud service. It
must be effectively adapted on various service environments
and devices and it also should be easy to install and remove.
Maintainability is a set of attributes that bear on the effort
needed to make specified modifications. Maintainability is
also important metric for the mobile cloud services. In this
metric, Analyzability, Changeability, Stability, Testability and
Maintainability compliance are included for its submetrics.
However, the submetrics are difficult to map to mobile
cloud service requirements.Thus, for that reason, we exclude
portability and maintainability in quality evaluation model,
mCSQAM.

5. The Proposed Method: mCSQAM

In this paper, we propose a quality assessment model to
validate service quality and recommend the best service by
cloud broker environments which is easier way to customer
to deliver proper services among many cloud providers.

5.1. Analytic Hierarchy Process (AHP). Analytic Hierarchy
Process (AHP) [14] is known as one of the effective Mul-
ticriteria Decision Making (MCDM) methods that were
formerly developed by Thomas L. Saaty. AHP provides
alternatives through reasonable evaluation that provides
systematic analysis and stepwise derivation with pairwise
comparison about various measures. Utilizing mathematical
methodology, quantitative evaluation measures cannot be
only considering but also qualitative assessment measures
by AHP. Furthermore, it has been widely used for decision-
making with various and complex measures due to simple
calculation and easy understanding.

To make a decision in an organized way to generate
priorities, we need to decompose the decision into the
following 4 steps:
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(i) Define the problem and determine the kind of knowl-
edge sought.

(ii) Structure the decision hierarchy from the topwith the
goal of the decision, then the objectives from a broad
perspective, through the intermediate levels (criteria
on which subsequent elements depend) to the lowest
level which usually is a set of the alternatives.

(iii) Construct a set of pairwise comparison matrixes.
Each element in an upper level is used to compare the
elements in the level immediately below with respect
to it.

(iv) Use the priorities obtained from the comparisons to
weigh the priorities in the level immediately below.
Do this for every element. Then, for each element
in the level below add its weight values and obtain
its overall or global priority. Continue this process
of weighting and adding until final priorities of the
alternatives in the bottom mist level are obtained.

5.2. SystemModel formCSQAM. Figure 3 shows components
of our system model that includes Quality Monitor (QM),
Quality Assessment Performer (QAP), Quality Balancer
(QB), and SLA Generator. The role of QM is to measure
given quality metrics with storing to DB and to propagate the
result ofmonitoring toQAP.After receiving the result of qual-
ity monitoring, QAP calculates service quality using AHP
method. By using the assessment result, QB controls quality
metrics weight for balanced service quality. After determin-
ing the quality metric weight, SLA is generated newly to be
utilized between CSP and CSC. Furthermore, the newly gen-
erated SLA is also used for the next time quality assessment.

5.3. Scenarios for Evaluation of mCSQAM. We evaluate our
model and show the result of quality assessment using
generating service scenarios, whose services have different
quality related components as shown in Figure 4. For the
case study, we assume that the service quality value (𝑄

𝑖
) of

each mobile cloud service as schematically given as shown
Figure 4. And we also assume that each service has different
weight (𝑊

𝑖
) to assess 𝑄

𝑖
in detail for the case study. Thus,

FU, RE, US, and EF have different weight values as user
requirements. Through the above assumptions, we can find
which metric is more effective to 4 different mobile cloud
services quality and compare them relatively.

The following steps are showing how we conduct quality
assessment procedure.

Step 1 (applying weight to each quality metric). We assigned
a weight value to each submetric in Functionality (FU) as
shown in Table 1.

Submetrics of efficiency (EF) also are assigned as shown
in Table 2.

Reliability (RE) and Usability (US) have just 1 submetric,
so the weight value of each submetric is 1. Although weight
value can vary depending on user requirements, it is difficult
to use the weight for general cases. Thus, we assume that the

Table 1: Weight value for submetrics of FU.

Quality metric Weight
SU 0.4
AC 0.3
IO 0.2
SEC 0.1

Table 2: Weight value for submetrics of EF.

Quality metric Weight
TB 0.3
RU 0.7

metrics have fixed weight at the design time in this paper.
However, in order to compare the result of quality assessment
in different cases and apply properly to the real case, we
evaluate our model by assigning different weight values with
4 different scenarios. To generate different scenario cases,
we assign weight values of 4 main metrics, FU, RE, US, and
EF, such that the important one was set to 0.4 and others
were set to 0.2 in each case. So now we can have 4 different
weighted scenario services as shown in Figure 4. After apply-
ing weights, mCSQV (mobile cloud service quality value) is
finally calculated using the product of service qualitymeasure
value (𝑄

𝑖
) and weight value (𝑊

𝑖
) as in the following equation:

mCSQV = ∑𝑄
𝑖
×𝑊
𝑖
. (9)

Step 2 (calculating the result after applying weight for sub–
metrics). Submetrics of FU have weight values as in Table 1.
In evaluation, weight values of submetrics are randomly
determined as shown (10). Ourmodel can support adaptation
of dynamic changes by user or service requirements. After
applying the above settings, we have the quality value as in
following equation for 4 different scenario cases. Only for
consideration to functionality (FU), Service 2 provides the
best quality, and the results tell that the mobile cloud services
are ranked by Service 2 > Service 4 > Service 1 > Service 3:

mCSQVFU =

[
[
[
[
[

[

0.222 0.296 0.148 0.333

0.235 0.314 0.216 0.235

0.268 0.250 0.268 0.214

0.172 0.276 0.241 0.310

]
]
]
]
]

]

×

[
[
[
[

[

0.4

0.3

0.2

0.1

]
]
]
]

]

= [0.230 0.290 0.202 0.278] .

(10)

The weight of FT, submetric of RE, is 1 as having only one
submetric. After the calculation of this case, each service has
a value of 0.212, 0.364, 0.152, and 0.273. If a user or a service
considered only reliability, the best service is Service 2. And
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Figure 3: Components of mCSQAM.
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Figure 4: Quality measure value for each mobile cloud service.

the mobile cloud services are ranked by Service 2 > Service 4
> Service 1 > Service 3 in this case:

mCSQVRE = [0.230 0.290 0.202 0.278] . (11)

The weight of OP, submetric of US, is 1 as a single
submetric. After the calculation of this case, each service has
the value as in the following equation for 4 different scenario
cases. If the user or service considers only usability, the best
service is 3 and the mobile cloud services are ranked by
Service 3 > Service 4 > Service 2 > Service 1 in this case:

mCSQVUS = [0.183 0.250 0.300 0.267] . (12)

The value 0.3 is assigned to TB for its weight. And the
value 0.4 is also assigned to RU for its weight. After the
calculation of this case, each service has the value as in the
following equation for 4 different scenario cases. Considering
only efficiency, Service 1 has the best quality and the mobile

cloud services are ranked by Service 1 > Service 2 > Service 4
> Service 3:

mCSQVEF =

[
[
[
[
[

[

0.207 0.294

0.259 0.265

0.259 0.206

0.276 0.235

]
]
]
]
]

]

× [
0.3

0.7
]

= [0.268 0.263 0.222 0.247] .

(13)

Figure 5 shows the quality value after applying submetric
weight for 4 scenarios.We can see in Figure 5 that Service 2 is
the best for FU and RE, Service 3 for US, and Service 4 for EF.
However, Figure 5 shows that just one main quality metric is
considered and determined the ranking of services. To get the
comprehensive result of quality assessment to select the best
service, we also need to consider different weight for main
quality metrics, FU, RE, US, and EF.

Step 3 (calculating the result after applying weight for
mainmetrics). For calculating final service assessment value,
make a matrix resulted in previous steps as in the following
matrix. After multiplying the weight of main metrics to the
matrix, we can get the final service assessment value:

mCSQV =
[
[
[
[
[

[

0.230 0.212 0.183 0.268

0.290 0.364 0.250 0.263

0.202 0.152 0.300 0.222

0.278 0.273 0.267 0.247

]
]
]
]
]

]

. (14)

For calculating the final service quality assessment, we
assigned different weight for each case. According to the user
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Figure 5: mCSQV comparison after applying submetrics weight.

requirement, if there is a user who considered functionality
(FU) has the highest weight for final service quality assess-
ment. Likewise, if a user wants reliable service, set the RE’s
weight as the highest. And usability and efficiency are same
as the above cases.

Figure 6 shows the assigned weights for each case that the
weight considered the most important is 0.4 which is twice
bigger than others. And the weight of others is set equally as
0.2.

When the functionality is considered as the most impor-
tant metric at Case FU in Figure 6, only FU’s weight is 0.4
and others are 0.2. To get the final service quality assessment
value, multiply weight vector to matrix as follows:

mCSQVCase FU =

[
[
[
[
[

[

0.230 0.212 0.183 0.268

0.290 0.364 0.250 0.263

0.202 0.152 0.300 0.222

0.278 0.273 0.267 0.247

]
]
]
]
]

]

×

[
[
[
[
[

[

0.4

0.2

0.2

0.2

]
]
]
]
]

]

= [0.225 0.291 0.215 0.268] .

(15)

The result of quality assessment: the best quality Service
is 2 andmobile cloud services are ranked as Service 2, Service
4, Service 1, and Service 3. In other words, if functionality
is considered at the service selection process, users need to
choose the service 2.

If a user considers that reliability is the most important,
the weight is set at Case RE in Figure 6. As the result, Service
2 is also the best quality assessment value as 0.306. The result
of assessment: mobile cloud services are ranked as Service
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Figure 6: Main metrics weight for each case.

2 (0.306), Service 4 (0.267), Service 1 (0.221), and Service 2
(0.205)

mCSQVCase RE =

[
[
[
[
[

[

0.230 0.212 0.183 0.268

0.290 0.364 0.250 0.263

0.202 0.152 0.300 0.222

0.278 0.273 0.267 0.247

]
]
]
]
]

]

×

[
[
[
[
[

[

0.2

0.4

0.2

0.2

]
]
]
]
]

]

= [0.221 0.306 0.205 0.267] .

(16)

3rd case is for usability and the weight vector is set to
Case US in Figure 6. As the result of quality assessment,
Service 2 is ranked first and received 0.283. Service 4 received
0.266, ranked second. Services 3 and 1 are ranked as third and
fourth services and each service receives 0.235 and 0.215:

mCSQVCase US =

[
[
[
[
[

[

0.230 0.212 0.183 0.268

0.290 0.364 0.250 0.263

0.202 0.152 0.300 0.222

0.278 0.273 0.267 0.247

]
]
]
]
]

]

×

[
[
[
[
[

[

0.2

0.2

0.4

0.2

]
]
]
]
]

]

= [0.215 0.283 0.235 0.266] .

(17)

The last considered that efficiency is the most important
case. For this metric, the weight vector is consisting of
Case EF in Figure 6. In this case, Service 2 shows the best
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Table 3: Comparison of quality measuring methods.

Methods Total number of metrics Quality model hierarchy
architecture Mobile environment support

[6] 1 X X
[7] 5 (focused on security) X X
[8] 10 (focused on performance) X X

QoE4CLOUD [9] 0 (not defined) I
4-level (hierarchical framework) △ (SaaS based cloud service only)

[10] 0 (not defined) X △ (SaaS based cloud service only)
ADVISE [11, 12] 2 (focused on elasticity) X △ (IaaS performance only)
[13] 0 (only suggested using SMI, not defined) X △ (SaaS based cloud service only)
[15] 10 or more (security, QoS, and software) X △ (SaaS based cloud service only)

Proposed mCSQAM 8 submetrics in 4 main metrics I
2-level (hierarchical quality model) I

“I” means that the research is well supported and “△” means that the research is partly supported hierarchy architecture or mobile environment. By contrast,
“X” means that the research is not supported hierarchy architecture or mobile environment.

quality in the assessment result. As a result, mobile cloud
services are ranked as Service 2, Service 4, and Service 3:

mCSQVCase EF =
[
[
[
[

[

0.230 0.212 0.183 0.268

0.290 0.364 0.250 0.263

0.202 0.152 0.300 0.222

0.278 0.273 0.267 0.247

]
]
]
]

]

×

[
[
[
[

[

0.2

0.2

0.2

0.4

]
]
]
]

]

= [0.232 0.286 0.219 0.262] .

(18)

From previous results including case of metric weight
set to 1, we can observe that it is difficult to determine
synthetically which service is the best. So, we applied different
weights for each case and it derives the result of mobile cloud
service quality assessment like Figure 7. As the comprehen-
sive assessment result, Service 2 shows the best quality in the
all cases.

Many quality models are proposed for measuring cloud
services. So, we compared our proposed mCSQAM with
other existing quality evaluation methods or models. Table 3
shows comparison results among quality models.

Quality model was mentioned in [9, 10]. However, they
did not include metrics definition for quality model. So, they
cannot measure service quality accurately and details. Other
researches [7, 8, 11, 12] defined 2∼10 qualitymeasures for their
model but focus on only one characteristic. In contrast, our
proposed model, mCSQAM, includes 8 submetrics within 4
main metrics.

And our proposed model, mCSQAM, considers catego-
rizing quality measuring level to 4 main metrics and 8 sub-
metrics.When applying the hierarchy architecture, we expect
that quality assessment will be able to assess more accurate
result. In contrast, there are no models that considered
hierarchy architecture for quality assessment model except
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Figure 7: Service ranking for each case.

QoE4CLOUD [9]. In [9], QoE4CLOUD was proposed as
framework that includes 4 layers which are System/Hardware
QoS, Network QoS, Application QoS (QoE), and Business
QoS (QoBiz). Even though the layers were separated for
various QoSs, the framework is not enough to assess service
quality that the metrics were not defined clearly.

There are some researches [6–8] that were not consid-
ered mobile cloud service environment. Even though other
researches [9–13, 15] considered, on general, cloud services, it
was only focused on SaaS or IaaS except mobile environment.
So, our model is appropriate for mobile cloud services in
order to assess quality evaluation model.

6. Conclusion and Future Work

Cloud computing has become an important and its paradigm
is towards to mobile cloud with mobile network. Currently,
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there are many Cloud Service Providers who offer different
serviceswith different quality attributeswith their ownpolicy.
With the growing number of cloud offerings, there are some
researches for quality assessment of cloud services. However,
most researches about quality assessment are not considered
characteristics of mobile environment.

To solve the aforementioned problem, we determined
quality metrics with properties of mobile cloud service from
ISO/IEC 9126. ISO/IEC 9126 was established as international
standard for software quality assessment. However, it is
difficult to apply directly to use on mobile cloud services; we
also propose mobile cloud service quality assessment model
named mCSQAM that was transformed to ISO/IEC 9126
quality model.

In this paper, this work presents the first architecture,
mCSQAM, to systematicallymeasure qualitymetrics selected
in Section 4 and rank the mobile cloud services based on
these metrics. For verification of our quality assessment
model, we proposed an Analytic Hierarchy Process (AHP)
based method which can assess the mobile cloud services
based on different services depending on quality require-
ments.

We believe the mCSQAM represents a significant next
step towards enabling accurate quality measurement. And we
also expect that the mCSQAM with Cloud Service Broker
can provide recommendations service through appropriate
mobile cloud service selection for Cloud Service Customers.
However, the quality metrics in our proposed model are
measured quantitatively on system side. For that reason, our
model needs extension and supplement qualitative assess-
ment in near future. So, we will consider Service Mea-
surement Index (SMI) from Cloud Service Measurement
Initiative Consortium.
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In software-defined network (SDN), the southbound protocol defines the communication between the control plane and the data
plane. The agreed protocol, OpenFlow, suggests securing the southbound communication with Transport Layer Security (TLS).
However, most current SDNprojects do not implement the security segment, with only a few exceptions such asOpenDayLight, HP
VAN SDN, andONOS implementing TLS in the southbound communication. From the telecommunication providers’ perspective,
one of themajor SDN consumers besides data centers, the data plane becomesmuchmore complicated with the addition of wireless
data plane as it involves numerous wireless technologies. Therefore, the complicated resource management along with the security
of such a data plane can hinder the migration to SDN. In this paper, we propose securing the distributed SDN communication
with a multidomain capable Identity-Based Cryptography (IBC) protocol, particularly for the southbound and wireless data plane
communication. We also analyze the TLS-secured Message Queuing Telemetry Transport (MQTT) message exchanges to find out
the possible bandwidth saved with IBC.

1. Introduction

Software-defined network (SDN) is a new network tech-
nology that separates the intelligence of the network by
decoupling the control and data planes. In order to achieve
that, a newnetwork elementwas introduced into the network,
the SDN controller. It centralizes the network control plane,
manages the network data plane, and provides the platform
that eases the development of the management plane or, in
other words, the network applications. The network switches
that take on the role of the network’s data plane become for-
warding devices in SDN; they forward the packets in accor-
dance with the flow tables received from the SDN controller
unquestioningly.

SDN introduces three new protocols into the network,
namely, the northbound protocol, east/west-bound protocol,
and southbound protocol. The conceptual view of SDN with
both the wired and wireless data planes is as shown in
Figure 1.

The northbound protocol is used by the management
plane or network applications to communicate with the con-
trol plane (the SDN controllers) to perform tasks such as load

balancing via load adaption [1] and Quality of Service (QoS)
[2]. The security risks and requirements of the northbound
communication are dependent on the network application.

In the SDN environment, security applications or tools
can also be used to provide network security from the
management plane. SDN allows applications to monitor
the network traffic and have a network-wide view. Hence,
identity revocation can be carried out easily with applications
or tools that detect malicious nodes such as the intrusion
detection system (IDS) [3], Distributed Denial-of-Service
(DDoS) detection [4], and network monitoring [5, 6].

The east/west-bound protocol is used for the communi-
cation within the control plane or, specifically, the commu-
nication between the SDN controllers and the data stores.
Unfortunately, the SDN controllers currently available are
vendor specific as those of the time of writing. They have
neither the agreed east/west-bound protocols nor the security
for them, with Open Network Operating System (ONOS)
being the exception [7]. However, the security of this com-
munication is especially important for the distributed SDN.
It ensures that no malicious controllers are snooping for
network information or even driving the network.
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Figure 1:The conceptual view of SDN with both wired and wireless
data planes.

In the single controller SDN implementation, a com-
promise of the controller will enable the attacker to control
the entire network. However, in the distributed SDN, the
network is spread across all the available controllers within
the network. In order to minimize the effect following the
compromise of a single controller in the distributed SDN, the
east/west-bound communication has to be protected. If it is
left unprotected, the malicious controller will have the ability
to manipulate all other controllers in the entire network.

The attacker can also insert a malicious data store into the
network to obtain a duplicate or backup copy of the network
information from other data stores within the network. By
utilizing this information, the attacker will then be able to
learn the network topology and carry out relevant attacks
accordingly. Worse still, the attacker can inject the desired
flow through a malicious data store.

The southbound protocol defines the communication
between the control plane and the data plane. There is a
commonly agreed protocol for the southbound communi-
cation which is the OpenFlow protocol [8], standardized by
the Open Networking Foundation (ONF). However, other

southbound protocols are also available if OpenFlowdoes not
suit a particular purpose. For instance, Cisco’s Application
Centric Infrastructure (ACI) [9] is another alternative for
OpenFlow. However, using such proprietary protocols will
hence limit the device’s vendor choices.

In order to protect the network from being driven by
a malicious controller or to prevent a malicious switch or
network device from obtaining any network information, the
southbound communication must be operated in a secure
channel. OpenFlow suggested securing the southbound com-
munication with Transport Layer Security (TLS).

Projects that do not implement TLS are prone to man-
in-the-middle attacks [10]. Attackers will be able to penetrate
theOpenFlownetworkswhile remaining undetected.Despite
the security risks involved, it is still not implemented inmany
SDNprojects with exceptions such as OpenDayLight [11], HP
Virtual Application Network (VAN) SDN [12], and ONOS
[13].

One of the main reasons for why TLS is not used by SDN
network administrators is that the steps required to configure
it correctly can be quite tedious [10].TheTLS implementation
requires a Certificate Authority (CA) to generate the CA’s key,
certificates for the controllers, switches, and then the signing
of these certificates with the CA’s key. The certificates and
devices’ keys will then be deployed to the respective devices
prior to the actual network deployment. This tedious process
is a hindrance for them when adopting the TLS to secure the
communication channel.

As illustrated in Figure 1, there are two general types
of data planes, the wired and wireless variants. SDN was
initially built for the wired data plane and the data center
is the main consumer of it. As the SDN technology grows,
telecommunication providers became interested in it and
started experimenting with it in their network with AT&T
supporting both OpenDayLight and ONOS while Verizon,
China Unicom, NTT Communication, and SK Telecom are
backing ONOS.

However, the original design neglected the wireless data
plane that was powered by numerous wireless technologies
such as the Fourth-Generation Long Term Evolution (4G-
LTE) [14], Universal Mobile Telecommunication System
(UMTS) [15], Wireless Fidelity (WiFi) [16], and Worldwide
Interoperability for Microwave Access (WiMax) [17]. Hence,
it is difficult to manage the heterogeneous wireless data plane
[18] even with the current advancement in SDN technology.
It is even more complicated when it comes to the security
management between these wireless technologies.

Unlike its wired counterpart, the security for the wireless
data plane cannot be neglected because anyone within the
coverage area of the wireless technology can tap into the
network and perform any malicious activities to disrupt the
network. Therefore, security becomes a crucial criterion for
thewireless data plane before they can deploy it for real usage.

By replacing TLS with Identity-Based Cryptography
(IBC) [19], the steps required for system setup will be greatly
simplified, improving both the performance availability and
bandwidth availability as well as minimizing storage and
management of the public keys and therefore saving on costs.
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Our Contributions. In this paper, we proposed securing the
SDN communication with IBC protocol. To the best of our
knowledge, this is the first work that allows multidomain
secure communication with IBC in SDN along with its data
plane. Our contributions are listed in detail as follows:

(1) We described the security risks involved in SDN and
its data plane as well as the reasons it needs to be
protected.

(2) We described the reasons the other proposal is insuf-
ficient to protect the SDN and why IBC is a preferable
method.

(3) We presented the proposal to secure the SDN and its
data plane, specifically the wireless data plane, with a
multidomain capable IBC protocol.

(4) We provided some application scenarios in which the
multidomain IBC protocol can be utilized. We also
described how it allowsmultidomain communication
and switch migration in the distributed SDN which
previously could not be performed.

(5) We described the application of IBC in helping the
communication within the data plane and an analysis
to show the possible bandwidth saved with IBC.

2. Background

2.1. Southbound Security. The de facto standard of the SDN
southbound protocol, OpenFlow [20, 21], suggested that the
southbound communication should be secured with TLS.
Projects that do not implement TLS are prone toman-in-the-
middle attacks [10]. Adversaries will be able to penetrate the
OpenFlow networks while remaining undetected.

In order to prevent the compromise of a controller from
the southbound communication channel and a malicious
switch or network device from obtaining or modifying any
network information, the southbound communication must
be operated in a secure channel. Despite this requirement,
it is not implemented in many SDN projects because TLS
is only an optional feature in OpenFlow specifications and
the complicated certificate management. Besides that, the
security also comes at a cost to the bandwidth due to the
exchange of the certificates for authentication purposes.

2.2. Data Plane Security. The data plane can be further
divided into two categories, the wired andwireless data plane.
Both data planes may share some security concerns but there
are also security concerns that are specific to either one of the
data planes. The detailed security concerns will be discussed
as follows.

2.2.1. Wired Data Plane. As illustrated in Figure 1, the wired
data plane is much simpler compared to the wireless data
plane. It involves only the switches, hosts, or any other devices
that are connected through the switch. Even if the east/west-
bound and southbound communication channels are secure,
it does not guarantee that the communication between the
devices within the data plane is secure.
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End hosts
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Figure 2: Possible attacks within the wireless data plane.

Possible attacks that can be launched within the data
plane are Denial-of-Service (DoS) attack and man-in-the-
middle attacks that intercept messages from the insecure
communication channel and so forth.

2.2.2. Wireless Data Plane. With the growing use of mobile
and Internet of Things (IoT) devices, the wireless data plane
becomes enormous in size and involves complicated topolo-
gies.The capability crisis arises whenmobile devices grow at a
pace that exceeds the wireless spectrum capability.Therefore,
the wireless resource management becomes crucial in order
to sustain the network performance for the vast wireless data
plane.

This also drives telecommunication providers to look for
alternatives to fully utilize their network resources especially
for the wireless portion as the wireless bandwidth is limited
and expensive. One such solution for them will be to manage
their wireless data plane with SDN.

Besides the wireless resource management, certificate
management will also be involved if TLS were to be used
to secure the data plane. The certificate management can be
very complicated due to the enormous amount of devices
involved. Besids that, it is also bandwidth consuming to per-
form the TLS handshake that involves certificate exchanges
for authentication.

Figure 2 shows two sample attacks that can happenwithin
the wireless data plane. Unlike the wired data plane, the
malicious user does not need to have physical access to the
switch to perform any malicious activity. As long as the
malicious user is within the wireless coverage range, he/she
can simply intercept the wireless communication or even
modify the information if the wireless data plane is not
protected. This compromises both the data integrity and
confidentiality, and hence security is not a luxury feature but
a necessity in the wireless communication especially for IoT
devices that are deeply involved in personal privacy or even
life threatening in the case of IoT devices used in healthcare.

2.3. IoT Application Protocols. In order for IoT devices to be
compliant with the oneMachine-to-Machine (oneM2M) [22]
IoT standard, two widely used application protocols can be
used to facilitate the communication within the wireless data
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plane: Message Queuing Telemetry Transport (MQTT) [23]
and Constrained Application Protocol (CoAP) [24].

2.3.1. MQTT. MQTT is a lightweight asynchronous publish-
subscribe messaging protocol that relies on the MQTT
broker to facilitate the messages between the publisher and
subscriber. MQTT employs Transmission Control Protocol
(TCP) to provide a reliable communication channel between
the IoT devices.The small header of MQTT protocol (2 bytes
only) allows the message delivery with minimal bandwidth
and yet reliable connection.

A simple architecture that relies on the MQTT protocol
consists of only three main components, broker, publisher,
and subscriber. Broker, as the name implies, is a messaging
agency or server that distributes the messages between the
publisher and subscriber. On the client side, the publisher will
send themessage to the broker on a particular topic while the
subscriber that subscribed to the particular topic will receive
themessage from the broker.TheMQTT protocol also allows
multiple subscribers on a topic but multiple publishers on a
single topic are not recommended even though it is possible
to do so because the subscriber cannot differentiate the source
of the message.

2.3.2. CoAP. Similar to MQTT, CoAP [25] is also a widely
used lightweight protocol for IoT devices but the similarity
ends here. UnlikeMQTT, CoAP is based on Representational
State Transfer (REST) architecture [26]. Therefore, CoAP
relies on the four REST verbs to perform the Create, Read,
Update and Delete (CRUD) operations as follows:

(i) POST: create a new resource identifier (ID).
(ii) GET: read/retrieve the information of the resource

ID.
(iii) PUT: update the state of the resource ID.
(iv) DELETE: delete a resource ID.

CoAP employs User Datagram Protocol (UDP) to deliver
the messages between the IoT devices and uses Uniform
Resource Identifier (URI) to address the REST verbs to a par-
ticular resource ID.These REST verbs allow it to be integrated
with the web, mobile, or even desktop applications easily.

2.4. Revocation. In the Public Key Cryptography (PKC),
there are cases that the CA has to revoke the certificates
even before they expire. This revocation can happen due
to certificate loss by the user, a compromised certificate, an
employee that has left the company and hence no longer have
the right to use the certificate to access company information,
and so forth. Certificate revocation can be done in one of the
two common methods [27]:

(1) Certificate Revocation Lists (CRL).
(2) Online Certificate Status Protocol (OCSP).

CRL contains a list of revoked certificates that have yet to
expire along with the reasons for revocation. In the case of
the long certificate validity, for instance 1 year, this list will

be likely very long assuming that the CA has issued a lot of
certificates. Users will be required to obtain the complete list
from the CA in order to verify the status of the certificate that
they are going to use. Hence, this is an inefficient revocation
method that involves a lot of network bandwidth to transmit
the long list of revoked certificate from the CA.

In OCSP, the user will send a certificate status request
to the CA and the CA will check it against its revocation
list before informing the user on the certificate’s validity.
This method reduces the network bandwidth consumption
but increases the CA computation cost and the CA will be
required to be online to perform verification for the users.

Cooper [27] also worked on the attacks of the revocation
list by manipulating the reason codes. If the categorization
of the reason codes were not carefully analyzed, the user
might be able to abuse it, for example, categorization of the
seriousness of the revocation as the key is no longer needed
or the keywas compromised.The key that is no longer needed
might not be handled as quickly as the compromised key and
hence this gives the attacker time to use the key as long as it
is not updated to the user.

Similar to the PKC, in order to prevent the key misuse of
IBC, key revocation has to be done on a compromised node,
failed node, and so forth. In the IBC of SDN, key revocation
can be performed using one of the two methods:

(i) A trusted third party, mediator.
(ii) A network application on the management plane.

A trusted third party, mediator, was used in PKC [28]
and IBC [29] to revoke any malicious user in the system. In
this mechanism, the PKG generates a private key of the user
and then splits it into two portions, for instance, portion A
and portion B. PKG will then send portion A to the user and
portion B to the mediator. Similar to the PKG, the mediator
is a second trusted party that keeps portion B of the private
keys for the users. Besides that, the mediator will keep track
of malicious users in the system.

When a user requires his private key, he will send an
encrypted message to the mediator for partial decryption.
Themediator will then check whether the user is malicious or
not. If the user has been compromised, themediator will deny
the operation and the user will be revoked from the system
and unable to decrypt any message. If the user is genuine, the
mediator will then send the partially decrypted message to
the user and the user will then be able to decrypt the partially
decrypted message and obtain the plaintext message.

However, the mediator method can be bandwidth con-
suming since the user and mediator are required to transmit
the encrypted message and partially decrypted message
through the network. Besides that, the mediator requires
extra computing resources in order to perform the partial
decryption and has to be online at all times. Figure 3 illus-
trates the key revocation with the help of the mediator.

The network application on the management plane [30]
can be in the form of a firewall, intrusion detection sys-
tem (IDS) or intrusion prevention system (IPS) application,
identitymanagement application, or solely revocation control
application. It oversees the network-wide view as per Figure 1
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Figure 3: Key revocation with mediator.

(SDN app) and hence will be able to monitor the activities of
each node easily.

When the network application detects any malicious
behavior in a particular node, it will notify the controller to
place themalicious node in a sandbox by blocking all network
flows towards the switch. The controller can do so by per-
forming flow removals towards the malicious node.The con-
troller (PKG for the node within its domain) can then analyze
themisbehavior. If it is proven safe to continue the communi-
cation, the controller can then generate a new private key for
the affected switch and distribute this new key to the node.

This network application method might increase the
controller’s load with the addition of network application and
flows removal but a distributed SDN is able to distribute
the load with the load balancing mechanism. Hence, this
method is preferable in the SDN environment especially
where distributed SDN is concerned.

2.5. Identity-Based Cryptography (IBC). IBC was first pro-
posed by Shamir in the form of an identity-based signature
scheme [31] in 1985. His idea of IBC was then implemented
by Sakai et al. [32] and Boneh and Franklin [33] for the
encryption scheme with pairing in the years 2000 and 2001,
respectively. Both their implementations went on to form the
basis of many IBC researches thereafter, with more being
based on the latter.

Similar to the PKCofTLS, IBC requires a TrustedAuthor-
ity (TA) to act as a Private Key Generator (PKG) that gener-
ates keys for the users. In the SDN environment, controllers
can also act as PKGs for the switches that are located within
its domain.

In PKC, CA is used to generate the public and private key
pairs whereas the PKG of IBC generates only the private keys.
In IBC, public keys will be derived from the identity of the
user; in this case, the user’s identity can be in the form of the
Media Access Control (MAC) address or any other network
identities of the controllers and switches.

With IBC, the users or, in this case, the controllers,
switches, or data stores, do not need to store every single
public key of every user in the domain or obtain a particular
public key from the TA on demand.This in turn saves storage
space or network bandwidth that otherwise can decrease the

network performance or translate into high system setup
costs.

Smart [34], whose research was based on the implemen-
tation of Boneh and Franklin, initiated the usage of IBC in key
agreement protocol. Chen and Kudla [35] improved Smart’s
protocol by solving the key escrow problem, allowing for
communication between users ofmultiple TAs and providing
forward secrecy.

2.6. Related Research. Santos et al. [36] proposed apply-
ing IBC to secure the communications between Master
Controller-Secondary Controller (MC-SC), SC-SC, and the
client- and server-side or their framework. In their proposal,
the IBC protocol was based on the Sakai et al. protocol
[32]. However, two issues become apparent if this were to
be implemented for practical uses. In their proposal, the
Type 1 pairing was used to establish the key. According to
the research by Chen et al. [37] and Chatterjee et al. [38],
Type 1 pairing is suitable for security levels of up to 80 bits;
for security levels higher than 80 bits, the performance will
degrade significantly. For details on the 4 pairing types, please
refer to [37, 38].

Depending on the usage of the SDN, a security level of
80 bits might be sufficient for a network that manages time-
sensitive data or data thatmight be useless after a short period
of time [39]. For a SDN that manages time-insensitive data, a
security level of higher than 80 bits should be used.Therefore,
the key agreement protocol should be able to support other
pairing types.

Another significant disadvantage of their proposal also
lies in the key agreement protocol. It does not allow com-
munication between devices that have obtained their private
keys from different PKGs. Hence, it becomes impractical
especially when it is to be used in the distributed SDN envi-
ronment as a single PKGmight not be sufficient in providing
private keys to the entire network. This disadvantage also
limits the scalability of the network.

3. SDN Security with IBC

Identity-based key agreement protocol is used to establish the
symmetric session key that will secure the SDN communica-
tion. Due to the high amount of traffic that will be encrypted,
the symmetric key is more preferable to the asymmetric one.
The asymmetric keys will be used to derive the symmetric key
for session communication.

Our proposal [40] employs the pairing-based key agree-
ment protocol with separate TAs introduced by Chen and
Kudla [35] which was originally not meant for SDN. In this
implementation, it assumes that the different PKGs share the
same domain parameters which is plausible in the case of the
SDN setup.

Although it is worth noting that the controller can act
as a PKG for all the devices located within the network at
the same time, due to the importance of PKG in IBC, it is
advisable to have different PKGs generating the private keys
for the controllers and switches. By doing so, it can provide
better protection to the control plane when the controllers’
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Box 1: Illustration of the establishment of the IBC key agreement protocol.

PKGs are disconnected from the network, thus lowering the
risk of the PKGs being exposed or attacked.

However, the controllers’ PKGs will be required to recon-
nect to the network when the private keys expire (can be set
at a fixed interval) or when a malicious controller is detected
(can be triggered by a network application) whereby a new set
of private keys will be needed to secure the control plane.

(1) System Setup. Suppose there are two PKGs, PKG
1
and

PKG
2
, that generate the private keys for the controllers of

the SDN. Each has a public/private key pair, (𝑃, 𝑠
1
𝑃 ∈ 𝐺

1
,

𝑠
1
∈
𝑅
Z∗
𝑞
) and (𝑃, 𝑠

2
𝑃 ∈ 𝐺

1
, 𝑠
2
∈
𝑅
Z∗
𝑞
), respectively, where𝑃 and

𝐺
1
have been globally agreed on.
Controller A, controllerA, is registered under PKG

1
with

its private key, 𝑆A = 𝑠1𝑄A, where 𝑄A = 𝐻1 (controllerA’s ID).
Controller B, controllerB, is registered under PKG

2
with

𝑆B = 𝑠2𝑄B, where𝑄B = 𝐻1 (controllerB’s ID). (Note that con-
trollers A and B can also act as PKGs for the switches
that are located within their respective domains.) 𝐻

1
is a

cryptographic hash function;𝐻
1
: {0, 1}

∗
→ 𝐺
1
.

(2) Key Establishment. If controller A wants to communicate
with controller B, the IBC key agreement protocol will be ini-
tiated to establish the shared session keys. Box 1 illustrates the
key establishment of the protocol. Each of controllers A and B
picks nonce at random, 𝑎 and 𝑏∈

𝑅
Z∗
𝑞
, and computes𝑇A = 𝑎𝑃,

𝑊A = 𝑎𝑃pub,ctlr2 and 𝑇B = 𝑏𝑃,𝑊B = 𝑏𝑃pub,ctlr1, respectively,
where 𝑃pub,ctlr1 = 𝑠1𝑃 and 𝑃pub,ctlr2 = 𝑠2𝑃. These computed
values will then be exchanged between the two controllers.

At the end of the protocol, controller A computes the
shared key;𝐾AB = 𝑒̂(𝑆A, 𝑇B)𝑒̂(𝑄B,𝑊A), and controller B com-
putes the shared key;𝐾BA = 𝑒̂(𝑆B, 𝑇A)𝑒̂(𝑄A,𝑊B):

∴ 𝐾BA = 𝐾AB. (1)

Then, the shared session key can be generated by hashing
the key; 𝑆𝐾 = ℎ

2
(𝐾AB), where ℎ2 is a secure hash function

for the purpose of key derivation. However, this session key
does not offer TA forward secrecy and the key escrow issue
still exists.

If TA forward secrecy is required and key escrow is not
allowed, the previously generated ephemeral keys can also be
used to generate a variant of the shared session key; 𝑆𝐾 =
ℎ
2
(𝐾AB, 𝑎𝑏𝑃) as suggested by Chen and Kudla [35]. These

shared session keys that have been established by the IBC

key agreement protocol will then be used to provide message
confidentiality.

3.1. Southbound Security. Controllers that were registered
under their respective PKGs can also act as PKGs for the
switches located within their domain for southbound com-
munication. Southbound security is more straightforward
as it does not usually involve multiple domains. However,
during the switch migration from one controller to another,
interdomain communication is still required so as to hand
over the switch swiftly. Therefore, the same key agreement
protocol can also be used for southbound communications.

To apply the IBC key agreement protocol to southbound
security, the role of the PKGs will be transferred to the
controllers themselves, that is, to generate the private keys for
the switches. This reduces the load of the PKGs that manages
the control plane and also isolates the two communication
channels.

3.2. Data Plane Security

3.2.1. Wired Data Plane. Multidomain key agreement is also
helpful in the wired data plane to allow the communication
between hosts that obtained their private keys from different
controllers through the southbound communication.The key
agreement protocol enables the multidomain communica-
tion without keeping multiple public keys for each domain.
This allows the data plane devices to establish the session by
using the identity information and the exchangedparameters.

3.2.2. Wireless Data Plane. The wireless data plane involves
multiple wireless technologies and it gets complicated when
the endhosts try to establish the communication throughhet-
erogeneous backend infrastructure. In order for the heteroge-
neous communication to take place, a multidomain domain
key agreement protocol is used for such a communication.

Despite the multiple wireless technologies used, the
underlying protocol to exchange messages may be the same.
For example, the two popular communication protocols used
by IoT devices, MQTT and CoAP, are able to work with
the TCP and UDP, respectively, regardless of the underlying
wireless technologies used. Therefore, application of the IBC
protocol to either MQTT or CoAP will be able to provide the
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Figure 4: Switch migration for switch 2.

necessary security for the communication between the IoT
devices.

4. Application Scenarios

4.1. Southbound Communication. Figure 4 shows the switch
migration for switch 2. Switch 2 is allowed tomigrate between
controllers A and B that also act as the PKGs for switch
2. The load balancing application will notify the respective
controller that will be taking over the switch for migration
and key establishment will be performed between the switch
and controller B.

During this transition period, switch 2 is still able to
communicate with switch 1 or switch 3 by using the old
key (the key obtained from controller A) and switch over
to the new key (the key obtained from the controller that
will be taken over) once the key establishment and handover
process are completed. When switch migration is completed,
the switch can then dispose of the old key and proceed with
communication using the new key.

This eases the switch migration process with a single
identity information and saves the computing resources at the
controller for certificate issuance and management. Besides,
it also reduces the bandwidth required for the new certificate
distribution in TLS.

4.2. Data Plane Communication

4.2.1. Wired Data Plane. Figure 5 illustrates the interdomain
communication within the wired data plane that was made
possible with an interdomain key agreement protocol. With
the help of the protocol, it allows the communication between
switch 1-switch 2 and host A-host B to be established without
having a second public key or identity in this case.

Unlike TLS, switch 1 and host A do not need to have
controller B issue a new public key to them in order to derive
the session key.The same goes to switch 2 and host B without
needing a second public key from controller A. Therefore,
the key agreement protocol saves computing resources at the
controller that generates andmanages the certificate. Besides,
it also saves the bandwidth that will be used to distribute the
certificate.

4.2.2. Wireless Data Plane. The wireless data plane involves
heterogeneouswireless technologies and hence the advantage

Controller A (PKG A)

Switch 1 

Controller B (PKG B)

Switch 2

Host A Host B

Figure 5: Interdomain data plane communication.
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LTEUMTS WiFiWiMax

BS/AP for IoT
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Figure 6: Heterogeneous wireless communication.

of this multidomain capable IBC key agreement protocol
actually benefits this data plane communication the most.
The certificatemanagementwas simplifiedwith the controller
managing only the private keys for each of these devices
instead of managing multiple certificates for each wireless
technology.

Figure 6 illustrates the heterogeneous wireless communi-
cation where the mobile device is able to communicate with
the base station for IoT devices through the two different
wireless technologies. The mobile device connects to the
network via Long Term Evolution (LTE) while the base
station connects to the network via Wireless Fidelity (WiFi).
The communication between the LTE base station and WiFi
access point is possible with only the identity information
of the mobile devices. It saves the hassle of having multiple
certificates for a single device.

Besides that, the IBC key agreement protocol reduces
the bandwidth consumption as compared to the TLS for no
certificate exchanges will be required. The bandwidth saved
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Table 1: Security comparisons between SDN projects.

SDN projects
Security

East/west-
bound Southbound Data plane

OpenDayLight — TLS TLS
HP VAN SDN — TLS TLS
ONOS TLS TLS TLS
D-SDN (Santos
et al. [36])

IBC (single
domain)

IBC (single
domain)

IBC (single
domain)

Our proposal IBC
(multidomain)

IBC
(multidomain)

IBC
(multidomain)

can then accommodate more wireless hosts with the same
infrastructure which in turn saves cost.

5. Analysis and Discussions

OpenDayLight and HP VAN SDN implemented TLS to
secure the southbound security but neglected the east/west-
bound security which is also crucial for a distributed SDN.
ONOS secured both the southbound and east/west-bound
communications but the system setup is still rather incon-
venient since the user is still required to deploy the keys
manually.

Santos et al. [36] proposed securing the communications
between MC-SC, SC-SC, and the client- and server-side
or their framework with IBC. However, there are several
flaws in their proposal and their scheme is not suitable
for a distributed SDN when interdomain communication is
required.

Table 1 is a comparison between the securities of different
SDN projects. To simplify the comparison, SDN projects that
do not implement a secure channel were excluded from this
table. Do note that the protocol can also be added to any open
source SDN project as a security module.

Since TCP is the preferred transport protocol to provide
reliable communication channel, we chose the MQTT proto-
col which is one of the most commonly used communication
protocols in the world of IoT (relies on TCP) besides CoAP
(relies on UDP) and secured it with TLS. Then, we analyzed
the communication between the MQTT broker (server) and
MQTT client (publisher) to find out the possible bandwidth
saved by using IBC instead of TLS.

In the communication analysis, we used a network
sniffing tool, Wireshark [41], to monitor the network traffic
and the exchanged information between the MQTT client
(publisher) andMQTT broker. Figure 7 illustrates a complete
TLS handshake for the MQTT protocol and details of hand-
shake messages will be shown in Figure 7.

Figure 8 shows the first message exchange initiated by
the MQTT client (in this case, the publisher) to the MQTT
broker. The communication started with the TLS handshake
mechanism, client hello. In this message, it sends the client’s
nonce, cipher suites, compression methods, extensions, and
any other special features that the client supports to the server
or in this case the MQTT broker.

Encrypted channel

MQTT client 
(publisher/subscriber)

MQTT
server (broker)

Client hello

Server hello

Server’s certificate, server key exchange,

certificate request, and server hello done

Client’s certificate, client key exchange,
certificate verification, change cipher spec,and client’s finished

MQTT session ticket, change cipher spec,

and server’s finished

Figure 7: MQTT-TLS handshake mechanism.

Figure 8: MQTT: client hello message from the MQTT publisher.

Similar to the client hello message, Figure 9 shows the
server hello message which is the server’s response upon
receiving the client hello message. In this message, the
server (MQTT broker) will choose the best or most suitable
cryptography setting such as themost secure cipher suite sup-
ported by the client, compression method used, or any other
extensions that were included in the client hello message.

If the IBC protocols were to be applied here, the size
of the cipher suites, compression methods, or other features
supported might be much lesser initially and hence a smaller
client hellomessage can be used.However, if the IBCprotocol
is adopted by more organizations, it might grow to a size
similar to the TLS protocol. Hence, the bandwidth saved in
client hello message can be negligible then. On the other
hand, the message length of the server hello message should
be similar whether it is in TLS or IBC mode since it only
chooses one of the cryptography settings from each type.
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Figure 9: Server hello message fromMQTT broker.

Figure 10: MQTT broker sends its certificate to the client.

Figure 11: MQTT broker request for client’s certificate.

Therefore, the bandwidth saved in the client hello and server
hello messages are negligible.

After the MQTT broker (server) sends the server hello
message to the client, it will proceed to send its own certificate
to the client as shown in Figure 10 and send a certificate
request message to the client as shown in Figure 11 so that
the server and client can authenticate each other prior to
sending any actual data. If IBC protocol is used here, these
twomessages will no longer be needed because the client will
be able to derive the “certificate” from the server’s identity and

Figure 12: MQTT client sends its certificate to the MQTT broker.

Figure 13: MQTT client sends the certificate verificationmessage to
the broker.

the same goes to the server where it will be able to derive the
“client’s certificate” with the client’s identity.

Figure 10 shows that the certificate handshake message
used 1900 bytes from the bandwidth while the certificate
request message in Figure 11 used 42 bytes of data, resulting
in a total of 1942 bytes saved. The bandwidth saved here is
significant as the size of the entire client hello and server hello
messages is only 376 bytes. By switching it to the IBCprotocol,
the bandwidth saved here can actually accommodate for
another 5 pairs of server-client hello message exchanges.

Figure 12 shows the MQTT client (in this case, pub-
lisher) sending its own certificate to the MQTT broker upon
receiving the certificate request message from the broker and
the information required to verify the client was sent in the
certificate verification message as shown in Figure 13 to the
broker. Again, if the IBC protocol was to be applied here,
these handshake messages will be redundant as the broker is
able to derive the “client’s certificate” from the client’s identity
and, with the exchanged nonce and derived “certificates,” the
broker will be able to verify the client without needing the
certificate verification message as well.

Figure 12 shows that the client’s certificate used 1888 bytes
while the certificate verification message in Figure 13 used
269 bytes of data. Again, a total of 2157 bytes can be saved
by switching to the IBC protocol.
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Figure 14: Session ticket fromMQTT broker.

Figure 15: Encrypted channel.

Finally, Figure 14 shows the session establishment of the
server-client pair while Figure 15 shows the first application
data exchange with the established session’s cryptographic
parameters. The bandwidth required for these message
exchanges should be similar whether it is in TLS or IBC
protocol if the same handshake mechanism and symmetric
cryptography are used because the size of a session ticket
and change cipher spec message is not affected by the cryp-
tography protocol.

The server’s finished or the encrypted handshakemessage
shown in Figure 14 and the first encrypted data in Figure 15
will have a similar length regardless of whether TLS or
IBC was used because TLS and IBC are used to derive the
symmetric key with the provided asymmetric keys via the
handshake mechanism and the symmetric key cryptography
used to encrypt these messages will be the same for both TLS
and IBC. Hence, no bandwidth can be saved here.

By referring to Figure 7, the size of each handshake
message is listed as follows:

Client hello message: 305 bytes (refer to Figure 8).
Server hello message: 71 bytes (refer to Figure 9).
Server’s certificate: 1900 bytes (refer to Figure 10).
Server key exchange: 338 bytes (5 bytes of header +
length, refer to Figure 10).
Certificate request and server hello message done: 51
bytes (refer to Figure 11).
Client’s certificate: 1888 bytes (refer to Figure 12).
Client key exchange: 75 bytes (refer to Figure 12).

Certificate verification message: 269 bytes (refer to
Figure 13).

Change cipher spec (client): 6 bytes (refer to Fig-
ure 13).

Client’s finished: 45 bytes (refer to Figure 13).

New session ticket: 1087 bytes (refer to Figure 14).

Change cipher spec (server): 6 bytes (refer to Fig-
ure 14).

Server’s finished: 45 bytes (refer to Figure 14).

Complete handshake: 6086 bytes.

Based on the analysis of the possible bandwidth that
can be saved with IBC, it shows that removing the certifi-
cate related messages (server’s certificate, certificate request,
client’s certificate, and certificate verification) from the TLS
handshake alone can save up to 4099 bytes per communicat-
ing pair. A complete handshake requires 6086 bytes and 4099
bytes are more than half of the bandwidth saved.

Hence, this can lead to lower power consumption as less
data are required to be exchanged between the server and
client. The bandwidth saved here will also allow the same
network infrastructure to accommodate for more communi-
cating pairs and hence improve performance.

Besides that, the multidomain IBC protocol also allows
the MQTT client that has the key generated by a controller
of a different domain to communicate through the MQTT
broker of another domain.

6. Conclusion

There are several notable benefits when securing the SDN
communication with IBC; steps required for system setup
will be significantly simplified while performance and net-
work bandwidth vastly improved. Furthermore, as a smaller
storage space is needed to store the keys, all these will then
translate to a decrease in cost.

Besides that, IBC also speeds up the key exchange process
since the two communicating parties do not need to obtain
each other’s public key from the CA to derive the session key.
This reduces the time for the key setup and hence less time is
spent on the key exchange process.

With this IBC scheme, even the nodes of different
subdomains will be able to derive the shared session key.
This not only improves the network scalability, but also eases
switch migration in the southbound communication and
enables interdomain data plane communication.

Lastly, the analysis shows the possible bandwidth that
can be saved by switching to IBC; certificate exchanges are
the most bandwidth consuming part during a handshake
process. By removing the use of certificates inTLS, bandwidth
consumption is reduced by as much as 4099 bytes per com-
municating pair during the handshake process. In other
words, more than half of the bandwidth is saved as a complete
handshake requires 6086 bytes.

This will lead to lower power consumption of the IoT
devices and higher network performance as it can now
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accommodate more IoT devices without upgrading the net-
work infrastructure.
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ski, “Universal mobile telecommunication system,” inModeling
and Dimensioning of Mobile Networks: From GSM to LTE, John
Wiley & Sons, Chichester, UK, 2010.

[16] M. D. Aime, G. Calandriello, and A. Lioy, “Dependability in
wireless networks: can we rely on WiFi?” IEEE Security &
Privacy, vol. 5, no. 1, pp. 23–29, 2007.

[17] S. W. Peters and R. W. Heath Jr., “The future of WiMAX: mul-
tihop relaying with IEEE 802.16j,” IEEE Communications Mag-
azine, vol. 47, no. 1, pp. 104–111, 2009.

[18] F. Bari and V. C. M. Leung, “Automated network selection in a
heterogeneous wireless network environment,” IEEE Network,
vol. 21, no. 1, pp. 34–40, 2007.

[19] C. Peng,Q. Zhang, andC. Tang, “ImprovedTLS handshake pro-
tocols using identitybased cryptography,” in Proceedings of the
2009 International Symposium on Information Engineering and
Electronic Commerce (IEEC ’09), pp. 135–139, Ternopil, Ukraine,
May 2009.

[20] N. McKeown, T. Anderson, H. Balakrishnan et al., “OpenFlow:
enabling innovation in campus networks,” ACM SIGCOMM
Computer Communication Review, vol. 38, no. 2, pp. 69–74,
2008.

[21] S. J. Vaughan-Nichols, “OpenFlow: the next generation of the
network?” IEEE Computer, vol. 44, no. 8, pp. 13–15, 2011.

[22] Standards for M2M and the Internet of Things: oneM2M
Release 1 Specifications, http://www.onem2m.org/technical/
published-documents.

[23] D. Locke, “MQ Telemetry Transport (MQTT) V3.1 Protocol
Specification,” August 2010, http://www.ibm.com/developer-
works/webservices/library/ws-mqtt/index.html.

[24] Z. Shelby, K. Hartke, and C. Bormann, “The constrained appli-
cation protocol (CoAP),” RFC 7252, 2014, https://datatracker
.ietf.org/doc/draft-ietf-core-coap/.

[25] C. Bormann, A. P. Castellani, and Z. Shelby, “CoAP: an applica-
tion protocol for billions of tiny internet nodes,” IEEE Internet
Computing, vol. 16, no. 2, pp. 62–67, 2012.

[26] R. T. Fielding andR.N. Taylor, “Principled design of themodern
Web architecture,” in Proceedings of the ACM22nd International
Conference on Software Engineering (ICSE ’00), pp. 407–416,
Limerick, Ireland, June 2000.



12 Mobile Information Systems

[27] D. A. Cooper, “A closer look at revocation and key compromise
in public key infrastructures,” in Proceedings of the 21st National
Information Systems Security Conference, pp. 555–565, October
1998.

[28] D. Boneh, X. Ding, G. Tsudik, and C. M. Wong, “A method
for fast revocation of public key certificates and security
capabilities,” in Proceedings of the 10th Conference on USENIX
Security Symposium, vol. 10, pp. 297–308, Berkeley, Calif, USA,
2001.

[29] X. Ding and G. Tsudik, “Simple identity-based cryptography
with mediated RSA,” in Topics in Cryptology—CT-RSA 2003:
The Cryptographers’ Track at the RSA Conference 2003 San
Francisco, CA, USA, April 13–17, 2003 Proceedings, vol. 2612 of
Lecture Notes in Computer Science, pp. 193–210, Springer, Berlin,
Germany, 2003.

[30] C. Yoon, T. Park, S. Lee, H. Kang, S. Shin, and Z. Zhang, “Ena-
bling security functionswith SDN: a feasibility study,”Computer
Networks, vol. 85, pp. 19–35, 2015.

[31] A. Shamir, “Identity-based cryptosystems and signature
schemes,” in Advances in Cryptology: Proceedings of the
CRYPTO ’84, Section I, pp. 47–53, Springer, 1985.

[32] R. Sakai, K. Ohgishi, and M. Kasahara, “Cryptosystems based
on pairing,” in Proceedings of the Symposium on Cryptography
and Information Security (SCIS ’00), Okinawa, Japan, January
2000.

[33] D. Boneh and M. Franklin, “Identity-based encryption from
the weil pairing,” in Proceedings of the 21st Annual International
Cryptology Conference, Santa Barbara, Calif, USA, August 2001.

[34] N. P. Smart, “Identity-based authenticated key agreement pro-
tocol based on Weil pairing,” Electronics Letters, vol. 38, no. 13,
pp. 630–632, 2002.

[35] L. Chen and C. Kudla, “Identity based authenticated key agree-
met protocols from pairings,” in Proceedings of the 16th IEEE
Computer Security Foundations Workshop, vol. 2, pp. 219–233,
Pacific Grove, Calif, USA, July 2003.

[36] M. A. S. Santos, B. A. A. Nunes, K. Obraczka, T. Turletti, B.
T. De Oliveira, and C. B. Margi, “Decentralizing SDN’s control
plane,” in Proceedings of the 39th Annual IEEE Conference on
Local Computer Networks (LCN ’14), pp. 402–405, Edmonton,
Canada, September 2014.

[37] L. Chen, Z. Cheng, and N. P. Smart, “Identity-based key agree-
ment protocols frompairings,” International Journal of Informa-
tion Security, vol. 6, no. 4, pp. 213–241, 2007.

[38] S. Chatterjee, D. Hankerson, andA.Menezes, “On the efficiency
and security of pairing-based protocols in the type 1 and type
4 settings,” in Arithmetic of Finite Fields: Third International
Workshop, WAIFI 2010, Istanbul, Turkey, June 27–30, 2010.
Proceedings, vol. 6087 of Lecture Notes in Computer Science, pp.
114–134, Springer, Berlin, Germany, 2010.

[39] N. P. Smart, V. Rijmen, B. Warinschi et al., “Algorithms, Key
Sizes and Parameter Report—2013 recommendations,” Euro-
pean Union Agency for Network and Information Security
(ENISA), version 1.0, October 2013.

[40] J.-H. Lam, S.-G. Lee, H.-J. Lee, and Y. E. Oktian, “Securing dis-
tributed SDN with IBC,” in Proceedings of the 7th International
Conference on Ubiquitous and Future Networks (ICUFN ’15), pp.
921–925, Sapporo, Japan, July 2015.

[41] Wireshark, https://www.wireshark.org/.



Research Article
Data-Driven Handover Optimization in Next Generation Mobile
Communication Networks

Po-Chiang Lin, Lionel F. Gonzalez Casanova, and Bakary K. S. Fatty

Department of Communications Engineering, Yuan Ze University, Taoyuan 320, Taiwan

Correspondence should be addressed to Po-Chiang Lin; pclin@saturn.yzu.edu.tw

Received 1 April 2016; Revised 3 July 2016; Accepted 5 July 2016

Academic Editor: Young-June Choi

Copyright © 2016 Po-Chiang Lin et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Network densification is regarded as one of the important ingredients to increase capacity for next generation mobile
communication networks. However, it also leads to mobility problems since users are more likely to hand over to another cell in
dense or even ultradense mobile communication networks. Therefore, supporting seamless and robust connectivity through such
networks becomes a very important issue. In this paper, we investigate handover (HO) optimization in next generation mobile
communication networks. We propose a data-driven handover optimization (DHO) approach, which aims to mitigate mobility
problems including too-late HO, too-early HO, HO to wrong cell, ping-pong HO, and unnecessary HO. The key performance
indicator (KPI) is defined as the weighted average of the ratios of these mobility problems. The DHO approach collects data from
the mobile communication measurement results and provides a model to estimate the relationship between the KPI and features
from the collected dataset. Based on the model, the handover parameters, including the handover margin and time-to-trigger,
are optimized to minimize the KPI. Simulation results show that the proposed DHO approach could effectively mitigate mobility
problems.

1. Introduction

The first generation (1G) mobile communication systems
enabled the release from traditional wireline place-to-place
communications to wireless person-to-person communica-
tions. As technologies and demands evolve, now the fifth
generation (5G) mobile communication systems aim to
connect anything to anything all over the world.

One of the engineering requirements for 5G is to achieve
1000x data rate [1]. There are three categories of technologies
that would be combined together to achieve the 1000x
capacity gain:

(1) Network densification and traffic offloading to im-
prove the area spectral efficiency.

(2) Millimeter wave (mmWave) technologies and access
to unlicensed spectrum to increase bandwidth.

(3) Massive Multiple-Input and Multiple-Output (mas-
sive MIMO), Multiuser MIMO (MU-MIMO), and
Coordinated Multipoint (CoMP) to increase spectral
efficiency.

Among these categories of technologies, network den-
sification and traffic offloading are expected to provide the
majority (40x to 50x) of the required capacity gain. Network
densification is a straightforward but effective method to
increase the network capacity by making cell size smaller.
The advantages of cell shrinking include frequency reuse and
reduction of resource competition among users within each
cell.

However, network densification leads to mobility prob-
lems since users are more likely to hand over to another cell
in dense or even ultradense mobile communication net-
works. Therefore, supporting seamless and robust connec-
tivity through such networks becomes a very important
issue. Moreover, as the number of base stations increases,
the installation, configuration, and maintenance efforts also
increase. Mitigating these efforts to decrease the capital
expenditure (CAPEX) and operational expenditure (OPEX)
is also a critical issue [2].

In next generation mobile communication networks,
optimizing the handover (HO) parameters to improve the
system performance is critical. The objective of handover
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optimization, an important part of the Self-Organizing Net-
work (SON), is to provide fast and seamless handover from
one cell to another while simultaneously keeping network
management simple [3, 4]. The main goals of handover
optimization include minimizing call drops, minimizing
radio link failures (RLF),minimizing unnecessary handovers,
and minimizing idle mode problems.

In this paper, we investigate the handover optimization
problem in next generation mobile communication net-
works. We propose a data-driven handover optimization
(DHO) approach, which aims to mitigate mobility problems.
The DHO approach collects data from the mobile communi-
cation measurement results and provides a model to estimate
the relationship between the key performance indicator
(KPI) and features from the collected dataset. Based on the
model, the handover parameters, which include the handover
margin (HOM) and time-to-trigger (TTT), are optimized to
minimize the KPI, which is the weighted average of various
mobility problem ratios. Simulation results show that the
proposed DHO approach could effectively mitigate mobility
problems.

The major contributions of this paper are threefold:

(1) We consider several features, including the location,
moving speed, and moving direction of mobile sta-
tions, HOM, and TTT.The proposed approach is thus
context-aware and adaptive to mobile communica-
tion environments.

(2) We classify the mobility problems into five different
types and design the mobility problem identification
mechanism based on the combination of three condi-
tional tests.

(3) We adopt the neural network model to estimate the
KPI function and to optimize the handover parame-
ters HOM and TTT.

The rest of this paper is organized as follows. In Section 2
we present a review of related work. The HO problem
formulation is described in Section 3. In Section 4, we provide
the detailed description of the proposed DHO approach. Per-
formance evaluation and discussions are given in Section 5.
Finally, Section 6 concludes this paper.

2. Related Work

There exist several works for the handover optimization in the
long-term evolution (LTE)mobile communication networks.
Jansen et al. proposed a self-optimizing algorithm that tunes
the handover parameters of an LTE base station in order to
diminish negative effects, such as call dropping and handover
failures [5]. Their algorithm picks the optimal hysteresis and
time-to-trigger combination for the current network status.
The authors also proposed a weighted performance based
handover optimization algorithm (WPHPO) that tunes the
hysteresis and time-to-trigger in iterative steps [6]. Li et
al. proposed a dynamic hysteresis-adjusting (DHA) method,
which uses the network-allowedmaximumRLF ratio as a key
indicator [7]. Lobinger et al. investigated the coordination of
handover parameter optimization and load balance in LTE

SON [8]. Capdevielle et al. investigated the joint interference
management and handover optimization in LTE small cells
networks [9].They focus on two challenges for LTE small cell
deployment, intercell interferencemanagement, andmobility
management.

Several works focus on the heterogeneous/inter-RAT
handover. Ali and Saquib investigated cellular/wireless LAN
handover analysis for different mobility models in order
to exploit the heterogeneity of the wireless environment
[10]. They provided a medium selection method for vertical
handover. Awada et al. investigated the cell-pair specific
optimization of the inter-RAT handover parameters in SON
[11].They provided the configuration paradigms for the inter-
RAT handover thresholds. Giacomini and Agarwal use QoS
reputation and GM(1, 1) prediction to make decision on
vertical handover [12].They built on a novel reputation based
vertical handover decision rating system in the handover
decision making progress. López-Pérez et al. characterized
the relation between handover failure and ping-pong rates
in a heterogeneous network scenario [13]. Rath and Panwar
proposed a new prefetch-based fast handover procedure that
is designed to overcome the higher latency caused by the use
of the public internet to connect the femtocell base station
with the mobile core network [14]. Xenakis et al. proposed a
novel handover decision policy for the two-tier LTE network
with the goal to reduce the power consumption at mobile
stations [15].The proposedmethod can adapt to the handover
hysteresis margin with respect to the prescribed SINR target
and measurement results.

Some works introduced new concepts and architectures
to enhance user mobility in mobile communication net-
works. Taleb et al. investigated the support of highly mobile
users [16]. They introduced a data anchor gateway relocation
method based on the information, including user mobility,
history information, and user activity patterns, and proposed
a handover management policy to select a target base station.
Imran et al. investigated how to empower SON with big
data for enabling 5G in [17]. They first characterized big
data in next generationmobile communication networks and
then provided challenges in SON for enabling 5G, including
underutilized intelligence, need for self-coordination, need
for more transparent SON, scalability, energy efficiency,
and need for a paradigm shift from reactive to proactive
SON. The authors also proposed a framework for big data
empowered SON (BSON) which takes on the challenges
mentioned above. In this paper we leverage from their basic
idea and investigate theHOproblemwhich is one of themost
important issues in SON.

3. Problem Formulation

We formulate the HO problem as follows. Suppose that
X = [X

𝐷
,X
𝑀
] is a feature vector which includes two types

of variables, X
𝐷

and X
𝑀
. To be specific, X

𝑀
denotes the

measurement result, which includes the location of MS,
moving speed of MS, moving direction of MS, and other
useful counters and flags described in Section 4.1.X

𝐷
denotes

the decision variables of the HO problem, which is the han-
dover parameter vector with two elements, HOM and TTT.
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The details of these two handover parameters are described
as follows.

(i) Handover Margin (HOM) (Also Known as Hysteresis).
HOM is defined as the threshold of the difference in Signal to
Interference plusNoise Ratio (SINR) between the serving and
the target cells. When the SINR from the target cell is HOM
better than that from the serving cell, the HO condition is
satisfied.

(ii) Time-to-Trigger (TTT). An HO request would not be
sent immediately when the corresponding HO condition
mentioned above is satisfied. Instead, theHOcondition has to
be fulfilled for a certain period denoted as TTT.When theHO
condition keeps satisfied for TTT, an HO request is triggered.

The proper values of HOM and TTT are critical to
seamless connectivity. Large HOM and TTT values lead to
more stable behavior, but they may delay the HO decisions
unnecessarily whichmay cause problems. On the other hand,
small HOM and TTT values avoid long delay to trigger HO
request, but they may cause ping-pong HO and unnecessary
HO.

The HO problem is formulated as

X
𝐷,opt = argmin

X𝐷
𝑌, (1)

where 𝑌 is the corresponding key performance indicator
(KPI), which depends on the feature vector X = [X

𝐷
,X
𝑀
].

The KPI should be designed to measure the mitigation of
mobility problems.

There are four main challenges in the HO problem:

(1) There are various kinds of mobility problems in next
generation mobile communication networks [18].
Identifying the mobility problems would be the first
priority in the HO problem.

(2) The design of the KPI needs comprehensive and
careful considerations for these mobility problems.

(3) The KPI 𝑌 can be formulated as a function of X; that
is, 𝑌 = 𝑓(X). However, the exact form of 𝑓(X) is
unknown.Therefore, one of the challenges we take on
in this work is to provide a good estimation 𝑓̂(X) to
the function 𝑓(X). With a good estimate 𝑓̂(X)we can
make predictions of the KPI 𝑌 at some points X = x,
where x is a vector of some specific values of X.

(4) The decision variables X
𝐷
consist of two elements,

HOM and TTT. Mitigating the mobility problems by
joint-optimizing HOM and TTT would be another
challenge to the HO problem.

In Section 4 we describe the proposed DHO approach to
deal with these main challenges.

4. Proposed DHO Approach

In this section, we provide the detailed description of the pro-
posed data-driven handover optimization (DHO) approach.
Figure 1 shows the system architecture of the proposed DHO
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Figure 1: System architecture of the proposed DHO approach.

approach. First, measurement results are collected from the
mobile communication network. The dataset collected in the
database includes the feature vector described in Section 3
and various counters and flags that are used to identify the
mobility problems.The details of these counters and flags are
provided in Section 4.1. The DHO approach then analyzes
and processes the data to calculate themobility problem ratio
(MPR) of each mobility problem and obtain the KPI, which
is saved in the database denoted as “right data” in Figure 1.
The KPI function estimation engine uses the processed “right
data” to provide the KPI function estimate. After that, the
HO parameter optimization engine uses the KPI function
estimate to optimize the HO parameters including HOM and
TTT. Finally, the optimal values ofHOMandTTT are applied
to corresponding base stations.

In the following paragraphs, we provide the detailed
description of each building block in Figure 1.

4.1. Mobility Problem Identification. There would be five
different mobility problems (MPs) in next generation mobile
communication networks.

(1) Too-Late HO. Too-late HO trigger timing leads to low
SINR level of the serving cell. A radio link failure (RLF)
between the mobile station (MS) and the serving bast station
(BS) occurs, and then the MS try to reestablish a connection
to a nearby BS.

(2) Too-Early HO. Too-early HO trigger timing leads to a low
SINR level of the target cell. An RLF between the MS and
the target BS occurs, and then the MS try to reestablish a
connection to the original serving BS.

(3) HO toWrong Cell. HO from a source cell A to a target cell
B which provides unstable SINR leads to an RLF. At the same
time, if there is another suitable cell C for theMS to reconnect
to after the RLF, the MS reestablishes connection with cell C
that is neither the serving cell A nor the target cell B. In this
situation, instead of the failed HO from cell A to cell B, HO
from cell A directly to cell C would be a better decision.
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Table 1: Mobility problem identification.

Mobility problem Close to last
HO? RLF status?

New target =
previous
serving?

Too-late HO N Y Don’t care
Too-early HO Y Y Y
HO to wrong cell Y Y N
Ping-pong HO Y N Y
Unnecessary HO Y N N

(4) Ping-Pong HO. Cell A hands over aMS to cell B, and cell B
hands over the sameMS back to cell A shortly after. Since data
transmission is temporarily blocked during the connection
transferring to the target cell, these two HOs, despite both
being successful, should be avoided.

(5) Unnecessary HO. Cell A hands over a MS to cell B and
cell B hands over the same MS to another cell C shortly
after. Those two HOs, despite both being successful, can be
combined into one HO from cell A directly to cell C in order
to avoid unnecessary blocking of data transmission during
the connection transferring time.

In order to identify the mobility problems mentioned
above, we design the mobility problem identification criteria,
as Table 1 shows. The mobility problem identification criteria
depend on three conditional tests:

(1) Close to last HO?
Whether the occurrence time of the currentHO event
is close to that of the previous HO event?

(2) RLF status?
Is there an RLF for the current connection?

(3) New target = previous serving?
Whether the new target cell is the same as the previous
serving one?

Table 1 shows that each of the five mobility problems
would be identified based on the test results of the three
conditional tests mentioned above.

In the proposed DHO approach, we design the following
counters and flags to identify the mobility problems:

(i) lastHoCounter: to indicate the time interval since last
HO.

(ii) lastHoThreshold: to define a threshold value, com-
bined with lastHoCounter to identify whether the
occurrence time of the current HO event is close to
that of the previous HO event.

(iii) rlfStatus: to indicate whether an RLF occurs for the
current connection.

(iv) newTagertCellId: to indicate the new target cell ID.
(v) previousServingCellId: to indicate the previous serv-

ing cell ID, combined with the newTagertCellId to
indicate whether the new target cell is the same as the
previous serving one.

4.2. Design of KPI. In the HO problem, the KPI 𝑌 is defined
as theweighted average of the variousmobility problem ratios
(MPRs). There are five different kinds of mobility problems.
The KPI 𝑌 is calculated as

𝑌 =
∑
5

𝑘=1
𝑤
𝑘
𝑅
𝑘 (X)

∑
5

𝑘=1
𝑤
𝑘

, (2)

where 𝑤
𝑘
is the weight of the mobility problem 𝑘, which is

determined by mobile network operators, and 𝑅
𝑘
(X) is the

MPR of the mobility problem 𝑘, which is a function of X.
MPR 𝑅

𝑘
is defined as the probability of the event where the

mobility problem (MP) 𝑘 happens. Consider

𝑅
𝑘 (X) = Pr (MP

𝑘
) =

𝑁
𝑘

𝑁total
, (3)

where𝑁
𝑘
denotes the number of MP

𝑘
, and𝑁total denotes the

total number of HO. Each BS uses a sliding time window to
collect the statistics of 𝑁

𝑘
and 𝑁total in order to obtain each

MPR and the KPI 𝑌.

4.3. KPI Function Estimation. In order to solve the HO
problem, as (1) shows, some previous solutions focus on
analyzing and obtaining the KPI function 𝑌 = 𝑓(X). When
the analytical formula 𝑓(X) is known, solving the equation
𝜕𝑓/𝜕X

𝐷
= 0 would get the optimal handover parameters

HOM and TTT. However, note that the function 𝑓 consists
of complex joint effects of the feature vector X = [X

𝐷
,X
𝑀
].

Under these complex effects, it is difficult to analyze and
obtain an accurate KPI function.

In this paper we use machine learning techniques to esti-
mate the KPI function. To be specific, we use the multilayer
perception (MLP), which is one of the most popular neural
networks, to perform the KPI function estimation [19].

The MLP consists of an input layer, one or more hidden
layers, and an output layer. In this paper we adopt the MLP
with one hidden layer consisting of four hidden neurons.The
feature vector X is applied to the input layer and propagates
through the network layer by layer from left to right. Each
arrow in this figure represents an adjustable synaptic weight.
From our comprehensive experiments, this architecture is
empirically sufficient to model the relationship between KPI
and the feature vector, whereas the other experiments with
more hidden neurons provide similar results. A simulation
result about the mean-square-error (MSE) of the KPI func-
tion estimation with various numbers of hidden neurons
is shown in Figure 2. The epoch limitation is set as 1000.
This figure shows that four hidden neurons are sufficient to
improve the performance ofmodeling to the degree of 1𝐸−10,
whereas the performance of two neurons only reaches the
degree of 1𝐸 − 6. Applying more hidden neurons does not
significantly improve the MSE.

In MLP, the backpropagation (BP) algorithm is used to
adjust the neural network parameters in order to minimize
the error between the target (measured) KPI and the response
from the function estimate 𝑓̂. The detailed operation of the
BP algorithm includes the forward pass and the backward
pass.We provide the detailed descriptions of the forward pass
and the backward pass in the following paragraphs.
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Figure 2: MSE of the KPI function estimation with various number
of hidden neurons.

4.3.1. Forward Pass. The purpose of the forward pass is to
get the actual response of the MLP in accordance with the
specified input signal. In the forward pass the feature vector
X(𝑛) at iteration 𝑛 is applied to the input layer and propagates
through the network layer by layer from left to right. The
top part of Figure 3 shows the signal flow of the forward
pass. 𝑋

1
(𝑛) denotes the HOM, and 𝑋

2
(𝑛) denotes the TTT.

𝑋
3
(𝑛) to 𝑋

𝑚
(𝑛) denote the other features. When the signal

propagates through a synapse, its value is multiplied by
the synaptic weight. The input of a neuron is the synaptic
weighted sum of the output of its previous layer. For example,
the input of the 𝑗th neuron in the 𝑙th layer is

V(𝑙)
𝑗
(𝑛) =

𝑚𝑙−1

∑
𝑖=0

𝑤
(𝑙)

𝑗𝑖
(𝑛) 𝑦
(𝑙−1)

𝑖
(𝑛) , (4)

where 𝑖 = 0 represents the bias term.The input of this neuron
is applied to the activation function 𝜑(⋅). The activation
function should be differentiable everywhere. We adopt the
commonly used sigmoid function as

𝑦
(𝑙)

𝑗
(𝑛) = 𝜑 (V(𝑙)

𝑗
(𝑛)) =

1

1 + exp (−V(𝑙)
𝑗
(𝑛))

. (5)

The output of this neuron propagates through the network to
the next layer, and the same operation is performed again.
Finally the signal aggregates in the output layer, and the
estimated KPI function 𝑌̃(𝑛) is obtained. During the forward
pass the synaptic weights are all fixed.

4.3.2. Backward Pass. The purpose of the backward pass is
to adjust the synaptic weights in order to minimize the error
between the actual response 𝑌̃(𝑛) and the desired response
𝑌(𝑛). The error signal 𝑒(𝑛) is defined by

𝑒 (𝑛) = 𝑌 (𝑛) − 𝑌̃ (𝑛) . (6)

The instantaneous square error 𝐸(𝑛) is defined as

𝐸 (𝑛) =
1

2
𝑒
2
(𝑛) =

1

2
(𝑌 (𝑛) − 𝑌̃ (𝑛))

2

. (7)

The goal of the back propagation algorithm is to minimize
𝐸(𝑛). To achieve this goal, the back propagation algorithm
applies a respective correction Δ𝜔

(𝑙)

𝑗𝑖
(𝑛) to every synaptic

weight 𝜔
(𝑙)

𝑗𝑖
(𝑛). The correction Δ𝜔

(𝑙)

𝑗𝑖
(𝑛) is designed to be

proportional to the gradient 𝜕𝐸(𝑛)/𝜕𝜔(𝑙)
𝑗𝑖
(𝑛); that is,

Δ𝜔
(𝑙)

𝑗𝑖
(𝑛) = −𝜂

𝑎

𝜕𝐸 (𝑛)

𝜕𝜔
(𝑙)

𝑗𝑖
(𝑛)

. (8)

The minus sign comes from the fact that lower 𝐸(𝑛) is
preferred. 𝜂

𝑎
is the adaptive learning rate proposed by Behera

et al. in [20], which is expressed as

𝜂
𝑎
= 𝜇

󵄩󵄩󵄩󵄩𝑦̃
󵄩󵄩󵄩󵄩
2

󵄩󵄩󵄩󵄩J𝑇𝑦̃
󵄩󵄩󵄩󵄩
2
, (9)

where 𝑦̃ = 𝑌(𝑛) − 𝑌̃(𝑛) and J = 𝜕𝑌̃/𝜕W
𝑙
. While consid-

ering the weight correction for 𝑙 = 2, that is, the output
layer, according to the chain rule of calculus, the gradient
𝜕𝐸(𝑛)/𝜕𝜔

(2)

1𝑖
(𝑛) can be written as

𝜕𝐸 (𝑛)

𝜕𝜔
(2)

1𝑖
(𝑛)

=
𝜕𝐸 (𝑛)

𝜕𝑒 (𝑛)

𝜕𝑒 (𝑛)

𝜕𝑌̃ (𝑛)

𝜕𝑌̃ (𝑛)

𝜕V(2)
1

(𝑛)

𝜕V(2)
1

(𝑛)

𝜕𝜔
(2)

1𝑖
(𝑛)

. (10)

Applying (4)–(7) to the four partial derivatives at the right of
the equal sign in (10), it can be rewritten as

𝜕𝐸 (𝑛)

𝜕𝜔
(2)

1𝑖
(𝑛)

= −𝑒 (𝑛) 𝜑
󸀠
(V(2)
1

(𝑛)) 𝑦
(1)

𝑖
(𝑛)

= −𝛿
(2)

1
(𝑛) 𝑦
(1)

𝑖
(𝑛) ,

(11)

where 𝛿(𝑙)
𝑗
(𝑛) is the local gradient which is defined as

𝛿
(𝑙)

𝑗
(𝑛) = −

𝜕𝐸 (𝑛)

𝜕V(𝑙)
𝑗
(𝑛)

. (12)

While considering the weight correction for 𝑙 = 1, that is,
the hidden layer, by iterative backpropagation and chain rule
manners, the local gradient 𝛿(1)

𝑗
(𝑛) is

𝛿
(1)

𝑗
(𝑛) = 𝜑

󸀠
(V(1)
𝑗

(𝑛)) 𝛿
(2)

1
(𝑛) 𝜔
(2)

1𝑗
(𝑛) . (13)

The derivation of the local gradients at each layer is shown in
the bottom part of Figure 3. Finally, every synaptic weight is
corrected following this formula:

𝜔
(𝑙)

𝑗𝑖
(𝑛 + 1) = 𝜔

(𝑙)

𝑗𝑖
(𝑛) + Δ𝜔

(𝑙)

𝑗𝑖
(𝑛) . (14)

The forward pass and the backward pass are executed iter-
atively until the square error 𝐸(𝑛) reaches some satisfactory
level or when the number of epoch exceeds some threshold.
After that, the handover parameter optimization is executed.
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Figure 3: The forward pass and the backward pass of the BP algorithm.

4.4. Handover Parameter Optimization. In this paper, the
handover optimization problem is solved by the gradient
descent algorithm [21]. Here the handover parameters X

𝐷
,

including HOM and TTT, are adjusted adaptively. To find the
local minimum of the KPI function 𝑌 ≈ 𝑓̂(X) using gradient
descent, one takes steps proportional to the gradient. Suppose
that at the 𝑛th time of adjustment, the handover parameters
areX
𝐷
(𝑛) and the KPI is𝑌(𝑛). At the next time of adjustment,

the handover parameters X
𝐷
are set as

X
𝐷 (𝑛 + 1) = X

𝐷 (𝑛) + ΔX
𝐷 (𝑛) . (15)

ΔX
𝐷
(𝑛) depends on the gradient of estimated KPI 𝑌(𝑛) with

respect to X
𝐷
(𝑛); that is,

ΔX
𝐷 (𝑛) = 𝜇

𝜕𝑌 (𝑛)

𝜕X
𝐷 (𝑛)

, (16)

where 𝜇 is the constant adjustment rate.
How to obtain the gradient 𝜕𝑌/𝜕X

𝐷
is a problem left.The

original BP algorithmdescribed in Section 4.3 only consists of
two passes: the forward pass and the backward pass. In order
to obtain the gradient 𝜕𝑌/𝜕X

𝐷
, the proposed DHO approach

modifies the original BP algorithm to add the third pass: the
adjustment pass. We provide the detailed description of the
adjustment pass in the following paragraphs.

The purpose of the adjustment pass is to obtain the
estimated gradient 𝜕𝑌̃(𝑛)/𝜕X

𝐷
(𝑛) which is the key to adjust

the handover parameter in order to minimize the KPI. The
synaptic weights that have been adjusted well in the backward
pass in accordance with (14) are set as fixed in the adjustment
pass. In the following we show how to obtain the estimated
gradient 𝜕𝑌̃(𝑛)/𝜕X

𝐷
(𝑛). The signal flow of the adjustment

pass is depicted in Figure 4.
First of all, we define the local gradient 𝜆(𝑙)

𝑗
(𝑛) of the

adjustment pass as

𝜆
(𝑙)

𝑗
(𝑛) =

𝜕𝑌̃ (𝑛)

𝜕V(𝑙)
𝑗
(𝑛)

. (17)

This local gradient 𝜆(𝑙)
𝑗
(𝑛) is similar to the local gradient

𝛿
(𝑙)

𝑗
(𝑛) of the backward pass which is defined in (12), except

that the target of the partial derivative is changed to 𝑌̃(𝑛).
While considering the output layer, the local gradient 𝜆(2)

1
(𝑛)

is

𝜆
(2)

1
(𝑛) =

𝜕𝑌̃ (𝑛)

𝜕V(2)
1

(𝑛)
= 𝜑
󸀠
(V(2)
1

(𝑛)) . (18)
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𝜕Ỹ(n)

𝜕X2(n)

�(1)1 (n)

�(1)2 (n)

�(1)3 (n)

�(1)4 (n)

𝜑󳰀(·) 𝜑󳰀(·) 𝜑󳰀(·) 𝜑󳰀(·) 𝜑󳰀(·)

𝜑(·)

𝜑(·)

𝜑(·)

𝜑(·)

𝜑(·)

+1

�(2)1 (n)

y(1)
1 (n)

y(1)
2 (n)

y(1)
3 (n)

y(1)
4 (n)

X0(n) = +1

X1(n)

X2(n)

X3(n)

...

Xm(n)

𝜔(1)
10 (n + 1)

𝜔(1)
20 (n + 1)

𝜔(1)
30 (n + 1)

𝜔(1)
40 (n + 1)

𝜔(1)
1m(n + 1)

𝜔(1)
2m(n + 1)

𝜔(1)
3m(n + 1)

𝜔(1)
4m(n + 1)

𝜔(1)
11 (n + 1)

𝜔(1)
12 (n + 1)

𝜔(1)
21 (n + 1)

𝜔(1)
22 (n + 1)

𝜔(1)
31 (n + 1)

𝜔(1)
32 (n + 1)

𝜔(1)
41 (n + 1)

𝜔(1)
42 (n + 1)

𝜔(2)
11 (n + 1)

𝜔(2)
12 (n + 1)

𝜔(2)
13 (n + 1)

𝜔(2)
14 (n + 1)

𝜔(2)
10 (n + 1)

𝜔(2)
11 (n + 1)

𝜔(2)
12 (n + 1)

𝜔(2)
13 (n + 1)

𝜔(2)
14 (n + 1)

(n)𝐗D

(n)𝐗M

Figure 4: Adjustment pass of the proposed DHO approach.

While considering the hidden layer, the local gradient 𝜆(1)
𝑗
(𝑛)

is

𝜆
(1)

𝑗
(𝑛) =

𝜕𝑌̃ (𝑛)

𝜕V(1)
𝑗

(𝑛)
=

𝜕𝑌̃ (𝑛)

𝜕V(2)
1

(𝑛)

𝜕V(2)
1

(𝑛)

𝜕𝑦
(1)

𝑗
(𝑛)

𝜕𝑦
(1)

𝑗
(𝑛)

𝜕V(1)
𝑗

(𝑛)

= 𝜆
(2)

1
(𝑛) 𝜔
(2)

1𝑗
(𝑛 + 1) 𝜑

󸀠
(V(1)
𝑗

(𝑛)) .

(19)

Using the results from (18) and (19), the gradient can be
written as follows:

𝜕𝑌̃ (𝑛)

𝜕𝑋
𝑖 (𝑛)

=
𝜕𝑌̃ (𝑛)

𝜕V(2)
1

(𝑛)

𝜕V(2)
1

(𝑛)

𝜕𝑋
𝑖 (𝑛)

= 𝜆
(2)

1
(𝑛)

𝜕V(2)
1

(𝑛)

𝜕𝑋
𝑖 (𝑛)

, (20)

where the last equality comes from (18). Since

V(2)
1

(𝑛) =

4

∑
𝑗=0

𝜔
(2)

1𝑗
(𝑛 + 1) 𝑦

(1)

𝑗
(𝑛) , (21)

the second term at the most right of (20) can be written as

𝜕V(2)
1

(𝑛)

𝜕𝑋
𝑖 (𝑛)

=

4

∑
𝑗=0

𝜔
(2)

1𝑗
(𝑛 + 1)

𝜕𝑦
(1)

𝑗
(𝑛)

𝜕𝑋
𝑖 (𝑛)

=

4

∑
𝑗=0

𝜔
(2)

1𝑗
(𝑛 + 1)

𝜕𝑦
(1)

𝑗
(𝑛)

𝜕V(1)
𝑗

(𝑛)

𝜕V(1)
𝑗

(𝑛)

𝜕𝑋
𝑖 (𝑛)

=

4

∑
𝑗=1

𝜔
(2)

1𝑗
(𝑛 + 1)

𝜕𝑦
(1)

𝑗
(𝑛)

𝜕V(1)
𝑗

(n)

𝜕V(1)
𝑗

(𝑛)

𝜕𝑋
𝑖 (𝑛)

=

4

∑
𝑗=1

𝜔
(2)

1𝑗
(𝑛 + 1) 𝜑

󸀠
(V(1)
𝑗

(𝑛)) 𝜔
(1)

𝑗1
(𝑛 + 1) ,

(22)

where the third equality comes from the fact that 𝑦(1)
0
(𝑛) is

always equal to 1 and its partial derivative can be ignored
from the summation. Combining (19) and (22) into (20), the
gradient 𝜕𝑌̃(𝑛)/𝜕𝑋

𝑖
(𝑛) is obtained as

𝜕𝑌̃ (𝑛)

𝜕𝑋
𝑖 (𝑛)

=

4

∑
𝑗=1

𝜆
(1)

𝑗
(𝑛) 𝜔
(1)

𝑗1
(𝑛 + 1) . (23)

The derivation of the local gradients at each layer and the
gradient 𝜕𝑌̃(𝑛)/𝜕𝑋

𝑖
(𝑛) is depicted in Figure 4. Based on the
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Figure 5: Topology of the simulated mobile communication net-
work.

result from (23), the handover parameter𝑋
𝑖
is adjusted as (15)

and (16) show.
In order to cope with the time-varying channel condi-

tions, we use online training and operate the three passes
iteratively to model the instantaneous relationship 𝑌 = 𝑓(X)
and optimize the handover parameters, HOM and TTT.

5. Performance Evaluation and Discussion

In this section we describe the simulation environment,
simulation results, and discussions.

In our simulation, a mobile communication network
which consists of 100 small cells is built in a 5 km × 5 km
area. Figure 5 shows the coordinates of these small cell base
stations. Each cell has 5MHz bandwidth with 25 resource
blocks and 2GHz carrier frequency. Each resource block
consists of 12 subcarriers of size 15 kHz each. A time slot is
0.5ms in duration and the transmission time interval (TTI)
is 1ms.

In the simulation, 100 MSs are uniformly distributed
over the area with random initialized positions. The mobility
trace of these 100 MSs is generated by using the Manhattan
mobility model, which is widely used for urban areas and
suitable to implement realistic simulations [22–24]. In the
Manhattanmobility model, MSs move in either horizontal or
vertical directions on an urban map. At each intersection, an
MS employs a probabilistic approach to choose the direction
of its movements. The probabilities of going straight, turning
left, and turning right are 0.5, 0.25, and 0.25, respectively.
The blue line in Figure 5 shows an illustrative moving path
of an MS in the mobile communication network. While
considering the KPI, the weights of mobility problems are set
to be equal.

An RLF will occur if the SINR level of the serving
cell drops below −6.5 dB before handover execution is

completed [18]. We set this as our SINR threshold value
such that if the SINR from the source BS is lower than the
threshold, an RLF will occur. The simulation time is set as
5000 seconds. The operating point with 0 dB HOM and 0 s
TTT is the starting operating point for all cells in the network.

In this paper we use LTE-Sim, an open source framework
to simulate LTE networks, as our basic simulation tool
[25]. The design and development of LTE-Sim support the
following aspects:

(i) The Evolved Universal Terrestrial Radio Access (E-
UTRAN) and the Evolved Packet System (EPS).

(ii) Single and heterogeneous multicell environments.
(iii) Multiusers environment.
(iv) User mobility.
(v) Handover procedures.
(vi) Frequency reuse techniques.
(vii) Quality-of-service (QoS) management.
(viii) Scheduling strategies.

However, LTE-Sim still lacks some important functional-
ities and features that are required in this work.Therefore, we
modified LTE-Sim from several aspects. Our modification to
LTE-Sim includes the following:

(1) Add:

(i) radio link failure,
(ii) handover failure,
(iii) HOM and TTT,
(iv) proposed DHO approach.

(2) Modify:

(i) mobility pattern: using the seed to generate the
same sequence of random numbers each time
we run the simulation.

The simulation parameter values are shown in Table 2
unless otherwise specified.

Figure 6 shows the simulation result when the TX power
is set as 20 dBm. The horizontal axis denotes the mobility
problem index. Indexes 1 to 5 mean the mobility problem of
too-late HO, too-early HO, HO to wrong cell, ping-pongHO,
and unnecessary HO, respectively. Index 6 means the KPI,
which is the weighted average of the five MPRs. The vertical
axismeans the corresponding values ofMPR orKPI.The blue
bars show the performance for a static HO parameter setting
with 0 dB HOM and 0 s TTT and the green ones for another
static setting with 10 dBHOMand 5.12 s TTT.The yellow bars
show the performance of the proposed DHO approach. The
results shown in Figure 6 validate that the proposed DHO
approach can effectively mitigate the mobility problems and
achieve better MPRs and KPI.

Figure 7 shows the simulation result when the TX power
is set as 43 dBm. Since the TX power is higher than the one
in the previous scenario in Figure 6, it is less likely that an
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Figure 6: Simulation result when the TX power is set as 20 dBm.

Table 2: Simulation parameters.

Parameter Values
Number of small cell base stations 100
Number of mobile stations 100
eNB Tx power 15 dBm/20 dBm/43 dBm
Carrier frequency 2GHz
MS speed 30 km/h
Mobility model Manhattan
TTI 1ms
Subcarrier spacing 15 KHz
Resource block 180KHz
Super frame time 10ms
Noise figure 2.5
Noise spectral density −174 dBm
SINR threshold −6.5 dB
Simulation time 5000 s
Handover delay 30ms
System bandwidth 5MHz 25 RBs/TTI

RLF occurs. Therefore, the MPRs and KPI in Figure 7 are
lower than those in Figure 6. Moreover, the proposed DHO
approach can still effectively mitigate the mobility problems
and provide better connectivity to MSs.

Figure 8 shows the simulation result when the TX power
is set as 15 dBm. Since the TX power is lower than the one
in the previous scenario in Figure 6, it is more likely that an
RLF occurs. Therefore, the MPRs and KPI in Figure 8 are
higher than those in Figure 6. Moreover, the proposed DHO
approach can still effectively mitigate the mobility problems
and provide better connectivity to MSs.

We compare the KPI improvement under the various
values of TX power. The KPI improvement is calculated
as the difference between the initial-case KPI (HOM 0dB,

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

M
PR

/K
PI

1 3 4 5 62
Mobility problem index

DHO approach
HOM 10dB, TTT 5.12 s
HOM 0dB, TTT 0 s

Figure 7: Simulation result when the TX power is set as 43 dBm.
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Figure 8: Simulation result when the TX power is set as 15 dBm.

TTT 0 s) and the KPI of the proposed DHO method,
divided by the initial-case KPI. Figure 9 shows that the KPI
improvement ranges from 15% to 20%. It also shows that the
KPI improvement is more significant when the TX power is
lower; that is, the transmission range of the base station is
smaller.

6. Conclusion

In this work, we investigate the mobility problems in
next generation mobile communication networks. There are
totally five different mobility problems, each with different
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Figure 9: KPI improvement with various TX power.

characteristics. We propose a data-driven handover opti-
mization (DHO) approach, which aims to mitigate mobility
problems. The DHO approach consists of four parts:

(1) Mobility problem identification.
(2) KPI design.
(3) KPI function estimation.
(4) Handover parameter optimization.

The DHO approach collects data from the mobile com-
munication measurement results and provides a model to
estimate the relationship between the KPI and features from
the collected dataset. Based on the model, the handover
parameters, including the HOM and TTT, are optimized to
minimize the KPI, which is a weighted average of different
mobility problem ratios. Simulation results show that the
proposed DHO approach could effectively mitigate mobility
problems and provide better connectivity.
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We propose a hierarchical brokering architecture (HiBA) and Mobile Multicloud Networking (MMCN) feedback control
framework for mobile device-centric cloud (MDC2) computing. Exploiting the MMCN framework and RESTful web-based
interconnection, each tier broker probes resource state of its federation for control and management. Real-time and seamless
services were developed. Case studies including intrafederation energy-aware balancing based on fuzzy feedback control and
higher tier load balancing are further demonstrated to show how HiBA with MMCN relieves the embedding of algorithms when
developing services.Theoretical performance model and real-world experiments both show that anMDC2 based onHiBA features
better quality in terms of resource availability and network latency if it federates devices with enough resources distributed in
lower tier hierarchy. The proposed HiBA realizes a development platform for MDC2 computing which is a feasible solution to
User-Centric Networks (UCNs).

1. Introduction

A user possesses many mobile devices nearby to enjoy
proactively provided services. Wearable and portable devices
together with proximity and remote servers process large
amount of requests to complete a service. Therefore, an
instance of cloud computing methodology to federate these
devices and servers is desired especially to the 5th-generation
(5G) era that cooperation among massive devices is one
of technology focuses. Moreover, the latest surveys [1–5]
on User-Centric Network (UCN) advocate self-organizing
autonomic networks in which users cooperate through shar-
ing of network services and resources. The self-organizing
autonomic architecture, no matter whether ad hoc or infra-
structure-based, federates nominal low cost devices and
makes users a new type of resource provider and stakeholder
in addition to content consumer or producer. Based on
sociological relations, mobile devices proactively join the
UCN and become network elements (such as router or
gateway) to share bandwidth among themselves and to obtain

more reliable network connection allowing free roaming.The
user-provided networks (UPNs) proposed in [2] are one of
the examples.The contribution [3] based on software-defined
networking (SDN) explores cooperation among wireless
mobile devices to share network transmission bandwidth.
Routing, opportunistic relaying, and sensing of hybrid types
of information [5] through spontaneous networks [4] are
projection of user behaviors in their social networks.

The UCNs emphasize three main key techniques [1]: (1)
understanding user context, (2) profiling and predicting user
interests, and (3) personalizing content delivery. Therefore,
the state observation of UCN underlying a specific service
is essential for constructing control and management planes.
However, depending on resource distribution among attend-
ing mobile devices and data centers, the state space can be
too large to be observed. Then, design of control and man-
agement algorithms becomes complex and challenging.

In this paper, we propose HiBA architecture with hier-
archical brokering and feedback control framework MMCN
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for both control and management planes in UCNs. The
idea comes from the hierarchical fuzzy control [6] where a
complex control problem with huge state space is conquered.
In a hierarchical control system, the cross product of state
spaces of all control hierarchies remains huge while each
hierarchy adopts only a few fuzzy rules to perform simple
control tasks.

A series of contributions adopting MDC2 for improving
load balance [7], user-centric security [8], access control
[9] in the cloud as well as MDC2 applications of real-time
seamless video sharing [8], and sociological ontology-based
hybrid recommendation [10] were proposed. In these contri-
butions, we see that MDC2 is a feasible solution to provide
services in UCN. In this paper, HiBA with feedback control
framework generalizes the brokering and state observation.
Availability andnetwork latency are analyzed and experimen-
tal HiBA comprising real-world mobile devices and servers
are realized. We prove that a UCN with huge state space
is observable and hence controllable through HiBA cloud
networking. In this paper, we further extend our previous
presentation [11] to demonstrate algorithm embedding using
the MMCN development platform in both lower and higher
tiers of HiBA. We study energy-aware balancing in the
cloudlet tierwhere densemobile devices federate. In addition,
we study the load balancing in bigger data centers where large
amount of requests usually arrives in a short time. Through
both theoretical analysis and real-world experiments, we
conclude that a HiBA federation with MMCN is a platform
for developing distributed algorithms in future 5G’s massive
machine-to-machine (M2M) communications and UCNs.

This paper is organized as follows. Section 2 depicts
the HiBA architecture and the feedback control framework.
Mathematical analysis on availability and network latency
is provided in Section 3. Section 4 demonstrates real-world
experiments in which the HiBA federates heterogeneous
mobile and fixed devices in three tiers using different network
interfaces. Energy-aware balancing for a cloudlet and load
balancing for a bigger data center are both conducted.We also
present conclusions at the end of Section 5.

2. System Architecture

Unlike traditional data centers that span trees of VMs in
a top-down manner from a primary computing domain,
usually called domain zero, in a physical machine (PM),
the proposed HiBA architecture is initiated from physical
mobile devices at the bottom tier, called the cloudlet tier.
Each broker dynamically connects and adaptively controls
lower tier PMs or VMs and thus can avoid drawbacks, such
as the degradation of the aggregate available bandwidth and
circuitous communication path of VM spanning trees [12].
The system includes resources in the cloudlets then associates
cloudlets with private and public clouds to further scale up
the cloud federation. On the management aspect, we exploit
adaptive feedback control framework to tackle the uncertain
dynamics of mobile ad hoc networks in order to adapt to
the dynamics such as dynamic joining and leaving a broker’s
domain caused by user mobility, device failure, or physical
network handoff [8].

User request initiator Service provider

Cloudling tier

Cloud rack tier

Cloud bank tier

Cloudlet tier

Public cloud broker 
Cloudling broker

User cloudlet broker
Users’ resource instances

Public clouds

private clouds
Mobile

Figure 1: Hierarchical brokering architecture (HiBA) for mobile
device-centric cloud computing.

2.1. Hierarchical Brokering. Figure 1 shows the HiBA archi-
tecture, which is comprised of four tiers. Tier 0, called the
cloudlet tier, contains groups of mobile user devices. Each
cloudlet is managed by a cloudlet broker maintaining net-
work connectivity andmember association and also perform-
ing QoS control. A cloudlet is dynamically organized by the
broker according to resource instant status including CPU,
memory, network capability, and energy consumption. The
resources underlying a tier is abstracted as a JSON or XML
list in its broker’s database accessible to federation members
through RESTful API. Thus, each entry of the list includes
a URL containing available RESTful command or a URL of
filename and file attributes. Fields of security configurations,
NAT port, and GPS coordinates are optionally included in
each entry [8]. A tier-0 device does not have a VM member
except itself and it aggregates its resources to be shared with
othermembers in the resource list. Each broker hierarchically
aggregates the resource lists from members and uploads
updates to its upper tier broker.

We continue using the cloudlet federation procedure
in our previous research [8]. A cloudlet broker is either
dynamically elected among user devices according to the
resources status or selected by its upper tier (tier 1) broker,
called cloudling broker. A cloudling broker is a small data
center or private cloud proximate to a cluster of cloudlets that
associate with the cloudling. It is similar to the small data
center proposed in [13, 14], owned by a smaller business unit
such as a coffee shop or a clinic. We differ from [13, 14] in
that our cloudlets are autonomously grouped by user devices
which also share resources with others. A tier-𝑛 broker
associates with a tier-(𝑛 + 1) broker to scale the federation in
depth or alternatively to include more tier-(𝑛 − 1) federations
to scale in width. In the proposed architecture, each broker
only recognizes next lower tier brokers while further lower
tiers are transparent to it. Furthermore, each broker has the
same feedback control framework for managing lower tier
devices’ network attachments and resource associations as
well as for QoS control on requesting and executing services.
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Figure 2: The feedback control framework MMCN in a HiBA broker.

2.2. Feedback Control Framework. Figure 2 shows the feed-
back control framework MMCN of each broker in the HiBA
virtualized network. The feedback loop is used to adaptively
manage and control the cloud federation governed by the
broker. This management includes network attachments and
resource associations caused by usermobility andVMmigra-
tion [8]. In future application, the framework is ready for
developing hierarchical control algorithms such as request
differentiation and task scheduling as well as real-time
QoS control and job tracking once a service is started. A
feedback control loop comprises three subsystems including
Cloud Inspection Subsystem (CIS), CloudControl Subsystem
(CCS), and Cloud Execution Subsystem (CES) which are
analogous to observer, controller, and plant, respectively, in a
classic feedback control system. When performing real-time
control for QoS, multiple lower tier instances of the feedback
loop are allocated. A tier-𝑛 CCS determines the number of
tier-(𝑛 − 1) instances to be allocated; then the tier-𝑛 CES
invokes the required instances each of which is constituted
by the other set of CIS, CCS, and CES at the tier-(𝑛 − 1).

A CCS processes tasks assigned by its upper tier broker
and processes requests from lower tiers. Then according to
the database and states tracked by the CIS subsystem, it
determines the controls including admission of member
joining, allocating member federations for task execution,
schedules of tasks, and service level agreements (SLAs) of
tasks to be assigned tomember federations. A number of CES
instances physically accomplish the network attachment for
the admission control as well as the recruiting of members
associated with corresponding SLAs to complete current
schedule. A CCS produces these determinations as controls
to CES subsystems while the executions are left to CESs and
associated member federations. The CIS observes the state
updates from lower tiers for CCS’s reference when deter-
mining these controls.

2.3. Algorithm Embedding. It is obvious that this framework
is feasible for future development of hierarchical control
and management algorithms including admission control,
request differentiation, task partition, adaptive resource allo-
cation, and dynamic task scheduling regarding SLAs assigned
by upper tier broker. For example, on receiving a new request,
a priority queue of requests is adapted with new set of
priorities.TheCCS checks with the CIS to determinewhether
to forward the request to upper tier broker or to reduce the
request into smaller tasks such that the CESs can further
assign the task partitions to lower tier members just as the
processing of task assignments from upper tier broker’s CES.
TheCES’smakes lower tiers transparent to theCCS and upper
tiers as if it is the single plant of the CCS controller. Since
it is the CESs and associated member federations executing
tasks rather than the CCS, the CCS is able to process the
management and control algorithms without waiting for the
end of the current job execution.This is easy to be realized by
programming multiple threads each of which realizes CCS,
CESs, and CIS subsystems.

In summary, the CCS of a tier-𝑛 broker forwards requests
to tier-(𝑛 + 1) if it is not able to process them according
to the CIS database. The tier-(𝑛 + 1) broker assigns jobs to
other tier-𝑛 brokers through CES if the requested resources
are sharable in these tier-𝑛 members and below. Therefore,
the sharing becomes intercloud service of tier-𝑛 as well as
intracloud service of tier-(𝑛 + 1).

3. Performance Analysis

Thebaseline performance for benchmarking is to evaluate the
HiBA architecture and feedback control framework without
optimization on specific management and control. That is,
the queues are simple FIFOs without priority adaptation
and all devices in all tiers randomly generate requests. The
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Figure 3: Performance model of the HiBA architecture.

performance model of the virtualized network is shown in
Figure 3. Suppose that themaximumnumber ofmembers of a
HiBA broker is 𝐵; a broker 𝑗 in tier 𝑖 has computing capability
𝐶
𝑖𝑗
, which is also the minimum length of the Task Queue.

The capability 𝐶
𝑖𝑗
also represents the maximum number of

tasks that can be processed by a broker in tier 𝑖 under the
condition that no task is dropped.The resources are assumed
to be uniformly distributed in each tier. In tier 𝑖, the average
amount of contents and resources is 𝐷

𝑖𝑗
. A tier-𝑖 broker has

its amount of local requests in a Poisson distribution with
mean 𝜆

𝑖𝑗
. This simulates the reinitiated requests caused by

request partitions and task handoffs. 𝑡
𝑛
denotes the mean

initial latency caused by network delay to forward requests
and the waiting time that requests stay in the Request Queue
until being partitioned into smaller tasks. In this paper, we
derive baseline performances on availability and latency.

3.1. Resource Availability. We define availability, 𝑎
𝑖𝑗
, as the

ratio of computing capability𝐶
𝑖𝑗
over the number of accepted

requests 𝑅
𝑖𝑗
to a broker 𝑗 in tier 𝑖. That is,

𝑎
𝑖𝑗
= min(

𝐶
𝑖𝑗

𝑅
𝑖𝑗

, 1) . (1)

In a HiBA architecture of 𝑛 tiers, the expected total resource
amount summing from the records in the CIS databases is
approximated as

𝐷total = 𝐷
𝑛
+

𝑛

∑

𝑖=1

(

𝑖−1

∏

𝑘=0

𝐵
𝑛−𝑘

)𝐷
𝑛−𝑖

=

𝑛

∑

𝑖=0

𝐵
𝑖
𝐷
𝑛−𝑖

(2)

supposing that𝐷
𝑖
= 𝐸[𝐷

𝑖𝑗
].Thus, the expected total resource

amount of the subtree rooted at a tier-𝑖 node is

𝐷
𝑖,total =

𝑖

∑

𝑘=0

𝐵
𝑘
𝐷
𝑛−𝑘

. (3)

For any request, the probability that the requested resource 𝑟
𝑖𝑗

is available in local node 𝑖𝑗 is approximated by

𝑃 (𝑟
𝑖𝑗
) = 𝑃 {𝑟

𝑖𝑗
∈ D
𝑖𝑗
} =

𝐷
𝑖𝑗

𝐷total
, (4)

where D
𝑖𝑗
is the set of resources in node 𝑖𝑗. Suppose that

the sample space is the union of D
𝑖𝑗
in the whole HiBA

architecture. Then, the worst case of availability occurs when
network latency is much smaller than the mean time interval
1/𝜆
𝑖𝑗
between two consequent requests.That is, requests from

other cloud federations including those in lower and higher
tiers arrive in current tier instantly with negligible network
delay.Thus, the maximal number of requests arriving node 𝑖𝑗
is

𝑅
𝑖𝑗
= 𝑃 (𝑟

𝑖𝑗
)

𝑛

∑

𝑘=0

𝐵
𝑘
𝜆
𝑛−𝑘,𝑗

. (5)

Then we obtain the worst case availability as

𝑎
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= min(
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= min(
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⋅

𝐷total
∑
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, 1) .

(6)
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From (6), we see that when 𝑛 is smaller, resources (including
contents) are more centralized with larger 𝐷

𝑖𝑗
and if 𝐷total

remains large, this causes lower availability. Thus there are
various means to increase availability. One is to increase
capability 𝐶

𝑖𝑗
, though this will increase costs. Alternatively,

branch amount 𝐵 of each tier can be increased, though this
also will increase computing capability and costs. Third, by
adopting HiBA, we put user devices in tier 0 or tier 1 (once
the user device is elected cloudlet broker). However, the
capabilities 𝐶

0𝑗
and 𝐶

1𝑗
of thin devices may be small, and

so 𝐷
0𝑗
and 𝐷

1𝑗
are also expected to be small. This indicates

that availability remains close to 1 if resource distribution𝐷
𝑖𝑗

is proportional to the capability 𝐶
𝑖𝑗
with the ratio of total

number of requests over total resource amount.Therefore, the
optimal resource distribution to low tier brokers and mobile
devices both offloads data centers’ computing overhead and
increases user satisfaction.

3.2. Latency. Social networks can cause locality, such that
many requests do not travel to their destinations over long
distances in terms of either network relay counts or the
terrestrial radio barriers. Thus initial latency of a service
is reduced. Lower tier brokers have smaller resource gran-
ules, while locality based on social network provides access
proximity and thus results in shorter latency. We estimate
the latency of a request traversing the HiBA architecture as
follows. Suppose that a request initiated from a tier-𝑖 node
arrives at its destination possessing the required resources in
tier 𝑙, 𝑖 < 𝑙. The expected latency of the request is

𝑇
𝑖,𝑙
= 𝑃 (𝑟

𝑖<𝑙
)

𝑙

∑

𝑘=𝑖

(𝑡
𝑁,𝑘

+ 𝑡
𝐷,𝑘

+ 𝑡
𝐶,𝑘

) , (7)

where 𝑃(𝑟
𝑖<𝑙
) is the probability that the requested resource

is not found in tiers lower than 𝑙 and 𝑡
𝑁,𝑘

, 𝑡
𝐷,𝑘

, 𝑡
𝐶,𝑘

are
latencies caused, respectively, by network communication,
request queuing plus database querying, and computing for
the brokering at each tier-𝑘 broker on the path to tier 𝑙.
Supposing that request arrival is independent of resource
distribution, we have

𝑃 (𝑟
𝑖<𝑙
) =

𝜆
𝑖

𝜆total
(1 −

𝐷
𝑙−1,total

𝐷total
) . (8)

Thus, the estimated latency is

𝑇
𝑖,𝑙
=

𝜆
𝑖

𝜆total
(1 −

𝐷
𝑙−1,total

𝐷total
)(

𝑙

∑

𝑘=𝑖

𝑡
𝑁,𝑘

+ 𝑡
𝐷,𝑘

+ 𝑡
𝐶,𝑘

) . (9)

If a request is originated from a lower tier user device, that
is, 𝑖 = 0 or 1, the effective way to reduce expected latency
𝑇
0,𝑙
or 𝑇
1,𝑙
is to reduce 𝑃(𝑟

𝑖<𝑙
). This means increasing𝐷

𝑙−1,total
by distributing resources to lower tiers, that is, increasing𝐷

𝑘

for 𝑘 < 𝑙. However, this also increases both database search-
ing time 𝑡

𝐷,𝑘
and computation time 𝑡

𝐶,𝑘
. Considering network

delay 𝑡
𝑁,𝑘

, we can expect that, in the virtualized network, the
physical distance of a cloud server is increasing as 𝑘 is getting
larger. A high tier link in the virtualized HiBA network
actually contains many more physical relaying hops than a

lower tier link. If request is sent using TCP protocol, the
network latency is increasing muchmore than that caused by
database searching and brokerage computing, as 𝑘 increases.
From (9), we still effectively decrease the latency by increasing
𝐷
𝑙−1,total. This can be expected especially for multimedia

content sharing since, according to social network relations,
contents are stored in proximate cloudlets or cloudlings
which are lower tiers (small 𝑙).

3.3. Development Platform for MDC2 Control and Manage-
ment. From the availability and latency analysis, we see that
a HiBA with feedback framework is a development platform.
It is easy to observe the performance when developing
algorithms for admission control, request differentiation, task
partition, adaptive resource allocation, and dynamic task
scheduling regarding SLAs assigned by upper tier broker. For
example, the admission control in federating a tier affects
resource distribution 𝐷

𝑖𝑗
and according to the number of

network hops between a broker and a member, the network
latency 𝑡

𝑁,𝑘
in (9) also differs. The request differentiation

and queuing mechanism directly affect 𝑇
𝑖,𝑙
since 𝑡

𝐷,𝑘
includes

the queue delay that a request stays in the Request Queue.
Task partitioning, resource allocation, and scheduling further
affect the efficiency processing requests and consequently
they further affect 𝑡

𝐷,𝑘
and resultant 𝑇

𝑖,𝑙
. Globally, they also

affect arrival rate 𝜆
𝑖
at tier 𝑖. Exploiting hierarchical feedback

control, it is easy to ensure availability by performing proper
management while tracking the latency by tuning control
regarding the deadline specified in the SLA of each task.

4. Case Studies

To demonstrate algorithm embedding using the MMCN
development platform in both lower and higher tiers, we
study energy-aware balancing among mobile devices in the
cloudlet tier as well as the load balancing in bigger data
centerswhere large amount of requestswould arrive in a short
time, that is, large 𝜆

𝑖𝑗
. The energy-aware balancing is critical

in crowd-sensing applications especially when the sensing
data amount is large such as using cameras for image data
collecting.The load balancing is essential for bigger data cen-
ters especially when database access frequency is high. Both
of the balancing algorithms are effective in the Industry 4.0
era when crowd-sensing and big data analytics are deployed.

4.1. Energy-Aware Balancing. The energy-aware balancing is
based on unsupervised fuzzy feedback control where the
reference command is also adapted according to the feedback
state of the federation self-organized by mobile devices. The
principal idea comes from the energy proportional routing
[15] that the lifetime of a clustering-based sensor network is
prolonged ifmember nodes’ proportions of consumed energy
in the remaining are close to the cluster’s. We exploit the
energy proportion of the cloudlet federation as the adaptive
reference to be tracked by the fuzzy feedback control system.
Therefore, the energy sharing is unsupervised because of no
given objective of the control a priori.
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Figure 4: Membership functions for fuzzy sets𝑁, 𝑃,𝑁󸀠, and 𝑃
󸀠.

Suppose that, in a cloudlet tier of𝑁member nodes, data
transmission is observed by the cloudlet broker in each round
𝑡 (discrete time). We first define symbols as follows:

(i) 𝑘: member node identification, 1 ≤ 𝑘 ≤ 𝑁.

(ii) 𝐷
𝑘
(𝑡): data transmission amount being assigned to

node 𝑘 at round 𝑡.

(iii) 𝐸
𝑘
(𝑡): remaining energy of node 𝑘 at 𝑡.

(iv) 𝑋
𝑘
(𝑡) = 𝐷

𝑘
(𝑡)/𝐸
𝑘
(𝑡), representing the ratio of over-

head to the remaining energy (current capability).
This is the indication of how node 𝑘 is loaded with
respect to the remaining energy.

(v) 𝑇ℎ(𝑡) = ∑
𝑁

𝑘=1
𝐷
𝑘
(𝑡)/∑

𝑁

𝑘=1
𝐸
𝑘
(𝑡), representing how the

whole cloudlet federation is loaded.

(vi) 𝑒
𝑘
(𝑡) = 𝑋

𝑘
(𝑡) − 𝑇ℎ(𝑡), representing the difference of

loading between node 𝑘 and the whole federation.

(vii) 𝑒󸀠
𝑘
(𝑡) = 𝑒

𝑘
(𝑡)−𝑒
𝑘
(𝑡−1) representing how the difference

changes.

(viii) 𝑟
𝑘
(𝑡): the ratio of data amount assigned to node 𝑘 at 𝑡.

We define fuzzy rules as follows:

(R1) If 𝑒
𝑘
(𝑡) is 𝑃 and 𝑒

󸀠

𝑘
(𝑡) is 𝑃󸀠, then 𝑟

𝑘
(𝑡 + 1) is 𝑆

𝑘
(𝑡).

(R2) If 𝑒
𝑘
(𝑡) is 𝑃 and 𝑒

󸀠

𝑘
(𝑡) is𝑁󸀠, then 𝑟

𝑘
(𝑡 + 1) is𝑀

𝑘
(𝑡).

(R3) If 𝑒
𝑘
(𝑡) is𝑁 and 𝑒

󸀠

𝑘
(𝑡) is 𝑃󸀠, then 𝑟

𝑘
(𝑡 + 1) is𝑀

𝑘
(𝑡).

(R4) If 𝑒
𝑘
(𝑡) is𝑁 and 𝑒

󸀠

𝑘
(𝑡) is𝑁󸀠, then 𝑟

𝑘
(𝑡 + 1) is 𝐿

𝑘
(𝑡).

Themembership functions for fuzzy sets𝑁, 𝑃,𝑁󸀠, and 𝑃󸀠 are
configured in Figure 4.

We realize the “and” operator with 𝑡-norm “minimum.”
That is, the matching degrees 𝜇

1
, 𝜇
2
, 𝜇
3
, and 𝜇

4
of premise

part of rules (R1) to (R4), respectively, are

𝜇
1 (
𝑡) = min (𝜇

𝑃 (
𝑒 (𝑡)) , 𝜇𝑃

󸀠 (𝑒
󸀠
(𝑡))) ,

𝜇
2 (
𝑡) = min (𝜇

𝑃 (
𝑒 (𝑡)) , 𝜇𝑁

󸀠 (𝑒
󸀠
(𝑡))) ,

𝜇
3 (
𝑡) = min (𝜇

𝑁 (
𝑒 (𝑡)) , 𝜇𝑃

󸀠 (𝑒
󸀠
(𝑡))) ,

𝜇
4 (
𝑡) = min (𝜇

𝑁 (
𝑒 (𝑡)) , 𝜇𝑁

󸀠 (𝑒
󸀠
(𝑡))) .

(10)

Obtaining the matching degrees 𝜇
1
, 𝜇
2
, 𝜇
3
, and 𝜇

4
of the

four fuzzy rules, respectively, we perform the defuzzification
equivalently applying the Takagi-Sugeno inference method.
The inference result, adequate ratio of data amount to
transmit, is

𝑟
𝑘 (
𝑡 + 1)

=

𝜇
1 (
𝑡) 𝑆 (𝑡) + 𝜇

2 (
𝑡)𝑀 (𝑡) + 𝜇

3 (
𝑡)𝑀 (𝑡) + 𝜇

4 (
𝑡) 𝐿 (𝑡)

𝜇
1 (
𝑡) + 𝜇

2 (
𝑡) + 𝜇

3 (
𝑡) + 𝜇

4 (
𝑡)

(11)

by configuring the conclusion part membership functions as
dynamic singletons as follows:

𝐿 (𝑡) = 𝑟
𝑘 (
𝑡 − 1) + Δ

𝑀(𝑡) = 𝑟
𝑘 (
𝑡 − 1)

𝑆 (𝑡) = 𝑟
𝑘 (
𝑡 − 1) − Δ,

(12)

where Δ is the ratio tuning amount for each round. Finally,
the data amount assigned to node 𝑘 is determined as

𝐷
𝑘 (
𝑡 + 1) =

𝑟
𝑘 (
𝑡)

∑
𝑁

𝑖=1
𝑟
𝑖 (
𝑡)

D (𝑡) , (13)

where D(𝑡) is the total data amount to be transmitted from
this cloudlet at time 𝑡. In the above fuzzy inference algorithm,
each member node tracks the dynamic control goal 𝑇ℎ(𝑡)
and the proportion of energy to be consumed in the remain-
ing energy approaches the proportion regarding the whole
federation. Therefore, the intrafederation energy sharing is
achieved by offloading transmission jobs using the proposed
algorithm. When each node 𝑘 is a lower tier federation, the
offloading is hierarchically extended through the MMCN
networking where the data amount 𝐷

𝑘
(𝑡) is determined and

assigned by CCS and the energy status updates 𝐸
𝑘
(𝑡)’s are

received and aggregated by CIS. This shows the scalability of
the HiBA architecture.

4.2. Load Balancing. The load balancing is required in a
bigger federation organized in a higher tier of HiBA because
a higher federation always has larger amount of request
arrivals. As shown in Figure 5, the framework of the proposed
load-balanced cloud service interface consists of three com-
ponents which realizes CES, CCS, and CIS, respectively. The
details of components are presented as follows:

(1) Cloud Service Interface Node (CSIN): it is a virtual
machine that provides cloud service interface and is
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Figure 5: Framework of load-balanced cloud service interface.

denoted as CSINi in Figure 5. A CSIN can receive
members’ requests and obtain results by interacting
with requested cloud service module. In our design,
each cloud service interface in CSIN is implemented
as a RESTful API for universally communicating with
different types of mobile devices. A CSIN is then the
realization of CES in the MMCN framework.

(2) CSImanager: it is designed tomanage the usage status
of CSINs andmatchesmobile users to CSINs.The effi-
ciency of the load balance depends on the matching
method of the CSI Manager. A CSI manager is then
the realization of CCS in the MMCN framework.

(3) CSI allocation table: it maintains the serving status
between mobile users and CSINs and is used by the
CSI manager for assisting the matching decision for
the new-arrived mobile users. This table is stored in
the cloud database. A CSI allocation table is then the
realization of CIS in the MMCN framework.

The processing flow of using a cloud service for a mobile user
is designed for achieving the load balance. The idea of com-
mitting requests requires three phases: (1) service registration
(Steps (1)-(2)), (2) service execution (Steps (3)–(7)), and (3)
service deregistration (Steps (8)-(9)). The detailed steps, also
illustrated in Figure 5, are presented as follows:

(1) Mobile user MU
𝑖
sends a request to CSI manager for

allocating a CSI address.
(2) CSI manager searches for a CSI machine with least

number of serving users, say, CSIN
𝑛
, in the CSI allo-

cation table, and then registers (MU
𝑖
, CSIN

𝑛
) into the

CSI allocation table.
(3) CSI manager informs MU

𝑖
that CSIN

𝑛
can serve his/

her cloud service requests in the following period.
(4) MU

𝑖
configures the cloud service interface by replac-

ing the IP attribute in the service template with the IP
address of CSIN

𝑛
.

(5) MU
𝑖
connects to CSIN

𝑛
through the configured URL

of the cloud service interface and sends a request.
(6) CSIN

𝑛
delivers the request to the associated cloud

service which may access the cloud databases if
required. After processing, the results will be sent
back to CSIN

𝑛
.

(7) CSIN
𝑛
sends the results to MU

𝑖
. (If more requests are

required to processed, Steps (3)–(7) are repeated.)
(8) MU

𝑖
deregisters CSIN

𝑛
to CSI manager.

(9) CSI manager removes the registration record of MU
𝑖

from the CSI allocation table.

Notice that the matching rule for a new mobile user and
CSINs in the current design uses least-user-first basis, as
shown in Step (2). The matching principle can be modified
according to different demands. In the experiments, we
will show that the current design already obtains splendid
performance. More study on customizing matching methods
is one of our future research directions. That is, although
five machines are used in our CSI (more than the single-
machine CSI), the improvement is by a factor of one hundred,
indicating the superior performance of our proposed load-
balanced CSI mechanism under the HiBA architecture.

5. Real-World Experiments

5.1. HiBA Baseline Performance. We conduct an experiment
demonstrating performance difference in terms of availabil-
ity and latency when distributions of virtualized resource
instances (VRIs) differ. We leave development of enhancing
algorithms for specific purposes in the CCS as future work
which will seek performance in terms of various metrics.
A total of 50,000 VRIs are distributed in a 3-tier HiBA
federation comprising Android smart phones, tablets, and
VMs in desktop PCs. Figure 6 is the HiBA topology and
related specifications of the machines are shown in Table 1.
Each device is labeled (𝑖, 𝑗) if it is the 𝑗th node at tier 𝑖. Device
(1, 3) connects to (2, 0) through a 3G access point with VPN
tunneling. Device (0, 11) connects to (1, 0) with USB and
shares Internet connection from (1, 0). These machines have
different computing ability, though request and task queues
being of the same size of 20 to preserve the differences of
computing ability. Requests are randomly generated in each
device. Mean request arrivals (𝜆) are 3, 1.5, and 1 which
equivalently mean that request intervals (1/𝜆) are 333ms,
666ms, and 1 s, respectively. The resource distributions have
four cases.The first case is that the tier-2 device possess all the
50,000 VRIs while 16,000 VRIs are duplicated to each tier-
1 federations. In the remaining three cases, we, respectively,
duplicate 28000, 32000, and 36000 VRIs to each tier-1
federation. The experiment is conducted in a heterogeneous
networking environment connecting machines by different
communication technologies shown in Table 1.

The results of the experiment are shown in Figures 7 and
8. Both Figures 7 and 8 reveal that distributing resources in
lower tiers provides better performance. Figures 8(a) and 8(b)
show the latency differences caused by the resource distri-
butions that 16000, 32000, and 40000 VRIs are duplicated
in each cloudling tier. The results before all brokers fully
loaded are also given with respective zoom-in charts. When
devices all continuously issue requests at a high frequency (3
requests per second), the queue delays are obviously high and
we see a few requests that are dropped. Requests from tier-1
devices have lower loss rate since the resources requested are
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Table 1: Machines in the offloading experiments using heterogeneous communication technologies.

(Tier, device) Specifications Physical network link
Tier 2/(2, 0) Desktop PC: Intel Core i5-3470 CPU 3.2GHz, 4G RAM

EthernetTier 1/(1, 0), (1, 1) Desktop PC: Intel Core i7-4770 CPU 3.4GHz, 8G RAM
Tier 1/(1, 2)
Tier 1/(1, 3) Laptop: Intel Core i7-2820QM CPU 2.3GHz, 8G RAM Down: WiFi; UP: 3G VPN
Tier 0/(0, 0∼3)

Desktop PC: Intel Pentium D CPU 3.4GHz, 1 G RAM EthernetTier 0/(0, 4∼6)
Tier 0/(0, 7)
Tier 0/(0, 8) Tablet: ASUS Fonepad Intel Atom Z2420, 1.2 GHz

WiFiTier 0/(0, 9) Cell Phone S3: SAMUNG Exynos 4412, 1.4 GHz
Tier 0/(0, 10) Tablet: ASUS Nexus7 NVIDIA Tegra 3 4-core
Tier 0/(0, 11) Tablet: WS-170 Qualcomm QCTMSM8x60 surf/1.5 GHz duo-core USB←→ PC←→ Ethernet
Tier 0/(0, 12∼13) Virtual Machines (VirtualBox) Ethernet
Tier 0/(0, 14) Tablet: Samsung Galaxy CPU GT-I8260 WiFi

(0,11)

LAN LAN WiFi 3G

Tier 2

Tier 1

Tier 0

VPN

LAN LAN WiFi WiFi

(0, 14)

(0, 8)

(0, 5)

(0, 12)

(0, 13) (0, 9)

(0, 7)
(0, 4) (0, 6)(0, 3)

(0, 1)
(0, 10)

(0, 2)(0, 0)

(1, 3)

(2, 0)

(1, 1)(1, 0) (1, 2)

Figure 6: Real-world HiBA topology for offloading performance
measurement. Gray nodes are local VMs of respective tier-1 brokers.
Diverse physical network links are exploited in tiers of federations.

obtained in a shorter time. For each physical machine, the
CPU utilization of theMMCNbrokering itself is smaller than
2% depending on the number of cores. The mean brokering
computation and database querying time is estimated to
be about 500ms while the WLAN delay time is smaller
than 5ms. In the heterogeneous network case, the latency
difference will be larger if upper tiers are physically at a long
distance from the cloudlings and cloudlets. If the request
interval is higher than the processing time, the latency tends
to be smaller. When more VRIs are duplicated in lower tier
devices, we also see that the latencies are smaller.

In this paper, we leave algorithms, such as request par-
tition, network embedding, and federation for specific per-
formance metrics, as future work. Instead, we implement
real-world HiBA to prove that, with feedback framework, it is
a new design paradigm and development platform for these
algorithms.

5.2. Energy-Aware Balancing. In the energy-aware balancing
experiment we exploit four mobile devices of different types
from different manufacturers. The cloudlet is self-organized
according to the broker election protocol in [8]. The elected
broker is ASUS-Fonepad. The other hierarchical federations

are in Figure 6. Each device, including the broker itself,
in each round updates its energy status to the CIS of the
broker (ASUS-Fonepad). Each mobile device in the cloudlet
is recharged to 100%of respective battery energy capacity.The
data and total data amount to be transmitted in each round
are randomly generated with mean of 2.4GB prior to the
experiment. For each round 𝑡, total data amount is the same
for both balancing and nonbalancing cases. In nonbalancing
case, the data amounts are evenly assigned to members. In
balancing case, the data amounts are determined by the fuzzy
controller in Section 4.1. The data amount assignment is of
unit 100MB. When any device has remaining energy lower
or equal to 40%, the experiment is terminated. The initial
singletons are configured as 𝑆(0) = 3, 𝑀(0) = 5, and 𝐿(0) =

7 (Δ = 2). The result of energy-aware balancing is shown
in Figure 9. The respective control systems’ behaviors are in
Figure 10. The fuzzy controllers of mobile devices all track
the federation’s data amount to energy proportion (𝑇ℎ). We
see that no matter how the performance of respective device
varies, a device with better transmission capability will share
its energy with others. Tablet PCs are usually with higher
capacity batteries. Without energy sharing, the remaining
energy of a tablet drops more slowly than a mobile phone.
With energy sharing, tablets undertake more transmission
jobs and becomewith higher energy drop rate, and themobile
phones become with lower energy drop rate. However, we
see that the whole cloudlet federation has longer lifetime.The
experiment can also be applied to energy consuming tasks in
addition to data transmission.

5.3. Load Balancing. The load-balanced cloud service inter-
face (CSI) in the form of RESTful APIs is implemented
by using Jersey and is deployed on Microsoft Windows
Azure public cloud platform. We conduct an experiment for
comparing the proposed CSI to that of single machine. In
our experiment, five CSI machines are used to share the
requests from users. In the experiment, the data producing
rate for each user is 1 request per second. The performance
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Figure 7: Mean losses of tier 0 (b) and tier 1 (a) in cases of different resource distributions when 16000, 28000, 32,000, and 36,000 VRIs are
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Figure 8: Mean latencies in cases of different resource distributions.

metric is the missing rate defined as (𝑇 − 𝑆)/𝑇, where 𝑇

is the number of total requests and 𝑆 is the number of
successful requests. Table 2 shows the experimental results
under different amount of users from 100 to 300. We can see
that when the number of users is low (100 users), both CSI
designs can successfully process their data requests. As the
number of users increases (e.g., 300 users), our proposed CSI
can almost process it with only 0 : 27%missing rate; however,
over 27% requests are failed to deliver data to cloud database
in the CSI of single machine.

6. Conclusion

We have proposed and implemented a mobile device-centric
cloud computing architecture, HiBA, based on feedback con-
trol framework. The proposed hierarchical brokering archi-
tecture is self-organized featuring scalability and hierarchical
autonomy and is easy to embed management and control
algorithms to develop a federation with better performance
in terms of availability and latency. Mobile devices and small
servers federate into cloudlets and cloudlings of hierarchical
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Table 2: Experimental comparison of different CSI designs.

Users Single Load-balanced scheme
Total requests Successful requests Missing requests Total requests Successful requests Missing requests

100 52395 52395 0% 53370 53370 0%
200 97457 80947 16.91% 104244 104244 0%
300 113624 81883 27.94% 131742 131388 0.27%
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Figure 9: Energy-aware balancing result. 𝑥-axis: round; 𝑦-axis:
remaining energy.
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Figure 10: Data amount to energy proportions of individual devices
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tiers such that mobile devices not only request services
but also provide resources required by diverse services.
The implemented HiBA architecture with feedback control
framework proves improved performancewhen resources are
adequately distributed to lower tier federations rather than
being centralized in a remote cloud server. Through two case
studies of cloudlet energy-aware balancing and bigger data

center load balancing, we show that the HiBA is actually a
development platform for mobile cloud computing and pro-
vides a feasible solution to UCN services. Future works
include optimization algorithms embedding and big data
analytics applicationswith crowd sensing are to be continued.
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Due to the rapid growth of mobile data traffic, more and more basestations and access points (APs) have been densely deployed
to provide users with ubiquitous network access, which make current wireless network a complex heterogeneous network
(HetNet). However, traditional wireless networks are designed with network-centric approaches where different networks have
different quality of service (QoS) strategies and cannot easily cooperate with each other to serve network users. Massive network
infrastructures could not assure users perceived network and service quality, which is an indisputable fact. To address this issue,
we design a new framework for heterogeneous wireless networks with the principle of user-centricity, refactoring the network
from users’ perspective to suffice their requirements and preferences. Different from network-centric approaches, the proposed
framework takes advantage of SoftwareDefinedNetworking (SDN) and virtualization technology, whichwill bring better perceived
services quality for wireless network users. In the proposed user-centric framework, control plane and data plane are decoupled
to manage the HetNets in a flexible and coadjutant way, and resource virtualization technology is introduced to abstract physical
resources of HetNets into unified virtualized resources. Hence, ubiquitous and undifferentiated network connectivity and QoE
(quality of experience) driven fine-grained resource management could be achieved for wireless network users.

1. Introduction

Wireless networks are undergoing a bold change. Increasing
data traffic pours into wireless networks from wired net-
works, in which video streaming traffic is the main force.
According to the report of Ericsson [1], mobile data traffic is
expected to grow at a CAGR (Compound Average Growth
Rate) of around 45 percent (2013–2019). This will result in
a traffic increase of around 10 times by the end of 2019.
In order to accommodate the explosive mobile data traffic
growth and a large number of new applications and ser-
vices demand, operators have deployed large-scale network
infrastructures to provide users with ubiquitous network
service. Meanwhile, different radio access networks such
as cellular networks, WLAN, and wireless mesh networks
coexist in the free space around us forming a complex
heterogeneous network environment. As a result, huge traffic
and heterogeneous characteristics make the management of

wireless networks difficult. In addition, with the increase of
mobile service vendors and available bandwidth of wireless
networks, users’ requirements for performance of wireless
networks and mobile services have become more and more
trenchant.Mismatch between trenchant user requirements of
perceived network quality for networks and difficult network
management leads to great challenges in wireless networks.

However, wireless networks are traditionally designed
with network-centric approaches. Different radio access
technologies (RATs) have different resource formats and
quality of service (QoS) strategies, and wireless networks are
managed and optimized with the goal of improving network
performance. Unfortunately, best network performance does
not mean best user perceived quality of network service.
Coexisting HetNets and QoS driven network management
make wireless networks difficult to meet trenchant user
requirements for network services. To address this prob-
lem brought by network-centric approaches, user-centric
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framework emerges as a disruptive new communication
paradigm.User-centricitymeans the network is designed and
built with the network users in the center to satisfy their
requirements and preferences, which refactors the traditional
wireless network models due to its user-centricity.

In terms of the user-centricity of proposed framework,
two fundamental characteristics are indispensable to assur-
ing user perceived quality in HetNets. Firstly, user-centric
framework is supposed to provide users with ubiquitous and
undifferentiated network connectivity, and all kinds of wire-
less networks should be scheduled uniformly to serve users.
Users do not need to distinguish different RATs, as unified
radio resources are provided for them. When users hand off
between HetNets, seamless mobility could be achieved. Sec-
ondly, assurance of users’ QoE for network services serves as
the primary principle of user-centric resource management.
Heterogeneous resources should be allocated dynamically
according to user perceived quality in real time. Therefore,
the fundamental principles related to user-centric wireless
networks include ubiquitous and undifferentiated network
connectivity and QoE assurance by effective resource and
traffic management. However, how to design an integrated
user-centric framework for heterogeneous wireless networks
is still an open question.

Fortunately, the emergence of SDN proposes a possi-
ble solution for user-centric design for wireless networks.
Meanwhile, network resource virtualization has emerged as
a powerful technique for customized resource provisioning
in wireless networks. Through virtualization based SDN
approaches, user-centric design could be implemented. In
this paper, we propose a user-centric framework for hetero-
geneous wireless networks based on SDN and virtualization.
User agent corresponding to each user could be generated
on soft access devices, which possess ability of connection
information keeping and user situation awareness. Ubiq-
uitous and undifferentiated network connectivity for users
in heterogeneous wireless networks could be achieved by
dynamic mitigation of user agent, and QoE assurance for
users by flexible resources and traffic management could be
achieved in the light of user situation awareness of user agent.

The remainder of this paper is organized as follows.
We summarize the related work in Section 2. User-centric
framework for heterogeneous wireless networks is described
in Section 3. Ubiquitous and undifferentiated network con-
nectivity and QoE assurance by flexible resources and traffic
management are depicted in Sections 4 and 5, respectively.
Performance of proposed user-centric framework and pos-
sible overhead is analyzed in Section 6, and the paper is
concluded in Section 7.

2. Related Work

Generally, user-centricity is a key aspect of user-centric
framework [2]. Researchers have introduced user-centric
design to wireless networks in two aspects, such as user-
centric radio resource management and user-centric service
performance optimization. In the aspect of user-centric radio
resource management, a user-centric adaptive clustering

method [3] for coordinated multipoint transmission in
dense cellular networks is described, and normalized outage
capacity of each mobile station is maximized. A user-centric
intercell interference coordination strategy [4] is proposed
for downlink small cell networks. Each user selects the
coordinating base stations (BSs) based on the relative distance
between the home BS and the interfering BSs, and the
dominant interference for each user is effectively identified
and mitigated. A user-centric downlink cooperative
transmission scheme [5] with orthogonal beamforming
based limited feedback is proposed, and the percentage
of users with satisfactory QoS demands is significantly
increased. In the aspect of user-centric service performance
optimization, user-centric QoE function [6] is modeled by
a sigmoid function. Users’ satisfaction on wireless services
could be incorporated into the scheduler, and the average
number of satisfied users is maximized. A QoE-driven user-
centric solution for video on demand services [7] in urban
vehicular network environments is introduced, and highQoE
service level is provided to vehicle passengers. A user-centric
mobile cloud computing service model [8] is presented,
and the increasing demands from mobile users in terms
of services diversity, user experience, security, and privacy
could be met. Unfortunately, there is no work focusing on
the user-centric design for heterogeneous wireless networks
from resource management level to service performance
optimization level. As heterogeneous wireless networks are
built separately and have various radio resource formats, a
user-centric framework will be a tough challenging issue.

On the other hand, to make the architecture of wireless
networks more flexible, flattening, and programmable, the
traditional wireless networks trend to combine with the
concept of SDN. With the development of soft baseband and
resource virtualization [9], this research field has attracted
more and more attention in recent years. An SDN-enabled
architecture for converged networks [10], which builds on the
decoupling of data and control functionalities in the radio
access network and control and forwarding functionalities
in the core network, is proposed. Efficient resource man-
agement, QoS enforcement, and flexibility and scalability for
future network evolution could be achieved. The authors
present software defined access (SDA) [11], which introduces
a novel logical control path across radio interfaces and
up to mobile devices. Unlike SDN and SDWN (Software
Defined Wireless Network), SDA can be deployed without
changing network elements of radio access technologies. To
deal with the increasing complexity in heterogeneous mobile
networks (HMNs), authors believe that SDN based control
is a promising approach to solve control problems in HMNs.
An SDN based control framework named SoftMobile [12] to
coordinate complex radio access in HMNs is proposed. In
[13], all-SDN network architecture with hierarchical network
control capabilities is advocated to allow for different grades
of performance and complexity in offering core network
services and provide service differentiation for 5G systems. In
brief, SDN can be used to solvemany challenging problems in
wireless networks. Advanced wireless resources management
inwireless networks, such as load balancing and coordination
of inter-RAT basestation/APs, could be achieved through
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Figure 1: SDN based user-centric framework for wireless networks.

overall view of the controller. To operate wireless networks
in a more efficient way, network resource virtualization may
be a perfect method to work with SDN. Therefore, network
frameworks coupling SDN with virtualization could be a
pragmatic approach for user-centric design. Current wireless
network virtualization researches, such as [14, 15], mainly
focus on the sharingmechanism, including access infrastruc-
ture sharing and network sharing. In [16], the authors men-
tion the virtualization of physical radio resources by adopt-
ing {base station index, time, and frequency} to abstract the
radio resources. Authors illustrate the framework for com-
bining SDN and wireless network virtualization and discuss
the challenges for future study in [17]. However, no research
work has attempted to design a user-centric framework by
SDN, and several important issues should be focused on to
reach this target. In this paper, we present a set of program-
ming abstractions modeling the fundamental aspects of a
wireless network, namely, user agent abstraction, user situ-
ation awareness, and resource and traffic management. The
proposed abstractions hide away the implementation details
of the underlying wireless technology and provide users with
ubiquitous and undifferentiated network connectivity.

3. User-Centric Framework for Heterogeneous
Wireless Networks

In order to accommodate the explosive mobile data traf-
fic growth, current network operator may operate several
wireless networks with different technologies simultaneously.
Those heterogeneous networks are completely designed by
network-centric approaches, built separately and mainly
implemented by hardware which makes heterogeneous net-
work management functions such as ubiquitous and undif-
ferentiated network connectivity and QoE assurance for
mobile users unprocurable. However, implementation of
user-centric wireless networks needs a highly concentrated
and flexible control plane to manage the heterogeneous
underlying resources according to user’s QoE. As depicted
in Section 1, network resource virtualization technology and
SDN will be two keys to resolve these issues. An SDN
based user-centric framework for heterogeneous networks is
depicted in Figure 1, and the network components of this
proposed framework are composed of soft basestation/AP,
virtualmachine, user agent, OpenFlow switch, controller, and
network applications.
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Soft basestation/AP is software defined radio (SDR) based
basestation/AP whose baseband part is implemented by
software. It provides users programming interfaces by which
user agents can obtain user state information, link state
information, types of users’ services, and so on. To implement
the soft basestation/AP, we adopt soft baseband and soft
MAC [18] technologies, so that eNodeB in LTE, basestation
in WiMAX, and AP in WLAN could be realized by general
purpose processor (GPP) and software radio peripheral
(either universal or exclusive).

Virtual machine (VM) realizes the function of the net-
work resource virtualization. It has the advantage of network
status awarenesswhich includes physical layer perception and
network layer measurement. The information perceived in
physical layer refers to signal strength, interference, spectrum
usage, and so on. And the network layer information includes
connectivity, throughput, bandwidth, delay, jitter, and packet
loss rate. Leveraged by the information, the VM could
provide a mapping from heterogeneous wireless resources to
unified virtualized resource elements with uniform format
and informs controller of the usage situation of these unified
virtualized resources. We use a plugin mode [19] to develop
resource virtualization modules for each RAT.

User agent is an agent for users operating on the soft
basestation/AP. It holds the user information for a certain
user who is connected to the network and calculates the
QoE of network service for this user. It uses the underlying
virtual resources according to the schedule instructions of
controller. When a user switches from one basestation/AP
to another, the corresponding user agent also migrates from
original basestation/AP to the corresponding one. When
the traffic management function requires traffic of one user
transmitted through two different basestation/APs, a new
user agent will generate in the collaboration basestation/AP,
which means that there will be two user agents operating on
two corresponding basestation/APs for one specific user.The
user agent is implemented by maintaining a configuration
table in soft basestation/AP.

OpenFlow switch is a switch supporting OpenFlow proto-
col. It communicates with controller via OpenFlow protocol
and executes the control instructions issued by the controller,
and traffic management can be carried out by dynamic
routing policy.

Controller is the core of the user-centric framework.
It has a global view of the underlying network and can
obtain the entire virtual resources of the whole network
and all the available virtual resources information from the
VMs, as well as user state, link state, traffic state, and QoE
information from user agents. Traffic control messages are
generated by controller and sent to OpenFlow switches to
manage the user’s traffic. Resource control messages are
also generated by controller and sent to user agents so as
to delete user agent, generate user agent, and manage the
virtual radio resource. In addition, the controller provides
open APIs which could be used by network administrators
to develop networkmanagement applications and implement
user-centric network functions.

Network applications include user-centric applications
operating on the controller, such as traffic management,

Unified virtual resources (bandwidth, time, and location)
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WCDMA
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User User User User

Resource
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Figure 2: Resource abstraction and resource allocation in user-
centric framework.

resource management, and seamless mobility. These applica-
tions are implemented through open APIs provided by the
controller. Therefore, they are easy to develop and modify
without any hardware changes.

Through SDN and network resources virtualization,
the proposed framework changes the network management
methodology from network-centric to user-centric, which
thoroughly refactors the traditional wireless heterogeneous
networks to a more flexible and coadjutant network. As a
result, assurance of user perceived network qualities such
as ubiquitous and undifferentiated network connectivity and
QoE assurance of network services could be achieved.

4. Ubiquitous and Undifferentiated Network
Connectivity

User-centric framework is supposed to provide users with
ubiquitous network connectivity, and all kinds of RATs
should be scheduled uniformly to serve users in the form
of collaboration. In the proposed user-centric framework,
heterogeneous wireless resources are abstracted to unified
virtualized resources. Different kinds of wireless accessmeth-
ods have different kinds of physical radio resources, including
power, spectrum, time, space, and code. By resource abstrac-
tion, a virtual resource pool that maintains the available
resources comes into being in the heterogeneous wireless
networks. As shown in Figure 2, we abstract the physical
radio resource as a 3D resource grid: bandwidth, time, and
location [19]. This is a location based resources abstraction,
and it represents, at a specific time and location, how many
bandwidth resources could be used by a corresponding user.
With this metaresource model, the wireless resources are
supposed to be expressed in a format directly corresponding
to user’s requirements.

To support the ubiquitous network connectivity for users
in HetNets, seamless mobility among different RATs is
another significant issue that should be addressed. User-
centric wireless networks is expected to give network users
the ability to get undifferentiated connectivity to a certain
point over the access network that best suits his or her
current needs at any point in time. Seamless mobility is
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one fundamental function for our proposed user-centric
framework. It is implemented by a network management
application running on the controller and leveraged by the
network resources virtualization technology. The introduc-
tion of user agent makes the connection status between
user and soft basestation/AP controllable. User agent holds
user information of multiple layers for a certain user which
could help maintain the user’s connection status. From user’s
perspective, an agent is a general basestation or AP that
handles regular communication handshakes corresponding
to this specific user. Just like virtual machines in data center
can be migrated between different physical servers, user
agents can migrate between different soft basestation/APs. If
the user agent migrates as fast as the corresponding user’s
movement, a virtual persistent connection can bemaintained
for this user. That is, when one user switches from one soft
basestation/AP to another, time delay caused by handover
just includes time delay of break and reconnection in physical
layer rather than time delay of multilayers such as physical
layer, MAC layer, and network layer. Therefore, dynamic
migration of user agent can be utilized to realize seamless
mobility.

Specifically, resources virtualization and virtual machine
migration technologies make unified radio resources
and seamless mobility easy to implement. As previously
described, heterogeneous wireless resources are abstracted
into unified virtualized resource in a location based virtual
resource format. Meanwhile, the controller, who has a
global view of the virtual resources, can acquire user’s
location information, physical layer information such as
signal strength, signal-noise ratio (SNR), and network layer
information such as link throughput, delay, and packet loss
rate from VM. Hence, the controller can perceive user’s
movement and predict the moving direction of mobile user.
Then a variety of handover decisions algorithm which makes
switching decisions based on different strategies [20] could
be applied. If the handover conditions are met, the controller
will migrate the user’s agent from the source basestation/AP
to the destination basestation/AP that the user is moving to,
and seamless mobility of users could be achieved.

5. QoE Assurance by Flexible Resources and
Traffic Management

The proposed user-centric framework aims at refactor-
ing wireless mobile networks, and network management
methodology is changed from network-centric to user-
centric. Through migration of user agent, one virtual per-
sistent and undifferentiated connection can be maintained
for one specific user, which is the foundation of user-
centric framework. Further, as user agent operating in soft
basestation/AP is a virtual proxy of user and the user situation
of mobile users can be aware, the controller can manage
the traffic and virtualized resource aiming at best QoE for
users. Hence, user-centric network functions such as flexible
resource management and fine-grained traffic management
for users could be achieved, and user-centric framework

from resource management level to service performance
optimization level could be implemented.

5.1. User Situation Awareness. In the proposed user-centric
framework, user agent in soft basestation/AP calculates the
QoE of network services for users and proactively sends
this user’s situation to the controller. By putting QoE as
the optimization objective of network management, net-
work design philosophy has been transferred to user-centric.
Controller executes network operations including virtual
resources management and traffic management according to
a certain criterion to enhance user’s QoE. This is a negative
feedback procedure, and different strategies could be adopted
by controller to realizeQoE assurance of different granularity.

The goal of user situation awareness is to acquire the QoE
information related to the specific user. Since different types
of network services have different characteristics, in order to
perceive user’s QoE more accurately, mean objective score
(MOS) is used as a uniform metric, while different wireless
services are built by different QoE perception models. For
example, for best effort (BE) services, we explore the role
of human cognition and the psychophysics method in QoE
assessment and establish a model in terms of the service
information, complete time, and bandwidth to figure out
QoE. For mobile video services, acceptability based quality
assessmentmethods are adopted to perceive theQoE [21]. For
different mobile video services, different feature vectors are
chosen, and corresponding mapping approaches are adopted
to calculate the MOS of video services.

In order to utilize the radio resource more effectively
and enhance the user perceived service quality, user-centric
function takes advantage of the broadcast nature of the
wireless media by means of cooperative approaches such
as flexible resource management and fine-grained traffic
management.

5.2. Flexible Resource Management. Flexible resource man-
agement is the main user-centric function for heteroge-
neous radio resources, which manages heterogeneous radio
resources of wireless networks by dynamic tuning the radio
resource in soft basestation/AP, withQoE being the objective.

The virtualization and abstraction of heterogeneous
wireless resources make the management of underlying
physical resources as flexible as possible. These unified
virtual resources are allocated to mobile users according
to their requirements by optimization algorithms, such as
auction algorithm, games theory, and water-filling algorithm.
Resource management application is implemented in the
controller as shown in Figure 3, which mainly consists of
three components: status collection, decision making, and
issuing instruction. Before making any decisions, controller
will collect and update the underlying network status infor-
mation, which includes the available virtual resources and
user’s QoE. Then, controller will execute decision making
component which determines the virtual resource allocation
scheme in each time slice. As soon as the allocation scheme is
determined, controller will issue control instructions to user



6 Mobile Information Systems

VM Agent Controller

Virtual resources information

Network status 

QoE information

Decision

making
Allocation

instruction

Resources request 

Status update information

QoE
perception

Figure 3: Flexible resources management in user-centric frame-
work.

agent, who will take up underlying virtual resources held by
VM according to the control instructions of controller.

5.3. Fine-Grained Traffic Management. Fine-grained traffic
management is the user-centric function for network traffic,
which manages the network traffic of HetNets by dynam-
ically adjusting the traffic path and flexible basestation/AP
selection with QoE as the objective. Traffic management
is a comprehensive network application composed of flow
table management, user agent generation/deletion, and data
streammerging schemes.The controller can find the optimal
routing path for user’s traffic according to different strategies.
OpenFlow switches in the network consist of one or more
flow tables which perform packet lookups and forward-
ing. The controller communicates with the switch via the
OpenFlow protocol to add, update, and delete flow tables
reactively or proactively. Meanwhile, user agent receives the
user data from OpenFlow switches and transfers it to user
equipment through the underlying hardware infrastructure
using corresponding packet format of different RATs. This
mechanism makes the multicell cooperative transmission
based traffic management possible. That is, when a user is
in the overlapping coverage area of multiple basestation/APs,
controller can issue instructions to generate multiple agents
on these basestation/APs for this user, and data stream
of services could be transmitted to user equipment from
multiple paths. Data streammerging schemes are adopted by
user equipment to combine streams transmitted by different
paths. In user-centric wireless networking, network user’s
equipment are expected to support multiple RATs and treat
themultiradioHetNets as a single network, which creates rich
opportunities for intelligently combining and aggregating
capacity across these RATs.That is, multiple RATs serve users
in a collaborative manner to satisfy the requirements and
preferences of network users.

As Figure 4 shows, eNodeB 𝐴 is heavily loaded while
AP 𝐴 and AP 𝐵 serve few users. UE 1, who is served by
eNodeB 𝐴 with a bad link state, is located at the overlapping
area. In the user-centric design, UE 1 can support multiple
RATs and establish a connection with AP 𝐴 to offload partial
traffic from eNodeB 𝐴. This procedure should be completely
automatic and bring no interruption for network services.

6. Performance and Overhead Analysis

To prove the performance of the propose user-centric frame-
work in heterogeneous wireless networks, a test bed is set
up according to Figure 5. It is consisted of LTE (based on
3GPP release 10) and WLAN. Specifically, the LTE network
consists of a core network and two soft basestations, which
are implemented based on OpenAirInterface project [22].
The WLAN is implemented based on our existing SWAN
experimental network [23]. Ten soft APs are deployed in this
test bed, and eachAP is equippedwith wireless NICs working
specifically in channel 6 (2.4GHz band). The operating
system of these APs is the OpenWrt “Backfire 10.03.1” release.
Both basestations and APs are implemented by software on
general purpose processor (GPP) platformand software radio
peripheral. The network controller is a ThinkServer RD640
server equippedwith a six-coreXeonE5-2620CPUand 16GB
of RAM. iPerf is used for synthetic traffic generation.

Figure 6 shows the throughput over time of a user in the
proposed framework and traditional heterogeneous network.
For the traditional heterogeneous network, the throughput
drops to zero for several seconds due to the user’s mobility.
However, in user-centric framework, users will perceive a sta-
ble connectivity in the handover process and the throughput
curve remains uninterrupted with the user’s mobility. As the
user agentmigrates with the corresponding user’s movement,
user can always see the consistent user agent connectivity
regardless of the associated physical AP or basestation. The
connectivity of users in user-centric based heterogeneous
wireless networks will not break off. Therefore, the proposed
framework can provide mobile users with continuous and
consistent connectivity.

To demonstrate the performance of QoE assurance based
on flexible resources and traffic management, user satisfac-
tion, which denotes the ratio of the number of users who
are satisfied with their QoE to the total number of users, is
defined as

USER SATISFACTION =
USER NUM|MOS>3.5

TOTAL NUM
. (1)

In our test bed, users with MOS value more than 3.5 are
regarded as users satisfied with their QoE of services. Two
most major services for users in wireless networks such as
video streaming services and best effort services are consid-
ered in this test. Figure 7 depicted the user satisfaction of
the proposed method, cross-layer QoE-aware based method
[24], and proportional fairness based method. HetNets is
composed of LTE and WLAN in this test. It is shown that
the proposed method always maintains a high and stabilized
user satisfaction with the increasing number of users, while
the user satisfaction of QoE-aware based algorithm declines
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sharply when the user number exceeds a certain value when
network capacity of LTE or WLAN is achieved. Besides,
the curve of proportional fairness based algorithm gradually
declines with the increasing number of users. Therefore, the
proposedmethod can ensure users’ QoE by flexible resources
and traffic management.

Our proposed framework is built by the QoE metrics,
namely, the intention to achievemore profit for users from the
perspective of user-centric, while at the same time sharing the
limited radio resources more effectively. Hence, algorithms

and strategies proposed under this user-centric framework
may be evaluated by QoE metrics in the future. Due to the
user-centric framework design in wireless networks, QoE
metrics could contribute a more dynamic behavior, while
some costs that might be brought by SDN and resource
virtualization, such as signaling overhead and control delay,
are also investigated in this framework.

Signaling and Processing Overhead. With a global network
awareness and management, the controller should perform
dynamic network status awareness and virtualized resource
management, which will generate the amount of signaling
and processing overhead in controller. To solve this defect,
hierarchical control plane could be adopted in this frame-
work, by which domain controller and global controller
appear to specialize in handling various tasks. Besides, effi-
cient signaling compression and aggregation schemes could
be used in this user-centric framework.

Control Delay. SDN makes a separation between the control
plane and data plane in heterogeneous wireless networks.
The virtualization of radio resources is accomplished on
the data plane while the virtualized resources allocation is
implemented on the control plane. As the wireless networks
are highly time sensitive, the control signaling interaction
between control plane and data plane may cause delays.
Therefore, we argue that the data plane could be realized by a
centralized base band processing pool as presented in CRAN,
which will considerably shorten the control delay between
control plane and data plane.

7. Conclusion

Network-centric framework in the dense HetNets scenario
leads to a contradiction between trenchant user requirements
and difficult management of the inflexible wireless networks.
It is not able to provide network users with ubiquitous and
undifferentiated network connectivity and QoE assurance.
To address this issue, user-centric framework could be an
effective solution. In this paper, we analyze the challenges
and requirements for user-centric based heterogeneous wire-
less networks. Then, we propose a user-centric framework
based on network resource virtualization technology and
SDN for heterogeneous wireless networks. Ubiquitous and
undifferentiated network connectivity and QoE assurance
by flexible resources and traffic management are presented
to implement the two fundamental characteristics of user-
centricity. In addition, possible overheads of user-centric
framework such as signaling overhead and control delay
are also analyzed. As part of our ongoing work for the
architecture of future wireless networks, we believe that this
study can shed light on how we use SDN and virtualization
technology to refactor future wireless network architecture
and promote the research for 5G and beyond networks.
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Due to rapid growth in mobile traffic, mobile network operators (MNOs) are considering the deployment of moving small-cells
(mSCs). mSC is a user-centric network which provides voice and data services during mobility. mSC can receive and forward data
traffic via wireless backhaul and sidehaul links. In addition, due to the predictive nature of users demand, mSCs can proactively
cache the predicted contents in off-peak-traffic periods. Due to these characteristics, MNOs consider mSCs as a cost-efficient
solution to not only enhance the system capacity but also provide guaranteed quality of service (QoS) requirements to moving user
equipment (UE) in peak-traffic periods. In this paper, we conduct extensive system level simulations to analyze the performance
of mSCs with varying cache size and content popularity and their effect on wireless backhaul load. The performance evaluation
confirms that the QoS of moving small-cell UE (mSUE) notably improves by using mSCs together with proactive caching. We also
show that the effective use of proactive cache significantly reduces the wireless backhaul load and increases the overall network
capacity.

1. Introduction

Due to the increasing number of smart phone devices and
data services, the users demand formobile data traffichas also
increased. Global mobile traffic will nearly increase tenfold
until 2018 [1]. To accommodate this emerging demand of
data traffic, mobile network operators (MNOs) have already
adopted advanced communication techniques such as
orthogonal frequency division multiple access (OFDMA),
multiple input multiple output (MIMO), and carrier aggre-
gation (CA). It is possible to make the spectrum efficiency
reach its theoretical limit in 4G mobile network by using
these technologies. However, the networks only imple-
menting these advanced radio access and transmission
technologieswill not be able to accommodate the tremendous
increment of mobile traffic and it may exhaust the available
system capacity of 4G mobile networks. Thus, MNOs have
considered heterogeneous networks (HetNets) in order to

continuously improve the systems capacity by adding more
base stations [2, 3].

The HetNet terminology indicates that various types of
fixed small-cells (fSCs) such as pico- and femtocell coexist in
a macrocell. fSCs can share the traffic overload of macrocell
by providing mobile services to densely populated areas such
as hotspots [4]. However, fSCs using wired backhaul have
drawback in terms of signaling overheard, infrastructure cost,
and mobility [5]. When many fSCs densely exist in cellular
networks, frequent handovers occur between macrocell and
fSCs [6]. For successful handover, both base stations of
macrocell and fSCs should exchange control messages via
wired backhaul comprised of several network entities [7].
Thus, dense deployment of fSCs increases signaling load in
the wired backhaul. Secondly, existing fSCs require wired
backhauls such as optical fiber or coaxial cable, in order
to connect them to the core network. Laying these wired
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backhaul is not a very cost-effective solution for MNOs.
Moreover, fSCs using a wired backhaul cannot consistently
provide wireless broadband services to users that ride public
transportation vehicles [8]. Recently, working group (WG)
of 3GPP standardization has investigated the moving cell
utilizing the wireless backhaul as a solution to overcome the
limitations of fSCs [9].

In this paper, we introduce the concept of moving small-
cell (mSC) with various transmission paths, that is, wireless
backhaul, sidehaul, and caching transmission.mSCs are user-
centric networks that autonomously establish connections
between users and provide the voice and data services while
moving [10]. mSCs communicate with their respective MBSs
via wireless backhaul links. mSCs can also exchange data
through wireless sidehaul links among neighboring mSCs.
Due to predictable nature of users, the nodes in the network
track can learn and construct the users’ demand profiles
in order to predict their future requests effectively. Thus,
in the proposed mSC network, each mSC has a storage
capability to cache the predicted contents. The proposed
caching mechanism is proactive in principle and it aims
to anticipate users demands. It can reduce the backhaul
load by saving the scarce frequency resources. Due to these
unique characteristics, mSC has several advantages over
other fSCs. By supporting group handover, mSCs can reduce
both signaling overhead and handover failure probability
[11]. Since wireless backhaul and sidehaul links do not
require any additional deployment cost, mSCs can become a
cost-efficient solution to enhance the systems capacity [12].
Furthermore, the proposed proactive caching mechanism
used in mSCs can not only reduce the traffic load of wireless
backhaul link but also guarantee quality of service (QoS)
performance in peak-traffic hours [13, 14].

The deployment of mSCs can enhance system capacity
and accommodate the increasing mobile traffic with reason-
able cost. Instead of deploying new fSCs,mSCs can be utilized
as a cost-effective solution to solve the temporary hotspot
issues. Although mSCs have many advantages in terms of
traffic distribution and system capacity, their performance is
limited due to cotier interference among neighboring mSCs.
Since mSCs accommodate all the data traffic of wireless
backhaul link, wireless sidehaul link, and proactive content
cache, it is obvious that the performance of mSC is affected
by ratio between data traffic delivered via these various links.
Thus, we have developed and conducted extensive system
level simulations to analyze the effect of mSCs with proactive
caching enabled in a multitier HetNet environment.

Contributions. System level simulation is one of the most
useful methodologies to analyze the performance of vari-
ous network scenarios [15]. A preliminary version of this
paper appears in the 8th ACM International Conference on
Ubiquitous Information Management and Communication
(IMCOM), 2014 [16]. In this study, we first highlight the
challenges associated with mSCs deployment in multitier
HetNets scenarios. Then, in order to exploit the advantages
of mSCs and proactive caching, we evaluate and compare the
performance ofmSCs in differentmultitier HetNet scenarios.
We show the relation between contents popularity, cache size,

and operating modes and their positive effects on overall
network performance.

The rest of the paper is organized as follows. Section 2
presents the previous studies related to mSCs and proac-
tive caching. In Section 3, we introduce the proposed mSC
network, its architecture, and proactive caching mechanism
used. Section 4 contains the detailed performance evaluation
of proposedmSC network and Section 5 provides the conclu-
sion of this paper.

2. Related Works

Due to unprecedented growth in mobile data traffic, network
densification and modification in its current architecture
are inevitable. In order to maximize the reuse of available
frequency spectrum, introducing HetNets is one of the key
solutions. HetNets can accommodate the growing demand
of data traffic by deploying more small-cells in a given area
[2, 17, 18]. In [19], Dhillon and others have proposed a
tractable model for a K-tiers downlink HetNet. It shows
that in an ideal HetNet scenario, beside severe interference,
the network densification can still significantly enhance the
overall network capacity. In order to provide better and
reliable network services to moving users, the use of mSCs
has been proposed, studied, and evaluated in [20–24].

The authors in [20] have shown that, in a coverage
limited scenario the use of coordinated and cooperative relays
in public vehicles can significantly improve the network
experience of on-board moving users. In [8, 21–23], Sui
and others have studied performance of moving relay node
(MRN), which is a type of mSCs, in cellular networks. MRNs
are deployed in public transportation vehicles such as trains,
trams, and buses in order to provide wireless broadband
services to moving UE. Since MRN uses wireless backhaul
link to connect to MBS, it can reduce the cost of wired
backhaul link. In addition, by supporting group handover of
all on-board UE, MRN can significantly reduce the signaling
overhead and probability of handover failure. Compared to
MBS, MRN is very close to its UE; therefore it can enhance
the signal quality of the respectiveUE in access link.However,
the performance of MRN mainly depends on the capacity of
wireless backhaul link [21, 22]. Since the capacity of wireless
backhaul link is normally limited, it is difficult to increase the
overall network capacity by deploying large number ofMRNs
significantly.

The ability to predict user demands and recent develop-
ments in context awareness and data storage has enabled the
future networks to proactively cache the popular contents
in advance [25–28]. The proactive caching technique in
small-cells will not only reduce the backhaul load but also
guarantee the QoS requirements in peak-traffic periods.
In [25], Tadrous and others have studied the concept of
proactive resource allocation by utilizing the predictability
of user behavior for load balancing. Authors in [26] have
proposed the idea of femtocaching in fSCs with very limited
backhaul bandwidth and large storage capacity. Authors in
[27] have studied the asymptotic scaling laws of caching in
D2D communications. In their proposed distributed caching
scheme, users store the popular contents and forward them to
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Figure 1: Moving small-cell network.

other users by usingD2Dcommunications. Bastug andothers
in [28] have examined two cases of proactive caching. First,
in order to reduce the backhaul load, they have proposed
a mechanism, which proactively caches the popular files in
off-peak hours (e.g., at night) proactively. In second case,
based on the social structure of the network, the proposed
scheme predicts the set of potential users who can proactively
cache and distribute the popular contents utilizing D2D
communications.

Nonetheless, these studies on proactive caching have only
considered the fSCs (pico- and femtocells)which usually have
wired backhauls and do not have any backhaul bandwidth
constraint.Moreover, they also rarely consider themobility of
either small-cells (picocells and femtocells) or users (D2D).
These key aspects are the motivation behind this paper and
the aim of this is to study the role of proactive caching in
mSCs.

3. Proposed Moving Small-Cell Network with
Proactive Cache

3.1. Network Architecture. The proposed mSC network con-
sists of four network entities, MBS, macrocell UE (MUE),
mSC, and moving small-cell UE (mSUE) as shown in
Figure 1. MBS in mSC network provides wireless access link
and backhaul link connections to its servingMUE andmSCs,
respectively. EachmSC is amoving small-cell, which provides
wireless broadband services to its serving mSUE in access
links. To communicate between mSCs directly, mSCs can
also establish wireless sidehaul connections with their neigh-
boring mSCs. Based on measurement information, the MBS
is also responsible for radio resource management of both
wireless backhaul and sidehaul links of mSCs. Furthermore,
in our proposed mSC network, each mSC has the ability
to cache popular contents. If mSUE requests contents that
are already stored in the cache of its connected mSC, the
mSC directly sends the contents to its mSUE. More detail on
proactive caching is given in the next section.

As discussed earlier, due to wireless backhaul and side-
haul connectivity, mPCs can be deployed on moving vehicles
to provide enhanced network services to moving UE. It
is obvious that, instead of deploying large number of fSC,

mSCs are the cost-efficient technique to serve moving UE
and increase the overall network capacity. In order to avoid
severe interference between MUE and mSUE, both MBSs
and mSCs in the proposed scheme use different frequency
bands of 2.0GHz and 3.5GHz in their access links, respec-
tively. Figure 2 shows the proposed channels and frequencies
assignment scheme for wireless backhaul/sidehaul and access
links of mSCs, MUE, and mSUE, respectively. In mSC
network, in-band full duplex transmission may be used for
wireless backhaul link. Thus, for wireless backhaul transmis-
sions, mSCs share the same radio resources of uplink and
downlink in 2GHz frequency band withMUE. Furthermore,
mSCs also perform in-band half-duplex transmission for
wireless sidehaul links, where they reuse the uplink radio
resources of mSC backhaul and MUE in 2GHz frequency
band. Unlike MUE, mSUE is very close to the serving mSCs;
thus the transmit power of mSC is relatively lower thanMBS.

3.2. Proposed Proactive Caching Scheme for mSC Network.
It is mentioned earlier in this paper that preloading and
proactive caching can significantly reduce the traffic load
on wireless backhaul link and conserve the scarce radio
resources.The key issues of proactive caching are methods to
decide caching data and an efficient mechanism to transmit
the selected data (preloading) [29]. This paper focuses on
the second key issue of cache preloading. We assume that,
based on collaborative filtering (CF) tools [30], the MBS
can effectively decide the popularity of the contents such
as video contents (e.g., TV series and advertisements), web
contents (e.g., daily news, blogs, and digests), and software
update files (e.g., software drivers and patches) [31]. These
contents are usually time-insensitive and available long before
their scheduled publishing time. The effect on time-sensitive
contents has not been evaluated in this paper; it is because
we assume that MBSs transmit the selected contents to their
respective mSCs in off-peak period (e.g., night time). In
other words, the cache of mSCs in our proposed scheme
is only updated in low traffic hours when the traffic load
on backhaul link is very low [28]. In order to continuously
update the cache with time-sensitive popular contents, a full-
time dedicated backhaul link is required. However, due to
scarce availability of the radio resources, it is not feasible
to fully dedicate certain backhaul resources only for cache
management.

In order to make the preloading scheme more efficient,
the MBS transmits the popular contents to mSCs in two
possible modes: broadcasting andmulticasting. If the content
files are equally popular among all mSCs in the network,
the MBS will broadcast the selected contents to all mSCs in
the network. Similarly, if different content files are popular
among different mSCs, the MBS will make groups of mSCs
with same interest and it will multicast the desired contents to
each particular group. Furthermore, inmulticast modemSCs
of one group can exchange their cache contents with nearest
neighboring mSC of other groups via sidehaul link. In other
words, if the requested contents are available in neighboring
mSCs, theMBS will provide the necessary information (mSC
ID, radio resources for sidehaul, and so on) of that particular
mSC in order to establish sidehaul link. In our proposed
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Figure 2: Channel assignment in mSC network.

network, mSCs can only establish sidehaul connection with
neighboring mSCs that are located in the radius of 200
meters. Since, sidehaul links reuse the uplink frequencies of
both mSCs andMUE, they can significantly reduce the back-
haul traffic load. Note that the aim of our proposed scheme is
to evaluate the performance of a fully loaded MSC network
with active sidehaul links and proactive cache, under the
constraint of limited wireless backhaul capacity. Therefore,
in our proposed network model, we have considered that
the number of mSCs in each macrocell and the number of
mSUE pieces in each mSC are uniform and fixed. The aim
of such network model is to find the upper bound of network
capacity. Consequently, due to these considerations the traffic
conditions of an mSC in our proposed network do not vary
over time and the resource allocation is static. Figure 3 shows

the proposed preloading scheme, where, during off-peak
period, the backhaul bandwidth is divided into two parts,
one for reactive backhaul traffic and the second for proactive
broadcast/multicast caching traffic.

In our proposedmSC network, the network performance
depends on three different factors: content popularity distri-
bution, cache size of mSC, and the number of multicasting
groups. In this paper, popularity distributions are obtained
from ZipF (𝛼) distribution [32]. It has been shown in [33,
34] that the global content popularity usually follows the
ZipF distribution. It is also shown in [34] that a simple
model for an independent request stream following a ZipF
distribution is sufficient to capture certain asymptotic prop-
erties observed at proactive caches (such as web proxies).
Another reason for using ZipF distribution is its simplicity;
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Table 1: Simulation parameters.

Parameter Macrocell Moving small-cell
Cell layout Hexagonal grid, 3 sectors per site Uniform random distribution
Radius of cell 166m (ISD = 3𝑅 = 500m) 10m
Number of cells 7 sites 20∼100
Access link

Carrier freq. 2GHz 3.5GHz
Bandwidth 10MHz 10MHz

Tx power 46 dBm (downlink) 23 dBm (downlink)
23 dBm (uplink) 23 dBm (uplink)

Wireless BH/SH link
Carrier freq. — 2GHz
Bandwidth — 10MHz

Tx power — 46 dBm (downlink of BH)
23 dBm (uplink of BH, SH)

Antenna pattern Three-sector (2D) Three-sector (2D) (BH)
Omnidirectional (2D) (SH)

Antenna height MBS: 25m mSC: 2m
MUE: 1.5m mSUE: 1.5m

Mobility model MUE: random walk model mSC: random walk model
mSUE: group moving

Sidehaul connection —
Contents and distance based

connection
(max distance: 200m)

Number of UE pieces per cell 300 − (2 ⋅ 𝑀) 2 per mSC
𝑀 = the number of mSCs

mSC mSUE

MBS
mSC mSUE

(3) D2D traffic 
between mPCs 

(2) Proactive caching traffic 

(1) Wireless backhaul 
traffic

Broadcast/
multicast 
traffic

Preloading scheme for mSC

Figure 3: Off-peak time proactive caching scheme for mSC net-
work.

we believe that the complexity cost of other machine learning
algorithms will overburden the MSC network which have
limited computational capabilities. In ZipF distribution, 𝛼 is
the characterization exponent that ranges from zero to one.
Moreover, it is obvious that the performance of mSC network
is decidedly dependent on cache size (𝑆). Huge cache size
can significantly reduce the backhaul load and improve the
QoS of mSC network. Furthermore, unlike broadcast mode,
orthogonal radio resources are required for each multicast
group transmission.Thus, the number ofmulticasting groups
can significantly affect the performance of overall network.

4. Performance Evaluation

4.1. Simulation Environment. In order to evaluate the perfor-
mance of our proposed mSC network with proactive cache,
we conducted system level simulations. We consider a seven-
macrocell network, where each cell consists of three hexago-
nal sectors. MBSs are located in the center of each macrocell
and the intercell distance is 500 meters. MUE and mSCs are
randomly deployed and then they move within macrocells.
Similarly,mSUEpieces are randomly anduniformly deployed
and move within the coverage area of their serving mSCs. In
order to capture the real time mobility pattern of mSCs, we
have used random walk mobility model [35]. According to
our considered random walk model the moving cell (which
can be a public transportation vehicle) travels in a random
direction with random velocity and flight time.More detailed
simulation parameters are given in Table 1.

In our system level simulator, we have adopted ITU UMa
and WINNER path loss models for macrocells and mSCs,
respectively. ITU UMa model considers urban macrocell
environment [36, 37]. Pathloss equation of ITU UMa model
is as follows:

PL = 22.0log
10
(𝑑) + 28.0 + 20log

10
(𝑓
𝑐
) ,

10m < 𝑑 < 𝑑BP,

PL = 40.0log
10
(𝑑) + 7.8 − 18.0log

10
(ℎBS)
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− 18.0log
10
(ℎUT) + 2.0log10 (𝑓𝑐) ,

𝑑BP < 𝑑 < 5000m,
(1)

where 𝑑 is distance between transmitter and receiver. 𝑓
𝑐
is

carrier frequency with range of 2 to 6GHz. ℎBS and ℎUT are
antenna heights of BS andUE, respectively, where𝑑BP is break
point distance defined as

𝑑BP =
4ℎBSℎUT𝑓𝑐
𝑐

, 𝑐 = 3.0 ⋅ 10
8m/s. (2)

WINNER model provides pathloss model for small-cells
which has low power and small coverage area [38, 39] and its
pathloss equations are

PL
𝐵1 total (𝑑) = max (PLfree (𝑑) ,PL𝐵1 (𝑑)) ,

PLfree (𝑑) = 20log10 (𝑑) + 46.4 + 20log10 (
𝑓
𝑐

2.0

) ,

PL
𝐵1
(𝑑) = (44.9 − 6.55log

10
(ℎBS)) log10 (𝑑)

+ 5.83log
10
(ℎBS) + 18.38

+ 23log
10
(𝑓
𝑐
) ,

(3)

where PLfree(𝑑) and PL
𝐵1
(𝑑) mean free space pathloss and

pathloss for small-cell, respectively.
In this paper, we have used the overall network capacity

(𝐶Total) as a performance metric, which is total sum of
macrocell capacity (𝐶Macro) and mSC capacity (𝐶mSC) in
downlink. The capacity of each cell depends on the spectral
efficiency and bandwidth assigned to UE. Spectral efficiency
of UE can be obtained as the relationship between the signal
to interference and noise ratio (SINR) and modulation and
coding scheme (MCS) table [36].

Let 𝑈 and 𝑀 denote the numbers of MUE pieces and
mSCs deployed in each macrocell, respectively. 𝑈

𝑘
denotes

the number of mSUE pieces in the coverage of mSC 𝑘. The
total available bandwidths in 2GHz and 3.5GHz frequency
bands are 𝑊

2GHz and 𝑊
3.5GHz, respectively. We define the

macrocell capacity (𝐶Macro) as the sum of all MUE capacities.
Thus, it can be calculated as

𝐶Macro = (1 − 𝜌)
𝑊
2GHz
𝑈 +𝑀

𝑈

∑

𝑖=1

MCSDL (SINR𝑖) , (4)

where 𝑖 means index of MUE attached to the MBS. 𝜌 (0 ≤
𝜌 ≤ 1) depicts the ratio of radio resources for broad-
casting/multicasting to overall radio resources for 2GHz
downlink.

Likewise, the capacity of mSC 𝑘 (𝐶mSC,𝑘) is also defined
as the sum of all connected mSUE’s capacities. However, the
capacity of mSC depends on its transmission mode, that is,
relay mode, cache mode, and mSC-to-mSC (sidehaul) mode.
If mSUE requests a content file not cached in its respective or
neighboring mSCs, the mSC performs relay transmission. In
this case, themSUE receives its data viawireless backhaul link
and access link formSUE.Thus, capacity ofmSC 𝑘 (𝐶mSC,𝑘) in
relaymode is defined as theminimumvalue between capacity
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Figure 4: Network capacity varying numbers of mSCs operating in
broadcast mode.

of wireless backhaul link (𝐶BH,𝑘) and capacity of access link
for mSUE (𝐶access,𝑘) and it can be expressed as

𝐶mSC,𝑘 = min (𝐶BH,𝑘, 𝐶access,𝑘) ,

𝐶BH,𝑘 = (1 − 𝜌)
𝑊
2GHz
𝑈 +𝑀

MCSDL (SINRBH,𝑘) ,

𝐶access,𝑘 =
𝑊
3.5GHz
𝑈
𝑘

𝑈𝑘

∑

𝑗=1

MCSDL (SINR𝑗) .

(5)

Similarly, if mSUE requests a content file that is available
in the cache to its serving mSC, the mSC performs cache
transmission. In cache transmissionmode, themSUEdirectly
receives its requested data from its serving mSC via access
link. Thus, the capacity of mSC 𝑘 operating in cache mode
can be determined by the capacity of its access link for mSUE
(𝐶access,𝑘). On the other hand, mSCs operate in sidehaul
transmission mode, if the contents requested by mSUE are
not available in its serving mSC but are available in the cache
of a neighboring mSC. The neighboring mSC delivers such
data to serving mSC via wireless sidehaul link. The serving
mSC forwards the received data to its respective mSUE via
access link. In this case, capacity of mSC 𝑘 (𝐶mSC,𝑘) is decided
as the minimum value between capacity of wireless sidehaul
link (𝐶SH,𝑘) and access link (𝐶access,𝑘), and it can be expressed
as
𝐶mSC,𝑘 = min (𝛿 ⋅ 𝐶SH,𝑘, 𝐶access,𝑘) ,

𝛿 =

{

{

{

0, if sidehaul link does not exist

1, if sidehaul link exists,

𝐶SH,𝑘 = 𝑊2GHzMCSUL (SINRSH,𝑘) .

(6)

4.2. Simulation Results. Figure 4 shows the overall network
capacity with varying number of mSCs operating in broad-
cast mode. It depicts that the overall network capacity is
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Figure 5: Effect of ZipF distribution (𝛼) on overall network performance operating at broadcasting and multicasting mode.

highly dependent onnumber ofmSCs in the cell. It also shows
that the mSC with cache scenario outperforms the no-cache
scenario, because most of the contents requested by mSUE
are already available in the cache of mSCs. Furthermore,
as the popularity of files increases (𝛼 increases.) the overall
network capacity also increases. It is because more mSUE
pieces request the already cached files.

Similarly, Figure 5 depicts the effect of ZipF distribu-
tion (𝛼) on overall network capacity, backhaul load, and
number of satisfied requests. Two different mSC deployment
scenarios (sparse and dense) are considered. Figure 5(a)
shows that, beside the inter-mSC interference, the overall
network capacity in dense deployment scenario (100mSCs
per macrocell) is significantly higher than sparse deployment

scenario (20mSCs per macrocell). The reason is that each
mSC uses the same 2GHz frequency band in access link.
In dense deployment, more mSCs reuse the same frequency
band in their access links. Likewise, Figure 5(b) depicts that
the backhaul load significantly reduces as the file popularity
increases. Furthermore, it also shows that, in both deploy-
ment scenarios, the file popularity has no major effect on
backhaul load. In this work, we define backhaul load as
the ratio of number of mSCs using backhaul link over total
number ofmSCs. Similarly, Figure 5(c) illustrates the relation
between satisfied requests and file popularity. It shows that in
both deployment scenarios the number of satisfied requests
increases as the popularity of file increases. Here the term
of satisfied requests means the ratio between numbers of
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Figure 6: Effect of cache size (𝑆) on overall network performance with varying ZipF distribution parameters.

satisfied requests over total number of requests. If a user
successfully receives a file size of 1MB within 1 second after
his request, we call this request as satisfied one.

The effect of cache size (𝑆) on overall network capacity,
backhaul load, and number of satisfied requests is shown
in Figure 6. It is shown in Figure 6(a) that, with fixed
number of mSCs (in this case 20), the overall network
capacity significantly increases as the cache size increases.
Since large cache size can proactively store popular contents,
they can also significantly reduce the backhaul traffic load
(Figure 6(b)) and increase the numbers of satisfied user
requests (Figure 6(c)) in mSC network.

Figure 7 shows the effect of multicast groups on overall
network capacity. It can be observed from Figures 7(a) and
7(b) that, for two different zip distribution parameters (𝛼 =
0.2 and 𝛼 = 1), the broadcast mode outperforms the
multicast mode. It is because theMBS inmulticast mode uses

orthogonal channels to transmit different contents to differ-
ent mSC groups (in this case 2 groups), and thus it consumes
more backhaul bandwidth than broadcast mode. Figure 7(c)
depicts the comparison of different resource utilization of
mSCs operating at broadcast and multicast modes. It can be
observed that in both broadcast andmulticast mode the ZipF
distribution factor plays a vital role and the backhaul load
reduces to 61% and 59% when it approaches to 1, respectively.
Furthermore, the utilization of sidehaul link in multicast
mode increases up to 14% when 𝛼 approaches to 1.

5. Conclusion

In this paper, we discuss the role of mSCs in future HetNets
and proposed a novel proactive caching based mSC network.
We show that, by using the predictive nature of user demands,
next generation networks can effectively preload their cache



Mobile Information Systems 9
N

et
w

or
k 

ca
pa

ci
ty

 (b
ps

)

250.0M

200.0M

150.0M

100.0M

50.0M

0.0

Number of mPCs per macrocell
0 20 40 60 80 100

ZipF distribution parameter (𝛼 = 0.2)

Broadcast
Multicast
(a) Network capacity when 𝛼 = 0.2

N
et

w
or

k 
ca

pa
ci

ty
 (b

ps
)

Number of mPCs per macrocell
0 20 40 60 80 100

Broadcast
Multicast

ZipF distribution parameter (𝛼 = 1.0)
1.2G

1.0G

800.0M

600.0M

400.0M

200.0M

0.0

(b) Network capacity when 𝛼 = 1.0

Ra
tio

 o
f e

ac
h 

tr
an

sm
iss

io
n

1.0

0.8

0.6

0.4

0.2

0.0
Broadcast Broadcast
(𝛼 = 0.2) (𝛼 = 1.0) (𝛼 = 0.2) (𝛼 = 1.0)

Multicast Multicast

Backhaul transmission
Caching transmission
D2D transmission
(c) Ratio of different transmission modes

Figure 7: Influence of multicast groups on overall network performance with varying values of 𝛼.

with popular contents and reduce the traffic data demand
in peak hours. Our extensive system level simulation results
show that the proposed mSC network can significantly
improve the QoS performance and overall system capacity
of the network. We also show that the overall network per-
formance is highly dependent on number of mSCs deployed,
cache size, and content popularity. For future studies, we
are aiming at incorporating the transmitted power control
schemes in our simulator, which will effectively mitigate
cross- and cotier interference in mSC networks. Another
interesting line of investigation is to study various resource
partitioning and scheduling schemes, which can statically
or dynamically divide radio resources between macrocell
and mSCs and reduce the interference and improve overall
performance of the network.
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Recently, various applications for Vehicular Ad hoc Networks (VANETs) have been proposed and smart traffic violation ticketing is
one of them. On the other hand, the new Information-Centric Networking (ICN) architectures have emerged and been investigated
into VANETs, such as Vehicular Named Data Networking (VNDN). However, the existing applications in VANETs are not
suitable for VNDN paradigm due to the dependency on a “named content” instead of a current “host-centric” approach. Thus,
we need to design the emerging and new architectures for VNDN applications. In this paper, we propose a smart traffic violation
ticketing (TVT) system for VNDN, named as SmartCop, that enables a cop vehicle (CV) to issue tickets for traffic violation(s)
to the offender(s) autonomously, once they are in the transmission range of that CV. The ticket issuing delay, messaging cost,
and percentage of violations detected for varying number of vehicles, violators, CVs, and vehicles speeds are estimated through
simulations. In addition, we provide a road map of future research directions for enabling safe driving experience in future cars
aided with VNDN technology.

1. Introduction

For the past decades, VANETs have been extensively investi-
gated by the researchers, academia, and industries. Although
initially designed to improve the road safety, VANETs can
additionally offer commercial, informational, and entertain-
ment services to the drivers and passengers, thus also increas-
ing the revenues to the car manufacturers and various service
providers. To be precise, the safety applications are mostly
supported by the on-board units (OBUs) that depend on
a Dedicated Short Range Communication (DSRC) protocol
between vehicles (V2V) and in some cases infrastructures
(V2I) as well. On the other hand, the nonsafety applications
depend on the various TCP/IP protocols that have been
proposed to operate on top of the amended 802.11p/Wireless
Access in Vehicular Environments (WAVE) in the VANETs
[1]. Furthermore, the IEEE 1609.4 multichannel architecture
has also been introduced toWAVE standard that allowed effi-
cient use of available spectrum for vehicular communications
both in Europe and in USA. According to the standard, there

is a 10MHz Control Channel (CCH) and six 10MHz Service
Channels (SCHs) for exchanging safety/control messages
(i.e., Beacons) and nonsafety applications’ data, respectively.

In short, such advancements in vehicular communica-
tions system pursue as a potential tool to tackle the increasing
number of road accidents caused by various violations been
made on the roads. In this era of automation, we expect
that new cars will be smart enough to proactively detect
emergency situations and avoid road accidents [2]. For
instance, we have seen Google, Tesla, Hyundai, BMW, and
somanymanufacturesmoving towards the autonomous cars.
Figure 1 reflects the future smart vehicle. In the context of
this paper, our focus will be on automating the traffic police
vehicles and law enforcement departments in order to assist
cops on the roads.

Conventionally, a traffic cop needs to identify a vehicle
violating any traffic rule either manually or by use of elec-
tronic devices such as speed sensors and cameras.Then a cop
follows the said vehicle and instructs the driver to pull over.
The same cop then has to alight from his/her patrol car to
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Figure 1: Components of a future smart vehicle.

manually inspect the vehicle to determine its identity and to
manually inspect the offending driver’s license to determine
his/her identity. He/she then issues a violation ticket bearing
the identity of the vehicle, the identity of the driver, nature of
traffic violation, and the associated fine.The present system of
issuing tickets for traffic violations has many shortcomings;
for example,

(1) it is a time consuming and labor intensive process;
(2) sometimes the offending driver engages in a violent

encounter with the traffic cop;
(3) in case of multiple violators, it is hard to follow up all

at once;
(4) it is nearly impossible to cover all the road segments

for sensing the traffic rules violations (by the means
of camera, speed sensors, etc.).

The alternativeway is to install speed cameras everywhere
and monitor them all at once or partially while sitting back
in the office. Once the installed camera detects any violator,
it captures the video and image of the vehicle and later
on the ticket is sent to the relevant owner by pulling out
the relevant information against the number plate. However,
it is impractical assumption to get all the streets and stop
signs covered by the cameras. Moreover, on the long distance
highways, also it would be an immature argument to install
the speed cameras leaving no uncovered area behind. In
addition, the maintenance cost of those cameras and sensors
will compromise the cost effectiveness of the transportation
departments and also the privacy concerns of the civilians
will be disturbed.

Therefore, the researchers came up with an idea of equip-
ping the vehicles with automatic traffic ticketing devices.
Again, the main objective is to minimize the human errors
and danger to the life of both the cop and the offender
at the same time. For example, authors in [3] proposed
to install a Radio Frequency Identification Device (RFID)
that collects the data from in-vehicle sensors and delivers
that data once the vehicle is crossing any tollbooth or cop
vehicle (CV). This system aims to issue tickets autonomously
in case of any violation within safe distance between cop
and offender. However, the RFID systems lack meeting
the current VANETs requirements, especially in terms of

transmission ranges, speed variations, and authentication.
Also, some additional hardware needs to be installed in
vehicles other than OBUs, which are mostly used for V2V
and V2I communications. One solution is to use the existing
OBUs to enable the smarter ticket issuing mechanism for
traffic violations given that the OBUs are equipped with
the wireless communication technologies, for example, IEEE
802.11p/DSRC technologies. Although, we have a variety of
solutions available for WAVE enabled OBUs in VANETs
empowering the communication capabilities, all share the
following common features:

(i) Each vehicle is assigned an IP address.
(ii) Specific destination addresses are used for applica-

tions to communicate.
(iii) Mostly, the candidate solutions aim to select one best

path to reach the destination IP address.

However, assigning IP addresses to themobile objects such as
vehicles is not straight forward. The reason is simple; that is,
IP addressmanagement requires infrastructure support, such
as a central server (e.g., DHCP). Here it is worth mentioning
that IP address concepts were originally introduced for wired
technologies while mobility is an intrinsic feature of the
VANETs, resulting in a highly dynamic network topology.
Similarly, the best way to assign IPs to the mobile objects has
been recognized as an open research issue [4].

Meanwhile, NamedDataNetwork (NDN) [5] as an exten-
sion of Content-CentricNetwork (CCN) [6] has been applied
in VANETs by several researchers, which is an emerging
architecture of the future Internet projects [7]. NDN mainly
shifts the communication concept from IP/host-based to the
data centric in VANETs and can be referred to as Vehicular
NDN (VNDN). In contrast to the IP based communications,
in VNDN, a unique ID (called name) is assigned to the
content instead of a host (i.e., end device), which attempts
to relinquish the information from host’s physical location
and supports node mobility (i.e., vehicles in our case).
NDN treats data or content as a first-class citizen of the
network. In addition, VNDNuses simple request-reply based
communication model, where a requesting node sends an
“Interest” message and the provider sends back a response
message with a requested data.Moreover, the recent literature
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Table 1: Traffic violations in USA per year†.

Description Value
Average number of people per day that receive a speeding ticket 112,000
Total annual number of people who receive speeding tickets 41,000,000
Total percentage of drivers that will get a speeding ticket this year 20.6%
Average cost of a speeding ticket (including fees) $152
Total paid in speeding tickets per year $6,232,000,000
Average annual speeding ticket revenue per US police officer $300,000
Percent of speeding tickets that get contested in traffic court 5%
Total number of licensed drivers in America today 196,000,000
†Statistics source: http://www.statisticbrain.com/driving-citation-statistics.

shows that data in NDN is more secure than the IP based
communications due to intrinsic security within the data
rather than the secured communication session [8]. The fact
of the matter is that including the future Internet technolo-
gies into the existing ad hoc infrastructures is a potential
solution. It is obvious that VNDN tends to support various
nonsafety applications such as video streaming. To the best
of our knowledge, apart from the nonsafety applications, we
proposed smart traffic violation ticketing (TVT) architecture
as a first step towards the applied Vehicular CCN [9].

In this paper, we extend our work to apply the latest NDN
architecture in VANETs and propose a complete system that
tends to aid law enforcement agencies with safer and smarter
TVT system. We name our proposed scheme as “SmartCop.”
In SmartCop, we define several packet types and their roles
to support traffic violation ticketing system. Moreover, it is
able to detect the offenders and issue them tickets without
human interference. Unlike the existing solutions, we only
rely on OBU(s). Our main objective is to enable a CV
to autonomously receive all violations’ information from
the neighboring OV(s). The major contributions of our
SmartCop are (1) to detect the violator(s) from safe distance
using future Internet, (2) to issue the tickets using wireless
medium regardless of vehicles’ speed and moving directions,
(3) to collect ticket dues automatically, thus saving the time
and efforts of both the offender and the cop at the same time,
and (4) to tend to leave no unmonitored areas on the roads.

The rest of the paper is organized as follows. Section 2
summarizes the recent efforts being driven to automate
the traffic violation ticketing system. Section 3 describes
our proposed SmartCop system, while Section 4 provides
simulation results and analysis. In Section 5, we briefly
discuss the current issues and challenges in VNDN. Finally,
Section 6 concludes the paper.

2. Related Work

The law enforcement agencies make a good amount of
revenue each year by issuing road violation tickets. Table 1
shows that 20%of the total drivers in theUnited States receive
tickets for overspeeding each year. More or less, the same
statistics will be for other road violations globally. In this
section, we overview the recent advancements being made to

CVs and OVs to assist government officials (i.e., cops) on the
roads and reduce the traffic violations, respectively.

In [10], the authors utilize GPS to get information about
the vehicle state, that is, location and speed. The vehicle is
equipped with a traffic violation warning and traffic violation
storage device, which is used to store the map data, traffic
regulations of the current road segment, and the traffic
violations made by the driver. A controller is used to control
and manage the different units of the device. The GPS data
is matched with the map data and traffic regulations, stored
previously in the device, to determine if a violation has been
made. Based on the result, either the driver is issued awarning
if a possible violation is calculated or a ticket is stored in
the violation memory of the device if a violation has been
committed. Furthermore, an encryption mechanism is also
presented to store encrypted tickets in the memory. The
issued tickets along with the violations details and personal
information can be viewed later on the management display.

In [11], the authors utilize a radio frequency (RF) reader to
determine the identity of a vehicle and conversely the identity
of the driver and then issue traffic tickets according to the
applicable traffic laws. The smart ticket device is controlled
by a central processing unit and the device contains radio
frequency reader, wireless transceiver, memory, and commu-
nication ports. RF tags are mounted on the number plate of
the vehicles and in the driving license of the driver, which
contain the vehicle and driver’s identification information,
respectively. The RF reader of the smart ticketing device is
able to read the information from these RF tags from static
and mobile vehicles. The information obtained is used to
issue a traffic violation ticket, containing the vehicle and
driver’s information, time and nature of the violation, and the
respective fine. Furthermore, an extension to this idea is to
install speed sensors in the smart ticketing device with which
overspeeding vehicles can also be caught easily.

In [12], the authors use a series of digital cameras, still
and video, to monitor a traffic location. This system is
coupled to a processing system, where image processors are
used to compile vehicle and scene images produced by the
digital camera system; furthermore, a verification system
verifies the vehicle and driver’s identity from the vehicle
images. A notification system then notifies the potential
violation information to the law enforcement agencies. The
video camera records the footage both before and after the
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Table 2: Former research efforts to reduce traffic violations.

Type Year Objectives Technologies
US patent [10] 2004 Traffic violation warning & storage GPS
US patent [11] 2006 Traffic violation identification & ticketing Radio frequency reader
US patent [12] 2011 Traffic violation identification & ticketing Digital still & video cameras
Research article [13] 2013 Traffic violation identification, ticketing & tracking GPRS/GSM, Google Maps
US patent [14] 2014 Traffic violation detection device Radio frequency reader
Research article [9] 2015 Traffic violation identification & ticketing VCCN, DSRC, V2V, V2I

detection of the violation. A buffer is used to capture the
footage before the violation is detected; it stores a nonstop
video footage of the preceding few seconds. In case a violation
is detected, the timer is started andwhen the timer expires the
contents of the buffer are recorded and the resulting video clip
is incorporated with the evidence from the digital still images
of the violation of the identified violating car and the driver.

The authors propose a ticketing and tracking system in
[13], by implementing a smart on-board GPS/GPRS system
attached to the vehicle. Along with that, speed of the vehicle
is monitored by the on-board system and in case of any speed
violations, information about the vehicle, that is, location
and maximum speed, is sent to the authorized office using a
GPRS message which issues a violation ticket to the driver.
The speed is monitored by GPS signal and accelerometer
of the car. Moreover, the authors also propose a geocasting
feature, that is, usingGoogleMap to track the vehicles current
location. The shock/vibrator sensors installed in the air bags
are used to identify an accident, which leads to GSM/GPRS
messages being sent to nearby vehicles, hospital, and other
authorities.

An automated system is proposed in [14], where the police
officers are given a handheld device which automatically
detects traffic violations. The device is equipped with the
traffic regulations and in case the vehicle driver is violating
these regulations, an audio and visual system is installed to
inform the driver and the authorities. The device is used to
read the RF tags installed in the vehicles’ number plates. The
RF tag contains the vehicle ownership data which is used to
issue ticket to the concerned driver. Furthermore, the device
can also be connected to an on-site printer which prints the
traffic violation ticket.

Furthermore, we proposed a unique traffic violation tick-
eting (TVT) system architecture in [9], where we considered
the emergence of the content-centric and vehicular network-
ing (VCCN). The main idea of the proposed architecture
was to detect the offenders and issue them tickets without
any human interference. However, we were precise and did
not perform any experimentation. In this paper, we further
extend our work and name it as a SmartCop, where extensive
simulations have been performed and the architecture has
been implemented over the IEEE 802.11p. Unlike the existing
solutions, SmartCop only relies on on-board units (OBUs)
with multiple interfaces. The proposed method contains
different data structures; the ordinary vehicles (OV) contain
three data structures, that is, Pending Tickets Entry (PTE),
Tickets Received (TR), and Violation Entries (VE), whereas

the cop vehicle (CV) contains two data structures, that is,
Pending Tickets (PT) and Traffic Rules and Tickets (TRT).
Also, it is able to cover the patrolled areas and more impor-
tantly the unpatrolled areas on the road where the violations
by the ordinary vehicles (OV) go unnoticed. The violations
by an OV in these areas are stored in the PTE. Since VNDN
is a pull based communication paradigm, therefore in our
architecture a CV periodically broadcasts an Interest message
to have PTE(s) from its immediate neighbors. This allows
the CV to issue ticket(s) in run time and avoid any manual
contact with the driver. The tickets received by an OV are
stored in the TR structure and upon contact with the RSU
or tollbooth, the ticket’s amount is deducted from the driver’s
bank account. For ticket payment the banking information of
the drivers is accessible to the tollbooth and RSUs. Thus, the
offenders are fined and charged autonomously. The record of
payed tickets is stored in the VE structure of the OV.

Unfortunately, the automation of ticketing has not been
investigated much as it argues to be and it can be seen from
the summary depicted in Table 2.

3. SmartCop: Smart Traffic Ticketing in
Vehicular NDN

3.1. VNDN: Communication Background. In VNDN, com-
munication is a receiver-driven process based on two types of
packets: the Interest, which carries the request for a content
unit identified by its name. Each vehicle propagating an
Interest is named a consumer and similarly a vehicle providing
that content is called a provider. Conventionally, each vehicle
in VNDN maintains three data structures: (i) a Content
Store (CS) storing the produced and incoming contents;
(ii) a routing table named Forwarding Information Base
(FIB), which stores the outgoing interface(s) (in VNDN, each
vehicle is expected to be equippedwithmultiple interfaces for
communication such as 802.11, LTE, and WiMax) to forward
the Interests; (iii) a Pending Interest Table (PIT), which keeps
track of forwarded Interests so that received content can be
stored in the CS or sent back to the consumer(s) accordingly.

3.2. Proposed SmartCop System Architecture. Along with
an assumption of dividing roads into segments, we bring
homogeneity in all public and private vehicles and named
them as ordinary vehicles (OVs). Moreover, we named the
traffic monitoring vehicles as cop vehicles (CVs). As we
mentioned before, there are unmonitored areas on highway
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Figure 2: New data structures for SmartCop.

and also in an urban environment, which are collectively
referred to here as an “unpatrolled area.” It is expected that
if any rule gets violated in an unpatrolled area it never gets
noticed. Those violations can be of various types such as
overspeeding, avoiding STOP signs, wrong lane, and parking
in a no-parking zone. To cope with this, our proposed archi-
tecture enables OVs and CVs to maintain additional data
structures as shown in Figures 2(a) and 2(b). Here it is worth
mentioning that currently the OBUs and sensors installed
in vehicles are capable of sensing violation(s) depleted by
the driver. However, there might be a case where an OV
violates a traffic rule and there is no nearby camera or CV to
pursuit accordingly (refer to Figure 6). Therefore, we intend
to manage those recorded violations in Pending Tickets
Entry (PTE) table at each OV. Since, VNDN is a pull based
communication paradigm, therefore in our architecture a CV
periodically broadcasts an Interest message to have PTE(s)
from its immediate neighbors (i.e., one-hop neighbors). This
exchange of PTE enables each CV to issue ticket(s) at run
time while avoiding the existing manual operations. More
specifically, PTEs are shared using the same interfaces, from
where the Interest was received, and upon receiving PTEs
from neighboring OVs, a CV checks its Traffic Rules and
Tickets (TRT) database (each CV is equipped with updated
traffic rules and ticket prices table similar to Content Store in
conventional CCN). Once the type of violation is matched, a
correspondingCV sends back a ticket and dues to the relevant
OV. Afterward, an OV stores this ticket information in its
Tickets Received (TR) table. Here we assume that each driver
has one central bank account or payment card registered with
the department of transportation used for the payment of toll

and other charges. While crossing any upcoming tollbooth,
the automatic payment of the issued tickets is completed and
the entry from TR moves to Violation Entries (VE) for the
purpose of keeping records. Basic operations of the proposed
SmartCop system and its behavior in the urban and highway
environments are discussed in the following text.

3.3. Violator Detection and Ticket Issuing Process. In a
SmartCop system, all OVs maintain PTE structure in its
untampered blackbox. An OV becomes a violator when it
has committed violations and has entry(ies) in its PTE. Cop
vehicles periodically send the Interest messages to detect the
violators and this Interest message is similar to the default
NDN Interestmessagewith additional PTEoption (𝐼PTE).The
CV stores 𝐼PTE information in its PIT, which also includes
the NONCE value. The NONCE value is a 32-bit long integer
that is randomly generated by the originator of the Interest
message. Along with that the same NONCE value is present
in the Data message that is received in response, to recognize
that the Data message is a response of the particular Interest.

When anOV receives 𝐼PTE, it first searches its PTE. In case
of no entry in PTE, it discards the Interest message. On the
other hand, if the PTE is not empty, thenOV sends all the PTE
information in the Data message (𝐷PTE). 𝐷PTE contains all
the PTE information, the vehicle’s ID, and the same NONCE
from the Interest message. When the CV receives the 𝐷PTE,
it searches its PIT and if the entry is found, then it stores the
PTE data in the PT. The overall flow of this process is shown
in Figure 3.
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Immediately after sending 𝐷PTE, the OV also generates
the Interest message (𝐼PT) including its own ID, NONCE, and
the “PT” header to request the ticket from the cop vehicle
and the OV creates an entry within its PIT. On reception
of 𝐼PT, the CV matches the OV’s ID in its PT and if CV
finds entries, it sends 𝐷PT containing all entries along with
the violation charges that are fixed for each violation. These
violation charges are referenced by the CV from the standard
TRT, which is available to all the CVs in the region, and the
amount is fixed by the department of transportation or law
enforcement agency, which is out of the scope of our paper.
When 𝐷PT is received at the OV, it finds the PIT and then
creates the record in its TR with payment flag 0. In addition
to that, the same entries are discarded from the PTE. Here it
is worth mentioning that the CV also sets the paid/unpaid
flag to 0 to highlight that the fines are still pending. We
name this whole message exchange between the CV and OV
as a session. In a single session there may be possible that
an OV receives multiple tickets. The rationale behind this is
that the OV made multiple violations and did not come in
close proximity of the CV. Therefore, the session is one of
the SmartCop evaluation parameters in simulations that is
discussed in the next section.

3.4. Fine Collection Process. The fine collection process is
almost similar to the ticket issuing process; however, it
involves the collection unit (CU) instead of the CV to collect
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Figure 4: Violation of fine collection process.

fines from the OVs. The CU can be the equipment installed
at the tollgate on a highway or highway exit, or it may
be installed at RSU installed at any dedicated location, for
example, highway and bank. Figure 4 shows the flow diagram
of this step.

The CU periodically sends the Interest with TR
header/option (𝐼TR). Upon reception of 𝐼TR, the OV
finds the entries in its TR. In case of no entries, 𝐼TR is
discarded. On the other hand, if there is/are entry(ies) in
the TR, the OV sends 𝐷TR along with its ID. When the CU
receives 𝐷TR, then it deducts the charges from the account
or any payment card type associated with that OV ID. After
successful payment of the fines, this information is sent to
the CVs in the region to mark their respective entries in
their PT as 1/paid (the dues payment method as well as the
information dissemination to all CVs in the region is out of
the scope of this work). Immediately after sending 𝐷TR, the
OV sends 𝐼DP to receive the confirmation that whether the
fine is paid or not. In case of successful payment, the CU
sends𝐷DP, which indicates that the fine of the said violations
fine has been successfully collected. Afterwards, the OV
removes all the matching entries with those in 𝐷DP from the
TR and stores them in the violations record, the Violation
Entries (VE) table.

3.5. SmartCop in Urban Environment. In case of urban
region, we witness a lot of Road Side Units (RSUs) deployed,



Mobile Information Systems 7

RSU 2

RSU 3

RSU 1

2 3

1

4

5

6

7

9

8

6
0

m
ph

55mph 63mph

57mph

Figure 5: SmartCop: urban environment.

RSU 2

RSU 1

Secured 
database

Secured 

Patrolling area (PA)

Unpatrolled area (UPA)

Patrolling area (PA)

database

Figure 6: SmartCop: highway environment.

apparently supporting various applications. We expect those
RSUs to work as ticket dues collectors due to their strong
backbone connections to the wired networks. Figure 5 shows
an urban scenario where an OV3 is overspeeding and hence
needs to be ticketed. Our smart traffic violation ticketing
system enables the forthcoming CV to issue a relevant
ticket to the vehicle OV3 by sending an Interest packet for
PTE, receiving PTE in return and updating the local law
enforcement database through any available interface such as
LTE or 3G (inVNDN, each vehicle is expected to be equipped
with multiple interfaces for communication such as 802.11,
LTE, and WiMax). For instance, the selection of the most
reliable interface is out of the scope of this work. In SmartCop

system, eventually an OV3 pays the ticket dues while crossing
the next RSU.

3.6. SmartCop in Highway Environment. On highways,
mostly we have tollbooths as illustrated in Figure 6. Each
tollbooth is equipped with at least one RSU and thus can
attempt to charge the pending tickets stored in TR. How-
ever, there might be a case when a violating OV is not
charged due to insufficient amount in the bank account
and so on. In that case, we incorporate a binary flag in
TR (i.e., 0 and 1) in the case of unpaid and paid tickets,
respectively. In the former case, the transport department
follows the conventional procedure that is mailing a ticket
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Table 3: Simulation parameters.

Parameter Value
MAC/PHY IEEE 802.11p
Frequency band 5.9GHz
Simulation duration 200 s
CVs 1–5
OVs 30–80
Violators 5–25
Number of violations/violators Random (1–5)
Average vehicle speed 50–100 km/h

manually. In the latter case, the entry is moved to VE with
a flag value of 1, thus ensuring that the payment has been
completed.

4. Simulation Results and Analysis

In this section,we briefly discuss the simulation environment,
the parameters, and the results of the proposed SmartCop
scheme.

4.1. Simulation Environment. To evaluate the proposed
SmartCop scheme, the NDN forwarding daemon architec-
ture and IEEE 802.11p are implemented over each vehicle
and simulated in the Network Simulator (NS2). Each vehicle
in the simulation has the capability to communicate at the
transmission range of 300 meters. Along with the default
NDN structures (CS, PIT, and FIB), the structures supported
by SmartCop, that is, PTE, TR, VE, PT, and TRT, are also
implemented to properly evaluate its functionality. NDN’s
default Interest and data messages are modified to support
violation ticketing operations. The highway mobility model
alongwith the varying number of vehicles is simulated, which
move at the average speed of 50 to 100 km/h.The total number
of vehicles (𝑁) is the sum of CV, OV, and the violators.
Violator vehicles randomly make violations between 1 and
5 randomly during the simulation time of 200 s. Each CV
sends the periodic Interest message after every 1 s to find the
violators. The rest of the simulation parameters are shown in
Table 3.

The SmartCop performance is the average of twenty
simulation runs for each point in graphs with the confidence
interval of 10%. Following is the description of the perfor-
mance metrics that have been analyzed.

(i) Average cost is the total number of messages (Interest
and data) that have been exchanged between the CV
and the violators to successfully issue the violation
ticket.

(ii) Satisfied delay is the amount of time between the
Interest and the data messages received by a violator
from the CV to successfully get the ticket(s) for
violation(s).

(iii) Total delay is the amount of time when a violator
committed the violation and received the ticket for
that violation.

(iv) Number of sessions is the message exchange between
a CV and the violator to get the violation ticket.

(v) Tickets satisfied is the ratio of tickets received and
the total number of violations during the simulation
period.

4.2. Results and Analysis. In this section, we briefly discuss
the simulation results of the proposed SmartCop scheme.

Figure 7 shows the average satisfied delay for varying
number of violators (Figure 7(a)), CVs (Figure 7(b)), OVs
(Figure 7(c)), and the vehicle’s speed (Figure 7(d)). The
average satisfied delay is the duration between the 𝐼PTE and
𝐷PT received by a violator to successfully get the ticket for
a traffic violation. To simply state, it is the violation ticket
session delay during which the CV and the violator exchange
messages for the violation ticket. It is evident from the figure
that the higher the number of violators, the longer the delay.
The rationale of this phenomenon is that, in the presence
of a large number of violators, the message exchange will
increase the traffic and the PTE, PT, TR, and other structures’
search delay will be larger than results in a large violation
satisfaction delay. The opposite is the case with the number
of CVs. In case of more CVs, the violation ticket messaging
overhead is distributed among the CVs that issue tickets with
less delay; refer to Figures 7(a) and 7(b). On the other hand,
the number of ordinary vehicles and the speed of the vehicle
have not that much impact on the average satisfied delay
because the NDN traffic on the ordinary vehicles does not
access the PTE, PT, TR, and SmartCop related data structures.
Therefore, the maximum difference in the satisfied delay is
0.03ms for varying number ofOVs andCV = 1 in Figure 7(c)
and less than 0.035ms for varying speed as evident from
Figure 7(d). This concludes that the number of CVs and the
violators in the area have the major impact on the satisfied
delay.

Next, we analyzed the average total delay, which is
the total time between the instance when a violation was
committed (or entry was created in the PTE) and the ticket
that was issued to the vehicle (or the entry was created in the
TR for the respective PTE entry). It is obvious from Figures
8(a), 8(b), and 8(c) that average total delay is indirectly
proportional to the number of cop vehicles because the tickets
are only issued by the CVs. In case of less number of CVs,
the violations will be pending the PTE for a longer time
until the violator enters the communication range of the CV.
The opposite is the case for the large number of the CVs
in the area. Another factor that has the huge effect on the
average total delay is the node’s speed; refer to Figure 8(d). A
vehicle that drives at a faster speed may quickly come in the
communication range of the ticket issuing point and happens
to have a short delay.

The other parameter that we analyzed through simula-
tions is the messaging cost to satisfy all the violations during
a simulation run. Messaging cost is the total number of
messages (Interest and data) exchanged between the violator
and the CV to issue the ticket. Figure 9 shows the average
cost for varying the above discussed parameters. It is obvious
that the cost is directly proportional to the number of
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Figure 7: Average satisfied delay.

violators and the number of CVs. If the number of violators
increases, then it requires more numbers of messages to
issue tickets. Similarly, the larger the number of CVs in
the area, the more tickets are issued to the violators that
increases the messaging cost and it is obvious from the
figure. Additionally, it can easily be analyzed from the results
that the number of ordinary vehicles and the vehicle’s speed
have no significant effect on the messaging cost; refer to
Figures 9(c) and 9(d).

5. Open Issues in VNDN and SmartCop System

In this section, we provide readers with the open issues
connected to SmartCop system and VNDN, needing the
attention from researchers working for a secure driving
experience and other application domains in VANETs.

5.1. Naming in VNDN and SmartCop. Content naming is the
most important issue in future networks where the focus of
communication is content but not the IP/TCP based device
addresses. Therefore, we have various naming schemes for
conventional CCN, NDN, and VNDN. Some of them are
categorized as hierarchical, flat, human readable, hash-based,
attribute-based, and so on [15]. However, it is difficult to
determine the best suitable scheme for VNDN, especially
when we are trying to communicate a highly sensitive data
between vehicles on roads such as in SmartCop system.
Similarly, we need to design a hybrid naming scheme for
different violation types and their relevant entries to be
included in an “Interest” packet, which will be broadcast by
a CV to each OV in its transmission range.

5.2. Content Distribution. For instance, we have assumed that
every road segment will be covered with one CV or none.
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Figure 8: Average total delay.

However, there may be a case where two or more CVs come
across; in that case we need to address the selection process
of a CV for exchanging PTE by any OV. On the other hand,
the identification of redundant data of PTE received by any
CV is a significant challenge to be addressed.

5.3. Autonomous Ticket Issuance. Using our SmartCop sys-
tem in a highly dynamic environment such as VANETs in
urban scenario is a challenging task. There is the possibility
ofmultiple offenders/violators in the immediate transmission
range of a CV.Therefore, issuing a violation ticket to multiple
OVs requires a highly cooperative and fast synchronization
mechanism. Moreover, managing the PT entries in the CV’s
local memory should be addressed, respectively.

5.4. Interest Packets Flooding. Due to the broadcast nature
of the wireless medium, conventionally, Interest packets are

flooded within the network. Since SmartCop system applies
only to the immediate neighbors of any CV, while preparing
the test-bed or experimental environment, a controlled Inter-
est flooding technique needs to be implemented. For instance,
one can use the hop count flag to limit the Interest flooding.

5.5. Security and Privacy Issues. Although our SmartCop is
an initial step towards the smart ticketing in future vehicles.
It is also very important to address the security issues at the
different levels of communications, especially in the presence
of the wireless medium. Those include the authenticity of
the content being sent to any CV and also of any Interest
packet sent by aCV itself. Furthermore, issuing a ticket is very
sensitive and private step, so it is required to make sure that
no other vehicle can access and open the history of neighbor
vehicle.
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Figure 9: Average Interest-Data messaging cost to successfully issue violation tickets during simulation.

6. Conclusion

In this paper, we present an architecture for a smart and
efficient traffic violation ticketing system for vehicles with
future Internet technologies such as NDN. Our architecture
will enable traffic law officials to identify drivers and violating
vehicles without chasing and putting lives in danger. In order
to achieve this, we apply basic VNDN operations into our
SmartCop system, where a cop vehicle periodically broad-
casts an Interest packet for violation entries saved by every
ordinary vehicle in its local memory (PTE). This exchange
of PTE enables a cop vehicle to issue a relevant ticket to the
offender. Later on, the offenders’ vehicle, when connected to
any road side unit, pays the charged ticket autonomously.
As a result, all the manual operations and delays caused by
human errors are skipped. In the end, we also enlist the
future work directions for improving and implementing our

proposed SmartCop system into real test-bed environments
and simulations. The simulations show that the ticket issuing
delay and its messaging cost depend upon the number of
violators, vehicles, and speed of the vehicles on the road.
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