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Editorial

Sensory Deprivation and Brain Plasticity

Maurice Ptito, Ron Kupers, Steve Lomber, and Pietro Pietrini

Early experience plays a key role in the development of the central nervous system as the brain has to adapt continuously to environmental changes that threaten its harmonious development. This adaptation phenomenon is called brain plasticity and refers to the lifelong changes in the structure of the brain that accompany experience (experience-dependent plasticity). Brain plasticity implies that the brain is pliable and can be remolded in response to challenges that interfere with its normal development such as sensory deprivation, brain injury, or abnormal development. Indeed, several regimens of visual deprivation such as dark rearing, enucleation, or eye-lid suturing lead to alterations of the visual system. Conversely, environmental enrichment also produces regional changes in brain anatomy such as increased dendritic space for synapses, increased cortical thickness, and elevated gene expression.

Sensory deprivation at birth or perinatally has dramatic effects on the organization of the brain circuitry, leading to a takeover of the deprived cortex by other sensory modalities. This phenomenon is known as cross-modal plasticity and is mediated by the development of new inter-modal connections or by strengthening or unmasking of already existing connections. Cross-modal plasticity has been demonstrated following visual and auditory deprivation since birth. In both cases, the deprived cortex becomes activated by one or more of the remaining senses, touch, audition, and olfaction in the case of blindness and visual stimulation in the case of deafness. There is a large body of evidence, based upon anatomical, metabolic, and behavioral findings, that the deprived sensory cortex acquires multiple sensory and cognitive functions, transforming itself therefore into a multimodal cortex.

In this issue, we have gathered a number of review and original papers on the topic of brain plasticity in humans and in animal models of unimodal sensory deprivation. We have welcomed not only papers dealing with various sensory systems such as vision, audition, touch, and olfaction but also those dealing with basic mechanisms of brain plasticity. Several papers present results on cross-modal plasticity and sensory substitution in humans and in animal models of sensory deprivation. Using elegant methodologies, these studies highlight how other sensory modalities take over the deprived visual or auditory cortices in blind and deaf subjects, respectively. Brain plasticity can also be triggered by changes in sensory experience. Neural reorganization will take place if the environment is modified during the early stages of development as is the case following cortical lesions of the visual cortical areas, visual deprivation through eyelid suturing, or dark-rearing (M. W. Burke et al.; H. Bengoetxea et al.). As shown by J. F. Maya-Vetencourt and N. Origlia, visual cortex plasticity results from a complex interplay between the individual’s genetic background and the environment. M. Pietrasanta and coworkers describe how the interhemispheric connectivity between the visual cortices can be altered by visual deprivation. The corpus callosum therefore seems to have a pivotal role in plasticity of the visual cortex. The papers by G. Dormal and colleagues and M. Ptito and colleagues provide evidence that the functional segregation of the efferent projections of the primary visual cortex into a dorsal and a ventral stream is preserved in
congenitally blind humans. A. Leo and colleagues focus on the purported role of the parietooccipital connections in conveying nonvisual information to the deprived visual cortex. Two papers focus on auditory deprivation and cross-modal plasticity. M. A. Meredith and B. L. Allman show how the auditory cortex of deaf ferrets is reorganized by the somatosensory modality, whereas P. Hirst and colleagues use a primate model to highlight cross-modal plasticity. D. M. Coppola describes a model of olfactory system plasticity through unilateral naris occlusion. The author points to the role of the spared ipsilateral olfactory pathway in olfactory plastic responses and also discusses several methodological caveats.

The papers by K. Lehmann and colleagues and S. Desgent and M. Ptito address the role of GABAergic inhibitory interneurons in brain maturation and brain plasticity. These papers describe the important role of GABAergic inhibitory interneurons in maintaining the appropriate dynamic range of cortical excitation, in establishing critical periods of developmental plasticity, in receptive field refinement, and in the cortical processing of sensory information. This interneuron population is very sensitive to sensory experience during development, and visual deprivation studies emphasize the important contribution of these inhibitory interneurons in cross-modal plasticity.

We hope that this special issue will shed light on the various mechanisms involved in cross-modal plasticity and sensory substitution and contribute to the development of new tools that will boost training-induced plasticity.

Maurice Ptito
Ron Kupers
Steve Lomber
Pietro Pietrini
Review Article
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Studies on visually deprived individuals provide one of the most striking demonstrations that the brain is highly plastic and is able to rewire as a function of the sensory input it receives from the environment. In the current paper, we focus on spatial abilities that are typically related to the dorsal visual pathway (i.e., spatial/motion processing). Bringing together evidence from cataract-reversal individuals, early- and late-blind individuals and sight-recovery cases of long-standing blindness, we suggest that the dorsal “spatial” pathway is mostly plastic early in life and is then more resistant to subsequent experience once it is set, highlighting some limits of neuroplasticity.

1. Introduction

Increasing evidence of experience-based plasticity have challenged the archaic view of the brain as being hard-wired at birth. One of the most striking examples comes from studies on sensory-deprived individuals, documenting that brain regions deprived of their “natural” sensory inputs (i.e., V1 for vision or A1 for audition) in the blind and the deaf brain become responsive to the remaining modalities, a phenomenon that is referred to as crossmodal plasticity [1]. Importantly, such plasticity is not restricted to an early sensitive period in life, but rather appears to extent into adulthood. In the case of blindness for instance, individuals who lose vision after the full development of the visual system also present auditory and tactile responses in the deprived occipital regions [2–6].

In the sighted brain, the existence of separate hierarchical pathways for object identification (the ventral “what” stream) and object localization/grasping in space (the dorsal “where” stream) appears as a general principle of organization of the visual cortices [7, 8]. Crucially, recent studies on crossmodal reorganization in the blind suggest that the crossmodal recruitment of the visually deprived cortices in this population might follow organizational principles that maintain this dual stream segregation ([9], for reviews see [10–12]).

In the present review, we focus on the “dorsal stream” and bring together existing evidence suggesting that this stream is, on the one hand, highly plastic in early life and, on the other hand, very resistant to subsequent experience once it is set. Evidence comes from studies on three different visually deprived populations, that is, cataract-reversal patients, early- and late-blind individuals, and rare cases of sight-recovery individuals after long-standing blindness.

2. Cataract-Reversal Patients

Studies of individuals who were visually deprived early during development, because they were born or developed dense bilateral cataracts which were then surgically removed, represent a unique model to test the role of early visual experience in shaping the functional architecture of the brain. Such studies have documented the existence of different sensitive periods during which visual inputs are necessary for the normal development of different aspects of vision [13]. Specifically, global motion perception, a visual function associated to bilateral occipitoparietal regions in the dorsal visual stream [14–16], and which allows to
integrate local motion information from V1 into a global representation of motion, appears to be permanently altered in cases where vision is absent at birth [17]. However, this function is preserved in cases where the loss of sight occurs after a few months of age [17]. For instance, Ellemberg and colleagues tested global motion perception abilities in a group of bilateral cataract-reversal patients that had been visually deprived at birth and for a period lasting from 3 to 8 months (i.e., congenital group) or in a separate group that had been visually deprived between 8 and 57 months of age, after a period of normal visual experience (i.e., developmental group). The congenital group was found to show profound and long-lasting deficits in global motion perception following the period of deprivation, provided it started before 6 weeks of age [18]. Interestingly, the same animals did not show apparent deficits in the perception of simple unidirectional motion, arguing for a larger impact of early visual deprivation on extrastriate than on early visual cortices ([18, 19], but see [20, 21]).

Importantly, studies on the normal development of global motion processing, which is usually considered as an indicator of the dorsal stream maturation [22] suggest that sensitivity to global motion emerges between 6 to 11 weeks of age [23, 24] but reaches adult-like level of performance later in life, although the age of mature performance remains unclear. Some have reported that global motion perception is mature before 3 years of age [25], others between 6 and 11 years of age [17, 26, 27]. A recent study pushes the age of maturity for sensitivity to global motion even later in life, reporting that a group of adults performed equally well than a group of children aged 12 to 14 years old, but significantly better than groups of children aged 6 to 8 years old and 9 to 11 years old [28]. Such discrepancies have been attributed to the different stimuli parameters used in the different studies, such as the dot speed and the dot density [26, 29].

Combining results in cataract-reversal individuals and normally developed individuals seem to indicate that global motion perception can reach adult-like levels of maturity, despite a period of deprivation occurring when the function is not fully developed yet, provided the individual has experienced normal visual input during the early sensitive period starting sometime around birth and lasting within the first year of age [17, 30]. As such, global motion perception is a compelling example of what Maurer and colleagues refer to as a “sleeper effect,” where early visual experience sets up the neural architecture for later normal development [31]. Interestingly, whereas sleeper effects have been documented in this population for other aspects of low- and high-level vision such as grating acuity, contrast sensitivity, and holistic face processing, some aspects of vision commonly associated to the ventral visual pathway do not necessitate early visual input in order to develop normally. For example, specific aspects of face perception such as face discrimination based on the overall contour of the face, face discrimination based on the shape of internal features, facial expression discrimination, eye gaze, and lip reading perception are all abilities that appear to be preserved even in the absence of early visual input [32–35].

Overall, studies on cataract-reversal individuals constitute a first type of evidence suggesting that sensitivity to global motion, a function related to the dorsal visual pathway, sets up very early in life and is then resistant to subsequent experience.

3. Visually Deprived Individuals

Longstanding blindness is another fascinating model to investigate the role of visual experience on brain development. To date, a wealth of studies have documented that visual deprivation leads the visually deprived occipital regions to massively respond to auditory and tactile inputs (for reviews, see [1, 36]). Comparing the profile of blind individuals who were born as such to those who lost sight later in life after several years of functional vision, further allows questioning the role of early visual experience and the role of the total duration of visual experience in building the functional architecture of specific brain structures. Beyond the general dual-stream organization of the occipital cortex in sighted individuals, a further segregation concerns its subdivision into several functional areas or “modules,” each of which is specialized for a particular aspect of vision. Within these modules, extrastriate dorsal regions, such as hMT+/V5 and hV3d/V3A, have been extensively described as underlying motion perception in the visual modality [14–16]. Interestingly, in blind individuals who have lost vision at birth or soon after birth, the putative homolog of these regions show responses to motion albeit in the auditory [37–40] and in the tactile [41–43] modalities (Table 1). Moreover, activation in response to auditory motion in putative homolog of area hMT+/V5 bilaterally in blind individuals reflects the direction of perceived moving sounds [40], a property that is known to characterize these regions in the sighted brain for visually moving stimuli [44]. Such results further account for the fact that crossmodal activations in response to auditory dynamic stimulation in these regions subserve a functional role in nonvisual motion processing rather than representing unspecific activation [40]. Therefore, these studies have accounted for the idea that crossmodal plasticity associated to sensory deprivation is functionally specific, in the sense that the mapping of auditory and tactile functions onto visually deprived cortices in the early blind brain appears to follow the natural organization of such regions in the sighted brain [10, 11].

In the same vein, several studies using different paradigms and neuroimaging techniques have consistently demonstrated that spatial hearing in the early blind leads
<table>
<thead>
<tr>
<th>Study</th>
<th>Task</th>
<th>Coordinates in MNI space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Striem-Amit et al.,</td>
<td>Location and form identification using a visual-to-auditory sensory</td>
<td>[Location &gt; Form] × [Blind &gt; Sighted]—whole brain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[Location &gt; Form] in Blind—whole brain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No activated clusters in occipital and occipitotemporal</td>
</tr>
<tr>
<td></td>
<td></td>
<td>cortices.</td>
</tr>
<tr>
<td>Bedny et al., [37]</td>
<td>Direction of motion judgment performed on receding and approaching</td>
<td>[High &gt; Low motion] × [Blind &gt; Sighted]—whole brain</td>
</tr>
<tr>
<td></td>
<td>moving sounds.</td>
<td>L inferior temporal gyrus [-44, -72, -6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L middle occipital gyrus [-38, -68, 2]</td>
</tr>
<tr>
<td>Bonino et al., [41]</td>
<td>One-back spatial discrimination task performed on 2- and 3-dimensional</td>
<td>[2D &gt; 3D] in Blind—whole brain (only occipital/occipitotemporal activations are reported)</td>
</tr>
<tr>
<td></td>
<td>tactile matrices.</td>
<td>L middle occipital gyrus [-51, -75, 25]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L middle occipital gyrus [-35, -90, 11]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle occipital gyrus [38, -85, 1]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle occipital gyrus [31, -87, 27]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L lateral occipital [-40, -60, -20]</td>
</tr>
<tr>
<td>Collignon et al.,</td>
<td>Spatial discrimination versus pitch discrimination of pairs of</td>
<td>[Spatial &gt; Pitch] × [Blind &gt; Sighted]—whole brain</td>
</tr>
<tr>
<td>[38]</td>
<td>sounds.</td>
<td>R cuneus hV3/V3A [12, -80, 22]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle occipital gyrus hMT+/V5 [48, -76, 6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle occipitotemporal gyrus hMT+/V5 [40, -56, 12]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R Lingual gyrus [24, -48, -8]</td>
</tr>
<tr>
<td>Gougoux et al., [45]</td>
<td>Binaural and monaural sound localization.</td>
<td>[Monaural localization &gt; Control] × [Blind with superior</td>
</tr>
<tr>
<td></td>
<td></td>
<td>performance &gt; Sighted]—whole brain</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R cuneus [13, -81, 15]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R lingual gyrus [15, -73, -6]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L cuneus [-13, -79, 9]</td>
</tr>
<tr>
<td>Matteau et al., [43]</td>
<td>Motion detection task performed on moving versus static tactile</td>
<td>[Motion &gt; Static] in blind—whole brain analyses (only</td>
</tr>
<tr>
<td></td>
<td>stimuli delivered to the tongue using a sensory substitution device,</td>
<td>occipital/occipitotemporal activations are reported)</td>
</tr>
<tr>
<td></td>
<td>the tongue display unit (TDU).</td>
<td>R middle occipital gyrus [20, -88, 22]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle temporal gyrus hMT+/V5 [42, -54, -4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L middle temporal gyrus hMT+/V5 [-44, -64, 2]</td>
</tr>
<tr>
<td>Poirier et al., [39]</td>
<td>Motion detection task performed on horizontally moving sounds</td>
<td>[Motion &gt; Static] × [Blind &gt; Sighted]—ROIs analyses</td>
</tr>
<tr>
<td></td>
<td>versus static sounds presented at different locations.</td>
<td>R cuneus V3/V3A [24, -88, 10]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L cuneus V3/V3A [-14, -84, 38]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R V1/V2 [2, -82, -8]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L V1/V2 [-24, -88, -8]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>[Motion &gt; Static] in blind (= Sighted)—ROIs analyses</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R Inferior temporal gyrus hMT+/V5 [44, -72, -2]</td>
</tr>
<tr>
<td>Renier et al., [46]</td>
<td>One-back spatial versus frequency discrimination task performed on</td>
<td>[Spatial &gt; Frequency] in Blind—whole brain (only occipital</td>
</tr>
<tr>
<td></td>
<td>auditory and tactile stimuli.</td>
<td>activations are reported)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R middle occipital gyrus [51, -66, -10]</td>
</tr>
<tr>
<td>Ricciardi et al.,</td>
<td>Passive tactile perception of moving versus static Braille-like</td>
<td>[Motion &gt; Static tactile] in Blind—whole brain (only</td>
</tr>
<tr>
<td>[42]</td>
<td>dot patterns.</td>
<td>occipital/occipitotemporal activations are reported)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R hMT+/V5 [38, -69, 7]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L hMT+/V5 [-45, -82, 5]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R LOC/LOtv [37, -55, -10]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>L LOC/LOtv [-51, -65, -9]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>V1/V2 [0, -92, -2]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R V1/V2 [37, -88, -4]</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R cuneus V3A [8, -98, 20]</td>
</tr>
</tbody>
</table>
to dorsal occipital recruitment, mainly in the right, spatially dominant, hemisphere (Table 1). In a pioneer PET study, Weeks and colleagues showed that sound localization strongly activated association areas in the right dorsal occipital cortex of early blind individuals but not sighted controls [47]. Another PET study extended these findings, identifying a network of regions in the right dorsal extrastriate cortex that was activated when early blind individuals, but not sighted controls, performed a monaural sound localization task [45]. Further, the functional relevance of such recruitment was ascertained by the fact that several foci of this network correlated with sound localization performance: the blind individuals with the highest performance were the ones who activated these regions the most [45]. Another study suggested that specific recruitment of right dorsal occipital regions in early blind individuals might be present for spatial processing not only of auditory but also of tactile inputs [46].

In a recent fMRI study, we characterized brain activity in early blind and sighted individuals while they were performing discrimination tasks on pairs of sounds differing either in terms of location in space or in pitch [38]. In this study, a staircase paradigm was used in order to equalize difficulty levels across tasks and participants. The spatial localization task relative to the pitch discrimination task was shown to preferentially map onto specialized subregions of the right dorsal occipital stream in the early blind group but not in the sighted group (Figure 3(a)). The two main recruited regions were the right cuneus and the right middle occipital gyrus, in the vicinity of regions corresponding to the dorsal hV3d/V3A and hMT+/V5 in the sighted (Figure 3(a)). Interestingly, these two regions have been extensively described as subserving visuo-spatial and motion processing in the sighted brain [14–16, 48]. Although the task involved auditory localization rather than motion processing, we hypothesize that hMT+/V5 was activated because the task generated a vivid perception of apparent motion [38]. Functional connectivity analyses demonstrated that these occipital regions are part of a larger parietofrontal network including multisensory regions (i.e., the inferior parietal lobules, the intraparietal sulcus and the superior frontal gyrus) that are typically involved in spatial attention and awareness in the sighted brain [49] (Figure 3(a)). Hence, in the absence of visual experience since birth, crossmodal reorganization might be constrained to regions characterized by the same functional specificity, accounting for the fact that these dorsal occipital regions are strongly connected to an extended brain network wired to serve a specific function.

Transcranial magnetic stimulation (TMS) studies further account for the functional relevance of the right dorsal occipital recruitment observed for spatial hearing in the early blind [50, 51]. In an offline TMS paradigm, stimulation applied over these regions led to subsequent alteration of performance in an auditory spatial localization task in early blind but not in sighted individuals, whereas performance in the pitch and intensity discrimination tasks remained unaffected in either group [51] (Figure 3(b)). Most interestingly, the detrimental effect of TMS in the early blind group during the spatial localization task was massively driven by a disruption in the ability of blind individuals to locate sounds presented at the closest position relative to the reference sound in the contralateral (i.e., left) field relative to the right-sided site of stimulation (Figure 3(b), right bottom histogram). This is highly consistent with evidence from the sighted literature documenting a contralateral field preference in several visual areas along the dorsal pathway including hV3d/V3A and hMT+/V5 [15, 48, 52–54]. These results further stress the idea that crossmodal recruitment of the dorsal stream in early blind individuals is functionally relevant and somehow follows the same computational constraints as those observed in sighted individuals when they process visual inputs.

The existence of a critical period in order for sound processing to lead to specific crossmodal recruitment of the dorsal visual pathway was recently suggested. For instance, Bedny and collaborators defined bilateral hMT+/V5 by means of a classical visual localizer in a group of sighted individuals (Figure 2(a), white) and demonstrated that these regions responded to moving sounds in a group of congenitally blind individuals but not in the sighted control group (Figures 2(a) and 2(b), red color), neither in a group of five late blind individuals who lost sight after 9 years of age (range: 9 to 34), (Figure 2(b), blue color) [37]. Interestingly,
Figure 1: (a) Schematic representation of stimuli used to test the coherence threshold, a typical measure of sensitivity to global motion. Among randomly moving dots, the coherence threshold is the minimal percentage of dots moving in the same direction needed for the participant to accurately perceive this predominant direction of motion. Upper-panel represents a trial with 100% coherence as all the dots are moving in the upward direction. Bottom-panel represents a trial with 37% coherence, as 6 out of 16 dots are moving upward whereas the remaining 10 dots are moving in random directions. (b) Global motion coherence thresholds for each subject in the bilateral congenital and bilateral developmental groups tested in the study of Ellemberg et al. [17]. Circles represent the data from the better eyes and triangles represent the data from the worse eyes. The dashed line represents the mean of 24 sighted control subjects. Adapted with permission from [13, 17].

these regions did not present any response to moving sounds in an early-blind individual who had functional vision until he lost it between 2 and 3 years of age (Figure 2(b), black color). In this latter individual, activation evoked by moving sounds in hMT+/V5 was not higher than in any participant in the late blind group and was lower than in each of the participants in the congenitally blind group. Importantly, the total years of blindness in the late blind participants did not predict the amount of response to auditory motion in this region. It is, however, important to note that in this study, auditory motion stimuli, consisting of footsteps (i.e., high motion condition) or tones (i.e., low motion condition) differing in many low-level properties, were either compared to one another, or compared to a rest condition (i.e., scanner noise). Hence, the specificity of hMT+/V5 activity to auditory motion “per se” (rather than to the complexity of the sounds) cannot be ascertained. We recently tested late blind individuals who lost sight after 7 to 51 years of functional vision using the staircase paradigm described above [55]. Whereas massive crossmodal recruitment of occipital cortex to auditory processing, irrespective of the task at hand, was found in late blind individuals, the regions in the right dorsal stream that were preferentially activated for the spatial processing of sounds in congenitally blind individuals did not show any functional preference in blind individuals who lost sight later in life [55].

Taken as a whole, these observations are suggestive of an early sensitive period during which the absence of visual input drives dorsal regions to develop specific crossmodal responses to spatial/motion cues, whereas normal visual input prevents the development of such crossmodal responses, despite years of blindness.

4. Sight-Recovery Individuals

Similar conclusions can be raised from rare cases of sight-recovery individuals after longstanding blindness. Two of such cases, SB and MM, have been quite extensively described in the scientific literature. SB lost effective sight at 10 months of age and received a corneal graft after fifty years as a blind person [56, 57]. MM was blind since the age of 3 years old and received stem-cell transplant in his right eye at the age of 46 [58–60]. SB and MM presented striking similarities in their visual abilities following sight restoration. Despite the fact that their retinas regained some functionality, they both encountered extreme difficulties interpreting what they saw, suggesting these deficiencies were from central rather than from peripheral origins. Although they could recognize colors and simple shapes
quite accurately, recognition of complex shapes, including faces and everyday life objects, perception of depth cues as well as detection of illusory contours were all abilities that were highly altered. In MM, these visual deficits were further accounted by neuroimaging evidence showing a massive reduction of activation to faces and objects in the fusiform and lingual gyri bilaterally (i.e., the brain areas usually devoted to object and face perception) [58]. Seven years after the intervention, he still had poor spatial resolution and limited visual abilities that prevented him from efficiently relying on his vision in everyday life [59, 60].

In contrast to these marked difficulties encountered by SB and MM, motion perception abilities appeared to be quite well preserved in both cases despite years of blindness. MM for instance, performed within normal limits in several motion tasks, whether he had to detect the direction of a moving pattern, or perceive the orientation or the shape of a moving object. Similarly, Gregory and Wallace reported that SB was only able to recognize certain objects in the environment provided they were moving [56, 57]. As such, motion cues constituted information on which these patients could rely more confidently in order to use their newly acquired vision in their day-to-day activities. Consistently with these preserved motion perception abilities, fMRI measures in MM documented normal size of area hMT+/V5 and normal activation in response to moving versus stationary visual stimuli when tested within months following sight restoration [58] as well as 7 years later [60].

Hence, in marked contrast to deficiencies observed in several aspects of vision, the preservation of motion...
perception abilities in both patients accounts for the idea that such abilities might have developed with early visual experience. Moreover, it appears that such abilities do not require prolonged visual experience in order to crystallize, as opposed to more ventral-related visual functions such as face and object perception [13]. However, an alternative account is that such cases possessed residual visual capacities for motion perception during the extended period of visual deprivation. Indeed, the vast majority of operable blind individuals are cases of “near-blindness” in the sense that, for blindness to be operable, the retina and eye tissues must be at least partially functional [56, 57]. In cases where blindness is strictly total, that is, where both eyes are insensitive to light, the successful outcome of surgery is minimal. Hence, rare cases of sight-recovery individuals are cases that present at least light perception and maybe also crude motion perception in at least one eye. For instance, one of the last medical records of SB before he received corneal grafts

Figure 3: (a) The left part of the figure illustrates the activations obtained in the study of Collignon et al. [38] from the contrast testing which regions are specifically dedicated to the spatial processing of sounds in early blind subjects relative to sighted controls: [Blind > Sighted] × [Spatial > Pitch]. Functional data are overlaid (uncorrected \( P < 0.001 \)) over a 3D render of the brain (left is left). The right part of the figure displays psychophysiological interaction results using the two main activity peaks as seed areas. (b) The 3D brain representation (left is left) displays the projection of the site of TMS application in the study of Collignon et al. [51]. This area corresponds to the right dorsal extrastriate occipital cortex (BA 18). The histograms denote the average error rate in early blind and sighted subjects after sham (control) and real rTMS targeting the dorsal occipital stream during auditory tasks involving the discrimination of intensity, pitch and spatial location of sounds. The data show a significant increase of the error rate after real rTMS only in the early blind group and selectively for the sound location task. The histogram on the right bottom of the figure represents the percentage of errors in the spatial location task in early blind and sighted subjects for the real rTMS condition minus the sham TMS condition (isolating the effect of the TMS), as a function of sound position. Negative values on the x-axis are referring to the left external space, positive values on the x-axis are referring to the right external space. Adapted with permission from [38, 51].
indicated that the left eye was reduced to light perception and showed a normal pattern of retinal vessels, whereas the right eye was capable of perceiving hand movements [56, 57]. Similarly, Ackroyd and colleagues reported that HD, an early-onset blind woman who partially recovered sight at the age of 27, was still capable of perceiving moving shadows during the period she was blind [61]. No such records of medical history previous to surgery are provided in the published reports regarding MM, neither for other more recent cases of sight-recovery individuals following years of congenital blindness [62, 63]. The preserved motion perception abilities observed following years of blindness in such cases might thus be, at least partially, explained by the fact that some dynamic information was still available to them after the onset of visual deprivation [62].

In other words, even a brief period of vision after birth or the maintenance of crude visual abilities in these visually deprived individuals may be sufficient to appropriately tune the motion system. Therefore, in sight-recovery individuals, motion cues are likely to play an important role in rehabilitation, guiding the individual to improve learning of other, more disrupted, visual abilities such as object and face recognition. This is well illustrated by a study of Ostrovsky and colleagues, who reported the cases of three supposed congenital blind individuals whose vision was partially restored after years of blindness [63]. Following cataract removal, similarly to SB and MM, these individuals presented marked difficulties in form and depth perception when looking at static images. However, the introduction of motion cues immediately improved these perception abilities. Further and most importantly, when these subjects were tested several months following partial vision restoration, they could recognize static images that they previously could not recognize unless motion cues were provided. These observations suggest that motion perception abilities, because they were spared as compared to other visual abilities such as form perception, might have guided visual learning for these latter, altered abilities [63].

5. Involvement of the Dorsal Occipital Stream for Nonvisual Spatial Processing in the Sighted

A growing body of evidence suggests that occipital cortices participate in processing information from other nonvisual modalities not only in visually deprived individuals but also, to some extent, in the normal sighted brain. For instance, modulatory effects of auditory or tactile motion on visual hMT+/V5 responses have been previously documented in typically developing individuals as a result of multisensory integration [64, 65]. Beyond multisensory processes, it appears that visual cortices in the sighted brain can also be modulated by nonvisual stimuli presented alone. On the one hand, several studies have documented crossmodal activation of extrastriate dorsal visual regions by auditory and tactile motion/spatial information in sighted individuals ([41, 42, 66, 67], for a review see [68]). When similar crossmodal activation of “visual areas” has been observed in both blind and sighted subjects, some have interpreted it as evidence for the metamodal/supramodal nature of the brain [69, 70]. It should be stressed that similar activations might actually subserve completely different mechanisms in these two populations. For example, recruitment of visual areas during nonvisual processing could be mediated by visual imagery through top-down mechanisms in the sighted brain ([68, 71, 72], for a review, see [73]) whereas it might subserve nonvisual processing per se in the blind brain.

On the contrary, other studies have shown that nonvisual processing in the sighted brain is associated to deactivations in extrastriate visual regions [74, 75]. In fact, within the studies mentioned in the previous sections of this review, some have reported deactivations in the brain of their sighted control participants in area hMT+/V5 during auditory motion processing (Figure 2(b), green color) [37, 60] and in dorsal extrastriate visual areas during auditory and tactile spatial localization [38, 45, 46]. It is worth noting that such crossmodal deactivations observed in the sighted brain might in fact be task dependent [75]. In our staircase paradigm described earlier on, we found significant positive differences in the vicinity of hMT+/V5 when contrasting the spatial and the pitch discrimination condition (i.e., Spatial > Pitch) in sighted participants [38]. However, when plotting the activity estimated in this region, it appeared that both pitch and spatial processing of sounds deactivated (as compared to baseline) this region in sighted subjects (Figure 4(a)). Because the deactivation was found to be greater in the pitch condition relative to the spatial condition, it led to a positive value when contrasting the two conditions (Figure 4(a)). A recent study reported similar observation in a sighted group of participants when plotting activation estimates in their tactile localization and identification conditions in the right middle occipital gyrus [46]. Interestingly, in our study [38], the region showing spatial specificity in terms of deactivation in sighted participants overlapped with the region showing spatial specificity in terms of activation (i.e., functionally specific crossmodal responses) in our early blind group (Figure 4(a)). The voxels with the highest significant difference between the spatial and the pitch conditions in our sighted group was found to be in close vicinity to the coordinates reported in another study when contrasting a condition of moving sounds to a condition of stationary sounds (Moving > Stationary) in sighted participants [76]. Again, a positive difference was reported in the latter study, but because the mean parameter estimates were not displayed separately for each condition in the sighted participants, such positive difference might also putatively result from less deactivation rather than from more activation in the “spatial” auditory task relative to the “stationary” auditory task [76].

Saenz and colleagues reported specific crossmodal responses to motion in two sight-recovery subjects and not in six control sighted subjects based on the observation of significant positive differences between auditory moving and auditory static sounds in these subjects ([60], Figures 4(b) and 4(c)). Evidence of coexisting specific auditory and visual responses to motion relative to their static version in these regions in patient MM who lost sight at 3 years old,
contradictive to results reported by Bedny and colleagues where putative homolog of these regions in a blind who lost efficient sight between the ages of 2 and 3 years old did not develop such crossmodal responses. This apparent contradiction was accounted by the possibility of individual differences in the sensitive period for the development of functionally specific crossmodal plasticity [37]. However, because parameter estimates in these regions were reported systematically for the motion (experimental) conditions relative to their respective static (control) conditions (i.e., motion minus static), it is not possible to disentangle whether this positive difference observed for moving sounds relative to stationary sounds is the result of differences in activations or of deactivations [60].

Taking these observations as a whole, it was suggested that both activations and deactivations identified during nonvisual tasks can indicate the presence of nonvisual inputs in the occipital cortex of sighted individuals [77]. In agreement with this, TMS studies have demonstrated that disrupting dorsal extrastriate occipital regions in the sighted brain might impair the processing of auditory spatial information [78] and tactile flow [79, 80]. In the sighted brain, existing cortico-cortical connections between auditory and visual cortices [81–84] might play a role for the integration of spatial information coming from different modalities or for the inhibition of visual cortices during nonvisual tasks in order to minimize potential effect of interference with auditory processing [74, 75]. Understanding how specific

**Figure 4:** (a) The left part of the figure illustrates the activations obtained in the study of Collignon et al. [38] from the contrast testing which regions are more active for the spatial processing rather than the pitch processing of sounds ([Spatial > Pitch]) in early blind subjects only (red), and in both early blind and sighted participants (orange). Functional data are overlaid (uncorrected \( P < 0.001 \)) over a 3D render of the brain (left is left). The right part of the figure shows beta parameter estimates relative to baseline for the spatial and the pitch conditions, in the sighted subjects and in the early blind participants at coordinate \([48, -54, 10]\). (b) Activations obtained in the study of Saenz et al. [60] in six controls subjects (upper part of the figure) and in sight-recovery individual MM (lower part of the figure). Yellow colored regions show a positive difference when contrasting auditory motion to its static condition. Green and blue regions illustrate the overlap and non-overlap with visually defined MT+ in the same subjects. (c) In the same study, percent signal change in visually defined MT+ ROIs is plotted for moving relative to stationary visual stimuli and for moving relative to stationary auditory stimuli in six control sighted subjects (c1–c6) and in two sight-recovery individuals (MM and MS). Adapted with permission from [60].
nonvisual tasks may decrease or increase the activity of the occipital cortex in sighted individuals, and how these crossmodal influences relate to the plastic changes observed in early- and late-blind individuals remains one of the most important challenges for future research in the field.

6. Conclusion

Based on the evidence presented here, it could be suggested that early visual experience plays a crucial role for dorsal regions to develop specific visually driven responses to motion/spatial cues, in agreement with the existence of an early and short sensitive period for the normal development of global motion perception in the visual modality. As stressed by studies on cataract-reversal patients, if deprived of global motion perception in the visual modality, a direct counterpart, studies on visually deprived individuals have demonstrated that early- but not late-onset blindness drives dorsal regions to develop specific crossmodal responses to spatial/motion cues, maintaining their function for motion/space perception when processing inputs from the remaining modalities [37–43, 45–47]. Finally, the relative preservation of motion perception abilities in sight-recovery patients with functional vision early in life also suggests that such abilities might have developed with early visual experience and do not require prolonged visual experience in order to crystallize [58, 60]. Altogether, these observations are compatible with the idea that the functional and modality specificity of the dorsal pathway is set early in development and is quite resistant to later acquired experience.
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Numerous investigations of cortical crossmodal plasticity, most often in congenital or early-deaf subjects, have indicated that secondary auditory cortical areas reorganize to exhibit visual responsiveness while the core auditory regions are largely spared. However, a recent study of adult-deafened ferrets demonstrated that core auditory cortex was reorganized by the somatosensory modality. Because adult animals have matured beyond their critical period of sensory development and plasticity, it was not known if adult-deafening and early-deafening would generate the same crossmodal results. The present study used young, ototoxically-lesioned ferrets (n = 3) that, after maturation (avg. = 173 days old), showed significant hearing deficits (avg. threshold = 72 dB SPL). Recordings from single-units (n = 132) in core auditory cortex showed that 72% were activated by somatosensory stimulation (compared to 1% in hearing controls). In addition, tracer injection into early hearing-impaired core auditory cortex labeled essentially the same auditory cortical and thalamic projection sources as seen for injections in the hearing controls, indicating that the functional reorganization was not the result of new or latent projections to the cortex. These data, along with similar observations from adult-deafened and adult hearing-impaired animals, support the recently proposed brainstem theory for crossmodal plasticity induced by hearing loss.

1. Introduction

Neural plasticity affords the brain the remarkable capacity for adapting to features of its sensory environment. This same mechanism, however, also renders the brain vulnerable to altered or deprived developmental experiences. Under these conditions, the neural representation of a damaged sensory system can be replaced by inputs from the intact sensory modalities, and this substitution of one sensory modality with another is referred to as crossmodal plasticity. To date, most examples of crossmodal plasticity have been observed in subjects that experienced sensory deprivation/loss either congenitally, or early in life [1–3]. For example, following early-deafness, visual crossmodal effects have been documented within secondary or auditory association areas [2, 4–8]. In addition, crossmodal plasticity has been shown to convey supranormal performance in the remaining modalities, such as in tasks of visual spatial localization [8–10] or visual motion detection [10] in early-deaf subjects. Recently it has been shown that the neural bases for these perceptual enhancements in the early-deaf were not distributed homogeneously across the “vacated” auditory cortex, but were dependent on specific subregions of visually reorganized auditory cortex [10, 11]. Because each affected neural area houses the circuitry for a specific behavioral program (localization, movement detection) that is the same in deaf or hearing subjects, and enhanced performances are based on stimulus features that are common to both the auditory and visual modalities (e.g., stimulus location or movement velocity), these observations suggest a supramodal basis for enhanced crossmodal performance, an effect now regarded as Lomber’s Law [10]. These same experiments also indicated that some areas of vacated auditory cortex, in particular A1, were not involved in
any of the many visual crossmodal tasks examined, an effect that was consistent with numerous studies of early-deaf subjects [2, 4–7, 12]. Thus, early-deafness can lead to supranormal crossmodal performance on specific tasks mediated by particular subregions of auditory cortex, while other regions seem to be unaffected by crossmodal plasticity.

In contrast to the considerable attention that early sensory loss has received, very few studies have examined the crossmodal effects of late, or adult, sensory loss. Instead, the neural bases for deafness-induced adult crossmodal plasticity were virtually unexplored until recently. However, Allman et al. [13] demonstrated that ferrets, deafened at maturity, exhibited a robust somatosensory reorganization of core auditory cortex, which included both the primary and anterior auditory fields. This single-unit recording study showed that neurons in the reorganized core auditory cortices were cutaneously driven, exhibited receptive fields located bilaterally on the head or head and neck, and lacked a global somatotopy. Thus, the core auditory cortex, described by so many studies as lacking visual crossmodal inputs (see above), is crossmodally innervated by somatosensory inputs following adult hearing loss. In fact, somatosensory reorganization of core auditory cortex was observed not only in response to profound deafening in adults [13], but in adult animals with incomplete hearing loss as well [14, 15]. However, because these mature animals were deafened long after their critical period for sensory development and plasticity (which ends near postnatal day 60 [16]), it could not be predicted whether the same crossmodal effects on core auditory cortex would also occur after early hearing loss. Therefore, the present experiments were designed to use the same experimental approaches as in the examination of the effects of adult-deafness, except that hearing deficits were induced early in the developmental sequence.

2. Materials and Methods

All procedures were performed in compliance with the Guide for Care and Use of Laboratory Animals (National Institutes of Health, publication 86-23), the National Research Council’s Guidelines for Care and Use of Mammals in Neuroscience and Behavioral Research (2003), and approved by the Institutional Animal Care and Use Committee at Virginia Commonwealth University. These procedures are the same as those used by Allman et al. [13] for examining the crossmodal properties of auditory cortical neurons in adult-deafened ferrets.

2.1. Deafening. Ferrets begin to hear by the end of the first postnatal month [17], and primary auditory cortex reaches maturity one month later at approximately 60 days postnatally [16]. Therefore, to damage the functioning auditory system [18] before it matures, kanamycin (300 mg/kg, s.c.) and ethacrynic acid (25 mg/kg, i.v.; after protocol of [19]) were coadministered to ferrets (n = 3) on postnatal day 49 (see Table 1 for vital statistics). At approximately four weeks after ototoxic treatment, auditory brainstem responses (ABRs) were assessed for each ear separately, as shown in Figure 1. The auditory stimulus was a calibrated click (2000 trials each, 0.1 ms square-wave click, rarefaction), delivered through a speaker positioned in front of one ear. Subdermal recording leads were inserted over the right and left mastoid processes, at midcranium and on midback. Evoked electrical activity was signal averaged, and threshold response levels were determined using a descending (5–10 dB SPL increments) sequence of sound intensity for each ear of each animal. Bilateral ABRs were also tested on hearing animals (threshold ~15 dB SPL; reported in [13]).

2.2. Electrophysiology. At three to five months after the ototoxic procedure (see Table 1), the animals were at or near sexual maturity (150–180 days of age) and well beyond the critical period of auditory cortical development [16]. The early hearing-impaired ferrets were surgically prepared for electrophysiological recording. Under pentobarbital anesthesia (40 mg/kg, i.p.) and aseptic surgical conditions, a craniotomy was made over the left cortical hemisphere to expose the auditory cortices. Next, a stainless-steel well/head-support device was implanted using screws and dental acrylic, and the incision was closed around the implant. A standard postoperative antibiotic and analgesic regimen was administered, and the recording experiment occurred 2–4 days after implantation. Procedures and data from four, age-matched normal hearing ferrets (mean = 199 ± 4 DPN) also provided controls for another published study and are fully described there [13].

Electrophysiological recordings were initiated by anesthetizing the animal (35 mg/kg Ketamine; 2 mg/kg Acepromazine i.m.) and fixing the implanted well to a supporting bar. The animal was intubated through the mouth and ventilated with expired CO2 monitored and maintained at ~4.5%. Fluids, supplemental anesthetics (8 mg/kg/h Ketamine; 0.5 mg/kg/h Acepromazine), and a muscle relaxant (Pancuronium bromide 0.2 mg/kg/h i.p.) were continuously infused. This drug regimen was necessary to prevent spontaneous eye and body movements during the lengthy sensory/multisensory tests. The implant was opened, and the recording electrode (glass-insulated tungsten; <1 MΩ impedance at 1000 Hz) was inserted into core auditory cortex guided by gyral/sulcal landmarks and the functional map published by [20].

With the electrode inserted into auditory cortex, neuronal activity was amplified and routed to a computer. Neurons were identified by their spontaneous activity and their responses to an extensive battery of manually-presented auditory (claps, clicks, whistles, and hisses), visual (flashed or moving dark or light stimuli) somatosensory (strokes and taps using brushes and calibrated Semmes-Weinstein filaments; air puffs), manual pressure, and joint rotation) stimuli. Thus, at each location, the sensory response modality of the neuron (auditory, visual, somatosensory, multisensory, and unresponsive) was identified and tabulated, and the sensory receptive field(s) were mapped and graphically recorded. To reduce sampling bias during single-unit recording penetrations, neurons were studied at 250 µm intervals. Due to their significant hearing loss, standard
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Table 1: Hearing and age statistics for the ferrets with early hearing loss induced by ototoxic lesion (OT); all animals were male. The age of hearing onset in ferrets is \( \sim 32 \) days postnatally, and auditory critical period closure for A1 is 80 days [16].

<table>
<thead>
<tr>
<th>ID no.</th>
<th>Weight</th>
<th>Age at OT lesion</th>
<th>ABR hear threshold</th>
<th>Age at recording</th>
<th>Impairment duration</th>
<th>BDA volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>DJF 1</td>
<td>1.7 kg</td>
<td>49 days</td>
<td>65 dB SPL</td>
<td>148 days</td>
<td>99 days</td>
<td>0.5 ( \mu )L</td>
</tr>
<tr>
<td>DJF 3</td>
<td>2.3 kg</td>
<td>49 days</td>
<td>65 dB SPL</td>
<td>182 days</td>
<td>133 days</td>
<td>0.5 ( \mu )L</td>
</tr>
<tr>
<td>DJF 4</td>
<td>1.9 kg</td>
<td>49 days</td>
<td>85 dB SPL</td>
<td>190 days</td>
<td>141 days</td>
<td>0.5 ( \mu )L</td>
</tr>
</tbody>
</table>

Figure 1: Auditory brainstem response (ABR) data for ferrets with early hearing loss (a–c) or normal hearing (d). For each panel, the auditory stimulus was a calibrated click (90 dB SPL; 0.1 ms square-wave click, rarefaction), delivered through a speaker positioned directly in front of one ear (RE = right; LE = left). Each waveform represents the average of 2000 trials; overlapped dual waveforms indicate that the test was repeated. Scale, indicated in panel (a), is the same for each panel. As evidenced by comparison of panels "a–c" with that of the hearing control in (d), all ferrets with early hearing loss demonstrated profoundly reduced ABRs to 90 dB SPL stimuli. However, some residual auditory response was apparent in each of the treated animals, as demonstrated by the small but repeatable peaks at approximately 3 ms latency. Further tests (not depicted) indicated that hearing thresholds for the treated animals ranged from 65 to 85 dB SPL (see Table 1).  

Additional, quantitative sensory/multisensory tests were performed at selected recording sites. Quantitative sensory tests consisted of computer-triggered auditory, visual, and somatosensory stimuli, presented alone and in combination. Free-field auditory cues were electronically generated white-noise bursts (100 ms, >80 dB SPL) from a hoop-mounted speaker 44 cm from the head (45° azimuth/0° elevation). Visual cues were bars of light projected onto a translucent hemisphere (92 cm diameter) whose size, direction, velocity, and amplitude were independently controlled. Somatosensory stimulation was achieved using an electronically driven, modified shaker with independently programmable amplitude, and velocity settings to indent skin/deflect hairs. When no receptive field could be identified, a standard stimulus configuration was presented: auditory stimulus as described above; a large light bar (5 \( \times \) 15°) that moved across the contralateral visual field from nasal to temporal at 200°/s; the somatosensory probe was positioned to stimulate the contralateral cheek. Each stimulus presentation was separated by 3–7 s, and each condition was presented 25 times. Neuronal responses were digitized (rate > 25 kHz), and individual waveforms were templated and routed to a computer for analysis. For each waveform (i.e., single neuron), a peristimulus-time histogram was constructed for each of the test conditions from which the response (mean spikes per trial) was measured. Unisensory neurons (auditory, visual, and somatosensory) were identified as those which were activated or influenced by only one sensory modality. Multisensory neurons activated by two different sensory modalities were defined as bimodal (e.g., auditory-somatosensory); those activated by three were classified as trimodal neurons. Multisensory neurons activated by one modality but whose response could be modulated (suppressed or facilitated) by a second modality that was
ineffective alone were categorized as subthreshold neurons [15].

The depth of each neuron within a penetration was noted and, in a data table, correlated with its sensory response type: unisensory auditory, visual, somatosensory, and multisensory combinations thereof, or unresponsive. Several recording penetrations were made in each animal, and their location was plotted on a digital photograph of the cortical surface. Each recording penetration was marked at its terminus with a small electrolytic lesion to facilitate its histological reconstruction. At the conclusion of the recording experiment, the animal received a barbiturate overdose (pentobarbital, 120 mg/kg, i.v.) and was perfused transcardially with saline followed by fixative (4% paraformaldehyde). The brain was removed, blocked stereotaxically, and sectioned (50 μm thick) in the coronal plane. Sections were processed using the protocol of [23] with metal intensification, mounted on slides, and coverslipped without counterstain. The processed sections were digitized using Neurolucida software (MBF Biosciences, Williston, VT, USA) to document the tissue outline, grey-white border, and the location of retrogradely labeled neuronal cell bodies. Functional maps of ferret cortex [20, 21, 24–26] and thalamus [27] were used to identify the regions containing retrogradely labeled neurons. For display, the sections were graphically arranged, and neural regions were identified using accepted sulcal/gyrular/cytoarchitectonic landmarks [20, 26–28].

3. Results

Young ferrets (n = 3), ototoxically treated after hearing onset but well before the end of their critical period of auditory development, showed significant levels of hearing impairment as adults, as illustrated in Figure 1. Each treated animal showed an elevated hearing threshold of 65–85 dB SPL, which is summarized in Table 1. In contrast, the untreated hearing controls exhibited hearing thresholds of approximately 15 dB SPL [13].

To evaluate the sensory responsiveness of auditory cortical neurons in the hearing-impaired animals, single-unit recordings were made at sites across the upper/medial aspects of the middle ectosylvian gyrus (MEG), as depicted in Figure 2. This figure summarizes the cortical location of recording penetrations plotted from surface photographs for each animal. A total of 21 effective recording penetrations were made into the AAF or A1 regions. Because the animals were significantly hearing-impaired, however, the functional border between AAF and A1 could not be mapped, and the auditory cytoarchitectonic borders have not yet been described in this species. Hence, recordings were regarded as samples of the core (inclusive of AAF and A1) auditory cortices based on gyral/sulcal landmarks, histological reconstruction (see below), and published functional maps [20].

Recording penetrations in the core auditory cortices of the early hearing-impaired ferrets revealed neurons that were responsive to somatosensory and/or auditory stimulation. As evidenced in the raster/histogram of Figure 3(a), some neurons were unresponsive to acoustic stimulation, but were robustly and reliably activated by a tactile stimulus presented within its receptive field. Furthermore, the tactile response was not significantly influenced when somatosensory and auditory stimulation was combined. Other neurons, like that

![Figure 2: Single-unit recording penetrations in core (AAF and A1) auditory cortex of the three ferrets with early hearing loss. Part (a) shows a lateral view of the ferret cortex with the location of the core auditory areas of anterior auditory field (AAF) and primary auditory cortex (A1) indicated (boxed). Part (b) shows tracings of surface photographs of the positions of the recording penetrations (n = 21) made in each of the hearing impaired animals. Dotted lines approximate the borders of the auditory fields (after [20]).](image-url)
Figure 3: Sensory responses of neurons from core auditory cortex of ferrets with early hearing impairment. Single-unit recordings revealed that neurons were responsive to auditory (square wave, white noise), somatosensory (ramp; 1 g filament displacement of skin/hair) or combined auditory-somatosensory stimulation as displayed in the raster/histogram rows. In (a), the neuron was unresponsive to the auditory stimulus, but was vigorously activated by the somatosensory cue, and this response was not significantly altered when the two stimuli were combined. These responses are summarized by the bar graph (far right; error = standard error; sp = spontaneous activity), and are characteristic of a unisensory somatosensory neuron. The same conventions are used in the subsequent rows where activity indicative of a neuron with unisensory auditory properties (b) and a neuron with bimodal auditory-somatosensory response features (c) are illustrated.

None of the depicted responses to combined stimulation were significantly (paired t-test) different from their best unisensory responses. These data show that core auditory cortical neurons in these hearing-impaired animals exhibit vigorous somatosensory-evoked activity.

represented in Figure 3(b), were responsive to acoustic stimulation, but were not significantly affected by tactile cues. In addition, many of the identified neurons were multisensory because they were activated by auditory stimulation alone as well as by independent somatosensory stimulation. An example of such a bimodal neuron is shown in Figure 3(c). All neurons were also tested for responsiveness to visual stimulation (see below); some neurons were encountered that were unresponsive to all the different stimuli and their combinations (not illustrated).

Neurons responsive to auditory as well as somatosensory cues were encountered across the MEG, as well as through the full thickness of the cortical mantle. Histological reconstructions of the recording sites (summarized in Figure 4) depict the location of each recording penetration and the neuron types that were encountered. Even though the
summarizes the proportions of encountered neuron types: AS
properties are indicated: A = auditory; S = somatosensory; AS = auditory-somatosensory; Un = unresponsive. The pie chart (top right) summarizes the proportions of encountered neuron types: AS = 62%; S = 10%; A = 19%; and Un = 9%. The coronal sections are serially arranged (anterior : left) with the thin contour representing the gray-white border and the dashed lines indicating the presumed borders of AAF and A1. Because the sulcal borders of these regions have not been mapped, it was assumed that the sulcal extent of each area terminated at the lip of the sulcus. Only those neurons whose location plotted within the depicted borders of AAF/A1 were included in this study. Not all neurons are plotted due to overlap.

In each case, every neuron was tested not only for auditory and somatosensory activation, but for visual inputs as well. In 6 of the penetrations, a total of 19 neurons responsive to visual stimulation were also identified. However, upon reconstruction of the recording tracks, these neurons were uniformly located at the deepest points of the penetration and within the bank of the suprasylvian sulcus that corresponds with the proposed lateral suprasylvian visual area of normal animals [21]. These visually-responsive neurons did not meet the criterion for residing within the gyril portion of core auditory cortex [20] and, therefore, were excluded from further analysis.

Figure 4: Somatosensory responses were observed through the full thickness of the cortical mantle, and representative somatosensory receptive fields observed for a given track are plotted in Figure 5. These data show for each animal that somatosensory receptive fields always included the face and often extended into other adjoining regions of the neck and/or forelimb and represented inputs carried by trigeminal and cervical nerves. In addition, the somatosensory receptive fields often represented bilateral aspects of the body surface including the standard contralateral representation as well as ipsilateral features. As also shown in the bilateral receptive fields depicted in Figure 5, their contralateral and ipsilateral distributions were usually symmetrical. Thus, as depicted in Figure 5(a), receptive fields that included the contralateral forepaw also included the same ipsilateral region, or in Figure 5(c) where the contralateral and ipsilateral pinnae are represented together in the same neuron. In addition, within a given recording penetration, somatosensory receptive fields tended to cluster around representation of a particular segment of the body surface. Two examples of this effect are provided in Figure 6. The recording penetration illustrated in Figure 6(a) occurs orthogonal to the pial surface and shows a recording sequence in which somatosensory receptive fields on the cheek, pinna, and neck were consistent along the depth of the recording penetration. However, the receptive fields shifted from bilateral to contralateral for the neurons located the deepest in the penetration. A similar vertically-oriented penetration depicted in Figure 6(b) also shows that somatosensory receptive fields were nested on the representation of the face, head, and neck, but abruptly expanded onto the bilateral forelimbs at the deepest recording sites.
Figure 5: Distribution of somatosensory receptive fields in core auditory cortex of early hearing-impaired ferrets. For each of the surface plots for the different hearing-impaired animals (a–c), the associated schematic of the ferret's body surface shows the somatosensory receptive field(s) (shaded dark gray) encountered in that recording penetration. Note that in each case somatosensory receptive fields were located on the anterior aspect of the body (head, neck, and forelimb) and that they were predominantly bilateral (included both ipsi- and contralateral body surface).

Figure 6: Distribution of somatosensory receptive fields across the cortical mantle (gray matter) of core auditory cortex in early hearing-impaired ferrets. Segments of coronal sections through core auditory cortex (left) show the location of a particular recording penetration and the sensory responsiveness of the neurons identified (A = auditory, S = somatosensory; AS = auditory and somatosensory). To the right, the series of ferret body surface depictions indicate the location of the somatosensory receptive field (shaded dark gray) and depth (in microns) corresponding to the neuron and recording penetration plotted on the tissue section. These data show that somatosensory reorganization of core auditory cortex in early hearing impaired ferrets was robust across the fullthickness of the cortex, represented the anterior segment of the body, and was often bilateral (on the ipsi- and contralateral body surface).
When all of the mapped somatosensory receptive fields were analyzed, it became apparent that all somatosensory-responsive neurons had receptive fields that included the face, as is summarized in Figure 7(a). It was also revealed that many somatosensory receptive fields could also include the neck, or neck and forelimb/forepaw. However, no receptive fields that included the trunk, hindlimb/paw or tail were encountered. Also a laterality component of receptive field distribution that strongly correlated with the unisensory/multisensory nature of the parent neuron was observed. As shown in Figure 7(b), bilateral receptive fields predominated over those with purely contralateral representations (85:15 ratio). Furthermore, 86% of unisensory somatosensory neurons exhibited receptive fields with contralateral distributions, while 97.5% of bimodal neurons demonstrated bilateral receptive fields. Most (65%) somatosensory neurons were excited by very low force threshold stimulation of ≤1 gram, which is consistent with activation of peripheral hair receptors.

These recordings in early hearing-impaired ferrets indicate that approximately 72% of core auditory cortical neurons are responsive to somatosensory stimulation. In contrast, using the same recording methods, only 1% of neurons from hearing controls showed the same somatosensory sensitivity [13]. Therefore, it seemed possible that during and following postnatal development, a large contingent of novel somatosensory inputs reached the auditory cortices of the early hearing-impaired animals. To examine whether these crossmodal inputs arrive from somatosensory cortical sources, the core auditory cortex of these same early hearing-impaired ferrets (n = 3) received tracer (BDA) injections, and the loci of the resulting retrogradely labeled neurons were plotted. A representative example is presented in Figure 8(a), which shows that sources of inputs to early hearing-impaired arose largely from other auditory cortices, and the somatosensory and visual regions were essentially devoid of label. This pattern of labeling was consistent for 2 of the 3 cases. In the third case, the injection was more extensive and included not only the subadjacent white matter, but also aspects of the medial bank of the pseudosylvian sulcus known to receive visual inputs [22] and contains the anterior ectosylvian visual area [26]. In this case, the same auditory cortical areas revealed retrograde labeling, but visual areas 19, 20a, and 20b (after [28]) were also labeled. However, and none of the three cases were more than a few labeled neurons found in any of the somatosensory cortical areas. Collectively, these data demonstrated that cortical projections to core auditory cortex of early hearing-impaired ferrets were almost entirely from other auditory cortical areas, just like they were for normal hearing ferrets (see Figure 8(b) of [13]).
To assess whether crossmodal inputs to auditory cortex of early hearing-impaired ferrets might arise from somatosensory thalamus, the same cases described above were used to plot the location of labeled thalamocortical neurons. As illustrated in Figure 9(a), a small injection into core auditory cortex of an early hearing-impaired animal almost exclusively yielded retrogradely labeled neurons within the medial geniculate nucleus of the auditory thalamus. This pattern of labeling was consistent for 2 of the 3 cases. In the third case, the injection was more extensive and extended into the visual area of the pseudosylvian sulcus (AEV; [22, 26]). In this case, labeled thalamocortical neurons were more frequent within the LP and Po regions, and a few were observed in the visual LGN or in the posterior-lateral aspects of the somatosensory VB. In all early hearing-impaired cases, however, the overwhelming preponderance of thalamic projections to core auditory cortex was from the medial geniculate, which was consistent with that observed in normal hearing ferrets (Figure 9(b) of [13]).

4. Discussion

These data show that early hearing loss results in crossmodal reorganization of core auditory cortex, such that neurons normally driven by auditory inputs respond to somatosensory stimulation. The novelty and importance of this observation resides in the context of the literature of crossmodal plasticity following sensory loss. First, many studies have reported a lack of crossmodal innervation of core auditory cortex in early-deaf subjects [2, 4–7, 12]. However, these studies tested for visual responses and, hence, established only that visual crossmodal effects were not observed. In contrast, when early-deaf subjects were examined using somatosensory stimulation, crossmodal plasticity of the core auditory areas was observed in humans [29] and animals (present study). In addition, the present results from early hearing loss closely correspond with that observed in animals with late, or adult, hearing loss [13–15]. In both conditions (early- and late-hearing loss), the preponderance of single-unit recordings from neurons in core auditory cortex was demonstrated to exhibit robust responses to somatosensory inputs. Therefore, rather than being immune to the plasticity that occurs elsewhere in the auditory cortices following hearing loss, core auditory cortex actually exhibits crossmodal effects in the form of somatosensory reorganization.

Single-unit studies of crossmodal plasticity provide unique insights into the features of the reorganizing modality. Not only do neurons in core auditory cortex of early hearing-impaired animals respond to somatosensory stimulation, the majority of them are activated by low force-threshold receptors corresponding to hair-type receptors. In
addition, the receptive fields of the individual, crossmodally innervated neurons, could be mapped. These data showed that all such receptive fields included the head/face, and many also extended onto the neck and/or forelimb. Thus, there was a strong preference for representation of the anterior aspects of the body surface conveyed by trigeminal/cervical nerves, and no receptive fields were encountered that included the hindlimb or tail. This information suggests that the fMRI study of congenitally deaf humans may have activated even larger proportions of core auditory cortex had the test stimuli been applied to the face rather than the hands [29]. Furthermore, over 80% of the receptive fields were bilateral in distribution, such that they included both contralateral and ipsilateral portions of the body surface. The bilateral arrangement of these receptive fields, and their preponderance in the present sample, are quite unlike the contralateral distribution of receptive fields encountered in somatosensory cortical areas of ferret SI–SIII [24, 25, 30] and the medial rostral suprasylvian somatosensory area [31]. Collectively, it is difficult to discern a pattern of somatotopy from these results, given that the same receptive field locations are represented at widely different locations within core auditory cortex (e.g., see Figure 5). Ultimately, these somatosensory features of reorganized auditory cortex in early hearing-impaired ferrets are fundamentally similar to those observed in late-, or adult-onset deaf [13] or hearing-impaired ferrets [14, 15]. Consistent among each of these types of hearing loss, core auditory cortical crossmodal plasticity was characterized by somatosensory reorganization that was activated largely by low force-threshold hair type receptors and represented the head/anterior body surface, often bilaterally, without apparent global somatotopy. At present, it is difficult to postulate how such reorganization might convey “adaptive” or “compensatory” advantages at neuronal or perceptual levels, but instead may contribute to the growing literature that interprets some forms of crossmodal plasticity as “maladaptive,” such as tinnitus (reviewed in [32]).

Given the overwhelming presence of somatosensory-responsive neurons in core auditory cortex of these early hearing-impaired animals, it would be expected that robust connections with somatosensory brain regions would be established in these altered animals. In addition, because a large proportion of crossmodal studies have identified changes specifically in cortical function (reviewed in [2, 33]), novel cortical connections between core auditory cortex and portions of somatosensory cortex would seem most likely to occur. However, tracer injections placed in core auditory cortex of early hearing-impaired animals revealed few, if any, inputs from somatosensory cortex and did not appear to be different from core auditory cortical connections in hearing control animals. Furthermore, thalamocortical connections did not reorganize in the early hearing-impaired animals as the somatosensory thalamic nuclei were essentially devoid of label. These data indicate that changes in regional cortical and thalamocortical connectivity were not sufficient to underlie the wholesale functional changes observed in core auditory cortex of early hearing-impaired ferrets. Ultimately, these connectional data in early hearing-impaired ferrets are essentially identical to those observed for the somatosensory
reorganized core auditory cortex of adult-deafened ferrets [13].

Because the neuroplastic effects that occur during the developmental critical period of young animals or subjects are well known, it might be expected that crossmodal effects in early lesioned subjects would differ from those whose onset occurs during adulthood. However, crossmodal plasticity has only rarely been examined in adults. Sound localization behavior in late visually-deprived cats was observed to be similar to, but not as strong as that demonstrated by early-deprived animals [34]. Likewise, sound localization in early blind [35] and late-blind individuals [36] was behaviorally similar, but appears to involve different components of the neural response [36]. The present study of crossmodal functional and connectional effects in early hearing-impaired ferrets closely resembles the results from adult-deaf [13] or adult hearing-impaired ferrets [14, 15]. Collectively, these studies represent, to the best of our knowledge, among the only single-unit or neuroanatomical studies of cortical crossmodal plasticity precipitated by hearing loss (see also [11]). Despite the different stages of maturity and different severity of hearing loss involved, the results were quite similar; the core auditory cortex exhibited a functional somatosensory reorganization that was not accompanied by regional changes in connectivity. As discussed below, only a new theory of cortical crossmodal plasticity can account for these combined observations.

The mechanism underlying crossmodal plasticity has been of considerable interest. More than a decade ago, Rauschecker [33] summarized the known possibilities as follows: "[Crossmodal] plasticity might involve any or all of these neural mechanisms: unmasking of silent inputs; stabilization of normally transient connections, axonal sprouting; or a combination of them." However, recent data is difficult to reconcile with these earlier postulates. With regard to unmasking of silent inputs, such crossmodal inputs should be revealed by connectional studies of auditory cortex in normal hearing animals. In neither the ferret (present studies) nor the cat [37–39] is there sufficient connectivity from somatosensory structures to underlie the robust somatosensory reorganization of the entire auditory area although the cortex of rodents appears to have a higher proportion of natural crossmodal connections [40, 41]. Alternatively, if crossmodal plasticity was observed by the preservation of transient connections, then core auditory connectivity should be different between the early hearing-impaired and the normal hearing animals. The present study demonstrated that they were not fundamentally different. Furthermore, this particular mechanism could not account for the somatosensory reorganization observed in adult-deafened ferrets [13]. Last, in the present experiments, there was no evidence of sprouting of axons (e.g., ingrowth of new connections) from somatosensory cortical or thalamic regions in either the early- or late hearing-impaired animals sufficient to underlie the observed crossmodal effects. Therefore, an alternate hypothesis for the mechanism underlying early and late-deafness-induced crossmodal plasticity has been proposed by Allman et al. [13]. This theory accounts for the functional reorganization of auditory cortex in the deaf without requiring the actual plasticity to occur within the cortex. As has been known for over a decade now, the auditory brainstem naturally receives crossmodal inputs from the somatosensory system at several critical nodes. Neurons in the dorsal cochlear nucleus [42–44] as well as the inferior colliculus [45] have been demonstrated to be affected by somatosensory stimulation or by activation of the trigeminal nucleus. Furthermore, a recent study [46] showed that hearing loss enhances the level of crossmodal somatosensory innervation of the dorsal cochlear nucleus, where significant decreases in response thresholds as well as latency and duration changes were evident. Thus, cochlear damage results in the loss of functional auditory inputs to the cochlear nucleus and induces somatosensory crossmodal plasticity there. Because the cochlear nucleus is the first node in the ascending auditory projection, any functional changes within that nucleus are reflected throughout the entire auditory pathway, including cortex. This postulate is consistent with the representation of trigeminal and cervical somatosensory regions in deafened auditory cortex. Furthermore, given the highly crossed nature of the ascending auditory projection, it is not surprising that a high proportion of crossmodal somatosensory receptive fields in auditory cortical neurons are bilateral. Thus, the brainstem theory of cortical crossmodal reorganization (not plasticity), while being a significant departure from earlier postulates, seems well supported by empirical observations from different published sources and points of view. Further studies are necessary to map the specific somatosensory or visual spheres of crossmodal influence and determine how they might be appropriated.

5. Conclusions

Sensory loss, such as deafness, is well known to induce crossmodal changes involving the remaining sensory modalities. Many such studies have documented the presence of visual activation of secondary, but not core, auditory cortices following early deafness. The present study demonstrates that core auditory cortices also exhibit crossmodal reorganization following early hearing loss, but through the somatosensory modality. Because similar core auditory cortical effects occur as a result of early or adult hearing loss that do not conform with assumed mechanisms for crossmodal plasticity, a new brainstem theory of cortical crossmodal reorganization is proposed.
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The central nervous system architecture is highly dynamic and continuously modified by sensory experience through processes of neuronal plasticity. Plasticity is achieved by a complex interplay of environmental influences and physiological mechanisms that ultimately activate intracellular signal transduction pathways regulating gene expression. In addition to the remarkable variety of transcription factors and their combinatorial interaction at specific gene promoters, epigenetic mechanisms that regulate transcription have emerged as conserved processes by which the nervous system accomplishes the induction of plasticity. Experience-dependent changes of DNA methylation patterns and histone posttranslational modifications are, in fact, recruited as targets of plasticity-associated signal transduction mechanisms. Here, we shall concentrate on structural and functional consequences of early sensory deprivation in the visual system and discuss how intracellular signal transduction pathways associated with experience regulate changes of chromatin structure and gene expression patterns that underlie these plastic phenomena. Recent experimental evidence for mechanisms of cross-modal plasticity following congenital or acquired sensory deprivation both in human and animal models will be considered as well. We shall also review different experimental strategies that can be used to achieve the recovery of sensory functions after long-term deprivation in humans.

1. Introduction

As development proceeds, the nervous system begins to process information from the external world thus creating neuronal representations of the environment, which are continuously modified by sensory experience. Interactions with the external world, mediated by sensory input, update and modify the structural and functional architecture of the central nervous system, particularly during short-term periods in early life (known as critical periods) as experience drives the consolidation of synaptic circuitries [1, 2]. However, the reorganization of neuronal representations continues in adult life, as, for instance, in response to learning, loss of sensory input, trauma, or disease. The basis of the continuous and dynamic change in neuronal representations of sensory functions is a hot area of current neuroscience research with potential applications in the fields of neuronal regeneration, brain plasticity, and repair.

Long regarded as a rather static and unchanging structure, the adult brain has increasingly been recognized as a system that retains a degree of plasticity that allows for a rewiring of neural networks over the entire life course. The visual system is a classical neurobiological paradigm in this context. Structural and functional modifications of neural circuitries in the visual cortex relay on a complex interplay between long-distance neuromodulatory systems [3–17], together with experience-dependent neuronal activity mediated by local inhibitory and excitatory neurotransmission [18–24], neurotrophic factors [15, 16, 25–29], extracellular matrix molecules [30–35], hormones [36, 37], and endocannabinoids [38]. A complex interaction between these physiological processes seems to set in motion intracellular signal transduction pathways [39–41] that eventually promote the expression of transcription factors and downstream target genes that mediate phenomena of plasticity. The result is a highly dynamic architecture of the brain that is continuously modified by sensory experience. In fact, the reorganization of cortical circuitries persists late in life, at least to some extent (for review see [42]). Achieving a
fundamental understanding of physiological processes that lie behind neuronal plasticity may be of clinical relevance in pathological states where the reorganization of neuronal networks would be beneficial in adult life.

The importance of sensory experience in development of the human brain is well exemplified by cases of strabismic or anisometric children that underwent no clinical treatment during early development. In either pathological condition proper visual experience is altered, causing a marked impairment of normal visual functions (amblyopia) that is irreversible if not treated before 8 years of age [43, 44]. A similar phenomenon is described by clinical observations of children born with congenital cataracts, a pathological condition in which the lens of the eye becomes milky and therefore no longer permits images to form on the retina [45, 46]. Although amblyopia can be prevented by different therapeutic strategies that restore the formation of proper retinal images or by eye patching in early life, such treatments are normally ineffective in adults [47, 48]. Therefore, the recovery of normal visual functions after long-term sensory deprivation has long been a subject of study with the prospect of finding therapies for human amblyopia in adulthood. These observations indicate that proper sensory experience during early stages of development is necessary for normal sensory perception and also point towards the enhancement of neuronal plasticity as a strategy for brain repair in adult life.

2. Early Sensory Deprivation and Visual Cortical Plasticity

Although intrinsic factors drive the initial assembly of synaptic circuitries in the nervous system, neuronal networks are shaped by experience during early postnatal life. Once basic patterns of neural connections are formed, an experience-dependent organization of eye-specific inputs is the major mechanism by which synaptic connectivity is achieved in the developing visual cortex.

The monocular deprivation paradigm is a classic model to assess neuronal plasticity in the visual system. Pioneering electrophysiological studies in cats and monkeys clearly demonstrated that short periods of visual deprivation by unilateral eye closure during early development cause structural and functional modifications in visual cortical circuitries. Visual cortex responsiveness actually shifts in favour of the normal eye after monocular deprivation during the critical period [49–52]. Furthermore, the deprived eye becomes amblyopic: its visual acuity (spatial resolution) and contrast sensitivity are markedly impaired [53–55]. At structural level, unilateral eyelid suture causes a reduction in the arborisation of geniculocortical terminals that serve the deprived eye, which parallels an increased spread of terminals serving the open eye [51] and is consistent with the fact that monocular deprivation impairs the spatial resolution of geniculate neurons [56]. Because this type of deprivation does not cause amblyopia in adulthood, this early temporal window characterized by an enhanced brain susceptibility to sensory experience is a typical example of a critical period. It is interesting to note that most cortical cells remain responsive to both eyes following a period of binocular deprivation in juvenile age. Thus, it appears that afferents from the two eyes compete for cortical territory and that the relative amount of activity in the two eyes determines the outcome of this competitive process.


Another classical paradigm used to assess the impact of experience in the functional maturation of the visual system is dark rearing (i.e., rearing animals in total darkness from birth). Total absence of visual experience delays the functional maturation of the striate cortex [57–59]. This event seems to be mediated by a downregulation of BDNF expression in early life [60], which results in a retarded maturation of GABAergic circuitries that control functional development of the visual system (for review see [20]). The spatial resolution of visual cortical neurons is actually reduced in dark-reared animals, this phenomenon being accompanied by longer latencies of responses to visual stimuli [58, 59]. Additionally, rearing animals in complete darkness extends the critical period far beyond its normal limits [61].

Although early studies of the visual system showed that sensory experience after eye opening is necessary for the functional maturation of the visual cortex [49–52], the notion that nonvisual components of the environment influence development of the visual system has been increasingly appreciated in the last few years. Experiments that combine dark rearing and electrophysiology as a functional readout, in transgenic mice overexpressing BDNF in forebrain regions, revealed a remarkable and unexpected finding: visual cortical neurons in these animals responded normally to visual stimuli, indicating that they could see well despite the lack of visual experience during the critical period [62]. These observations are in consonance with the fact that environmental enrichment, an experimental condition characterized by an increased exploratory behavior and sensory-motor stimulation, prevents the effects of dark rearing in the visual system [63]. This effect has been ascribed to an increased BDNF signaling and enhanced GABAergic inhibition during early stages of development [63]. Of note, environmental enrichment in normally reared animals accelerates the functional development of the visual cortex, this phenomenon being accompanied by alterations in the expression of BDNF and GABA synthesizing enzymes well before eye opening [64]. These findings further suggest that environmental influences on visual system development are, at least, partially independent of visual experience.


4.1. The Maturation of Inhibitory Circuitries Controls the Time Course of the Critical Period. The experience-dependent maturation of GABA-mediated inhibition during development establishes the beginning of the critical period for
plasticity in the visual system [18–20]. This was demonstrated by seminal electrophysiological studies in transgenic mice that lack one isoform of the GABA synthesizing enzyme GAD65 and therefore show reduced levels of intracortical inhibition. No variation of visual cortex responsiveness was observed after monocular deprivation during early life in GAD65 transgenic animals, whereas enhancing inhibition by means of GABA-A receptor agonists rescued the impairment of plasticity [18, 19]. Therefore, a reduction of inhibitory transmission in early life halts the onset of the critical period for visual cortex plasticity (for review see [20]).

A second inhibitory threshold that causes the end of the critical period is reached over postnatal development as well. Transgenic animals that overexpress BDNF in forebrain regions display an accelerated maturation of intracortical inhibitory circuitries, which, in turn, causes a precocious development of the visual system and therefore a fast end of the critical period for ocular dominance plasticity [29]. In summary, an initial threshold of inhibition triggers a sensitive period in which neuronal networks in the visual system are highly susceptible to sensory experience, whereas a second inhibitory threshold signals the end of this phase of enhanced plasticity.

Inhibition triggers plasticity through GABA-A receptors containing the alpha-1 subunit ([21], reviewed in [20]). These receptors are enriched at somatic synapses on pyramidal neurons made by large basket cells (a class of parvalbumin-positive GABAergic interneurons that extend horizontally across ocular dominance columns). Recent studies indicate that visual experience controls the time course of the critical period by promoting the transfer of the homeoprotein Otx2 from the retina to the visual cortex, where it appears to promote the maturation of parvalbumin-positive GABAergic interneurons [22]. Indeed, a reduction of inhibitory transmission is observed in visual cortical slices from Otx2-knockout animals, suggesting that Otx2 is a retinal messenger that triggers the critical period by enhancing levels of inhibition. Moreover, intracortical delivery of the recombinant Otx2 protein in animals before the onset of the critical period (in which no shift of ocular dominance is observed after eyelid suture due to low levels of inhibition) renders the visual cortex sensitive to monocular deprivation [22]. Accordingly, the impairment of plasticity in Otx2-knockout animals is rescued by enhancing GABA-A receptor currents by benzodiazepine treatments [22]. These findings suggest that visual experience signals the time course of the critical period by activating the retinogeniculocortical transfer of the protein Otx2 in the visual pathway.

4.2. Extracellular Matrix Molecules Restrict Plasticity in the Developing Visual System. An emerging view in neuronal plasticity research is that the effects caused by early sensory experience in the remodeling of visual cortical circuitries are actively preserved throughout life by the late appearance of molecular factors in the extracellular milieu that restrict plasticity. The establishment of neuronal connectivity may be, at least in part, under control of structural factors such as myelin-associated proteins (NgR, PirB) and chondroitin sulphate proteoglycans (CSPGs), which all are inhibitory for axonal sprouting [30–32, 65, 66]. Different experimental findings support this notion. The maturation of intracortical myelination, for instance, correlates with the end of the critical period and ocular dominance plasticity persists well into adulthood in NgR-knockout mice [30]. Knockout animals lacking the NgR ligand Nogo-A also display plastic phenomena in adult life, thus confirming that NgR-dependent mechanisms restrict plasticity in the visual system. Additionally, the paired immunoglobulin-like receptor B (PirB) shows high affinity for Nogo-A, the signaling of which is inhibitory for axonal regeneration [31]. In keeping with this, PirB restricts ocular dominance plasticity in the developing visual cortex [32].

Likewise, the condensation of CSPGs around the soma and dendrites of parvalbumin-positive GABAergic interneurons parallels the time course of the critical period, whereas CSPGs degradation by exogenous administration of the enzyme chondroitinase-ABC reactivates visual cortex plasticity in the adult [34, 35]. This is consistent with the notion that removing extracellular matrix components that are inhibitory for axonal growth [65, 66] provides a permissive environment for structural plasticity (e.g., by modifying dendritic spine dynamics) and associated functional modifications in the visual cortex. It is important to remark that degradation of CSPGs may alter the ratio of inhibitory/excitatory transmission in the visual cortex as these glycoproteins condense in perineuronal nets (PNNs) mainly around parvalbumin-positive GABAergic interneurons. So far, however, the impact of chondroitinase-ABC treatment on the intracortical inhibitory/excitatory balance in the visual system remains to be explored.

4.3. Long-Distance Neuromodulatory Systems Regulate Visual Cortical Plasticity. The major modulatory systems in the brain (i.e., adrenaline, noradrenaline, dopamine, acetylcholine, and serotonin) regulate complex functions of the central nervous system such as different forms of brain plasticity, cognitive processes, and behavior. Experience-dependent modifications of cortical circuitries are not determined solely by local correlations of electrical activity but are also influenced by attentional mechanisms. Sensory signals, for instance, promote marked modifications of neural circuitries mainly when animals attend to the sensory input and use this information for the control of behavior (reviewed in [67, 68]). Accordingly, early studies performed in kittens demonstrated that changes of visual cortical circuitries in response to experience are lessened when noradrenergic [3, 4], cholinergic [4, 5], and serotonergic [6–8] projections to the cortex are inactivated. Moreover, there is evidence that these neuromodulatory systems mediate forms of visual cortex plasticity late in life both in cats [9–13] and rodents [14–17].

Advances in the understanding of mechanisms by which neuromodulatory systems regulate experience-dependent plasticity derive from in vitro studies of synaptic plasticity. There is evidence that noradrenaline, acetylcholine, and serotonin modulate two different forms of activity-dependent synaptic modifications: long-term potentiation (LTP) and long-term depression (LTD). In the visual system,
LTP and LTD can be induced by different patterns of electrical stimulation. Brief and strong episodes of high frequency stimulation promote LTP while prolonged low-frequency stimulation yields LTD. In the rodent visual cortex, upon administration of noradrenaline and acetylcholine, weaker tetanic stimulation is required to induce LTP and shorter episodes of low frequency stimulation are needed to drive LTD [69, 70]. Likewise, serotonin facilitates the induction of both LTP and LTD in layer IV of the kitten visual system [8]. These findings are consistent with a role for neuromodulatory systems as enabling factors for visual cortical plasticity and indicate that activation of noradrenergic, cholinergic, and serotonergic receptors lowers the threshold of activity required for the induction of LTP and LTD. Intracellular mechanisms whereby neuromodulatory systems facilitate these forms of synaptic plasticity have been subject of extensive study. The induction of LTP and LTD requires the activation of N-methyl-D-aspartate (NMDA) receptors together with a postsynaptic rise in intracellular calcium. The available evidence is consistent with a model in which the magnitude and duration of the calcium signal determines the magnitude of the synaptic modification [71]. Brief and large calcium influxes induce LTP, whereas smaller and prolonged calcium increases yield LTD. Of note, receptors of these three major neuromodulatory systems are able to activate the IP3 second messenger pathway, which can induce calcium release from intracellular stores and therefore modulate plasticity. Because the intracortical inhibitory/excitatory balance regulates experience-dependent plasticity in the visual system (for review see [20, 24]), the neuromodulators-mediated fine-tuning of the inhibitory/excitatory ratio is likely to play a key role in the induction of plastic phenomena. Accordingly, it has been recently demonstrated that the enhanced signaling of either serotonin or acetylcholine shifts the inhibitory/excitatory balance in favour of excitation in the rodent visual cortex [72, 73].

The critical period for the induction of LTP evoked by stimulation of thalamocortical connections almost overlaps the duration of the critical period for ocular dominance plasticity. In addition to thalamocortical connections, LTP and LTD can be elicited by stimulation of intrinsic connections both during postnatal development and in adulthood and these forms of plasticity are only partially dependent on NMDA receptors [74]. LTP in layer II/III cells is facilitated by concomitant application of muscarinic and noradrenergic agonists but not by the single application of each neurotransmitter [69]. Accordingly, exogenous administration of acetylcholine in visual cortical slices induces LTP through stimulation of muscarinic acetylcholine receptors (mAChRs) [75]. Moreover, LTP is impaired in visual cortex slices from transgenic mice with reduced cortical cholinergic innervation due to the expression of an anti-NGF antibody [76]. Exogenous application of acetylcholine, however, rescues LTP suggesting an essential role of this neurotransmitter in cortical synaptic plasticity. In agreement with this notion, immune depletion of basal forebrain cholinergic neurons with IgG-192 saporin impairs LTP in the visual cortex [77]. Furthermore, it has been reported that visual cortex LTP and LTD are modulated by the activation of different mAChRs [78]. Using single and double muscarinic receptor knockout mice, it has been demonstrated that normal LTP is expressed when M2 and M4 are coactivated while LTD relays more on M1 and M3 receptor. Moreover, while prolonged low-frequency stimulation normally induces LTD, it does yield LTP in M1-knockout animals. These findings suggest that the direction of synaptic plasticity can be modulated by the combined activity of different mAChRs, possibly by regulating the threshold for synaptic modification.

5. The Reinstatement of Plasticity in the Adult Visual System

The identification of molecular and cellular mechanisms at the basis of brain plasticity and the enhancement of plasticity as a strategy for brain repair in adult life are hot areas of current neuroscience research. As previously described, the developmental maturation of intracortical inhibitory circuitries causes the end of plasticity in the visual system (reviewed in [20]). In keeping with this notion, it is possible to restore plasticity in adult life by reducing levels of inhibition. A direct demonstration that GABAergic signaling is a crucial brake limiting visual cortex plasticity derives from the observation that a pharmacological decrease of inhibitory transmission effectively restores ocular dominance plasticity in adulthood [23]. Accordingly, experimental paradigms such as dark exposure [79, 80], environmental enrichment [17, 81, 82], food restriction [36], long-term fluoxetine treatment [15, 16], and exogenous IGF-I administration [83] all promote plasticity late in life by reducing the intracortical inhibitory/excitatory ratio (Figure 1). This has prompted the search for endogenous factors with the potential to enhance plasticity in adult life by modulating the intracortical I/E balance.

Previous studies have demonstrated that the process of plasticity reactivation in the adult visual system is a multifactorial event that comprises the action of different cellular and molecular mechanisms, working in parallel or in series, the sum of which results in the activation of intracortical signal transduction pathways regulating the expression of plasticity genes [14–17, 34–36, 83–86], [for review see [42]]. In rodents, experimental paradigms based upon the enhancement of environmental stimulation levels, genetic manipulations, and pharmacological treatments have revealed that the enhanced action of either long-distance projection systems (e.g., serotonergic and cholinergic transmission) or IGF-I signaling seems to modulate the intracortical inhibitory/excitatory balance in favour of excitation [72, 73, 83], which in turn, sets in motion cellular and molecular events that eventually mediate the expression of genes associated with functional modifications in the adult visual system (Figure 2). The reinstatement of plasticity caused by enhanced serotonergic transmission, for instance, is mediated by 5-HT1A receptors signaling and accompanied by increased BDNF expression [16]. This is paralleled by heightened histone acetylation status at the activity-dependently regulated BDNF promoter regions and by decreased expression of histone deacetylase enzymes (HDACs) [16]. In keeping with this, increasing histone
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Figure 1: Experimental paradigms that restore neuronal plasticity in adult life. Environmental enrichment [17, 81, 82], long-term fluoxetine administration [15, 16], visual deprivation by dark exposure [79, 80], food restriction [36], and IGF-1 treatment [83] are noninvasive experimental approaches that promote adult visual cortical plasticity by altering the balance of inhibition and excitation in the visual system. The potential for the reactivation of plasticity caused by some of these paradigms to promote the recovery of sensory functions after long-term sensory deprivation has been reported using amblyopia as a paradigmatic model [15, 36, 80, 81, 83].

Acetylation levels by long-term treatment with HDACs inhibitors (e.g., trichostatin-A, valproic acid, and sodium butyrate) not only reinstates ocular dominance plasticity in adulthood [16, 84] but also promotes full recovery of visual functions in adult amblyopic animals [85]. Accordingly, environmental enrichment, long-term fluoxetine treatment, and food restriction all increase acetylation of histones in the hippocampus and cortex in adult life [16, 36, 87].

6. Structural Plasticity in the Visual Cortex

Experience-dependent functional modifications in the visual system are accompanied by a structural remodeling of synaptic connectivity, in terms of growth and loss of dendritic spines. Dendritic spines in pyramidal neurons are markedly sensitive to experience. Total lack of visual experience in early life induces modifications in spine morphology and density, both of which are partially reversible by light exposure [88]. Accordingly, monocular deprivation in early life alters the motility, turnover, number, and morphology of dendritic spines in the visual cortex [89–92].

Does structural plasticity contribute to experience-dependent modifications of neural circuitries? Structural plasticity in vivo studies, using two-photon imaging, indicate that dendritic spine dynamics is high during early postnatal life but decreases thereafter, in parallel to the time course of critical period plasticity over development (reviewed in [93]). This suggests that, despite the absence of large-scale structural remodeling, the reorganization of cortical connections in terms of growth and loss of dendritic spines may be the structural substrate for experience-dependent plasticity.

Notably, chronic imaging experiments have recently demonstrated that changes in visual cortex responsiveness after monocular deprivation during the critical period correlate with dendritic spines structural modifications across the visual cortex, these two features being reversed when the deprived eye is reopened. After brief periods of monocular deprivation, spine turnover increases significantly, with a larger percentage of spines being lost rather than gained, whereas after a 24-hour period of recovery (visual experience) the total number of dendritic spines is reestablished [94]. Accordingly, increasing the density and dynamics of spines by intracortical infusion of the bacterial toxin CNF1 restores a degree of plasticity in the mature cortex that is similar to that observed during early postnatal life [95].

It is worth mentioning that new synapses formation may increase memory storage capacity of the brain and that new dendritic spines may serve as structural traces for earlier memories, enabling the brain for faster adaptations to similar future experiences [91, 96]. Recent experiments carried out using the monocular deprivation paradigm seem to confirm this notion. Modifications of dendritic spines caused by a first experience of unilateral eyelid suture persist even after restoration of binocular vision and may therefore be involved in the enhancement of plasticity observed after a second episode of visual deprivation [91].

The imaging studies mentioned above raise the question of whether structural modifications of dendritic spines represent functional changes of synaptic transmission. Electrophysiological experiments in hippocampal slice cultures indicate that AMPA- and NMDA-type glutamate receptor currents of newborn spines resemble those of mature synaptic contacts [97]. It has been recently demonstrated that dynamics of dendritic spine development regulates
mediated by a complex interplay between cellular and systems (e.g., serotonin and acetylcholine) or IGF-1 signaling, which all set in motion physiological processes that modulate the inhibitory/excitatory ratio in favour of excitation [14–17, 72, 73, 83]. A shift of the inhibitory/excitatory balance may directly activate intracellular mechanisms that eventually promote epigenetic modifications of chromatin structure (e.g., changes of DNA methylation patterns and/or posttranslational modifications of histones), which in turn allow for the expression of genes that act as downstream effectors of plastic phenomena in adult life. A pharmacological reduction of intracortical inhibition enhances plasticity while promoting the activity-dependent BDNF expression (unpublished data) and degradation of extracellular matrix (ECM) components that are inhibitory for plasticity [23]. BDNF-trkB signaling might upregulate the expression of additional genes associated with functional modifications in the visual cortex. Degradation of ECM components (e.g., CSPGs) may modify the inhibition/excitation ratio in the visual system. The interaction between BDNF-trkB signaling and ECM reorganization has yet to be explored. Continuous arrows represent established interactions between the molecular and cellular processes mentioned (boxes). Dashed lines represent interactions that remain to be ascertained.

7. Epigenetic Mechanisms of Plasticity

Long-term functional modifications of neural circuitries are mediated by a complex interplay between cellular and molecular mechanisms that activate intracellular signal transduction pathways regulating gene expression. Besides the remarkable diversity of transcription factors and their combinatorial interaction at gene promoter areas, the role of epigenetic mechanisms that control chromatin susceptibility to transcription in response to experience has been increasingly appreciated [99]. Growing experimental evidence indicates that chromatin structure is highly dynamic within the nervous system and that it is recruited as a target of plasticity-associated signal transduction pathways. The remodeling of chromatin structure is actively involved in activity-dependent neuronal plasticity in different brain areas via regulation of gene expression [100, 101].

Processes of chromatin remodeling that modulate gene transcription are conserved mechanisms by which the mammalian nervous system accomplishes adaptive behavioral responses upon environmental demands. In rodents, maternal care seems to influence behavioral and endocrine responses to stress in the offspring by modifying chromatin susceptibility to gene expression. It has been demonstrated that rat pups that are most licked and groomed during postnatal development, display, later in life, better performance in tests of learning and memory than pups that get licked less [102]. Interestingly, high licking/grooming pups are less anxious than low licked/groomed counterparts, and this behavior seems to be epigenetic rather than inherited. The genetic reprogramming by maternal behavior actually emerges over the first week of postnatal life and can be reversed by cross-fostering; if high licking/grooming dams rear the biological offspring of low licking/grooming ones, the offspring actually behave as high licking/grooming pups [103]. At molecular level, maternal care promotes the expression of the glucocorticoid receptor, this phenomenon being accompanied by a decreased DNA methylation status at the glucocorticoid receptor gene promoter area in the hippocampus [103]. Moreover, changes in the pattern of DNA methylation correlate with modifications at the level of histones, as high licking/grooming pups show enhanced levels of acetylation of lysine 9 on histone 3 (H3K9), which is a marker of gene transcription activation. This is consistent with the observation that increasing histones acetylation by hippocampal infusion of the histone deacetylase (HDAC) inhibitor Trichostatin-A in low licking/grooming pups changes the methylation pattern to that of pups brought up by high licking/grooming dams. Furthermore, low licking/grooming pups treated with Trichostatin-A are also less anxious than vehicle-treated counterparts and show no difference at behavioral level as compared to high licking/grooming pups [103]. These findings illustrate the notion that sensory experience in early life drives epigenetic mechanisms of neuronal plasticity that underlie behavior.

Similarly, phenomena of plasticity in the visual cortex of cats and rodents during the critical period require the activation of different intracellular protein kinases (e.g., PKA, ERK1/2, and CamKII) [39–41]. The activation of these intracellular signal transduction pathways promotes the upregulation of transcription factors that, in turn, mediate gene expression. A very well-known activity-dependent mechanism is the activation of the transcription factor...
CREB, which triggers the expression of genes under control of the cAMP-response element (CRE) promoter, thus allowing phenomena of plasticity to occur [104, 105]. These plastic events involve processes of chromatin remodeling. Visual experience during early life promotes modifications of chromatin structure that are permissive for transcription, whereas a developmental downregulation of histone post-translational modifications regulates the closure of the critical period in the mouse visual system [84]. Accordingly, directly increasing acetylation of histones by long-term treatment with HDACs inhibitors effectively reactivates plasticity in the adult visual system [16, 84, 85].

8. Short Noncoding mRNAs and the Regulation of Plasticity

In addition to the function of transcription factors and modifications of chromatin structure, growing experimental evidence supports a critical role for short noncoding RNAs (microRNAs), which interact with and control translation of mRNA targets, in the regulation of gene expression patterns at the basis of plastic phenomena in the mammalian nervous system [106, 107]. MicroRNAs are powerful regulators of gene expression and act by binding to the 3′-untranslated region (3′-UTR) of the target mRNA, making it possible for a single microRNA to control expression of multiple genes that possess the same sequence in this region of the mRNA. The brain-specific microRNA, miR-134, for instance, has been found to localize in the synaptodendritic compartment of rat hippocampal neurons and negatively regulates the size and density of dendritic spines [108]. This effect seems to be achieved by miR-134 posttranscriptional inhibition of the mRNA that encodes the protein kinase, LimK1, which controls dendritic spine development. This was demonstrated by refined experiments in which miR-134 was overexpressed in hippocampal neurons together with constructs expressing either a wild-type LimK1 mRNA or a mutant LimK1 mRNA that is incapable of interacting with miR-134. The study of spine morphology revealed that coexpression of the wild-type LimK1 mRNA, which is still subject to miR-134 translational inhibition, caused a decreased spine size phenotype. In contrast, expression of the mutant LimK1 mRNA that is incapable of interacting with miR-134 rescued the spine defect [108]. Hence, both overexpression of miR-134 and disruption of LimK1 function lead to decreased spine size. Accordingly, exposure of neurons to neurotrophins such as BDNF, which promotes synaptic development, maturation, and plasticity, relieves miR-134 inhibition of LimK1 mRNA translation [108]. These findings indicate that miR-134 disrupts dendritic and synaptic development by repressing LimK1 mRNA translation.

Recent experimental evidence points toward a key role for another microRNA, miRNA-132, as a molecular transducer of neuronal plasticity. It has been reported that synaptic activity promotes a CREB-dependent miRNA-132 expression and that miRNA-132 induction is necessary for the activity-dependent dendritic growth [109]. The effect of miRNA-132 on dendrite morphology seems to be mediated by the activation of the Rac1-PAK actin-remodeling pathway that is due to the miRNA-132 translational inhibition of the mRNA that encodes the protein p250GAP, which is a Rho family GTPase activating protein [110]. This is consistent with the observation that overexpression of miRNA-132 in neuronal cultures promotes neuronal morphogenesis [111] and is in line with the fact that transgenic mice overexpressing miRNA-132 in forebrain regions display an increased spine density [112]. Interestingly, downstream target genes regulated by miRNA-132 mediate phenomena of chromatin remodeling and protein translation in the suprachiasmatic nucleus of rodents [113], these two molecular processes being critically involved in the occurrence of neuronal plasticity.

Electrophysiological studies have addressed the role of microRNAs as mediators of synaptic plasticity at hippocampal level. LTP of synaptic transmission in the dentate gyrus of rodents is accompanied by an upregulation of miRNA-132 [114], while its overexpression in cortical neurons regulates short-term plasticity [115]. More recently, evidence for the role of miRNA-132 as a mediator of visual cortical plasticity has been obtained in vivo by using the experience-dependent monocular deprivation paradigm. It has been reported that miRNA-132 is rapidly upregulated after eye opening in normally reared animals. This phenomenon is delayed by dark rearing, whereas monocular deprivation in early life results in a decrease of miRNA-132 expression. Remarkably, reducing miRNA-132 neonatal expression by lentiviral infection [116] or counteracting the miRNA-132 downregulation in response to monocular deprivation [117] effectively prevents ocular dominance plasticity in the developing visual system. These data highlight the notion that optimal physiological levels of miRNA-132 are critical for plasticity to occur during the critical period. Interestingly, neonatal blockade of miRNA-132 expression in early life results in an immature state of dendritic spines [116], whereas counteracting the miRNA-132 downregulation after monocular occlusion increases the percentage of mushroom-stubby dendritic spines that represent the more stable state of spines [117]. These findings suggest that miRNA-132 is a molecular transducer of the action of visual experience on developing visual circuits, possibly acting through modulation of dendritic spines plasticity [118].

9. Cross-Modal Plasticity: Adaptive Reorganization of Neural Networks in Early Life

Sensory deprivation in one modality during early stages of development can have marked effects on the development of the remaining modalities. This phenomenon is known as cross-modal plasticity and is particularly epitomized by cases of congenital blindness or deafness from birth. In such instances, processes of cross-modal plasticity strengthen other sensory systems to compensate for the lack of vision or hearing.

Although clinical studies of deaf and blind humans have clearly demonstrated increased functional capabilities and
compensatory expansion in the remaining sensory modalities (reviewed in [119]), the neurological bases for these plastic phenomena remain poorly understood. It has been reported that congenitally blind subjects show better sound localization abilities as compared to sighted individuals [120] and display better two-point tactile discrimination skills as well [119]. Studies that combine Braille reading and functional brain imaging revealed that blind individuals show a strong activation of the occipital cortex during the reading task [121, 122], this phenomenon being independent of attentional mechanisms [122]. Activation of the visual cortex has also been reported during the tactile object recognition task [123]. Remarkably, the inactivation of the visual cortex by means of transcranial electrical stimulation in blind people during Braille reading not only distorts tactile perceptions of blind subjects but also induces errors in Braille reading [124]. Furthermore, the visual cortex in blind subjects is recruited by language processing (e.g., semantic and phonological tasks) [125–127]. There is also evidence that congenital blindness enables visual circuitries to contribute to olfactory processing [128].

The question of whether there is a critical period for cross-modal plasticity has also been addressed by examining the activation of visual cortical areas by Braille reading in early and late-onset blind individuals. It has been reported that visual cortex responsiveness to somatosensory stimuli (Braille reading) is higher in congenitally blind and early-onset subjects as compared to the late-onset blind group [129–132]. These data indicate that there is a critical period for the visual cortex to be recruited to a role in the processing of somatosensory information, which does not extend beyond 14 years of age in humans. An important question that remains to be answered concerns structural and functional mechanisms whereby phenomena of cross-modal plasticity occur. It has been reported that stabilization of long-range cortico-cortical connections between sensory modalities may mediate, at least, some aspects of these plastic phenomena [133]. Such cross-modal connections have been described in several species. Anatomical evidence for direct connections between primary auditory cortex and primary visual cortex in adult monkeys has been previously reported [133].

Phenomena of cross-modal plasticity have also been observed in the brain of deaf subjects. Functional magnetic resonance imaging studies have demonstrated that early deaf individuals use the primary auditory cortex alongside the visual system when they observe sign language [134]. Although there is no hearing component to sign language, the auditory cortex is instead used to assist with visual and language processing. The effects of cochlear implants also provide another strategy to assess cross-modal plasticity in the deaf. Early deaf individuals, but not late-onset deaf subjects, actually display impairments in their ability to process language using a cochlear implant in adult life as the auditory cortex has been reshaped to deal with visual information and therefore it cannot deal as well with the new sensory input that the implant provides [135].

A recent series of experiments using environmental enrichment [136] as a strategy to investigate the influence of sensory experience on brain development, and in particular...
the somatosensory stimulation in terms of body massage, provide evidence that mechanisms of cross-modal plasticity are likely to underlie the beneficial effects of enhancing somatosensory activity in development of another sensory modality, the visual system [137]. It has been reported that an enriched environment accelerates the structural and functional development of the rodent visual system [64] and that enriching the environment in terms of tactile stimulation (body massage with a soft toothbrush) in rat pups effectively mimics the effects of enrichment on visual system development [137]. The massage protocol in the offspring of rats accelerated the maturation of visual functions and increased circulating levels of IGF-1, whereas antagonizing IGF-1 signaling by systemic injections of JB1 (IGF-1 receptor antagonist) prevented the effects of massage [137]. Remarkably, enriching the environment in terms of body massage in human preterm infants accelerates the maturation of the visual system as indicated by an enhanced body massage in human preterm infants accelerates the development of spatial acuity [137]. The massage protocol in the offspring of rats accelerated the maturation of visual functions and increased circulating levels of IGF-1, whereas antagonizing IGF-1 signaling by systemic injections of JB1 (IGF-1 receptor antagonist) prevented the effects of massage [137]. The improvement of performance seen in perceptual learning is proportional to the number of trials taken, although performance eventually reaches an asymptote of no further progress [142]. Unfortunately, the extent to which acuity improvements occur is limited by the task specificity of perceptual learning [143]. It is worth mentioning that in most instances of perceptual learning, attention to the trained stimulus is necessary for improvements of vision to occur [144]. This observation is particularly important as it epitomizes the role of long-distance neuromodulatory systems in the physiological state of arousal, which regulates mechanisms of attention and information processing that may contribute to functional changes of neural circuitries in the adult brain. This points toward the possibility to pharmacologically enhance plasticity as a strategy for brain repair in a variety of pathological states where reorganization of neuronal networks would be beneficial in adult life. This, for instance, could facilitate restructuring of mature circuitries impaired by damage or disease. Long-term pharmacologically induced serotonergic transmission actually enhances the effects of rehabilitation in the recovery from motor deficits after ischemic stroke in humans [145].

10. Can We Treat Human Amblyopia in Adult Life?

The potential clinical application of experimental strategies that promote plasticity in the adult visual system has long been explored with the prospect of treating human amblyopia, a pathological condition that arises from an abnormal visual experience during development and is refractory treatment in the adult (for review see [43, 47]). The data on animal models reported along this paper suggest that an enhanced sensory-motor activity [17, 137, 138], a healthy diet planning [36], brief periods of dark exposure [79, 80], fluoxetine administration [15, 16], and IGF-1 treatment [83] may be used as complementary strategies to current therapies for human amblyopia (Figure 3). Clinical trials that include pharmacological and behavioral interventions by long-term fluoxetine treatment together with a computer-program-based training of the ambyopic eye to rescue amblyopia in adult life are underway in Finland and New Zealand (L. Maffei, personal communication. http://www.hermapharma.com/news-a-publication/120-first-patients-completed-the-amblyopia-phase-2a-study).

In this context, perceptual learning has long been used to improve spatial acuity in adult amblyopic patients (for review see [139]). Systematic training of patients with unilateral amblyopia (secondary to strabismus and anisometropia) in simple visual tasks revealed a 2-fold increase of contrast sensitivity and improved performance in letter-recognition tests [140]. Likewise, Snellen acuities in anisometric amblyopes improved after intensive training in a Vernier acuity task. Moreover, video game playing seems to promote a significant rescue of visual functions in adult amblyopic patients. Playing video games (both action and nonaction games) for a short period of time using the amblyopic eye results in a substantial improvement in a wide range of fundamental visual functions, including visual acuity, positional acuity, spatial attention, and stereopsis [141].

The improvement of performance seen in perceptual learning is proportional to the number of trials taken, although performance eventually reaches an asymptote of no further progress [142]. Unfortunately, the extent to which acuity improvements occur is limited by the task specificity of perceptual learning [143]. It is worth mentioning that in most instances of perceptual learning, attention to the trained stimulus is necessary for improvements of vision to occur [144]. This observation is particularly important as it epitomizes the role of long-distance neuromodulatory systems in the physiological state of arousal, which regulates mechanisms of attention and information processing that may contribute to functional changes of neural circuitries in the adult brain. This points toward the possibility to pharmacologically enhance plasticity as a strategy for brain repair in a variety of pathological states where reorganization of neuronal networks would be beneficial in adult life. This, for instance, could facilitate restructuring of mature circuitries impaired by damage or disease. Long-term pharmacologically induced serotonergic transmission actually enhances the effects of rehabilitation in the recovery from motor deficits after ischemic stroke in humans [145].
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During postnatal development, sensory experience modulates cortical development, inducing numerous changes in all of the components of the cortex. Most of the cortical changes thus induced occur during the critical period, when the functional and structural properties of cortical neurons are particularly susceptible to alterations. Although the time course for experience-mediated sensory development is specific for each system, postnatal development acts as a whole, and if one cortical area is deprived of its normal sensory inputs during early stages, it will be reorganized by the nondeprived senses in a process of cross-modal plasticity that not only increases performance in the remaining senses when one is deprived, but also rewires the brain allowing the deprived cortex to process inputs from other senses and cortices, maintaining the modular configuration. This paper summarizes our current understanding of sensory systems development, focused specially in the visual system. It delineates sensory enhancement and sensory deprivation effects at both physiological and anatomical levels and describes the use of enriched environment as a tool to rewire loss of brain areas to enhance other active senses. Finally, strategies to apply restorative features in human-deprived senses are studied, discussing the beneficial and detrimental effects of cross-modal plasticity in prostheses and sensory substitution devices implantation.

1. Introduction

After birth, sensory experience modulates the intrinsic developmental programs to shape both functional and anatomical cortical architecture and function from gene expression to activity patterns across systems [1–4]. The postnatal nervous system responds to stimuli from the outside world to develop and consolidate brain connections. Brain circuits are particularly susceptible to these stimuli during a special time window called critical period [3]. After this period, the brain wiring is mature and modifications are more difficult to be made. This natural process can be disturbed by a loss of these stimuli (deprivation) in the different sensory systems, such as visual system [5], somatosensory system [6], or auditory system [7]. Deprivation of sensory inputs throughout postnatal development induces a major disturbance of axonal, dendritic, and synaptic connection patterns of neural circuitry [6, 8, 9]. A major regulator of experience-mediated tuning of sensory systems is the balance between excitation and inhibition [10, 11]. Although the time course for experience-mediated sensory development is specific for each system, postnatal development acts as a whole, and if one cortical area is deprived of its normal sensory inputs during early stages, it will be reorganized by the nondeprived senses in a process of cross-modal plasticity [12, 13].

The purpose of this paper is to detail cross-modal effects that can link different sensorial cortices. Particularly review
the effects of enriched environment over different senses, especially focused on visual system and the effects of this environment on visually deprived animals. Enriched environment is a tool with neuroprotective effects over many brain diseases and with restorative effects over sensory systems. Through a deeper understanding of this environment, better strategies can be designed to exert cross-modal effects in order to complement the missing sense with the spared ones.

2. Visual System Development

During postnatal development, specific connections among neurons within the visual cortex as well as its inputs and outputs are established, ultimately leading to a functional network. This process is completed in two stages, since environmental experience modulates the genetically predetermined roadmap to shape functional and anatomical cortical architecture and function [2, 3, 14]. Experience exerts effects over the three major elements of the brain; increases the number and size of synapses per neuron [15], the neuronal activity [16, 17], and the metabolic demand [18, 19]; increases astroglial population [20]; causes changes of the vascular network [5, 15, 21].

The structure of the visual system follows the basic outlines of sensory systems. It is a hierarchical system that has a sensitive receptor, some intermediate stations, and a specific area in the cerebral cortex. The fact that it is a pathway known in depth and has great accessibility to each of its components makes it the system of choice in most studies of sensory systems or the cerebral cortex [22].

The influence of visual experience begins at eye opening, which in rats occurs in the second week of postnatal life [23]. This is the moment when a major reorganization of all the visual system meditated by visual stimuli begins to be felt; especially during the so-called critical period (maximum period of synaptic reorganization due to experience).

This period exist in many species, from humans to Drosophila [24], is specific for each brain area, and after this experience-mediated reorganization of the cortex, the sensory functions reach maturity [3, 25]. The closure of the critical period is completed when anatomical and functional phenomena are established. Structural factors such as perineuronal nets (formed around the neurons) [26, 27] and myelin-related proteins [28] inhibit axonal sprouting. On the other hand, functional changes between excitatory and inhibitory signals, such as intracortical GABAergic inhibition by parvalbumin positive interneurons [29], regulate the termination of the critical period. The exact period of vulnerability for the deprivation of cortical visual stimuli is important for understanding the normal development of the visual cortex. It has been shown that susceptibility to monocular occlusion begins around the end of the third week of postnatal life, peaks during the fourth and fifth weeks of postnatal life, and begins to decline after the end of the fifth week of postnatal life [30].

Although until relatively recent times it was believed that brain lost plasticity after the end of the critical period remaining fixed in adulthood, now it is well accepted that the adult brain maintains certain degree of plasticity to cope with a changing environment throughout life [14], like an extended critical period. Throughout numerous studies, it has been found that a number of interventions can promote plasticity in adult rodents, including environmental enrichment [31], visual deprivation [32], previous monocular deprivation of the same eye [33], enzymatic degradation of the extracellular matrix [26], stimulation of histone acetylation [34], and the antidepressant fluoxetine [35].

The best studied model of age-dependent cortical plasticity is ocular dominance (OD), achieved by monocular deprivation (MD). Neurons in the binocular visual cortex respond to inputs from both eyes but are dominated by the contralateral eye (in rodents), and monocular deprivation induces a shift in the ocular dominance of binocular neurons towards the open eye. The ocular dominance is most pronounced in young animals during postnatal development (P25), is reduced in young adults (P95), and is absent in fully mature animals older than 110 days of age [36].

To date, most studies and efforts have focused on young animals, but the studies of the last years have opened a new window for studies of plasticity in adults and their therapeutic application.

3. Sensory Deprivation

Modifications of properties of sensory cortices by elimination of its natural sensory inputs (deprivation) serves as a model for studying brain plasticity and his capacity to rewire itself, showing an impressive range of cross-modal plasticity.

3.1. Visual System Deprivation. Although the influence of external experience takes place throughout the central nervous system, most studies on sensory deprivation have been performed on the visual cortex. The absence of visual experience from birth delays normal maturation and maintains the visual cortex in an immature state [20, 30]. In particular, visual connections do not consolidate. They remain plastic well after the closure of the physiological critical period and visual acuity does not develop [26]. The visual system organization facilitates the study of its structures through the interruption of pathways at different stages and through the deprivation of inputs using either invasive methods such as eyelid suturing [30, 37] and unilateral/bilateral enucleation [38], or noninvasive ones, such as dark rearing (DR) [5, 26, 39, 40]. Whereas dark rearing avoids any surgery action and leaves the cortex in an immature state which can be modified by subsequent visual experience [41], eyelid suture requires surgical manipulation and animals receive visual stimulation with diffuse light trough the suture eyelids that result in abnormal binocular interactions in the striate cortex and irreversible development defects on cortical physiology [42]. Enucleation is the most invasive technique that affects either physiologically and at structural level over animals and the effects are not of any greater extent than did dark rearing alone [43]. On the other hand, surgical or invasive techniques allow us to close only one eye so that we can see the effects
of monocular deprivation and compensation effects in the contralateral cortex, while dark rearing does not allow this fact, being deprivation bilateral.

Eliminating visual stimulation by dark rearing, alterations at physiological and morphological levels in 3 of the major components of the brain, neurons, astrocytes, and blood vessels are achieved. Deprivation of visual experience reduces synapse-neuron ratio [43] and alters brain-derived neurotrophic factor (BDNF) signaling affecting normal development of visual cortex neurons [44]. The astrocyte population is also affected. Astrocytic density is reduced in visual and somatosensory cortices [20, 40, 45] and the maturation of astrocytes is restricted [46]. Blood vessels, the third element of the neuroglivascular unit, are also affected by the lack of visual stimulation. There is a delay in the maturation of the microvascular pattern of the visual cortex. During postnatal development including the critical period, the vascular density is lower in rats reared in darkness due to decreased synaptic activity and lower energy requirements which need a lower rate of blood supply to meet demand in the cortex [5, 47]. The vascular area was also decreased and the number of neurons is minor, all related to a decrease in cortical activity [48]. The effects on brain vascularization are reflected in the principal angiogenic factor, vascular endothelial growth factor (VEGF). In the precritical period of the rat visual cortex, DR and control animals showed similar VEGF protein values, while during the critical period difference between the two groups were found, characterized by a reduced protein expression translates in a lower vascular density in visually deprived animals [39].

3.2. Nonvisual Sensory Deprivation. Another widely used system for sensory deprivation is the somatosensory cortex. Tactile information coming from whiskers plays a key role in the perception of the environment of rodents [6, 49, 50]. A major feature of the rodent primary somatosensory cortex (S1) is that layer IV contains a unique topographic representation of each facial whisker called a barrel, that is organized forming discrete cytoarchitectonic units [8, 51, 52]. This cortical organization allows the evaluation of the effects of manipulating single whiskers. The whisker map is established during the critical period that extends along the first postnatal week, and therefore precedes the visual or auditory critical periods [53]. Plasticity of the somatosensory cortex follows the same biochemical pathways of the rest of the senses [53, 54], and the critical period is also characterized by the development, balance, and pruning of excitatory and inhibitory synapses [55]. Impoverishing sensory activity by whisker trimming induces morphological and physiological alterations in the somatosensory barrel cortex when manipulation is performed during the critical period [6, 56–58]. Although the effects and the time course of S1 deprivation on neuronal architecture and function have been widely studied [59], the rest of the elements of the S1 cortex have received much less attention. With regard to vascularization, fMRI studies show a pattern of neurovascular coupling following whisker activity sharing most features of what happens in the visual cortex, where capillary density is higher in the most active areas [60–62]. In an animal model for ischemia, increasing whisker stimulation after a ischemic injury increases the vascularization of the barrel cortex by upregulating angiogenic factors such as VEGF [63], thus, showing similar vascular effects to increased sensorial activity as we previously reported in the visual cortex [39].

Studies of other senses have also been mostly focused on neuronal structure and function. Studies on the effects of odor or auditory deprivation share similar effects with the visual or somatosensory systems [6, 64]. Nevertheless, the effects are not restricted to neurons, as olfactory deprivation also reduces the organization of astroglial networks [65].

4. Enriched Environment

The first approaches to the effects of environment on development can be traced back to the 19th century with Lamarck or Darwin [66, 67]. The latter reported that rodents raised in nature had bigger brains that caged domestic ones. At the end of the century, both Cajal and Foster advanced the effects of learning on synaptic plasticity [68, 69].

The study of experience-induced modification of brain morphology has been performed by conducting studies in a laboratory setting where environmental conditions can be modified [70].

Although the origin of the studies about effects of environmental enrichment (EE) can be traced back to centuries ago, the first systematic studies can be attributed to Donald Hebb in 1947, when he described how rats taken into his home and cared for as pets performed better on problem-solving tests than rats raised in cages [71]. Rosenzweig, Krech, Bennet, and Diamond, his group of disciples at Berkeley, defined the concept of environmental enrichment as the combination of complex inanimate and social stimulation. From their first studies, the enriched environment has been constantly implemented with cages bigger than standard ones, full of toys of different colors and shapes, tunnels, material to construct the nest, and a shelter, the latter having been recently described as a necessary element of environmental enrichment (Figure 1). These objects have been changed (the best schedule has been established as once every two days) and the placement of food has also been changed on a regular basis. Other elements that have a substantial influence are social interaction, so that wider cages allow rearing a greater number of animals that interchange social stimulation and physical exercise, forced or voluntary, that in rodents is commonly implemented by free access to an exercise wheel or by a treadmill [72, 73]. Some authors doubt whether physical exercise should be included. However, as physical exercise by itself induces brain changes, most enriched environment paradigms, starting from Hebb, have decided to include it.

Environmental enrichment increases sensory, cognitive, and motor stimulation and promotes activation, signaling, and neuronal plasticity in all brain areas, such as sensory ones like visual cortex [74–76], auditory cortex [77], or somatosensory cortex [78] or nonsensory ones like the
Figure 1: (a) Standard laboratory cage for animal rearing; (b) enriched environment (EE), defined as the combination of complex inanimate and social stimulation, formed by bigger cage than standard ones, full of toys of different colors, shapes, tunnels, material to construct the nest, a shelter, and an exercise wheel.

Enrichment induces effects from cellular, molecular, or genetic levels up to behavioral ones. At anatomical level, initial studies showed that environmental enrichment increases cortical weight and thickness [84, 85]. Posterior works showed that EE increases dendritic branching and length, number of dendritic spines, and size of synapses in some neuronal populations [86, 87]. EE also increases hippocampal neurogenesis, mediated by VEGF [88], inhibits apoptosis [89], and has strong effects on the plasticity of neural connections, especially in the visual cortex [23, 90]. For the rest of the elements of the cortex, similar results have been described. Astrocytic morphology was changed due to exposure to enriched environment [74, 91], and size and density of astrocytes of the visual cortex [92, 93] and the somatosensory cortex were increased [40]. In addition, the oligodendroglial density was also increased [92] and the same occurs with vascular density [18, 39, 94].

Most of these changes at the cellular level are in concordance with changes in the expression of genes involved in synaptic function and cell plasticity. Enrichment increases the levels of angioneurins, molecules that affect both the neural and the vascular cell processes [95]. Angioneurins include molecules first described as vascular growth factors, such as the archetypal angioneurin VEGF [39] and molecules first described as neurotrophins such as nerve growth factor (NGF) [96], brain-derived neurotrophic factor (BDNF) [90, 97], and neurotrophin-3 (NT-3) [98]. At the same time, it increases the expression of synapse proteins and induces changes in the expression of the subunits of the NMDA and AMPA receptors [99].

Apart from these increases at cellular and molecular levels, recent studies have reported the acceleration of visual system development as a consequence of environmental enrichment. Rearing animals in enriched environments induces earlier eye opening and has electrophysiological effects such as the early development of visual acuity [23].

Last but not least, rearing in enriched environments improves learning and memory [79, 100], decreases cognitive impairment due to aging [101, 102], diminishes anxiety, and increases exploratory activity [103]. Recent studies have outlined the importance of the duration of environmental enrichment, being relevant to the persistence of its effects on behavior [104, 105].

This wide range of effects exerted by EE over the whole brain made this environment a useful tool to improve their effects in brain disorders. Enhanced sensory, cognitive, and physical stimulation was able to mount neuroprotective responses against neurodegenerative processes, traumatic insults, or other forms of adult-onset neural dysfunction. EE delayed onset of cognitive deficits and depression-like behaviors associated with the Huntington’s disease (HD) [106], was neuroprotective against rodent neurodegenerative disorder models like Parkinson’s disease [107], or was able to ameliorate behavioral abnormalities in rodent models of psychiatric disorders, like schizophrenia [108].

5. Recovery from Sensory Deprivation

Brain has a great degree of reorganization following sensory deprivation. A common feature is the compensatory cross-modal plasticity that increases performance in the remaining senses when one is deprived [109, 110]. In sensory plasticity maps, the inputs from deprived senses weaken and shrink whereas spared or enriched signals strengthen and expand [11, 111]. Cross-modal plasticity implies not only physiological changes such as a higher activity of the nondeprived systems, but also the recruitment of the deprived area for the compensatory senses [112].

This process also occurs in nature, as happens in blind rats that have decreased visual areas and expanded the remaining sensory ones [113]. Although cross-modal plasticity plays an important role by compensating a deprived sense, it could notably hinder therapies directed at recovering the deprived sense, as the cortical areas devoted to it have been already “occupied” by nondeprived systems.
In principle, most of the studies on the recovery of sensorial deprivation have been developed in the visual cortex, but due to cross plasticity, their effects are not restricted to the deprived system, and most of them show effects all over the cortex. Probably the best-known method to compensate sensorial deprivation is by environmental enrichment, also used to compensate the effects of many brain diseases. As previously mentioned, rearing in complete darkness from birth has major effects on the development of the visual cortex, mainly around the critical period. These effects can be altered or modified if animals are dark-reared in complex environments. The first study about prevention of dark rearing effects by environmental enrichment was performed by Bartoletti et al. [104], showing that environmental enrichment promotes consolidation of visual cortical connections, development of visual acuity in dark-reared rats, and restore the effects of dark rearing in chondroitin sulphate proteoglycans development. Enrichment cannot recover the deprivation effects over the vascular density of rats reared in darkness. Effects of enrichment, both at the structural level (vascular density) and the molecular level (the level of VEGF protein), were not sufficient to compensate the effects produced by breeding in darkness, and the values of both groups, dark rearing (DR) and dark rearing in enriched environment cages (DR-EE), were similar, lower than the control group [39]. These results remain if we applied the same paradigm to the study of astrocyte density [40]. When exercise is included as part of the enrichment (DR-EE-Ex), recovery effects are observed. DR-EE-Ex environment deprives visual system and enhances somatosensory (darkness force animals to use whiskers to compensate the lack of visual stimulus) and motor systems. The compensatory role existing between different sensory systems is observed. Without visual excitement, an increase in the stimulation of both motor and somatosensory systems is reflected in the visual cortex, where the density of astrocytes of the DR-EE-Ex group is higher than that of the DR group and the control group (Figure 2) [40].

Another commonly used method to compensate the effects of sensorial deprivation is the exogenous administration of neurotrophins such as BDNF or NGF thus showing their key role in the experience-mediated development of the sensorial systems and controlling the onset and timing of the critical period [115–117]. As exogenous BDNF administration compensates the effects of sensorial deprivation, the previously mentioned effect of exercise on the compensation of visual deprivation could be explained by the fact that exercise upregulates BDNF and thus contributes to the restoration of deprived sensorial systems. In systems other than visual, BDNF administration also compensates at least in part the effects of sensorial deprivation as in the auditory system following deafness [118].

Most of the studies on cross-modal plasticity in humans have been performed in early blind individuals. This process allows us to integrate information received from different senses to elaborate a complex response [119]. In congenitally or early blind individuals, there is an activation of the occipital cortex in response to tactile or auditive inputs that can be demonstrated by an increase in blood-oxygenation-level-dependent responses (BOLD) [120]. Moreover, the visually deprived occipital cortex maintains a high degree of organization and specificity, as the areas that process spatial information in nonblind humans keep this specific function and process spatial information from the auditory system in blinds [121]. Therefore, the spared senses that overtake the cortical area belonging to the deprived one maintain its modular structure. Once the occipital cortex reorganized to process inputs from nonvisual senses, the behavior will be similar. For example, a lesion of the occipital cortex will have effects on the nondeprived sense, such as alexia for Braille in a congenitally blind patient of stroke that mimics the effects of occipital stroke in no-blinds [122].

Apart from visual system, auditory system is one of the mostly deprived systems. Studies have shown that auditory deprivation leads to the recruitment of auditory areas to visual functions [123] or somatosensory functions [124]. In the same way, auditory stimulation activates the visual cortex of early visually deprived anophthalmic mice [125], and bilaterally enucleated rodents have an expanded somatosensory cortex [126].

The cross-modal interactions between somatosensory and other sensorial systems such as the auditory system also suggest that the effects of recovery strategies for sensorial deprivation are not only circumscribed to the deprived system [59].

Potentially, recovery from auditory deprivation may be closer to practical application in humans than from the other systems. Complete sensorial deprivation is frequent in humans suffering from congenital deafness and as the auditory nerve often is functional, therapies using cochlear implantations have a moderate rate of success, especially if applied before the auditory critical period and if they are combined with auditory enrichment by increasing parent-child interactions [127, 128]. As sometimes happens with handicapped children, the stress produced by a deaf child in hearing parents could lead to an involuntary impoverishing of the language interactions, thus, minimizing the beneficial effects of an early cochlear implantation.

One sense, less studied than the above mentioned is the sense of touch. Body massage and multisensory stimulation are included in neonatal care in human newborns due to their effects on neonates weight gain. In an example of cross-modal effects of early tactile enrichment during development, Guzzetta et al. [129] shows that massage influences the maturation of visual system, accelerating visual acuity development, both in human infants and in rat pups. This effect is exerted by overexpression of IGF in the whole brain. Visual system is not stimulated directly but massage effects have cross-modal effects over the development of this sense.
As cross-modal plasticity could interfere with the recovery of the original function, strategies intended to promote restorative plasticity should also involve the minimizing of interference from cross-modal inputs [130], which could be considered as a side effect of cross-modal plasticity.

Another point of great interest is the development of sensory substitution devices that could convey information of a deprived system (mostly visual) through other sources such as touch or sounds [131]. Cross-modal plasticity is revealed by electrotactile stimulation of the tongue in the congenitally blind [132]. Although the use of neuroprostheses to restore vision in patients has been investigated [133], the results have been far from as convincing as cochlea implants, due to the lack of results and the high degree of invasiveness [134]. Another point of doubt on the use of prostheses is that, as happens with cochlea implants, the occipital cortex has been rewired and inputs from other senses have taken a space. In contrast, sensory substitution devices could benefit from the increasing knowledge of cross-modal plasticity and offer a cheaper, less invasive, and more efficient restorative tool. The fact that recent experimental findings show that the rewired occipital cortex maintains most of the modular features of the nonblind cortex, such as the specialization for spatial processing [121], provides a better substrate to convey complex visual experience from spared senses.

6. Conclusions

The lack of sensory inputs from environment during early postnatal development leads to serious consequences that can be reverted reactivating cortical plasticity by physiological strategies such as environmental enrichment, exposure to deprived inputs, or pharmacological solutions as neurotrophin administration. Although the time course of critical period during development is specific for each sensory system, experience-mediated brain development is a unique event. A major feature of sensory deprivation is the cross-modal plasticity process that leads to a compensatory upregulation of the nondeprived senses that even invade the cortical territory of the deprived one. Thus, rehabilitation can be compromised as sensory inputs from the previously deprived sense have to compete with the sensory circuit neoformed by cross-modal plasticity. In conclusion, all restorative strategies against effects of sensory deprivation must take into account that the cortical areas belonging to the deprived sense have a newly established sensory organization that processes inputs from ectopic senses; thus, neuronal segregation is required to ensure that reactivation of the sense is able to form appropriate neuronal circuits. On the other hand, cross-modal plasticity offers a huge opportunity to develop sensory substitution devices that could enable blind individuals to acquire visual information from spared senses as auditory or tactile. The fact that the occipital cortex keeps the functional organization despite the lack of visual inputs, as happens with spatial processing, provides a higher potentiality of visual restoration by nonvisual inputs.
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Behavioural recovery in children who undergo medically required hemispherectomy showcase the remarkable ability of the cerebral cortex to adapt and reorganize following insult early in life. Case study data suggest that lesions sustained early in childhood lead to better recovery compared to those that occur later in life. In these children, it is possible that neural reorganization had begun prior to surgery but was masked by the dysfunctional hemisphere. The degree of neural reorganization has been difficult to study systematically in human infants. Here we present a 20-year culmination of data on our nonhuman primate model (Chlorocebus sabeus) of early-life hemispherectomy in which behavioral recovery is interpreted in light of plastic processes that lead to the anatomical reorganization of the early-damaged brain. The model presented here suggests that significant functional recovery occurs after the removal of one hemisphere in monkeys with no preexisting neurological dysfunctions. Human and primate studies suggest a critical role for subcortical and brainstem structures as well as corticospinal tracts in the neuroanatomical reorganization which result in the remarkable behavioral recovery following hemispherectomy. The non-human primate model presented here offers a unique opportunity for studying the behavioral and functional neuroanatomical reorganization that underlies developmental plasticity.

1. Introduction

1.1. Prologue. Cerebral hemicorticectomy is a form of radical surgical intervention currently used in the treatment of intractable epilepsy [1] and malignant tumors [2] accompanied by infantile hemiplegia [3, 4]. Neurological and behavioral functions are remarkably improved following the removal of the entire cerebral hemisphere, not only in infants but also in adults, with the recovery being greater for the early-lesioned subjects [5, 6]. Although hemispherectomized patients may go on to lead full lives, it is not complete and individuals have lingering behavioral manifestations [7].

The degree of recovery largely depends on the system being investigated. For example, motor functions are improved postoperatively, locomotion is preserved, and the hemiplegia of the contralateral limb is ameliorated with the apparition of simple voluntary movements [4]. Thresholds for touch, pain and temperature are elevated [4, 8, 9], and localization and discriminative abilities are diminished. Sensory functions are better preserved for the face and the leg and are worsened for the forearm and the hand [4, 9]. At the visual level, there is a persistent contralateral hemianopia similar to the one observed following massive damage to the primary visual area. In clinical settings, functional reorganization may be masked by the dysfunctional hemisphere, providing the illusion of a rapid behavioral recovery [10, 11].

In recent years, we have developed a primate model of human hemispherectomy that allowed us to study behavioral recovery and its underlying anatomical substrates [12, 13]. This model eliminates the potential contamination of residual cortical areas and their projections that can participate in the reorganization process, as is the case in studies using discrete lesions as well as potential presurgery reorganization [10]. Furthermore, by sparing subcortical structures such as striatum, diencephalon, and brainstem, this model provides insights into the mechanisms involved in the magnitude of
behavioral recovery. We summarize in this paper results on longitudinal behavioral assessment of sensory and motor functions as well as a histological overview of brain reorganization with an emphasis on potential neural substrates for behavioral recovery.

1.2. General Experimental Procedure

1.2.1. Subjects. Eight infants (median age of 9 weeks) and two adult (48 months of age) Vervet monkeys (Chlorocebus aethiops) were used in these studies and underwent the removal of the entire left cerebral hemisphere. An additional 2 adult monkeys without surgical procedures were used as normal controls. All subjects were housed in an enriched naturalistic environment at the facilities of the Behavioral Sciences Foundation, St Kitts as previously described [14]. The experimental protocol was reviewed and approved by the University of Montreal Animal Care and Use Committee.

1.2.2. Surgery. Using previously described surgical procedures [14, 15], a craniotomy was performed under deep general anesthesia and the left hemisphere was gently retracted from the midline and separated from the diencephalon using a suction pipette (Figure 1). After surgery, all monkeys received postoperative injections of antibiotics for a period of 10 days, and the infant monkeys were returned to their mother until the age of six months. Thereafter, they were housed in a nursery setting for an additional 6 months, at which point they were placed in a social group in a large enriched enclosure (3 m × 2 m × 3 m).

1.2.3. Behavioral Assessment. In general the subjects appeared to have normal behaviour within their respective social groups with normal peer-to-peer interactions. Feeding behaviour seemed affected with the subjects holding themselves with their left arm and bending down to pick up food with their mouths instead of their right hand. Hemispherectomized subjects were able to groom and had a normal body weight for their respective ages indicating that the removal of the left hemisphere did not affect normal growth or health. The feeding behaviour, however, was indicative of a paresis on the left side. A series of sensory and motor assessments was initiated to test recovery following surgery. Visual assessment was conducted one year following hemispherectomy in both the infant- and adult-lesioned subjects. Thermal sensitivity was assessed in infant-lesioned subjects at three years of age [12, 13]. Motor behaviour was evaluated for three consecutive years after surgery for the infant-lesioned subjects and four years following surgery in the adult-lesioned subjects [14]. As a point of reference, for all behavioural and neural recovery, ipsilateral refers to the left side or that of which the hemisphere was removed; contralateral refers to the right side of the body or that of which the hemisphere remained intact. Behavioural assessments were recorded and analyzed frame-by-frame by two independent observers according to previously published reports [12–14].

2. Sensory and Motor Assessment

2.1. Vision. Abnormal environmental inputs, during the critical period of development either through sensory deprivation (e.g., eyelid suturing, dark rearing, and enucleation) or cortical injuries lead to dramatic changes at the cellular level and in brain circuitry (reviewed in [16, 17]). The mechanisms underlying visual recovery from large cortical lesions associated with brain plasticity are still unclear and remains an upmost challenge in understanding human patients with lesions restricted to the primary visual cortex (area V1) and those with massive lesions that include all of the visual cortical areas of one cerebral hemisphere (as in hemispherectomy). Animal models suggest that an early unilateral lesion of the visual cortex induces a loss of the contralateral visual field that subsides with time, leading to a complete visual field recovery (see [17]). Neonate hamsters with induced ectopic retinal projections to nonvisual thalamic targets (auditory nucleus and hence auditory cortex) perform as well as normal controls in visual pattern discriminations [18]. In monkeys and humans, the mechanisms underlying recovery of vision in the blind hemifield are not as clear. Only a few cases of spontaneous visual field recovery have been reported in patients born with neonatal malformations of the occipital lobes [19, 20], with recovery attributed to the intact tissue in or surrounding the lesioned area [19, 21] or the contralateral hemisphere [22]. In adults suffering from acquired visual field loss, intensive training through methods such as visual restoration therapy (VRT) can also lead to the reduction of the blind hemifield [23–27]. Here we summarize data collected on basic visual functions as a function of age.

2.1.1. Perimetry. The extent of the visual field for both eyes was measured according to the technique used in the cat [28, 29] and adapted to the monkey [12, 13] one year after the surgery as previously reported [12]. Briefly, the subject was placed in a restraining chair positioned at the center of a perimeter. The monkey was trained to fixate a target
Figure 2: Perimetry: infant-lesioned monkeys (a) were able to detect visual stimuli at 45° in the “blind” hemifield, whereas no visual response could be elicited in the adult-lesioned subjects (b) in the contralateral hemifield. Normal-sighted monkeys had a 75% visual perimetry at 90° in both hemifields (c) (adapted from [13]).

(3° of visual angle) at the center of the perimeter positioned at 27 cm from the eyes. A second stimulus (a morsel of fruit on a stick about 1 cm² in size) was then randomly introduced in the visual field at various eccentricities (14 at 15° steps: 0°, 15°, 30°, 45°, 60°, 75°, and 90°, left and right visual fields), and the monkey had to orient its gaze in response to this new stimulus (Figure 2). Visual assessment was performed in three infant monkeys, and the average percent looking behavior is reported here. Adult-lesioned monkeys did not display any type of looking behavior in the blind hemifield in response to visual stimuli. For the control subjects, visual response to stimuli in both hemifields was equal [13]. Orientating responses were apparent in the hemifield contralateral to the lesion in the infant-lesioned subjects. These subjects responded 53%, 35%, and 16% of the time to stimuli presented at 15°, 30°, and 45°, respectively in the blind hemifield (Figure 2(a)). No responses could be elicited beyond 45°. Orientating responses were not seen in the blind hemifield of the adult-lesioned monkeys (Figure 2(b)). In the normal hemifield, occasional errors (e.g., absence of orienting responses to the target) were seen in only the far periphery, a result usually found in normal animals (Figure 2(c)) [13].

2.1.2. Visual Palpebral Reflex and Visual Pursuit. This reflex was tested, with the monkey in a chair, by a sudden thrust of an object toward the open eyes (first at both eyes from the center and then at each eye independently from the sides), and recording if a blink response occurred. Visual pursuit was assessed while an object was slowly moving in the visual field from left to right or right to left. The visual palpebral reflex was always absent in the contralateral visual field for both infant- and adult-lesioned groups. Visual pursuit, when the stimulus started in the intact field, generally stopped at the body midline (i.e., vertical meridian). Conversely, when the stimulus started in the blind field, visual pursuit began only when it reached the midline for both groups of lesioned subjects. For the controls, visual pursuit was smooth in both directions [13].

2.2. Motor. Clinical and nonhuman primate data indicate that hemispherectomy results in hemiparesis. Subjects may
Normal gait was significantly affected by the removal of one hemisphere. The ipsilateral side of the body acts as a control for normal motor movements and did not show any paresis, also referred to as the nonparesic side of the subject. Panels (a)–(d) are indicative of a typical gait sequence. As the forelimb moves forward, the contralateral appendages drag on the ground (arrow panel a). The hand dragging continues through the entire forward motion (arrow panels b and c). The hind limb is fully removed from the ground and does not drag (arrow d). At each time point and lesion group there is a significant effect of the hemispherectomy on upper limb movement defined as arm drags/total forward arm movements (e). A number of abnormal leg movements (drags and limps) as a percentage of total leg movements was significantly elevated over the expected rate of zero in the adult-lesioned group only (f). Years 1, 2, and 3 refer to the age of the infant-lesioned subjects at testing which also corresponds to the years after lesion. For the adult-lesioned subjects, testing occurred 3 years after initial surgery when the subjects were 7 years old. *P < 0.001 adapted from [14].

regain muscle strength in the leg but continue to show weakness in the contralateral arm and hand [5, 30]. In young subjects, motor functions are improved postoperatively, locomotion is preserved, and the hemiplegia of the contralateral limb is improved and replaced by simple voluntary movements [4, 31]. Hemiparetic recovery following hemispherectomy, especially in younger children, has been associated with reorganization of the remaining cortex [32], prior to surgery [11, 33]. Here we describe a series of gross motor tasks to determine the extent of recovery following infant versus adult hemispherectomy.

2.2.1. Open Field. At yearly intervals beginning one year after surgery, infant-lesioned monkeys were assessed for spontaneous gross motor behavior according to previously published methods [14]. Adult-lesioned monkeys were moved into an empty adjoining enclosure 6 months after surgery and assessed individually for spontaneous behavior three years after surgery. Upper and lower limb movements were scored normal for full lift off the ground or abnormal for dragging of the appendage. Limping behavior was also scored as an abnormal movement but was analyzed separately from appendage dragging [14].

Normal gait was observed on the ipsilateral side with the appendages clearly being lifted off the ground as the limbs moved forward for both age groups at each observation period. Both infant- and adult-lesioned subjects had pervasive upper limb dysfunction with 90% of total arm movements resulting in the hand being dragged along the ground (Figure 3). Lower limb movement difficulties were less frequently observed in infant-lesioned subjects with less than 10% of total movements resulting in dragging. The lower limb in the adult-lesioned subjects was also less affected with 16% of the leg movements being accompanied with a foot drag. However, when taking into account limping as an abnormal movement, the lower limb in the adult-lesioned monkeys was significantly affected. This suggests that lower limb recovery in the young-lesioned animals is much stronger than the upper limb that remains hemiparetic [14].

2.2.2. Horizontal Bar Crossing. The vervet monkey is an agile species with the ability to cross a horizontal bar that is a complex visuo-spatial-motor task, from a very young age. At yearly intervals, infant-lesioned subjects were assessed for their ability to perform bar crossing. Adult-lesioned subjects
were moved into an empty adjoining enclosure 6 months after surgery and assessed individually for spontaneously crossing the bar. Behavior was scored as follows: (1) attempt to grab the bar with the contralateral fore- or hind-limbs was scored either as a successful or unsuccessful grab, with the successful attempt being defined as the contralateral appendage fully grasping the bar and (2) no attempt to grab the bar while walking across the horizontal bar defined as a movement across the bar using only the ipsilateral limbs/appendages. Video was analyzed frame-by-frame for each time point and group (see Burke et al., for more details [14]).

The infant-lesioned subjects were unable to transverse the bar by walking upright as a normal monkey for the first 2 years following surgery; instead, they would transverse the bar hanging upside down from the bar. The subjects would hang onto the bar with the ipsilateral limbs, overreach the bar with the contralateral limb such that the entire arm or leg was completely extended above the bar, and then glide the limb down the bar until either the hand or foot was able to latch onto the bar (Figure 4). The monkeys were typically unable to transverse the entire length of the bar without falling to the ground. By the third year, the monkeys started to use a new strategy for crossing the horizontal bar by not attempting to use the contralateral limb. When the monkeys attempted to use the contralateral arm on the horizontal bar, they displayed a 100% success rate. However, 88% of the movements across the bar did not involve the contralateral hand. The subjects did attempt to use the contralateral leg 79% of the time and had an 88% success rate when the leg was used. The adult-lesioned subjects were able to successfully walk upright the entire length of the horizontal bar. When the monkeys attempted to use the contralateral arm on the horizontal bar, they displayed a 25% success rate; however, the vast majority of movements across the bar did not involve the contralateral hand [14].

2.2.3. Turning Behavior. During open field motor assessment, turning preference was scored as a 90° or 180° turn ipsi- or contralateral to the lesioned side of the body. An average of 172 ± 43 turning behaviors were scored, and at each time point a consistent ipsilateral turning preference was recorded. At 1 year of age, 70% of turns were ipsilateral. This increased to 86% and 89% at the age of 2 and 3, respectively, whereas the adult-lesioned animals had a 94% ipsilateral turning preference. There were no differences in turning behavior between age groups, or infant- versus adult-lesioned subjects indicating that this function never recovered over time, with the animals still showing a marked preference for the nonblind hemifield [14].

2.3. Temperature Sensitivity. Previous studies have shown that hemispherectomy patients are able to perceive tactile stimulation applied to their paretic leg. Functional magnetic resonance imaging (fMRI) studies further showed that this type of stimulation leads to activation of the intact primary and secondary somatosensory cortices, suggesting the existence of ipsilateral, nondecussating pathways from the periphery [34, 35]. Here we measured thermal sensitivity of the upper and lower limbs as a measure of residual somatosensation in infant-lesioned subjects.

The subjects were placed in a restraining chair with their arms and legs freely moving. The subjects’ fingers or toes were randomly immersed into recipients containing water at varying degrees of temperature (0, 10, 20, 30, 40, and 50°C). Whereas the 30°C can be considered as a neutral temperature, the 20 and 40°C are innocuous cold and warm stimuli, respectively. The 10 and 0°C temperatures fall within the noxious cold range whereas the 50°C is a noxious heat stimulus. If the monkey did not withdraw the appendage from the water within 16 seconds, the trial was terminated and counted as a nonresponse (Figures 5(c) and 5(d)). Two years after the surgery both upper (fingers) and lower (toes) limbs (ipsi- and contra-) were tested at each temperature, and the withdrawal reaction time was recorded via frame-by-frame analysis of the video (Figure 5). Appendage withdrawal responses were analyzed in three monkeys, and time of withdrawal was compared by t-test between ipsi- and contralateral appendages.

In line with our expectations, withdrawal times of the ipsilateral upper and lower limb for the neutral and innocuous temperatures were longer than for the noxious stimuli (Figure 5). Whereas the animal withdrew the limb in less than 30% of the cases for the neutral temperatures, this increased to 100% for the painful cold and heat stimuli. For the ipsilateral lower limb, the average withdrawal times for neutral, innocuous warm and noxious heat stimuli were 7.33 ± 2.49, 2.57 ± 0.72, and 1.36 ± 0.2, seconds respectively, (Figure 5). A similar response pattern was observed for the contralateral stimuli with this noticeable difference that withdrawal times were significantly longer for all tested temperatures. The percentage of withdrawal responses to noxious cold and heat stimuli remained close to 100% for the contralateral limb. For the contralateral upper limb, average withdrawal times and percentage of withdrawals did not differ for the neutral and innocuous temperatures. However, for the lower limb, withdrawal times were shorter for the innocuous compared to the neutral temperatures. For both the upper and lower limb, withdrawal times for the noxious temperatures were shorter than for the innocuous temperatures. Together, these data suggest that while the contralateral limbs retained thermal sensitivity, there was a clear impairment in the perception of the innocuous warm and cold temperatures, especially for the upper limb.

3. Discussion

The ability of the cerebral cortex to adapt and reorganize following insult early in life is remarkable but has been difficult to study systematically in human infants. Data has been mostly accumulated from case studies and suggest that lesions sustained in early childhood lead to better recovery [36] indicating a prominent anatomical reorganization in human subjects [37–39]. Here we present a 20-year culmination of data on our nonhuman primate model of early-life hemispherectomy. For individuals with medically required hemispherectomy, it is possible that neural reorganization...
Figure 4: At a young age, the subjects made a significant number of unsuccessful attempts to grab the horizontal bar with their hands and would transverse the bar upside down (a and e). The subjects would typically overreach the bar with their arms and glide their arms across the bar until their hands were able to latch on (white arrows in a and b). The lower limb also had difficulty latching onto the bar during the first two postoperative years after the surgery (black arrow in panels a and g). At two years of age, the monkeys began not to attempt to use the contralateral upper limb to transverse the bar (black arrows in panel c). Typically the subject would successfully use the affected hind limb (black arrow in panels d and h) and would not attempt to use the front limb (white arrow in panels d and f) to transverse the horizontal bar. By 2 years after surgery the subjects were able to walk upright across the bar. Dashed line (e and g) represents the expected value for a normal monkey. % successful was determined as successful latches (hand or foot)/total attempts to latch onto the horizontal bar. The ipsilateral side of the body acts as an internal control for normal motor movements and did not show any paretic movements. Years 1, 2, and 3 refer to the age of the infant-lesioned subjects at testing which also corresponds to the years after lesion. For the adult-lesioned subjects, year 4 refers to the number of years after initial surgery. Adapted from [14].

had already begun much before surgery but was masked by the dysfunctional hemisphere. The release from the “negative” influence exerted by the diseased hemisphere would give the appearance of a rapid reorganization of the remaining hemisphere [10]. Data from our laboratory as well as those from human studies suggest a critical role for subcortical and brainstem structures as well as corticospinal tracts in the neuroanatomical reorganization which result in the remarkable behavioral recovery following hemispherectomy [12, 40–43].
3.1. Summary and Clinical Parallels

3.1.1. Vision. Clinical studies involving individuals that underwent hemispherectomy conclude that there is marked improvement of life post-surgery, mainly due to the cessation of seizure activity [5, 6, 44, 45]. Recovery largely depends on the system in question. We report here that infant-lesioned monkeys had residual vision up to 45° in the blind hemifield compared to adult-lesioned subjects, where a behavioral response could not be elicited in the blind hemifield. We have previously reported that these subjects demonstrate a pervasive ipsilateral turning preference that may be indicative of a visuospatial impairment related to hemianopia. A preference for processing visual information from the ipsilateral hemifield (i.e., the unaffected field of vision) may be responsible for ipsiversive turning [14]. These residual visual capabilities parallel clinical findings for individuals who underwent hemispherectomy for treatment of intractable epilepsy. Indeed, in human hemispherectomy patients, nonreflexive visual responses can be elicited in the blind hemifield [46]. Responses to visual stimuli presented in the hemianopic side have been classified according to the patient’s implicit (Type I blindsight) or explicit (Type II blindsight) acknowledgement of the presence of the stimulus [7]. The ability of infant-lesioned subjects in the current study to actively orientate towards food rewards in the blind hemifield is reminiscent of Type II blindsight. The lack of visual orientation in the blind hemifield of the adult-lesioned subjects suggests that like recovery in sensorimotor abilities, the younger cortical lesioned subjects tend to recover function more completely than their adult-lesioned counterparts [14]. Results from lesions restricted to the striate cortex of cats and monkeys [47] support a relationship between the degree of visual recovery and the age at which the lesion was performed [48, 49].

In clinics, it is generally accepted that early-lesioned patients have a larger chance of residual vision [50]. A recent clinical study suggests that children who have unilateral or bilateral loss of their occipital lobe(s) are capable of retaining normal vision in both visual fields when tested with a forced-choice preferential-looking perimetric method. A child who underwent a complete hemispherectomy at the age of 59...
months could consciously detect light throughout the visual field. This is in sharp contrast with a visual perimetry of only 30° in a patient who underwent hemispherectomy at 13 years of age, suggesting that visual recovery is dependent upon age of lesion. In both patients, the luminance of the visual target had to be at least 45 cd/m² to allow detection in the affected visual hemifield, compared to 5 cd/m² in the unaffected hemifield [36]. Moreover, a patient born with developmental anomaly of both occipital lobes demonstrated a large reduction of the bilateral scotomas leading to an expansion of the total visual field [19]. Residual vision varies among patients and may not be entirely dependent on the age of surgery since residual vision has also been reported in patients who underwent hemispherectomy during late adolescence and early adulthood [7, 51, 52].

In patients and monkeys with massive unilateral lesions of the primary visual cortex, residual vision in the blind hemifield (Type I and Type II blindsight) has been ascribed to ipsilateral extrastriate cortical areas that receive inputs via the colliculopulvinar pathway [53, 54]. In the case of anatomical hemispherectomy where all visual cortical regions of one hemisphere have been removed, residual vision is dependent upon the contribution of the remaining hemisphere as demonstrated by brain-imaging methods. Thus, it was shown that visual stimulation of the blind hemifield in hemispherectomy patients activates visual cortical areas in the remaining hemisphere [55, 56]. A more recent, DTI study by Leh and colleagues [52] highlighted the pathway by which the visual information presented to the blind field reaches the contralateral visual cortex. Indeed, these authors traced a retinofugal projection to the SC ipsilateral to the removed hemisphere that reaches the contralateral SC, then the pulvinar and the extrastriate cortices [7, 52]. This indicates that the SC ipsilateral to the removed hemisphere survives the hemispherectomy and can be activated by visual stimuli presented in the hemianopic field.

Anatomical evidence, from our laboratory on the same hemispherectomized monkeys used in our behavioral experiments, suggests that retinal and subcortical visual structures survive the lesion but to varying degrees [12]. Although there is a massive transneuronal degeneration of retinal ganglion cells in the fovea, the peripheral retina remains unaffected [57]. The main thalamic target of the retina, the dorsolateral geniculate nucleus (dLGN), ipsilateral to the removed cortex undergoes a major loss of neurons and an intense gliosis [58]. Notwithstanding a large volume reduction, the dLGN still receives projections from each retina ending in the appropriate layers [15]. The paucity of surviving neurons within the magno- and parvocellular layers does not make the dLGN a likely candidate for sustaining residual vision. On the other hand, the SC retains functional capabilities as revealed by cytochrome oxidase activity and receives normal retinal inputs. Unlike the dLGN, the ipsilateral colliculus undergoes only moderate neuronal reduction following hemispherectomy and remains mostly intact [59]. Moreover, the ipsilateral substantia nigra also remains intact with no obvious volume or neuronal loss [60]. The substantia nigra plays an important role in saccadic eye movements with the lateral part committing the majority of its projections to the nigroretinal pathway [61]. As suggested by tractography studies in human hemispherectomy patients, it seems, therefore, that the collicular system and the lateral substantia nigra play an important role in residual visual capabilities. Figure 6 summarizes the neural substrates implicated in residual vision in the blind hemifield of hemispherectomized monkeys.
3.1.2. Motor and Somatosensory Functions. Our results on the behavioral recovery of sensory-motor behaviors in the infant hemispherectomized monkey parallel to those reported in clinical cases [5, 30, 63] as well as those reported in neonatal feline models of hemispherectomy [64–66]. The infant-lesioned monkeys tend to regain function in the lower limb within a year after surgery, but the upper limb appears to remain hemiparetic, mirroring clinical data where subjects may regain muscle strength in the leg but continue to show weakness in the contralateral arm and hand with an intact tactile detection [5, 30, 35]. The ineptitude of our subjects to effectively transverse the horizontal bar reflects an inability to integrate complex visuospatial, somatosensory, and motor information. A diminished tactile sensation became especially apparent with the overreaching and gliding of the arm and leg until the subject was able to latch onto the bar.

All the preserved functions, motor as well as somatosensory, following hemispherectomy in both humans and nonhuman primates have been attributed either to an extensive anatomical reorganization or to the use of compensatory mechanisms involving either the remaining cortex or subcortical residual structures. There is evidence that ipsilateral projections may play a role in the retention of function following hemispherectomy. Patients are able to perceive tactile stimulation applied to their paretic leg, and fMRI studies have shown that this type of stimulation leads to activation of the intact primary and secondary somatosensory cortices, suggesting ipsilateral pathways from the periphery [34, 38, 39, 67]. In one particular patient, thermal sensitivity was impaired on the paretic side of the body, but the patient was able to discriminate temperature changes on the skin. This patient experienced a pricking-burning sensation of the skin (allodynia) that was exacerbated by cold. fMRI data indicated that the allodynia experienced on the paretic limbs was processed in the remaining cortex in areas normally associated with pain processing [67]. The remaining cortex has also been shown to undergo significant reshaping in the motor and sensorimotor cortical representations [37, 68–71]. There is evidence from fMRI studies that physical training with the paretic lower limb results in cortical activation of the remaining primary sensorimotor, supplementary motor, cingulate, and secondary somatosensory cortices, suggesting an experiential or active-dependent recovery [72].

The ability of the remaining hemisphere to assume functional control over the ipsilateral body may be due to a reorganization of the brainstem tracts such as the corticospinal tract and medial lemniscus [41–43, 72]. In a child with intractable epilepsy in the left hemisphere, a presurgical fMRI study showed activation of the right, but not of the left primary motor cortex following tactile and motor stimulation of the right hand. These results suggest that reorganization occurred prior to surgery and that the corticospinal fibers originating from the nonaffected hemisphere mediated the reorganization [41]. In normally developing children, ipsilateral corticospinal connections remain intact until around 10 years of age [73] providing an anatomical substrate for reorganization following early-life dysfunction. Diffusion tensor imaging (DTI) data further suggest that the medial lemniscus may play a vital role in sensory recovery as it retains symmetry following early-life hemispherectomy [43]. Using design-based stereology, our group has reported relatively preserved contralateral dorsal column nuclei (gracilis, cuneatus, and external cuneatus) following hemispherectomy in infant primates (Figure 7) that could, in part, mediate the behavioral recovery [40].

The differential effect of hemispherectomy on the upper-versus lower limbs may also be mediated by networks of interneurons within the spinal cord [5, 30, 42, 74]. In human and nonhuman primates, lower-limb locomotion is thought to be under the control of neuronal circuits of the central pattern generator, within the spinal cord, whereas the upper limbs are under the control of corticospinal pathways [5, 74]. It has also been suggested that early cortical lesions lead to a reinforcement of the ipsilateral corticospinal tracts, whereas for cortical lesions sustained late in life recovery may be mediated by the cortico reticulospinal pathway [42].

3.2. Conclusion. The data presented here suggest that significant functional recovery occurs after the removal of one hemisphere in monkeys with no preexisting neurological dysfunctions. The nonhuman primate model presented here offers a unique opportunity for studying the behavioral and functional neuroanatomical reorganization that underlies developmental plasticity. All the preserved visual, motor, and sensory functions following hemispherectomy in both humans and nonhuman primates have been attributed to an extensive anatomical reorganization or to the use of compensatory mechanisms involving either the remaining contralateral cortex or subcortical residual structures [12]. The anatomical state of the visual system of infant-lesioned
monkeys adds support to the implication of the collicular system in mediating the sparing of vision in the contralateral hemifield observed in hemispherectomized humans [7, 50]. Anatomical and imaging studies further suggest that recovery of the motor and somatosensory (both tactile and thermal) functions may be subserved by existing, nondegenerating, ipsilateral projections of the medial lemniscus, corticospinal tract, and dorsal column nuclei as well as preserved superior colliculi and substantia nigra [60]. The extent and manner to which subcortical areas, the brainstem, and the spinal cord participate in functional reorganization following early-life hemispherectomy remains unresolved. The nonhuman primate model presented here has provided a significant contribution to our understanding of the behavioral and functional neuroanatomical reorganization that underlies developmental plasticity.

Acknowledgments

The authors would like to thank the staff at the Behavioral Sciences Foundation of St. Kitts (West Indies) for their constant support and excellent technical assistance. This research, over the years, was supported by the National Science and Engineering Research Council of Canada (NSERC) to Maurice Ptito.

References


GABA through the Ages: Regulation of Cortical Function and Plasticity by Inhibitory Interneurons

Konrad Lehmann, André Steinecke, and Jürgen Bolz

Institut für Allgemeine Zoologie und Tierphysiologie, Universität Jena, 07743 Jena, Germany

Correspondence should be addressed to Jürgen Bolz, jurgen.bolz@uni-jena.de

Received 13 January 2012; Revised 30 March 2012; Accepted 30 March 2012

Academic Editor: Maurice Ptito

Copyright © 2012 Konrad Lehmann et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Inhibitory interneurons comprise only about 20% of cortical neurons and thus constitute a clear minority compared to the vast number of excitatory projection neurons. They are, however, an influential minority with important roles in cortical maturation, function, and plasticity. In this paper, we will highlight the functional importance of cortical inhibition throughout brain development, starting with the embryonal formation of the cortex, proceeding by the regulation of sensory cortical plasticity in adulthood, and finishing with the GABA involvement in sensory information processing in old age.

1. Introduction

The functioning of the cerebral cortex depends critically on the precise balance between excitatory and inhibitory neurotransmitter systems. Excitation is mediated via glutamate by pyramidal neurons, the projection neurons of the cortex, and by a special class of local neurons in cortical layer IV, the spiny stellate cells. Inhibition is mediated via γ-aminobutyric acid (GABA) by cortical interneurons, which regulate the degree of glutamatergic excitation, filtering the input and regulate the output of projection neurons. GABAergic interneurons, the “nonpyramidal cells” of the cerebral cortex, take many different forms of dendritic and axonal arborization, which have been used for their morphological classification ever since their first description by Ramon y Cajal [1–5]. Moreover, interneurons also differ in their firing patterns, the neuropeptides they express, their calcium-binding protein content, and other molecular markers such as ion channels, receptors, and transporters. Based on the combination of structural, functional, and biochemical criteria, interneurons have been subdivided into many different subclasses and it is still a matter of hot debate among the experts of how many interneuron subtypes exist in the cortices of different species [6–8].

At the circuit level, interneurons control the flow of information and synchronization in the cerebral cortex. There are about five times more glutamatergic neurons than GABAergic neurons in the neocortex; this ratio is consistently observed across many mammalian species. This then suggests that the numerical balance of excitatory and inhibitory neurons may be important for normal brain function and behavior. Even though GABAergic interneurons comprise only a small fraction of the cells in the neocortex, disturbances in their development, and hence the delicate balance between excitation and inhibition, can lead to neurological or neuropsychiatric diseases such as epilepsy, autism, and schizophrenia (reviewed in [9–13]). These disorders often emerge during childhood and adolescence. However, as we will describe later in this paper, alterations in GABAergic interneuron can also occur in the adult and aging brain, with important repercussions for cortical function and plasticity.

2. Setting the Balance: Interneuron Migration into the Cortical Plate

Cortical projection neurons, the excitatory pyramidal cells, arise in the ventricular zone (VZ) of the dorsal telencephalon and then migrate radially to form the laminated neocortex [14]. In contrast, GABAergic interneurons originate from the VZ of the ventral telencephalon from three regions: different
interneuron subtypes are generated in the medial ganglionic eminence (MGE), the caudal ganglionic eminence (CGE), and the preoptic area (POA) (see Figure 1). For example, parvalbumin-positive and somatostatin-positive interneurons arise mainly from the MGE, while most calretinin-positive interneurons are born in the CGE and the POA gives birth to vasoactive intestinal peptide and neuropeptide Y-positive interneurons. Interneurons originating from these regions then migrate tangentially in separate streams over long distances towards their cortical destinations [15–22].

The cellular and molecular mechanisms that regulate and guide interneuron migration out of the ganglionic eminences and POA into the neocortex are beginning to be described. Different groups of signaling molecules, including semaphorins and slits, act as repulsive cues for migrating interneurons [23, 24]. On the other hand, two isoforms of neuregulin act as short- and long-term attractants that demarcate the migratory route of cortical interneurons [25]. Another group of signaling molecules that is expressed widely in the basal telencephalon during interneuron migration is the ephrins and their receptors, the Eph receptor tyrosine kinases. As will be described later, recent findings from our lab provided direct evidence for distinct roles of Eph/ephrin interactions in the guidance of cortical interneuron migration.

The mammalian Eph/ephrin system consists of a family of receptor tyrosine kinases subdivided into 9 EphAs and 5 EphBs. A-type receptors bind to all A-type ephrins (ephrinA1–5), which are tethered to the cell membrane by a GPI anchor. B-type receptors bind to all B-type ephrins (ephrinB1–3), which have a transmembrane domain that is followed by a short cytoplasmatic region. An exception is EphA4, which can bind to both A-type and B-type ligands [26–28]. A distinctive feature of this signaling system is that an Eph receptor can also act as a ligand in the same manner that an ephrin ligand can act as a receptor. Ephrin binding induces Eph forward signaling; however, ephrins can also signal into the cell, which is called reverse signaling (for review, see [29–31]). Using a library of riboprobes for all members of the Eph/ephrin gene family, we systematically mapped with in situ hybridizations the complete set of these wiring molecules at different developmental stages. Our results revealed that many members of the Eph/ephrin system can be detected in the developing telencephalon and that they exhibit highly dynamic expression patterns [32, 33]. Based on the spatial and temporal expression patterns we could make some prediction about the potential roles of these wiring molecules in regulating the tangential migration of cortical interneurons. These hypotheses have then been tested with different bioassays in vitro and in diverse gene-targeted mouse lines directly in vivo.

For example, we could demonstrate that ephrin-A3, which is expressed in the striatum, prevents migrating cortical interneurons from invading this inappropriate region [32]. We could also show that ephrin-A5 is expressed in the VZ of the ganglionic eminences, the dorsal boundary of the migratory route of MGE-derived interneurons, and that this molecule serves as an inhibitory border to channel these neurons into the subventricular zone [34]. Thus, as illustrated in Figure 2, the deep corridor of migrating cortical interneurons is at least in part defined by the concerted action of two different ephrin-A ligands, with ephrin-A5 flanking the dorsal portion and ephrin-A3 the ventral portion of this migratory stream.

These repulsive effects are mediated by the EphA4 receptor, which is expressed by cortical interneurons [32, 34]. As already mentioned above, particular interneuron subtypes are generated in a temporally regulated manner in the MGE, CGE, and POA of the basal telencephalon. We could reveal that POA- and MGE-derived cortical interneurons migrate within spatially segregated corridors. Ephrin-B3, expressed in POA-derived interneurons traversing the superficial route, acts as a repellent signal for deeply migrating interneurons born in the MGE, which is mediated by EphA4 forward signaling. In contrast, EphA4 induces repulsive ephrin-B3 reverse signaling in interneurons generated in the POA, restricting this population to the superficial path (Figure 3). Perturbation of this bidirectional ephrin-B3/EphA4 signaling in vitro and in ephrin-B3/EphA4 double mutants in vivo leads to a partial intermingling of cells in these segregated migratory pathways and—as shown in Figure 4—to a delayed migration of calbindin-positive interneurons to the cortex. Thus cell contact-mediated bidirectional ephrin-B3/EphA4 signaling mediates the sorting of MGE- and POA-derived interneurons in the deep and superficial migratory stream [33].

We could also demonstrate that EphA4-induced reverse signaling has a motogenic effect of MGE-derived interneurons. In these experiments we first used different in vitro assays for cell migration and found that recombinant EphA4 stimulates the migratory speed of cortical interneurons.

**Figure 1:** GABAergic interneurons are born in the basal telencephalon. Coronal cryosection of an E14 GAD65 EGFP mouse embryo. The MGE and the POA give rise to tangentially migrating cortical interneurons (green). GABAergic LGE-derived neurons migrate to the olfactory bulb, the striatum, and the lateral cortical interneurons (green). GABAergic LGE-derived neurons
the Isl1+ neurons to migrate towards the Str. The MGE gives rise to entering the striatum (Str). The same Eph/ephrin signalling allows signalling preventing the POA-derived cortical interneurons from (Isl1) positive interneurons that are guided by EphB1/ephrin-B3 Sema3A/3F forward signalling. The POA gives rise to neuropeptide EphA4 reverse signalling and guided by ephrin-A5, ephrin-A3, and and somatostatin-(SST-) positive interneurons. They are driven by drawing of a coronal brain slice from the right hemisphere; medial migrating MGE-derived neurons towards the cortex. Schematic divided by a bidirectional EphA4 and ephrin-B3 signalling.

For this we first performed RT-PCR, in situ hybridization and immunostainings to verify that DISC1 is expressed in the MGE at the appropriate developmental stages. We also examined the subcellular distribution of DISC1. As illustrated in Figure 5, DISC1 is expressed in the tips of the leading processes. In addition, we also found DISC1 immunoreactivity at the rear of the nucleus, opposite to the leading process. A closer inspection revealed that DISC1 colocalizes with LIS1, previously described as a centrosomal protein [42] (Figure 6). Thus DISC1 is found in important strategic positions to control the molecular machinery involved in interneuron migration, for example, by interacting with cytoskeletal proteins tubulin and actin, motor proteins of the dynein and kinesin family, and regulatory proteins [40, 43].

To examine the functional role of DISC1 during interneuron migration, we performed in utero and ex utero electroporation to suppress DISC1 in the MGE in vivo and in vitro. Our results indicate that, after DISC1 knockdown, the proportion of tangentially migrating MGE neurons that reached their cortical target was reduced by 15%. In addition, there were profound alterations in the morphology of DISC1-deficient neurons, which exhibited longer and less branched leading processes than control cells [44].

These results indicate that DISC1 has an impact on the migratory behaviour of interneurons during early development that might lead to deficits in the number and/or composition of GABAergic neurons in the cortex. As mentioned in Section 1, dysfunctions of local GABAergic circuits have been often associated with the pathophysiology of schizophrenia [12]. Thus our findings support the notion that schizophrenia is a neurodevelopmental disease that may result from defects in interneuron integration [45].

4. Inhibitory Regulation of Sensory Cortical Plasticity

Vulnerability for psychiatric diseases is not uniform throughout life, but is increased during certain stages of pre- and postnatal development [46, 47]. The factors that make neuronal subsystems especially open for environmental influences during well-defined, so-called critical periods have been the subject of much research in the neurosciences. As a typical example, the binocular visual cortex exhibits a well-studied critical period during which, under undisturbed conditions, the orientation preferences for stimuli seen through one versus the other eye are harmonised in visual cortical neurons [48]. It has long been known that temporary closure (i.e., monocular deprivation) of one eye during this

Thus, in addition to its established role in providing cell-contacted mediated repulsion, EphA4 can also tune the molecular machinery for neuronal migration. The ephrin ligands mediating EphA4 reverse signaling and the signal transduction cascade involved in this process are currently under investigation. However, in order to study the function of EphA4 on interneuron migration in vivo, we already examined cortical interneurons in an EphA4 knockout mouse line. We found that there was a delayed relocation of calbindin-positive interneurons into the cortex [35].

3. Disrupting Interneuron Migration by Disrupted-in-Schizophrenia 1

Disrupted-in-Schizophrenia 1 (DISC1) is a prominent susceptibility gene for major psychiatric disorders [36, 37]. The biological functions attributed to the DISC1 protein are complex and highly diverse. For example, previous work suggested that DISC1 plays an important role during neuronal proliferation, differentiation, neurite outgrowth, and synapse formation (reviewed in [38, 39]). There are also some studies that report that DISC1 is a necessary component for the correct positioning of radially migrating cortical pyramidal neurons [40, 41]. This prompted us to study the potential role of DISC1 for interneuron migration.

Figure 2: Different Eph/ephrin members act in concert to channel migrating MGE-derived neurons towards the cortex. Schematic drawing of a coronal brain slice from the right hemisphere; medial is right; dorsal is top. The MGE gives rise to parvalbumin-(PV-) and somatostatin-(SST-) positive interneurons. They are driven by EphA4 reverse signalling and guided by ephrin-A5, ephrin-A3, and Sema3A/3F forward signalling. The POA gives rise to neuropeptide Y (NPY), vasoactive intestinal protein (VIP) as well as islet 1 (Isl1) positive interneurons that are guided by EphB1/ephrin-B3 signalling preventing the POA-derived cortical interneurons from entering the striatum (Str). The same Eph/ephrin signalling allows the Isl1+ neurons to migrate towards the Str. The MGE gives rise to the deep migratory stream (DMS) and the POA provides neurons for the superficial migratory stream (SMS). Those streams are divided by a bidirectional EphA4 and ephrin-B3 signalling.

For this we first performed RT-PCR, in situ hybridization and immunostainings to verify that DISC1 is expressed in the MGE at the appropriate developmental stages. We also examined the subcellular distribution of DISC1. As illustrated in Figure 5, DISC1 is expressed in the tips of the leading processes. In addition, we also found DISC1 immunoreactivity at the rear of the nucleus, opposite to the leading process. A closer inspection revealed that DISC1 colocalizes with LIS1, previously described as a centrosomal protein [42] (Figure 6). Thus DISC1 is found in important strategic positions to control the molecular machinery involved in interneuron migration, for example, by interacting with cytoskeletal proteins tubulin and actin, motor proteins of the dynein and kinesin family, and regulatory proteins [40, 43].

To examine the functional role of DISC1 during interneuron migration, we performed in utero and ex utero electroporation to suppress DISC1 in the MGE in vivo and in vitro. Our results indicate that, after DISC1 knockdown, the proportion of tangentially migrating MGE neurons that reached their cortical target was reduced by 15%. In addition, there were profound alterations in the morphology of DISC1-deficient neurons, which exhibited longer and less branched leading processes than control cells [44].

These results indicate that DISC1 has an impact on the migratory behaviour of interneurons during early development that might lead to deficits in the number and/or composition of GABAergic neurons in the cortex. As mentioned in Section 1, dysfunctions of local GABAergic circuits have been often associated with the pathophysiology of schizophrenia [12]. Thus our findings support the notion that schizophrenia is a neurodevelopmental disease that may result from defects in interneuron integration [45].

4. Inhibitory Regulation of Sensory Cortical Plasticity

Vulnerability for psychiatric diseases is not uniform throughout life, but is increased during certain stages of pre- and postnatal development [46, 47]. The factors that make neuronal subsystems especially open for environmental influences during well-defined, so-called critical periods have been the subject of much research in the neurosciences. As a typical example, the binocular visual cortex exhibits a well-studied critical period during which, under undisturbed conditions, the orientation preferences for stimuli seen through one versus the other eye are harmonised in visual cortical neurons [48]. It has long been known that temporary closure (i.e., monocular deprivation) of one eye during this
critical period will shift the excitability of cortical neurons towards the open eye [49, 50]. This critical period for ocular dominance plasticity starts a few days after eye opening in mice, has a maximum at about postnatal day 28, and ends at around postnatal day 32, when short periods of deprivation have no detectable effect in the cortex [50]. Longer periods of deprivation, however, are still able to induce ocular dominance plasticity until postnatal day 100 (P100), but no longer (Figure 7, [51]).

The mechanisms regulating this period of enhanced plasticity have been the subject of intense research for many years. It has become obvious that the critical period is initiated by a shift in the cortical balance of excitation and inhibition [52, 53] (see [54] for review), a shift that is effected by the maturation of fast-spiking GABAergic interneurons, the so-called basket cells which are characterised by their expression of parvalbumin [55]. Thus, the start of the critical period is delayed in knockout mice lacking the GABA synthesising enzyme GAD65 and is triggered in these mice as soon as inhibition at GABA_A receptors is increased by the intracerebral infusion of diazepam [52]. Enhanced inhibition in early childhood prepones the start of the critical period [53, 56, 57]. On the other hand, several interventions have been shown in recent years to reinstate critical period-like plasticity in adult animals by reducing intracortical inhibition: treatment with the antidepressant fluoxetine allows for ocular dominance plasticity in adult rats [58]; the effect is accompanied by reduced cortical GABA levels and prevented by diazepam infusion. Additionally, fluoxetine treatment promotes the recovery from amblyopia of adult rats [58]. The same holds true for environmental enrichment, and again diazepam infusion averts the effect [59]. Indeed, directly attenuating GABA release by a GAD inhibitor reestablishes CP-like plasticity in adult rats [60].
Figure 5: DISC1 immunocytochemistry on MGE-derived interneurons. Photomicrograph of MGE-derived neurons immunostained with DISC1 antibodies (red) and β-Tubulin antibodies (green) show a strong DISC1 signal in the processes of the interneurons.

Thus, it seems that GABAergic neurons single-handedly regulate visual cortical plasticity, and this impression is even enhanced by the recent observation that intracortical transplantation of embryonal cells from the medial ganglionic eminence (MGE), which are destined to become GABAergic cortical interneurons, induces a period of enhanced plasticity in mice beyond the critical period [61]. Interestingly, this effect is only present during a narrow time frame when the transplanted cells have a certain cellular age (33 to 35 day) corresponding to the age they would have had during the natural critical period in normal development.

Surprising as this active time window may be, it is in line with a lot of research on the activity-dependent maturation of parvalbumin-containing interneurons in the visual cortex. Before and during the critical period for ocular dominance plasticity, the strength of cortical inhibition triples. This increase is prevented by dark rearing which also delays the critical period [62]. Further research specified that the number of perisomatic boutons around pyramidal cells in the visual cortex increases until postnatal day 28, which marks the peak of the critical period; again, visual deprivation prevented the increase [63]. These results imply that the maturation of basket cells is necessary for the start of the critical period for ocular dominance plasticity, and they show that this maturation is activity dependent. As mentioned above, transsynaptic transfer of the homeoprotein Otx2 from the retina, which is triggered by light perception, has been shown to induce the maturation of parvalbumin-containing interneurons and the start of the critical period [55]. A high concentration of polysialic acid (PSA), which traps Otx2 [64], has been shown to prevent the start of the critical period, such that premature removal of PSA leads to an earlier maturation of parvalbumin-expressing cells and a preponed critical period [65]. Recent work has elucidated to a large degree the cell-autonomous mechanisms that promote the developmental synapse formation in basket cells: a knockdown of the GABA-synthesizing enzyme GAD67 leads to deficits in axon branching and perisomatic synapse formation, whereas overexpression of GAD67 speeds up these processes [66], (see [67] for review).

Thus, inhibitory innervation patterns are regulated by the cell’s own activity, which in turn depends on GABA synthesis. An interesting recent twist in this story is the finding that the complete blockade of GABA synthesis in single cells does not, as one would expect, shrink axonal arbors drastically, but contrariwise increases their density and complexity [68]. The authors of that study suggest a model according to which basket cells make tentative contacts with many potential postsynaptic targets, which are pruned or stabilized by synaptic activity. While little activity is sufficient to remove, but not to stabilize connections, complete blockade allows for neither and therefore keeps axonal complexity and synapse number high [68]. In summary, visual stimulation induces the maturation of parvalbumin-containing basket cells, which is internally regulated by GABAergic activity, and shifts the excitation-inhibition balance of visual cortical neurons such that critical period plasticity becomes possible.

While it seems established that GABAergic inhibition controls the level of cortical plasticity, it is much less clear in how far GABAergic neurons are involved in the expression of plastic changes. Even after the drastic reduction of visual cortical inhibition just about the level that would evoke seizures, the ocular dominance shift evoked by monocular deprivation can be observed, and complete silencing of intracortical connections by muscimol confirms that the effective changes are expressed at thalamocortical synapses [69]. Indeed, ocular dominance plasticity is dependent on Hebbian plasticity at NMDA receptors [70–72]. Do inhibitory interneurons, then, participate in synaptic plasticity at all?

Several studies have tried to answer this question. Using calcium imaging, one recent study showed that GABAergic neurons are more binocular, that is, less dominated by one eye, in normal mice, but show a similar shift toward the open eye after monocular deprivation during the critical period [73]. If monocular deprivation was performed after the critical period, the ocular dominance shift of GABAergic neurons was even stronger than that of excitatory neurons. Another study, however, provided somewhat conflicting results: In vivo intracellular recording from pyramidal cells and fast-spiking interneurons showed that while excitatory cells have a normal bias towards the contralateral eye which they rapidly lose after a short monocular deprivation, fast-spiking interneurons were unbiased at the outset, showed a paradoxical shift towards the closed eye after short deprivation, and only shifted on to an ipsilateral bias after longer deprivation periods [74]. The discrepancies may arise from differences in anaesthesia and method or simply from the fact that the latter study focused on fast-spiking, parvalbumin-containing interneurons which play a central role in regulating the critical period for ocular dominance plasticity, whereas the Kameyama study did not distinguish among GABAergic neuronal subtypes. Both studies agree, however, that intracortical inhibition changes in response to monocular deprivation, and in adult plasticity, this change may even have a stronger influence on network function than the relatively small change in excitatory transmission [73].

In another primary sensory area, the somatosensory cortex, the role of GABAergic interneurons in the response to sensory deprivation has been firmly established in recent
Figure 6: DISC1 and LIS1 immunocytochemistry on MGE-derived cells. Photomicrograph of an MGE-derived cell that was coimmunolabeled with a DISC1 antibody (a) and a LIS1 antibody (b). (c) represents the merged picture of (a) and (b). Note the precise overlap of DISC1 and LIS1 at the centrosome (yellow in c) pinpointed by the arrow heads. Scale bar: 10 μm.

Figure 7: Adult ocular dominance plasticity ceases at postnatal day (P) 100. Retinotopic maps of the binocular visual cortex are shown. Elevation is colour coded according to the scheme on the left. Polar maps obtained by stimulation of the contralateral (contra) or ipsilateral (ipsi) eye are illustrated for four representative mice. Ocular dominance (OD) in the visual cortex is shown in the OD maps on the right, color-coded according to the scheme on the right. In nondeprived control mice both before (a) and after (c) P100, the contralateral eye activates the cortex more strongly than the ipsilateral eye, which is reflected in warm-coloured OD maps. Seven days of monocular deprivation shift OD towards the ipsilateral eye in P95 animals (b), colder colours of OD map), but have no such effect in the P130 animal (d). Scale: 1 mm.

years (see [75] for review). If a single row of whiskers was removed in mice starting on postnatal day 7, the number of parvalbumin-positive interneurons was significantly reduced in the cortical barrels representing that row, whereas it was increased in adjacent barrels [76]. This loss of parvalbumin expression went along with a lower number of perisomatic synaptic varicosities and weaker inhibitory transmission, an effect that required experience-dependent release of BDNF [77]. Further research confirmed the reduction in parvalbumin expression and showed that, upon whisker trimming, fast-spiking interneurons in the barrel cortex, but not other kinds of nonpyramidal cells, become less excitable, while their excitatory thalamocortical input is reduced [78].

Interestingly, these findings are somewhat at variance with earlier research demonstrating that in rats in which a row of whiskers was plucked between postnatal days 1 and 60, the number of GABAergic synapses on dendritic spines, but not on somata, was strongly reduced in the deprived barrels [79] (see [80] for review). A potential approach to reconcile these conflicting results might be that whisker trimming at a very early age delays the maturation of cortical inhibition in a similar way as dark rearing does in the visual cortex. Here, this kind of deprivation also results in reduced parvalbumin expression [81]. As parvalbumin-positive interneurons mature quickly before the onset of the critical period for ocular dominance plasticity in the visual cortex, it is possible that the time window for these effects is broader in the visual cortex than in the somatosensory cortex.
cortex [63, 82], so they do in the somatosensory cortex between postnatal days 10 and 30 [83]. It is conceivable that only a longer period of deprivation (two months in [79]) allows for the full adaptation to changed input.

Although such issues still need to be clarified, it appears that the mechanisms regulating sensory plasticity are similar in different cortical areas (see [84] for review), involving the expression of parvalbumin and the formation of perisomatic synapses by basket interneurons in both the somatosensory and the visual cortex. In the auditory cortex, too, similar processes seem to control critical period plasticity [85, 86]. This uniformity of function across the neocortex holds a promise for our ability to understand cortical plasticity, but a lot of work still remains to be done to understand the cellular and network mechanisms by which plasticity is enabled.

5. Age-Related Decline of Inhibition and Signal Processing

Perceptual sensitivity declines in old age. In aged humans, visual acuity and contrast sensitivity decline in an accelerated fashion [87–89]. In order to test in how far mice might serve as an animal model of age-related vision loss in humans, we have just shown that, in pigmented mice, too, visual acuity and contrast sensitivity deteriorate, starting at approx. 18 months of age, and the progressive loss parallels that which is seen in humans [90]. While age-related degradations in the sensory organs certainly impair access to the environment, there has been a long-standing notion that central nervous changes may also contribute to the decline in visual or somatosensory function [91, 92]. Indeed, we could show in the same study that visual cortical activity, as measured by optical imaging of intrinsic signals, and cortex-dependent behavioural plasticity were strongly reduced in old mice (Figure 8, [90]).

A precise connection between cellular changes and visual function loss in old animals has been achieved in macaques. In these animals, orientation tuning of visual cortical neurons is reduced to the point of being scarcely detectable [93, 94]. Electrophoretic application of GABA or the GABA agonist muscimol to the recorded neurons, however, restored orientation selectivity similar to that seen in young animals, whereas the GABA receptor antagonist bicuculline abolished orientation tuning in visual cortical neurons of young monkeys [94]. A similar degradation of visual cortical function, that is, decreased orientation sensitivity, higher spontaneous activity, and lower signal-to-noise ratio, was observed in aged cats and, partly, in rats [95, 96]. Looking for the reason of this decrease in intracortical inhibition, Hua and colleagues [97] found the density and proportion of GABA-immunopositive neurons in the cat visual cortex to be decreased by about half in old compared to young animals, whereas there was no change in the number of excitatory neurons.

Does this loss of inhibitory interneurons affect all GABAergic subtypes equally? In humans and dogs it appears that basket cells characterised by parvalbumin are remarkably resilient to old age [98, 99]. This fits to the most recent finding that the activity of parvalbumin-containing interneurons has almost no effect on the orientation tuning of visual cortical pyramidal cells [100], whereas a genetically induced loss of dendrite-targeting interneurons leads to impaired orientation tuning in the mouse visual...
6. Conclusions

Despite being only a minority of all cortical neurons, inhibitory interneurons have a key role in modulating cortical function and plasticity, and even subtle impairments to the integrity of these cells can lead to severe neuronal and psychiatric disturbances. It is therefore crucial to understand the development of GABAergic interneurons, their integration into cortical circuits, and the factors necessary for their preservation. In consequence, it might become possible to treat neuronal disorders at their basic circuit level.
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To compare the development of the auditory system in hearing and completely acoustically deprived animals, naive congenitally deaf white cats (CDCs) and hearing controls (HCs) were investigated at different developmental stages from birth till adulthood. The CDCs had no hearing experience before the acute experiment. In both groups of animals, responses to cochlear implant stimulation were acutely assessed. Electrically evoked auditory brainstem responses (E-ABRs) were recorded with monopolar stimulation at different current levels. CDCs demonstrated extensive development of E-ABRs, from first signs of responses at postnatal (p.n.) day 3 through appearance of all waves of brainstem response at day 8 p.n. to mature responses around day 90 p.n.. Wave I of E-ABRs could not be distinguished from the artifact in majority of CDCs, whereas in HCs, it was clearly separated from the stimulus artifact. Waves II, III, and IV demonstrated higher thresholds in CDCs, whereas this difference was not found for wave V. Amplitudes of wave III were significantly higher in HCs, whereas wave V amplitudes were significantly higher in CDCs. No differences in latencies were observed between the animal groups. These data demonstrate significant postnatal subcortical development in absence of hearing, and also divergent effects of deafness on early waves II–IV and wave V of the E-ABR.

1. Introduction

The auditory system demonstrates extensive developmental changes during postnatal life, both in humans as well as in altricial animals (review in [1]). Which developmental effects are caused by experience and which are preprogrammed by genetic makeup (independent of hearing experience; comp. [2, 3]) is not always straightforward.

An interesting model in resolving this question is the congenitally deaf cat (CDCs, [4]). CDCs show a cochlear degeneration before hearing onset that prevents hearing experience. However, the spiral ganglion cells are well preserved [5]. This is a substantial advantage in comparison to pharmacological deafening, where the numbers of surviving spiral ganglion cells decrease within short time down to less than 50%, in some down to 10% of the counts in hearing counterparts [6]. Loss of spiral ganglion cells may lead to a down-regulation in supply of trophic factors to the cochlear nucleus (denervation effects). Loss of spiral ganglion cells is also a confounding factor for developmental studies, further aggravated by the interindividual variability in the ganglion cell loss. Electrical stimulation of the auditory nerve may thus yield a different extent of activation in the central auditory system in deafened animals. In contrast, in CDCs it is possible to test the functionality of the auditory system by electrical stimulation of the auditory nerve in a more reproducible way.

Extensive changes in the auditory cortex have been demonstrated in adult CDCs [7] as well as in neonatally-deafened cats [8]. Many of these changes are the consequence of an altered postnatal developmental sequence [9]. Consequently, auditory experience has a shaping influence on the functional maturation of the auditory system [10]. In addition, effects of auditory deprivation have been uncovered
in the synapses and function of the brainstem [11] and midbrain [12–15]. It remains unclear how these changes contribute to the cortical-sensitive period for therapy of deafness with cochlear implants [16, 17].

The present study was designed to investigate the consequences of inborn deafness on the brainstem function. In auditorily naive animals of different ages, brainstem-evoked signals were measured in response to electrical stimulation through a cochlear implant. The responses were compared to electrically evoked brainstem responses in hearing (acutely deafened) controls. Electrically-evoked auditory brainstem responses (E-ABRs) are also used clinically in human cochlear implanted subjects to objectively assess the auditory function [18–20]. The present results can, therefore, be directly compared to the measurements in cochlear-implanted subjects. Additionally, brainstem-evoked responses include components from different structures in the brainstem [21] and can be used to compare effects of deprivation on several auditory structures at the same time.

The present data reveal that auditory deprivation does affect the brainstem and that these functional effects can be detected using E-ABRs. The data demonstrate that a significant portion of the developmental process is, however, preserved in complete deafness. Consequently, this part of development is dependent on genetic makeup. Finally, the present data show that different portions of the afferent auditory pathway are differentially sensitive to deprivation.

2. Materials and Methods

2.1. Animals. For the present study, 35 cats were investigated. Their age was in the range from birth (P0) to adult (>6 months), 17 animals were congenitally deaf and 18 were normal hearing controls. All congenitally deaf cats had no hearing experience before the final (acute) experiment. Two animals from the deaf white cat colony were investigated at 0 p.m. (right after birth), one deaf animal at day 3 p.m. (P3) and one deaf animal at P8, remaining animals were older than 21 days. Congenital deafness was, however, verified in the 4th week p.m. by the absence of hearing-evoked brainstem responses (see [5]). In younger animals, the same test was performed at the beginning of the experiment, whereas in animals < P10 the test cannot yield certainty on the potential hearing status later in life, since hearing thresholds drop below 100 dB SPL only after P10 in hearing cats [22].

2.2. Experimental Procedure. All animals were anaesthetized by subcutaneous application of ketamine-hydrochloride (Ketave, Parker-Davis; 15 mg/kg b.w.) and xylazine-hydrochloride (Rompun, Bayer; 0.6 mg/kg b.w.). The pinna was removed at both sides, the tympanic membranes and the bulleas were exposed. The animals were placed in a soundproof chamber and fixated in a stereotactic frame. For acoustic stimulation, an inversely driven calibrated Bruel and Kjeær condenser microphone was placed in front of the tympanic membrane. For assessing hearing thresholds, condensation clicks (50 μs) were used. Stimulation was performed at intensities in the range of 5–120 dB SPL, presented at a rate of 13 stimuli per second. For recording of auditory brainstem responses (ABRs), a small trephination was drilled at the vertex of the skull and a recording electrode was placed epidurally. The indifferent electrode was inserted in the muscles under the bulla at the site of stimulation. The recorded signal was amplified by 80 dB (Tektronix V122 and 5A22N), filtered (0.01 kHz–10 kHz, 6 dB/octave, Tektronix 5A22N), and averaged by a computer (100 repetitions). Animals classified as hearing had a click-evoked ABR threshold <40 dB SPL.

After determining the hearing thresholds, both bullae and round windows were opened. In hearing controls the hair cells were destroyed using a slow instillation (within 5 minutes) of 0.3 mL neomycin sulfate (25 mg/mL) into the scala tympani. This procedure was performed to avoid electrical stimulation of hair cells (electrophonic effects). After further 5 minutes, the neomycin was carefully washed out by Ringer’s solution and deafness was verified by the absence of auditory-evoked brainstem responses (condensation click, 120 dB SPL). The deafening procedure was performed on both ears. Thereafter, a custom-made cochlear implant with five intrascallear gold contacts with a spacing of 1 mm [9] was placed in the scala tympani. The insertion depth was ~6 mm. Electrical stimulation with biphasic, charge-balanced pulses (200 μs/phase, monopolar stimulation with the apicalmost electrode of the implant and an indifferent electrode placed in the muscles at the neck) was performed using an optically isolated current source. Presentation rate was 13 stimuli per second in all animals. Electrically evoked brainstem responses were recorded at varying intensities. Stimulus levels were computed from peak-to-peak amplitudes of the pulses. The highest current level was reached when facial nerve stimulation appeared. Recordings with facial nerve stimulation resulting in muscle contractions were contaminated with muscle activity and discarded from further processing.

2.3. Statistics. Individual waves of the electrically evoked brainstem responses (E-ABR) were designated I–V based on morphology and latency (Figure 1). Thresholds for each wave were determined as the current level at which the E-ABR curve showed a peak that appeared reproducibly at higher stimulation intensities at a similar latency. The amplitude of each wave was determined as peak-to-peak value between the maximum of each wave and the neighboring minimum of the E-ABR curve. The latency was determined as peak latency. Statistical comparisons of amplitudes and latencies were performed at 4 dB above thresholds.

Normality was tested using the Pearson–Stephens test (α = 10%), similarity of the distribution using the f-test (α = 10%) and final comparisons using t-tests (two-tailed tests α = 5%).

3. Results

In all investigated animals, the middle ear and the bulla were free of signs of infection. Deafness of all animals classified as
deaf in the hearing screening (at 4 weeks p.n.) was confirmed in the acute experiment.

Electrically evoked brainstem evoked responses (E-ABRs) in adult animals revealed a morphology characteristic of acoustically evoked brainstem response (Figure 1). In most animals, 4 waves could be consistently differentiated. Additional waves appeared at high stimulus levels. To avoid misinterpretation with cortical local field potentials, the waves were numbered by Arabic numerals. Morphology of the E-ABRs was similar between deaf and hearing animals. In deaf animals, the peak of wave I was frequently hidden in the artifact of the stimulus, whereas in hearing controls it was discernible in most animals (Figure 1(a)). The waves IV and V appeared less differentiated in deaf animals (Figure 1(b)), and the variability in the morphology of E-ABRs was higher in CDCs than in controls. Wave III has split into several subcomponents at high current levels in both groups of animals. Quantitative assessment was always performed at the earliest subcomponent of wave III (wave IIIa).

3.1. Age Group P0–P8. None of these four animals revealed any ABRs up to click levels of 120 dB SPL, even though the ear canals have been surgically removed, the tympanic membrane was exposed and the stimulation was performed using a closed system.

Individual fissures of the skull were not yet ossified in this group of animals. The external meati were closed. At P3 and P8, however, they already started to open from the round widow side. Consequently, at P3 and P8, close to the tympanic membrane, the walls of the meatus did not adhere to each other anymore and the closed portion was few millimeters distant from the tympanic membrane. The middle ear was not pneumatized in this age group. The bulla was filled with a viscous whitish tissue that did not adhere to the bulla walls nor to the round window (Figure 2). It could be easily removed to allow access to the round window for cochlear implantation. The round window membrane was not as clear as in adults. In the animal investigated at P8, the fluid was more translucent than in younger animals. At P8, the round window niche was free of the viscous fluid filling the remaining part of the bulla, that is, there was a small pneumatized space in the niche of the round window. In all older animals, the middle ear and bulla were fully pneumatized and all membranes were clear (Figure 2).

Stimulation with a cochlear implant allowed a controlled and comparable testing of animals despite a nonfunctional cochlea. Using monopolar configuration, the maximal portion of the auditory nerve was stimulated and positional effects were minimized.

Substantial maturation of E-ABRs was observed within the first days of life (Figure 3). At P0, E-ABR was not discernible in both investigated kitten. It was present but very small at P3 (Figure 3). Its amplitudes increased and latencies systematically decreased within the following weeks (Figure 3). Due to the atypical E-ABR morphology in very young animals, the wave assignment was not equivocal at P3.

3.2. Comparison of Developing Animals. The range of suprathreshold intensities that were possible to test differed in individual animals due to muscular artifacts. These were generated by facial nerve stimulation at high current levels. Consequently, the dynamic range of E-ABRs that was possible to evaluate varied between 4 and >10 dB above threshold. To include all investigated animals, individual E-ABRs waves were compared at 4 dB above thresholds. Only positive peaks of the E-ABR components were processed.

With the exception of an increase in amplitudes between day 3 and 35 p.n. (Figure 3), the amplitudes showed...
a high degree of variability and no clear developmental trend. When analyzing the developmental pattern of latencies from postnatal day 8 on (at which for the first time wave components could unequivocally be compared in wavewise manner to adult animals), a decrease in latencies could be observed, most prominent within the first 3 months (Figure 4). For the purpose of comparing the developmental pattern, the data were pooled into two groups: from 0–3 months (comp. [23]) and above 4 months. When comparing such young and older animals within the hearing group, the latencies were significantly different for most waves of the E-ABR (wave I \( P = 0.0489 \); wave II \( P = 0.00115 \); wave III \( P = 0.030 \); wave IV \( P = 0.012 \); wave V \( P = 0.021 \); two-tailed \( t \)-test), demonstrating a developmental change. In deaf animals, the developmental change was similar, whereas for wave II, the differences did not reach the level of statistical significance (wave II \( P = 0.084 \); wave III \( P = 0.044 \); wave IV \( P = 0.047 \); wave V \( P = 0.036 \)). In HCs and CDCs, the timecourse of development of brainstem evoked response latencies was similar (Figure 4).

3.3. Detailed Comparison of Matured Animals (>3 Months). As no pronounced age-related changes were observed in waves II, III, and IV after the 3rd month (Figure 4), animals older than 3 months were pooled together and hearing controls were statistically compared to CDCs (8 congenitally deaf and 9 hearing controls).
3.4. Thresholds. Lowest E-ABR thresholds did not significantly differ between hearing and deaf animals if all waves were included (186 ± 52.6 μA in controls versus 180.8 ± 61.8 μA in deaf). Already at threshold intensity, E-ABRs showed most frequently waves III/IV and V. However, in some animals, also (sometime only) earlier waves (typically II) or later waves (typically IV) appeared at threshold. To compare the E-ABRs in a wave-specific manner, the thresholds were also compared on the basis of “wave thresholds” (Figure 5). For wave V, the thresholds did not differ between deaf and hearing animals (345 ± 201 versus 209 ± 94 μA, P = 0.13; Figure 5). On the other hand, the thresholds of waves II, III, and IV were significantly higher in CDCs (II: 202 ± 26 μA in controls versus 223 ± 97 μA in deaf, P = 0.03, two-tailed t-test; III: 225 ± 15 μA in controls versus 275 ± 110 μA in deaf, P = 0.05, two-tailed t-test; IV: 210 ± 26 μA versus 251 ± 94 μA, P = 0.03, two-tailed t-test). This result indicates that potentially divergent deprivation effects take place in the generators of the early waves II–IV and the wave V. Additionally, deaf cats
consistently demonstrated higher interindividual variance in thresholds.

3.5. Amplitudes. Wave amplitudes were typically below 20 μV and showed some interindividual variability (Figure 6). When comparing deaf and hearing animals at 4 dB above threshold, significant differences were observed for wave III (4.85 ± 2.7 μV in controls versus 1.99 ± 1.43 μV in deaf; \( P = 0.03 \), two-tailed \( t \)-test) and wave V (1.43 ± 1.18 in controls versus 4.84 ± 2.82 in deaf; \( P = 0.04 \), two-tailed \( t \)-test). Also in this respect, a discrepant effect of deprivation was observed on wave III (smaller in CDCs) and wave V (larger in CDCs).

3.6. Latencies. Wave I was difficult to evaluate in deaf cats, as the recordings did not include this peak in sufficient number of animals. This was attributed to a shorter latency of this wave in deaf animals (by which the wave and the stimulus artifact coincided). Latencies of waves II–V at 4 dB above threshold were not significantly different between deaf and control animals in this age group (Figure 7). Also all interpeak latencies were not significantly different (\( P = 0.9 \) for interpeak intervals II–III, \( P = 0.86 \) for interpeak III–IV, \( P = 0.17 \) for interpeak IV–V, \( P = 0.14 \) for interpeak II–V).

4. Discussion

For the first time the present manuscript describes development of brainstem-evoked responses in inborn deafness. The developmental pattern of brainstem evoked responses with well-controlled auditory stimulation (through a cochlear implant) was compared between hearing controls and congenitally deaf cats. Using electrical stimulation it has been possible to investigate brainstem-evoked response development prior to hearing onset. At postnatal day 3, E-ABRs could be evoked, corresponding to “acoustic” studies with first responses at postnatal day 2–3 using an unphysiologically high sound pressure level of 140 dB [24].

The study demonstrates a developmental change in the brainstem evoked responses in both hearing and deaf animals. Thus, many functional developmental steps in the brainstem are set-in by genetic programs and do not require a functional cochlea. This stands in contrast to the findings in the auditory cortex, where the developmental pattern has been found extensively modified by deafness [7].

However, several effects of deprivation were observed in the brainstem responses. Qualitatively, the E-ABR appeared more smeared and were more variable in CDCs and indicated a desynchronization of the underlying neuronal activity in CDCs. Quantitatively, there was an increase in thresholds of early E-ABR waves and divergent effects of deafness on waves II, III, and V with respect to amplitudes and thresholds. Wave V has generators in the midbrain, whereas earlier waves are generated in the brainstem [21, 25, 26]. These results speak for a different response to deprivation in more peripheral and more central parts of the auditory pathway. Potentially, the wave V effects (higher amplitude and lower threshold in deaf animals) correspond to compensation of the missing input by downregulated inhibition and upregulated excitatory transmission, as described in the inferior colliculus [27] and auditory cortex of deaf or deafened animals [9, 28].

Considering that brainstem-evoked responses are not capable reflecting all details of the differences in synaptic and neuronal function between HCs and CDCs, the effects of deafness on waves II–IV are well in agreement with studies demonstrating synaptic reorganization in the cochlear nucleus following congenital deafness [11, 29–35], as well as...
in the more central parts of the auditory system (reviewed in [7]).

4.1. Methodological Discussion. Several methodological factors could have influenced the present results. First of all, amplitudes of brainstem responses are known to have a higher variability than latencies (reviewed in [36]). This is the consequence of the fast temporal order of the components, causing them to partly overlay. In acoustic stimulation, some authors filtered out the low-frequency component to facilitate the quantification [37]. We decided against this procedure due to the presence of the electrical stimulus artifact that complicated the offline filtering. Nonetheless, statistically significant results were obtained also for amplitudes. Therefore, we considered our amplitude quantification as sufficiently robust.

The threshold of E-ABRs depends on the position of the cochlear implant within the scala tympani. Positioning the stimulation electrodes closer to the modiolus can decrease E-ABR thresholds by 6 dB [38]. The position of the electrode within the scala tympani cannot be controlled by the surgeon and could act as a confounding factor. Nonetheless, a systematic bias between the investigated age groups is highly unlikely, given that the lowest E-ABR threshold was the same in both groups. The effect of electrode position was further minimized by using a monopolar stimulation configuration.

The number of surviving spiral ganglion cells may significantly influence threshold currents [39]. Nonetheless, in contrast to neonatally deafened animals, the congenitally deaf cats do not suffer from a pronounced degeneration of the spiral ganglion cells in the basalmost halfturn of the cochlea and the ages investigated here [5, 6]. It is the basalmost halfturn of the cat cochlea where a cochlear implant can be inserted [40]. Therefore, a systematic effect of the spiral ganglion cell loss on the present results is not probable.

Finally, the repetition rate could have influenced the results, especially in the youngest animals. To avoid confounding the results by different repetition rates in different age groups, we decided to select a constant low repetition rate (13 Hz), whereas the brainstem response in adults can be reliably recorded up to the repetition rates of 70 Hz [41]. Even in animals at P3, we could record a brainstem evoked response. In consequence, the selected rate appears to be a good compromise. Cortical responses at P8 have latencies of ~50 ms [7], thus this repetition rate (with interstimulus intervals of ~77 ms) should allow a sufficient activation of the entire afferent auditory system. Nonetheless, the repetition rate needs to be taken into consideration as a factor lowering the amplitudes of E-ABRs in youngest animals (day 0, 3 and 8 p.n.).

4.2. E-ABR Generators. Electrically evoked brainstem responses are similar to acoustically evoked brainstem responses [42–45]. Consequently, one can assume the same generators of both types of signals. Here, we used a terminology of brainstem response waves that rests on the terminology used with acoustic stimulation of the cat auditory system. We assume that the waves found in electrically evoked brainstem responses correspond to the ones in acoustically evoked brainstem responses, as the morphology and the latency range (considering the absence of acoustic transduction in the inner ear) correspond well. Interestingly, in hearing controls wave III reproducibly broke up into 3 waves with increasing electrical intensity. Similarly, with high-intensity acoustic stimulation, wave III sometimes splits into 2 components [37]. This finding supports the theory that wave III is caused by activation of up to 3 different structures in the brainstem [21], and that acoustical and electrical stimulation result in ABRs with similar generators and morphology of responses. Possibly, the “hypersynchronization” of the electrically evoked activity compared to acoustic stimulation [46] additionally allows to better reveal these tree generators. Also, in CDCs, a similar effect on wave III has been observed, although wave III broke up only into 2 well-differentiated components. The observation of fewer subcomponents of wave III in CDCs further supports a desynchronization of the underlying neuronal activity in deafness. All shown quantitative comparisons were consequently performed on the component of wave III that appeared with shortest latency (wave IIIa).

4.3. Development of Auditory Pathway. Development of brainstem responses to electrical stimulation has not been systematically investigated yet. On the other hand, development of brainstem-evoked responses to acoustical stimulation has been investigated in great detail in hearing cats (comp. [23, 24, 47, 48]). When latencies are plotted as a function of age at same sensation levels in these acoustically stimulated animals, the data correspond well to the present study: also there the main development took

Figure 7: Mean peak latencies of all waves in matured animals (older than 3 months). No statistically significant differences were observed between CDCs and hearing controls.
place in the first 90 days [23]. In hearing, acoustically stimulated animals, exponential decays similar to the present study have been observed (ibid., comp. Figure 4). The electrically evoked responses in the present study had slightly shorter latencies when compared to the acoustical of the previous studies, explicable by by-passing the hair cell-primary afferent synapse with cochlear implant stimulation.

The present experiments provide further support for the ABR hearing screening procedure performed on the deaf white cats [5]: none of the animals classified as deaf showed any signs of hearing in the acute experiments. Additionally, even though electrically evoked responses could be demonstrated at P3, no signs of hearing were observed in the animals tested between P3 and P8, even after surgical opening of the closed outer ear canal. Additionally, performing the E-ABRs in the same animals, we confirmed that the central auditory system beyond the cochlea was functional. Consequently, absence of acoustical responses was solely due to lack of cochlear function. From P3 on, morphological degeneration of the organ of Corti in CDCs is quickly progressing, with loss of cochlear microphonics and hair cells [4, 49].

Electrically evoked brainstem responses can be recorded even before acoustically evoked responses with physiological sound pressure levels. This demonstrates that the afferent auditory pathway (at least in part) is already functional before significant hearing is possible. Additionally, it shows that the general pattern in the afferent auditory pathway develops in absence of auditory experience (see also [5, 45, 50]).

4.4. Wave I in CDCs. Wave I corresponds to compound action potentials of the auditory nerve [51]. In the present experiments, wave I was not consistently observed in CDCs. Thus, one can speculate that the action potentials in the auditory nerve were generated less synchronously in CDCs, possibly at a more central site when compared to controls. The reason for such a shift in action potential generation site could be a change in the physiological properties of primary afferents in deaf cats, possibly by demyelination of the most peripheral portions of the primary afferents [52, 53]. As the highest probability for action potential generation is at the nodes of Ranvier, and the demyelination is connected with changed distribution of fast voltage-sensitive sodium channels along the primary afferents, the demyelination could lead to a shift of the action potential generation site to more central nodes of Ranvier ([52, 53]; compare also discussion in [40]). That would lead to shorter wave I latencies. However, the absence of wave I in the present experiments could have also been caused by a higher asynchrony of action potential generation in the auditory nerve by differentially shifting the action potential generation site along the auditory nerve in different fibers. The later waves did not show a systematic latency difference between controls and CDCs, favoring the asynchrony hypothesis or indicating that some additional deprivation-induced delay has to take place in CDCs between wave I and wave II.

4.5. Matured Animals. The present results on matured animals are in accordance with data on neonatally pharmacologically deafened adult cats. Pharmacologically deafened adult animals show smaller E-ABR amplitudes [31]: this was also the case in the present animals, although it was only statistically significant for wave III. A correlation between the amplitudes of E-ABRs and the number of spiral ganglion cells was demonstrated [51], although for later waves of the E-ABR, this correlation was weaker [42, 54, 55]. Nonetheless, significant correlation of wave IV amplitude with spiral ganglion cells has also been shown [56]. A more pronounced denervation effects on the development or degeneration of the brainstem in the neonatally deafened cats as a consequence of the loss of spiral ganglion cells early in postnatal life could be one reason why the difference in amplitudes was more pronounced in adult neonatally deafened cats when compared to CDCs from the present study.

Another mechanism for smaller amplitudes of the E-ABRs in deaf cats could be a loss of neurons in the cochlear nucleus of deprived animals. This was shown in rodents when the neuronal activity was completely silenced before hearing onset [57, 58]. To date, there is no systematic study on the functional properties of “deaf” auditory nerve fibers in CDCs. A report on six animals from a deaf white cat colony with some residual hearing showed severely reduced spontaneous activity in auditory nerve fibers (assessed with intracellular recordings) of animals with high hearing thresholds [59]. However, despite a reduction in the total nuclear volume within the auditory brainstem [29–31], no evidence for a decrease in neuronal counts has been reported, neither for CDCs nor for neonatally deafened cats [5, 31].

Numerous studies described morphological changes in the synapses of the brainstem in CDCs [11, 32–35]. It is probable that the decrease in amplitude of wave III is due to weakening of synaptic activity and desynchronization rather than anatomical loss of central auditory neurons.

Delayed or incomplete myelination in CDCs may be a further reason for smaller E-ABR amplitudes in CDCs. However, the absence of differences in interpeak latencies between CDCs and HCs argue against a delayed transmission along the auditory brainstem and thus also against this interpretation. Further studies are required to eventually identify the mechanism behind smaller E-ABR amplitudes in CDCs.

There was an increase in individual wave II–IV thresholds in CDCs. This was also observed in adult neonatally deafened animals [31]. Increase in thresholds of individual E-ABR waves can be explained by weakening of synaptic efficacies along the auditory pathway [11, 32, 34, 35, 60] or by desynchronization of their activity. Deafness-induced increase in jitter of action potentials in inferior colliculus has been shown in neonatally deafened animals [15]. Nonetheless, the individual contribution of these mechanisms cannot be assessed solely from brainstem-evoked responses.

4.6. Human ABRs. Development of human brainstem-evoked responses has been also described in great detail in hearing children (review in [36]). Brainstem-evoked
responses represent a valuable tool for exploring the function of the afferent auditory pathway in deafness, with remarkably corresponding data between cochlear-implanted humans and animals. Brainstem responses of cats and humans, after appropriate normalization, show similar developmental rates for the early waves, whereas humans show a slower development for the late waves (wave V) [61]. As in the present study, also in brainstem-evoked responses of humans, a similar development has been observed in hearing children and in deaf, cochlear-implanted children [62]. In consequence, also in deaf children the brainstem-evoked responses develop comparably to hearing peers and do not require cochlear input.

Correspondingly, no sensitive periods in the development of brainstem response of humans have been observed with chronic electrical stimulation (cochlear implant use, [62, 63]). These are most likely determined by the parts of the auditory system beyond the brainstem and midbrain ([62]; comp. also [64]). The most probable candidate, strongly interacting with all levels of the auditory system, is the auditory cortex, where developmental sensitive periods have been observed both in CDCs as well as in cochlear-implanted humans (reviewed in [7]). In combination, this evidence indicates that sensitive periods for cochlear implantation [63, 65] are determined by the auditory cortex.

5. Conclusions

Electrically evoked brainstem responses show postnatal development even in complete absence of hearing experience. Deprivation-induced effects include reductions of wave III amplitude, increase of wave V amplitude, and increases of wave thresholds. No effects of deafness on E-ABR latencies were found. The results indicate desynchronization and/or weakening of synaptic activity in auditory brainstem and some additional compensatory “hypersensitivity” in the midbrain of deaf animals.
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Throughout life, experience shapes and selects the most appropriate brain functional connectivity to adapt to a changing environment. An ideal system to study experience-dependent plasticity is the visual cortex, because visual experience can be easily manipulated. In this paper, we focus on the role of interhemispheric, transcallosal projections in experience-dependent plasticity of the visual cortex. We review data showing that deprivation of sensory experience can modify the morphology of callosal fibres, thus altering the communication between the two hemispheres. More importantly, manipulation of callosal input activity during an early critical period alters developmental maturation of functional properties in visual cortex and modifies its ability to remodel in response to experience. We also discuss recent data in rat visual cortex, demonstrating that the corpus callosum plays a role in binocularity of cortical neurons and is involved in the plastic shift of eye preference that follows a period of monocular eyelid suture (monocular deprivation) in early age. Thus, experience can modify the fine connectivity of the corpus callosum, and callosal connections represent a major pathway through which experience can mediate functional maturation and plastic rearrangements in the visual cortex.

1. Introduction

From playing the piano to riding a bike, interhemispheric communication is a crucial tool that our brain uses to perform a variety of everyday actions, from very simple to complex behaviours. One of the most important pathways through which this communication is achieved is the Corpus Callosum, the major fiber bundle in the brain [1–3]. In humans it contains about 170–190 millions of fibers that interconnect homologous cortical areas in the two hemispheres, as estimated by a pioneer work on human brains by Tomasch in 1954 [4].

A number of experiments and observations suggest that the two hemispheres could inhibit each other via the callosal pathway, to achieve the segregation of lateralized functions such as language or face recognition [3, 5]. However, other experiments suggest that the callosal pathway provides an excitatory input to the opposite hemisphere that enables cortical integration [5, 6].

In vision, our main sensory system, the corpus callosum serves to bind together the separate representations of the two halves of the visual field [2, 7, 8]. Indeed, each hemisphere receives information from the opposite visual hemifield; thus, the visual world is represented discontinuously in cortical maps, being split between the two hemispheres along the central vertical meridian. One key role of the callosum is to combine these two partial cortical maps of the visual field into a single, coherent representation [9]. Recent electrophysiological data obtained in the ferret confirm that callosal connections integrate the visual field across the vertical midline in a stimulus-specific manner [10].

2. Anatomy of Callosal Projections in the Visual Cortex

Consistently with a role in perceptual binding, callosal connections are strongly concentrated in a zone at the border between areas 17 and 18, corresponding to the
representation of the vertical meridian in cats, macaques, and humans [9, 11, 12]. Recent studies have employed diffusion tensor imaging to show evidence for callosal connections in human V1 [13–15]. The callosum links cortical loci that are in retinotopic correspondence [16, 17]. Neuroanatomical tracing in cats shows that clusters of callosal boutons are preferentially distributed in regions representing also the same orientation and not only the same visuotopic location in the opposite hemisphere [18].

In cats, interhemispheric fibres originate from a narrow transition zone between area 17 and 18 [8] and, according to the general rule that retinotopic loci are callosally connected, callosal terminals in the opposite hemisphere are particularly concentrated in this area 17/area 18 border [19–21]. Tracing studies show that callosal axons display 2 or 3 clusters of synaptic boutons in layers 2-3 and the upper part of layer 5 [18].

In rodents, different from cats and primates, the entire extent of the primary visual cortex contains callosal cells [22]. However, their terminals are still particularly concentrated in a quite narrow stripe at the area 17/18 border [23, 24]. Recently, Mizuno et al. [25] have confirmed this findings in mice by labelling callosal axons via in utero electroporation of green fluorescent protein. These experiments have also shown that axonal arborisations of callosal cells are mainly located in layers 1–3 and layer 5 [25, 26].

Callosal cells do not constitute a homogenous population, since they have different morphochemical phenotypes [8, 27, 28]. In cats, the vast majority of callosal neurons are large pyramidal cells, and immunohistochemistry observations and studies using the selective uptake of radiolabeled transmitters have failed to identify GABA containing callosal neurons [29]. Nevertheless, experiments with retrograde transport of horseradish peroxidase injected into border region of the opposite hemisphere report the occasional observation of transcallosal nonpyramidal cells in cats [30]. Also, transiently during early rat development immunocytochemical staining reveals numerous GABA-positive fibres in the callosum, which largely disappear at later stages [31]. In keeping with these results, our group has shown that in juvenile rat visual cortex only 1% of callosally projecting neurons display GABA immunoreactivity [32].

In monkeys, chimpanzees, and humans, callosal axons of distinct size interconnect functionally different cortical areas [33, 34]. The axons originating from each cortical site cover a considerable range of conduction velocities, dispersing in time the action potentials transmitted to the other hemisphere. A wide range of temporal delays might expand the number of neuronal ensembles that transcallosal connectivity can activate [33].

3. Physiology of Callosal Connections in the Visual Cortex

Electrophysiological observations have shown that callosal inputs can provide both excitation and inhibition to the contralateral side [35, 36]. On the one hand, the removal of the callosal input to the opposite visual cortex (via cooling or GABA injections in one hemisphere) results in a decrease of neuronal responsivity in a fraction of the recorded cells, suggesting a callosal excitatory contribution to these neurons. On the other hand, a subset of neurons show an increase in the response magnitude, compatible with the removal of a callosally driven inhibition [35, 36].

These physiological data showing transcallosal inhibitory and excitatory effects are corroborated by the intra- and extracellular results obtained in cats by different groups showing that callosal fibers mainly evoke a direct excitation of neurons in the opposite hemisphere but can also produce a disynaptic inhibitory postsynaptic potential via a local GABAergic cell [8, 37].

The type of information transmitted by the corpus callosum to the visual cortex has been studied more recently by electrophysiological, optical imaging and psychophysical approaches.

Recordings of local field potentials before, during, and after inactivation by cooling of the opposite hemisphere demonstrated that callosal input modifies visual responses in a complex and stimulus-dependent manner [10]. Specifically, callosal influences more frequently depress the responses elicited through the thalamocortical pathway (indicative of interhemispheric inhibition), but facilitatory events are also observed [10]. This callosal excitation is mainly between neurons tuned to the same orientation, consistent with anatomical evidences of direct monosynaptic connections linking neuronal clusters representing the same orientation in the two sides of the brain [18]. Conversely, transcallosal inhibition is both between iso-oriented and cross-oriented neurons. It is possible that this effect is mediated via local interneurons and spread of GABAergic inhibition across columns of different orientations [10].

The callosum also modulates visual response properties, like orientation and direction selectivity across the midline. In particular, the cat, callosal connections contribute to the strength and specificity of the orientation and directional response in cortical neurons [38]. Cortical domains preferring cardinal contours seem to receive a strong interhemispheric input, that is lost after cooling of the contralateral hemisphere [38].

Another key function of the visual callosal connections is to create transhemispheric neuronal assemblies by synchronizing the activity of neurons in the two hemispheres. Indeed, section of the corpus callosum or inactivation of one side substantially impacts functional coupling of the two hemispheres [39–42].

Callosal connections also play a role in determining cortical binocularity and in other functions such as depth perception, horizontal disparity tuning, contrast sensitivity, and transfer of adaptation [38, 43–45]. Spatial and temporal characteristics of the visual information transmitted through the callosum are similar to those of a lowpass filter, indeed high spatial and temporal frequencies are attenuated, and callosal neurons have reduced sensitivity to low contrasts [43]. A recent study in human has confirmed the importance of callosal communication in processing high contrasts. Indeed, after rTMS silencing of the left visual cortex the
authors found a selective increase, in the opposite hemisphere, of field potentials evoked by high-contrast stimuli [46].

4. Development of the Callosum: Role of Spontaneous Activity and Visual Experience

The development of the corpus callosum is a slow process that spans many years in humans; the fibers appear at 10-11 weeks of gestation but the maturation continues until myelination is completed during puberty [47]. In cats, the callosum is fully developed between 1 and 3 months of age [48]. In rodents maturation of the callosum is complete just after eye opening (postnatal day 15) [25], but the process of myelination continues into adulthood [49].

Visual callosal axons are initially exuberant, but during development they undergo a phenomenon of partial elimination [50, 51]. During the first two postnatal months in cats, the callosal efferent zones become progressively restricted to their adult locations in visual cortex [51]. Also in the rat parietal cortex, the major factor in the progressive restriction of the callosal projection is the withdrawal or degeneration of axon collaterals, rather than the selective death of many of the cells that initially project to the opposite side [52]. Initial exuberance of neuronal connectivity followed by a later phase of axon pruning is a common theme in neural development [53].

Like any other brain structure, the callosal pathway can undergo plastic changes during its early formation and maturation. It has been shown that the development of visual callosal connections is strongly dependent upon neural activity even before eye opening [25, 56]. Neonatal enucleation experiments show that activity is required for the refining of callosal projections. Electron microscopy on sections from enucleated rats shows that eye presence is necessary for the development and/or maintenance of callosal terminals forming multiple synaptic contacts [57]. Eye presence is also important during a window of callosal plasticity (from postnatal day 4 to 6 in rats and mice) to specify callosal maps in a non-NMDA receptor-mediated process [17, 58]. NMDA receptors seem to be required mainly for the initial elaboration of callosal arbor development [17]. In mice, Mizuno et al. [25] explored the role of spontaneous activity in callosal development, showing that a decrease in firing activity of callosal neurons leads to an impaired growth of axon and their arbors. Conversely interfering with firing of callosal target neurons has only a limited effect on the pattern of callosal terminals [25]. During development there has been also demonstrated the presence in the rat cortex of a substantial, but transient population of functional GABAergic transcallosal neurons. These GABAergic neurons are detectable perinatally but do not seem to persist into adulthood and could work as pathfinding or differentiation cues [31]. There are also a few identified molecular determinants responsible for the callosal fate of excitatory projecting neurons in mouse cortex. In the absence of Fezf2, a zinc finger transcription factor, cortical neurons adopt the axonal targeting of callosal neurons and their typical strong spike frequency adaptation in response to intracellular current injection. Fezf2−/− neurons also acquire the expression of a known callosal marker, the chromatin remodeling protein Satb2 [59–61].

Modulation of visual experience also affects the development of callosal connections. Rearing animals in complete darkness from birth exaggerates the partial elimination of callosal projections, with fewer terminating callosal axons at the area 17/18 border [62, 63]. Similarly, bilateral eyelid suture causes a clear reduction of callosal connections, with a 50% reduction of the total number of callosal neurons [64]. Conversely, monocular enucleation produces an abnormally wide distribution of callosal cells at the 17/18 border. This latter effect is similar to that described in cats reared with convergent or divergent strabismus, or monocular eyelid suture. All these manipulations produce a widespread distribution and exuberant number of callosal terminals [65–68].

There are also data showing that visual experience can influence the functional properties of callosal neurons in adult cats. For example, a study demonstrated that MD in adulthood is able to induce functional changes in visual callosal map, leading to an increase of receptive field size and to a loss of orientation selectivity [69].

5. Role of the Callosum in Developmental Maturation of the Visual Cortex

The experiments described so far demonstrate that spontaneous activity and sensory experience can modify the fine connectivity of the corpus callosum. The question arises whether there is a role for inter-hemispheric communication in visual cortical development. The visual cortex is immature at the time of eye opening and gradually develops its functional and structural properties during a critical period early in life [70]. During this time window, experience refines a number of visual properties. Among these, an important marker of maturation is the increase of visual acuity, that in rats reaches adult values around postnatal day 35. In parallel with the maturation of acuity, there is a progressive loss of the potential for plasticity in the cortex. This is usually demonstrated by a downregulation of the effect of a period of monocular eyelid suture (monocular deprivation, MD) on eye preference of cortical cells [70, 71]. Many studies have described the role of visual experience in visual cortex maturation [71–73]. Total lack of visual experience by dark rearing, for example, halts maturation of visual acuity and prolongs the period of sensitivity to MD [71, 73]. While the role of visual experience in cortical maturation is well established, our group has recently addressed the specific role of callosal connectivity in functional development of the visual cortex. Specifically, we produced a unilateral, prolonged silencing of activity in the developing rat primary visual cortex by taking advantage of the clostridial enzyme botulinum neurotoxin E (BoNT/E). BoNT/E is a metalloprotease that enters the cytosol of nerve terminals close to the site of delivery and specifically cleaves the synaptic protein SNAP-25 (synaptosomal-associated protein...
BoNT/E silencing
Callosal pathway
Visual cortex
dLGN
Retina
Thalamic pathway

(a)

1.2
1
0.8
0.6
0.4
0.2
Visual acuity (c/deg)

NOR V ehicle BoNT/E
IPSI
BoNT/E CONTRA

(b)

Figure 1: Silencing callosal input during the early critical period impairs maturation of visual acuity. (a) Schematics of the experimental protocol. BoNT/E was unilaterally injected into the visual cortex in P14 rat pups to cause a prolonged silencing of one hemisphere. The contralateral, uninjected side has a normal visual experience through the retinogeniculate pathway and only lacks callosal input activity. (b) Bilateral impairments in visual acuity at P35 after unilateral injection of BoNT/E at P14: summary of visual acuities in naïve rats (NOR), rats injected with vehicle (VEHICLE) and in the hemisphere ipsilateral (IPSI) and contralateral (CONTRA) to BoNT/E infusion. Each circle represents one animal. Mean visual acuity (diamonds) is significantly reduced in both hemispheres of BoNT/E rats in comparison with that in normal or vehicle-injected animals. Error bars indicate SE. Data are from [54].

of 25 kDa), causing a prolonged blockade of transmitter release [74–76].

We unilaterally injected BoNT/E into the visual cortex of rat pups at the time of eye opening [54]. BoNT/E injection resulted in a selective blockade of activity in the injected, but not contralateral, cortex that persisted at least 2 weeks, thus spanning most of the “critical period” for cortical development [71]. This experimental approach is ideal to dissect the role of the interhemispheric connections during cortical development, because the uninjected cortex experiences normal vision through the retinotthalamic pathway and only lacks callosal input (see scheme in Figure 1(a)). This transient unilateral silencing of intrinsic cortical activity prevented functional cortical maturation on both sides. The injected cortex displayed deficits in visual acuity and an extension of the critical period for ocular dominance plasticity. Remarkably, these same effects were detectable in the visual cortex of the opposite uninjected side (Figure 1(b)), pointing to a crucial role for interhemispheric connections in postnatal development. Thus, maturation of the blocked cortex was superimposable to that of the opposite side, which only lacks callosal input and maintains normal afferent activity through the direct retinogeniculate pathway (Figure 1(b)). The very similar developmental deficits observed ipsilateral and contralateral to the activity blockade indicate a fundamental role for callosal linkages in coordinating the process of cortical maturation [54]. This finding is consistent with the well-known role of the callosum in synchronizing activity in the two halves of the brain [39–42].

Explanations for these bilateral effects after unilateral silencing may implicate the lack of a sustaining callosal input to the opposite visual cortex during activity blockade in one side [54, 77]. In teleological terms, parallel development of the two sides of the brain is needed to ensure a match in information processing between the cerebral hemispheres; the results of these experiments show that transcallosal pathways mediate this coordinated maturation.

To corroborate this idea, we took advantage of a mouse model with conditional deletion of the AP2γ transcription factor. Deletion of AP2γ during development results in a specific reduction of upper layer neurons in the occipital cortex, particularly callosally projecting neurons [78]. As a result, adult AP2γ conditional knockout mice display reduced size of the corpus callosum. At the functional level, this phenotype was coupled to a profound reduction in visual acuity. As the reduced visual acuity was reminiscent of a physiologically more immature state of the visual cortex, we tested the hypothesis of whether this was also accompanied by maintenance of a higher degree of plasticity, as is the case at more immature stages. Indeed, ocular dominance plasticity triggered by a brief period of MD was retained in adult AP2γ−/− mice. These data provide further support for the hypothesis that callosal projections act as an important determinant for the functional maturation of visual cortex [78].

Reports in the literature suggest that the role of the callosum in cortical maturation might be well conserved across species. Indeed, transection of the callosum in kittens during an early phase of postnatal development (but not at later stages) produces a reduction in behaviorally measured visual acuity, supporting a role for interhemispheric communication in cortical maturation [79]. Monkeys that received unilateral lesions of primary visual cortex in infancy display impairments of stimulus detection in the intact visual hemifield [80]. There may be a similar early sensitive
period in humans, when callosal integrity appears to be particularly important for the development of visual acuity. Indeed, children born preterm show correlation between white matter microstructure and visual acuity [81]. In keeping with the idea of a “critical period” for the role of the callosum in acuity maturation, adult patients experiencing callosotomy have no impairments of visual acuity [82]. It is important to mention that functional maturation of other cortical properties during development appears to proceed independent of callosal influences. For example, development of orientation selectivity in ferret visual cortex is not affected by activity blockade in the contralateral hemisphere [83].

The development of visual acuity is dependent on proper callosal function only during an early critical period, but the importance of the callosal pathway in integrating cerebral processing is still apparent in adults. Patients with unilateral occipital cortex injury show reduced spatial and temporal sensitivities in the sighted hemifield [84, 85]. Moreover, patients with hemianopia show impairments in figure detection tasks also in the intact hemi-field, suggesting that this deficit may be caused by loss of interhemispheric interactions [86].

6. The Role of the Corpus Callosum in Cortical Binocularity

The particularly high concentration of callosal terminals at the area 17/18 border, close to the vertical meridian, prompts for a role of the callosum in binocularity.

In cats, callosal neurons are highly binocular cells (i.e., they respond equally to a stimulus presented to the ipsilateral or the contralateral eye) [7, 87] and a number of experiments
have been performed to probe a role for the corpus callosum in eye preference. However, they have yielded contradictory results. Section of the callosum had no effect [88] or lead to a dramatic reduction in binocularity [19, 89–91] in cat visual cortex. The discrepancies in these results may be consequence of technical aspects, including age at which the callosal section is performed and time elapsed between surgery and recording.

In rodents, visual cortex responsiveness is biased towards the contralateral eye [71, 92–94], due to the high percentage (over 95%) of retinal fibres crossing at the chiasm [95], as compared to about 50% of fibers (from the nasal hemiretina) in cats, monkeys, and humans. In rats and mice, the contralateral bias is progressively reduced getting closer to the highly binocular V1/V2 border [92, 96] that maps the vertical meridian and where callosal projections are particularly dense [23, 25]. To clarify the role of the callosum in cortical binocularity in rats, we recorded single unit responses in layers 2-3 before and after acute blockade of callosal input. This was achieved via delivery of muscimol, a GABA_A receptor agonist, into the striate cortex contralateral to the recording site (Figure 2(a)). Extracellular recordings of spiking activity demonstrated an enhancement of the contralateral bias of single units following injection of muscimol into the opposite hemisphere [32]. The ocular dominance (OD) shift towards the contralateral eye was due to a reduction of the strength of responses evoked by the ipsilateral eye [32]. The effect was observed for cells with receptive fields close to the vertical meridian and disappeared at more medial locations in the cortex (i.e., within the core of V1, mapping more peripheral parts of the visual hemifield) [32]. This is consistent with callosal projections being particularly concentrated in the lateral aspect of primary visual cortex (vertical meridian) [23, 25]. Our results are consistent with previous experiments in albino rats that also show a dramatic shift of eye preference (due to loss of ipsilateral eye responses) after cooling of the opposite cortex [97].

We have also carried out a complementary experiment where visual responses were recorded before and after acute thalamic inactivation in the same animal. We measured OD before and after removal of the thalamic input with an acute silencing of the geniculate via tetrodotoxin (TTX) injection [55]. This protocol allows one to isolate visual responses driven exclusively by callosal afferents. After geniculate inactivation, OD shifted towards the ipsilateral eye (Figures 2(c) and 2(d)) and this was due to a robust loss of contralateral eye-driven responses, while ipsilateral eye responses were reduced to a less extent [55].

Altogether, these data identify two sources of binocularity in rat visual cortex: the retinogeniculate pathway carrying mainly contralateral eye input, and the callosal pathway mainly providing ipsilateral eye input to neurons in the opposite cortex [32, 55, 97]. It is important to mention that the role of callosal input in generating binocular responses might be a specific property of the rodent visual system, given that the proportion of retinogeniculate cortical projections for the ipsilateral eye is low in rodents (due to the massive fiber crossing at the chiasm; see the aforementioned part).

Thus, in the normal rat visual cortex, binocularity appears to depend on the function of callosal fibres. In particular, a substantial fraction of the ipsilateral eye drive on cortical responses arrives via callosal connections from the opposite hemisphere, where it is the dominant eye.

7. Role of the Callosum in Ocular Dominance Plasticity

Given the importance of callosal input for cortical development and in the generation of binocularity, our group has recently investigated a possible involvement of the callosum in the plastic shift of OD triggered by monocular deprivation. Experience is particularly influential during sensitive periods during development, when appropriate patterns of functional connectivity are selected from wide varieties of potential patterns [98]. During this period, brief modifications of visual experience can induce a profound rearrangement in visual cortical circuitry. Brief MD during the critical period unbalances the amount and pattern of visual information coming from the two eyes and causes an OD shift towards the open eye. In particular, the deprived eye loses its ability in driving cortical neurons (response depression), while neurons respond more vigorously to the open eye (response potentiation).

We deprived a group of rats at the peak of the critical period for seven days to induce the expected shift in OD. Then we measured the OD shift before and after acute silencing of the callosal pathway, via muscimol infusion of the cortex opposite to the recording hemisphere. This experimental protocol allows plasticity to proceed normally and probes the results of acute removal of callosal input. Surprisingly, muscimol injection opposite to the recording cortex restored binocularity after MD in juvenile rats [32]. This recovery of binocularity following callosal silencing was due to an increase in the strength of the deprived eye. Thus, acute removal of callosal influence following MD unmasks deprived eye inputs. These data indicate that callosal afferents act primarily to inhibit closed eye inputs under visual deprivation [32]. In keeping with this observation, continuous silencing of callosal input throughout the MD prevented the loss of responsiveness of the deprived eye, resulting in a dramatic reduction of the OD shift. Thus, transcortical connections are crucially involved in the weakening of deprived eye responses during MD [32].

An enhanced intracortical inhibition has been previously shown to contribute to the reduced ability of deprived afferents to activate cortical neurons [99]. Our findings demonstrate that callosal inputs are a major source of inhibition following MD. It is likely that this inhibition is relayed by local interneurons, as about 99% of callosal cells are glutamatergic [32]. The specific type(s) of interneurons receiving callosal input are presently not known and are the subject of intense investigation.

It is interesting to mention that transcortical inhibition appears to play an important role in plastic events occurring during several brain pathological conditions. For example, in neglect patients some of the behavioural symptoms are
attributable to a pathological state of increased inhibition exerted onto the damaged parietal cortex by the contralateral, intact hemisphere [100, 101]. In these patients, silencing exerted onto the damaged parietal cortex by the contralateral, attributable to a pathological state of increased inhibition performances [100, 101].

In substantial, long-lasting amelioration of the behavioural performances 

8. Conclusions

In this paper, we have described the contribution of transcallosal pathways to experience-dependent plasticity in the visual cortex. On one side, the fine connectivity of callosal fibers is affected by alterations of visual input (e.g., visual deprivation). On the other hand, the transcallosal route appears to play a critical role in ensuring a functional matching in the developmental maturation of the two cerebral hemispheres during an early critical period. Callosal fibers also contribute to normal binocularity and to the shift of OD occurring after monocular deprivation in rat visual cortex. Thus, the corpus callosum is a key player in the plastic phenomena that underlie adaptation of the juvenile brain to a changing environment.
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Recent studies suggest that exposure to only one component of audiovisual events can lead to cross-modal cortical activation. However, it is not certain whether such crossmodal recruitment can occur in the absence of explicit conditioning, semantic factors, or long-term associations. A recent study demonstrated that crossmodal cortical recruitment can occur even after a brief exposure to bimodal stimuli without semantic association. In addition, the authors showed that the primary visual cortex is under such crossmodal influence. In the present study, we used molecular activity mapping of the immediate early gene zif268. We found that animals, which had previously been exposed to a combination of auditory and visual stimuli, showed increased number of active neurons in the primary visual cortex when presented with sounds alone. As previously implied, this crossmodal activation appears to be the result of implicit associations of the two stimuli, likely driven by their spatiotemporal characteristics; it was observed after a relatively short period of exposure (∼45 min) and lasted for a relatively long period after the initial exposure (∼1 day). These results suggest that the previously reported findings may be directly rooted in the increased activity of the neurons occupying the primary visual cortex.

1. Introduction

Sensory processing of environmental stimuli starts at the level of specialized peripheral organs (e.g., skin, eyes, ears, etc.) and follows segregated information processing pathways in the central nervous system. To have coherent and unified percepts of multimodal events (e.g., containing sound and light as in the case of a moving car or a vocalizing conspecific), sensory information across these apparently divergent pathways needs to be integrated. Integration of information across two or more sensory channels involves multiple subcortical structures [1–4], as well as cortical regions (e.g., parietal cortex [5, 6], the superior temporal sulcus [7–9], and the insular cortex [10, 11]).

In more recent accounts of sensory processing, interactions between modality-specific channels are emphasized. For example, recent work shows that the activity of unisensory cortices can be under a cross-modal influence. For example, recent studies show that a primary sensory cortex can be under inhibitory [12–17] or excitatory cross modal influence [18–21]. Findings from single-unit recordings of visual influence on early auditory cortical processing [22, 23] also demonstrate that activity in nominally unisensory auditory cortex can be modulated by the presence of a concurrent visual stimulus; similar data have been reported in human neuroimaging studies, where modulation of one sensory cortex occurs due to multisensory costimulation (for review see [24–26]).

In addition, it has been shown through several lines of evidence that a stimulus presented through only one sensory modality affects the processing and perception of a stimulus presented in another modality. The flash-beep illusion introduced by Shams et al. [27] is a clear example of such multisensory interactions whereby the perceived number of visual flashes appears to be positively linked to the actual number of simultaneous beeps for a single flash of light.
Subsequent work on the neurophysiological underpinnings of this illusion has revealed the involvement of the primary visual cortex (V1) and/or other early visual cortical areas [28–31]. These phenomena occur over very short time scales (typically a few tens/hundreds of milliseconds) and most likely reflect a process of integration of the information coming from the two modalities.

When the time scale of such interactions is expanded beyond minutes and hours, one comes across situations where a stimulus presented in only one sensory modality recruits regions pertaining to a different modality (such as in the case of lipreading [32–35] or the case where visual cortical areas have been shown to respond to auditory components of typically bimodal events with a close semantic relationship, such as tools and their sounds [7, 8] or voices and faces [36, 37]). In addition, a number of neuroimaging studies have also directly investigated the nature of cross-modal activity following learning or conditioning paradigms in which arbitrary pairings of unrelated auditory or visual stimuli [21, 38, 39] are shown to lead to cross-modal recruitment.

Immediate early genes (IEGs) are a group of genes that are transiently activated following sensory stimulation [40]. IEG zif268 encodes a transcription factor that has a regulatory role in neuronal processes such as excitability, neurotransmitter release, and metabolism [40], and the time course of its mRNA and protein expression has been studied [41]. The inducible expression of IEG protein products is commonly used to map neural activity at the cellular level by immunohistochemistry (for extensive reviews see [40, 42–47]). One benefit of using zif268 expression in activity mapping is that it has considerable staining reliability and availability of antibodies [48]. Furthermore, cellular resolution mapping provides a precise localization of neural activity over large areas of the cortex. This provides a framework for large-scale analysis with single-cell resolution, a combination that is difficult to achieve by any other method [48, 49]. Since analysis is performed postmortem, the technique permits the experimental animals to be treated with a flexible behavioral schedule. Unlike functional neuroimaging or electrophysiological techniques, a molecular mapping study requires little preparatory procedures. The animals are therefore permitted to behave more naturally in an unrestricted environment prior to experimentation [48, 49].

Molecular mapping can be used to reveal activation maps of brain areas in response to each component of a stimulus sequence. This allows for the visualization of segregated populations of neurons that are each responsive to a different part of the sequence [41]. Given that the time course of zif268 induction has been determined, if an animal is exposed to a compound stimulus followed by euthanasia at a precise time point, one can establish the point within the sequence that a given population of neurons became active by assessing the level of zif268 expression in the tissue. Based on the temporal properties of zif268 induction, neurons that respond to the first part of the compound stimulus should contain detectable levels of the protein, whereas neurons responsive to the second part of the sequence should not.

On this basis, if an animal is preexposed to the bimodal stimulus and subsequently experiences auditory followed by visual stimulation before euthanasia, zif268 expression in the primary visual cortex in addition to the auditory cortex would constitute evidence for cross-modal recruitment.

A recent functional positron emission tomography (PET) study [50] has explored the circumstances under which cross-modal cortical recruitment can occur with unimodal stimuli in the absence of a semantic association, an explicit conditioning paradigm, or prolonged, habitual cooccurrence of bimodal stimuli. It was found that human subjects who had been preexposed to audiovisual stimuli showed increased cerebral blood flow in the primary visual cortex in response to the auditory component of the bimodal stimulus alone, whereas naïve subjects showed only modality-specific activation. The results indicate that inputs to the auditory system can drive activity in the primary visual cortex (V1) 1 day after brief exposure and persist for 16–24 hours [50]. However, due to the inherent limitations of correlating changes in blood flow to underlying neural activity as in the case of functional PET imaging, it still remains unclear whether or not the observed cross-modal phenomenon is directly linked to increased neural activity in area V1.

Thus, the goal of the present study was to investigate the previously described cross-modal recruitment of V1 in response to auditory stimuli using a more direct method of visualizing brain activity, namely, molecular activity mapping of the IEG zif268, in order to describe a more direct link between nonrelevant sensory input and cross-modal cortical activation.

2. Materials and Methods

2.1. Animals. The subjects were four adult vervet monkeys (Chlorocebus sabaeus). Animal experimentation, conducted in accordance with the Animal Use Protocol of the McGill University Animal Care Committee, was performed at the Behavioural Sciences Foundation on the Island of St Kitts. This facility is fully accredited by the Canadian Council on Animal Care. Externalized brain tissue was transported back to McGill University where histological processing and data analysis were conducted.

2.2. Apparatus and Stimuli. Both auditory and visual stimuli were presented using a Sony 37″ LCD Digital TV with integrated stereospeakers connected to a MacBook Air computer (Apple Inc.). Monkeys were seated in the primate chair facing the center of the monitor at a viewing distance of 60 cm.

Auditory (A) and visual (V) stimuli (Figure 1(a)) were each presented in the form of a sequence of five elements for a total of 2 s. However, the duration of the elements was determined randomly using Matlab software on each trial such that the total length of each trial did not exceed 2 s. Three seconds of silence followed each 2 s trial. The content of the auditory stimuli was white-noise bursts whereas the visual stimuli were made up of flashes of a random dot pattern. Each 2 s stimulus was presented from one of
three discrete locations (left, center, or right; Figures 1(b)–1(d)) within the confines of the sensory space as defined by the limits of the monitor and location of speakers. Those auditory and visual stimuli were also paired together and presented to a subset of monkeys as a compound bimodal stimulus for 45 minutes in order to establish implicit associations between auditory and visual modalities based on the temporal and spatial attributes of the stimuli. This category of stimuli was used to visualize the cross-modal recruitment phenomenon previously reported in humans.

2.3. Stimulation Procedure. Each monkey was exposed to a sequence of A followed by V stimuli (or vice versa) in order to visualize zif268 expression in response to those stimuli in primary sensory areas of the brain. The total duration of the stimulus blocks was designed such that the first stimulus lasted 60 minutes followed by 30 minutes of exposure to stimuli of the other modality. The rationale behind the choice of those periods was based on the peak of zif268 protein (henceforth Zif268) expression, which occurs at 90 minutes following the onset of sensory stimulation. Thus, two animals received the auditory followed by visual stimulation sequence (i.e., AV), and the other two animals received the reverse sequence (i.e., VA). In addition, animals in each stimulation group were further divided into two categories of Naïve (N) and Experienced (E), where N signifies the lack of experience of compound bimodal stimuli and E signifies the presence of such experience. Monkeys in group E received those compound stimuli 24 hours prior to receiving the AV or VA stimulation sequence and immediately before being euthanized for the purpose of visualizing Zif268 expression.

2.4. Animal Treatment and Tissue Collection. For 7 days prior to the start of this study, each day the animals experienced a two-hour habituation to the primate chair and the testing room that were subsequently used during the experiment. During these sessions they received orange- and lime-flavored juice as a reward. On the day of the experiment the monkeys were placed in the primate chair. Each animal was dark adapted while wearing a pair of foam earplugs for three hours to ensure baseline levels of Zif268 expression. Following stimulus presentation, animals received ketamine hydrochloride (10 mg/kg) sedation and were subsequently euthanized by an overdose of intravenously administered sodium pentobarbital (25 mg/kg), followed by transcardial perfusion of 0.1 M PBS to produce exsanguination. The brains were then externalized and sectioned along the coronal plane. Each hemisphere was blocked, and each block was flash-frozen in an isopentane bath cooled in a dry ice
chamber and maintained at \(-80^\circ C\). Twenty-micrometer-thick sections were cut from the frozen blocks at \(-20^\circ C\) on a Leica CM3050 cryostat and mounted onto Vectabond (Vector Labs) subbed glass slides. The slide-mounted tissue sections were stored at \(-80^\circ C\) until histological processing.

2.5. Immunohistochemistry. Slide-mounted twenty-micron fresh-frozen tissue sections were thawed on a slide warmer at 37\(^\circ C\) for \(~5\) mins. A PAP pen was used to create a hydrophobic barrier surrounding the slide-mounted tissue in order to keep staining reagents localized on the tissue section. Sections were then fixed with a 4\% paraformaldehyde-in-phosphate-buffered saline (PBS) solution for 10 minutes, followed by a 5-minute PBS rinse. Sections were then washed with 0.3\% hydrogen peroxide in PBS for 15 minutes to block endogenous peroxidase activity. Following another 5-minute PBS rinse, sections were acetylated in 0.25\% acetic anhydride in 10 mM triethanolamine (TEA) for 10 minutes each time. Sections were then rinsed in PBS for 5 minutes and then blocked for 30 minutes with a solution of PBS and 3\% normal goat serum (NGS). Each section was incubated overnight at 4\(^\circ C\) 1 mL of rabbit anti-Zif268 polyclonal antibody (courtesy of Bravo) solution at a concentration of 1 : 10,000. Next day, sections underwent three 10-minute PBS washes, followed by incubation in a secondary antibody solution (biotinylated goat-anti-rabbit antibody diluted 1 : 500 in PBS containing 3\% NGS) for 1.5 hours. The sections were then given three consecutive 10-minute PBS washes before undergoing 1-hour incubation in avidin-biotin-conjugated horseradish peroxidase (Vectastain ABC kit) solution (1 : 500). Following three subsequent 10-minute washes in PBS, the sections were treated with a 3,3-diaminobenzidine (DAB) substrate kit. The sections were then rinsed in PBS three times for 5 minutes each and subsequently underwent dehydration in graded ethanol steps, cleared in xylene, and coverslipped with Permount.

2.6. Cresyl Violet Stain. Cresyl violet staining of Nissl bodies was conducted on adjacent tissue sections to those that were immunostained. The purpose of the Nissl stain was to reveal anatomical landmarks for delineating auditory and visual cortical areas and to provide an estimate of the density of neurons in each brain area. The staining protocol was as follows. After removing the designated sections from freezer storage, they were left at room temperature to dry for 5 minutes. The sections then underwent graded ethanol dehydration followed by staining and rehydration. The slides were then coverslipped with Permount mounting medium and left to dry at room temperature under the fume hood.

2.7. Digitization of Histological Data. Following histological processing, all sections from the primary auditory and primary visual cortices were scanned using a MiraxDesk slide scanner and Mirax Viewer software (Carl Zeiss MicroImaging Inc, Thornwood, New York). Three frames were taken from each of the five scanned sections per brain area, with a sufficient number of high-magnification captures per frame (equivalent to the magnification using a 40x objective lens) to span all cortical layers. The necessary number of captures per frame depended on cortical thickness but ranged from three to six captures. Captures of the Nissl-stained scanned sections were taken from approximately the same segments of the brain areas of interest as on the corresponding immunostained scanned sections. A stereotaxic atlas was used as a reference for determining the boundaries of the areas of interest.

2.8. Cell Counting and Statistical Analyses. A counting frame with both inclusion and exclusion boundaries was fixed onto each captured frame. The counting frame area was approximately 310,000 pixels\(^2\) which converts to 38,990 \(\mu m^2\) and spanned the entire length of the scanned area. Manual counts of objects were performed in each counting frame, once for the immunostained nuclei and once for the Nissl-stained cell bodies in immediately adjacent sections. Figure 2 represents examples of counted objects. Criteria for Nissl cell counting were large endoplasmic staining with a visible nuclear envelope and one or more nucleoli. Objects such as glial cells that did not fit these criteria were discarded from the count. The density of cells was calculated by dividing the cell count by the area for each counting frame. The ratio of immunopositive neurons to the average number of neurons...
in the tissue section was calculated by dividing the density of immunopositive neurons by the density of Nissl-stained neurons in adjacent sections. A nonsignificant difference was found between the total cell densities of a given brain area across the four subjects. Counting was done for 40 frames from each brain area of each animal, for a total of 320 counted frames. The dependent variable was expressed as the ratio of immunopositive neurons to total neurons, and visual followed by auditory stimulation. The variable Brain Area contained two levels: AC (auditory cortex) and VC (visual cortex). The ANOVA revealed a significant interaction between Brain Region and Condition \( F(3,156,0.05) = 38.7; P < 0.000001 \) as well as significant main effects of both Brain Area \( F(1,156,0.05) = 44.6; P < 0.00001 \) and Condition \( F(3,156,0.05) = 14.4; P < 0.000001 \). The interaction plot is summarized in Figure 3.

The analysis of Zif268 expression in the visual cortex was restricted to the striate cortex or V1 in order to be able to draw a direct comparison between our findings with those of Zangenehpour and Zatorre [50]. We first compared the modality-specific response of V1 between the two groups of animals (i.e., Experienced vs. Naive) and found a nonsignificant difference between Zif268 expressions across the two conditions [\( VA_N \) (mean ± SE = 0.82 ± 0.02) versus \( VA_E \) (mean ± SE = 0.84 ± 0.02)]. This finding followed our expectation, as we had no a priori reason to anticipate a change in V1 activity in response to visual stimuli as a consequence of prior exposure to audiovisual stimuli. The result of this analysis also served as a valuable internal control because it demonstrates that despite individual differences, a great deal of consistency is observed in terms of the extent of cortical activity in response to visual stimuli.

We then focused our analyses any cross-modal effects in the visual cortex. We found that V1 expression of Zif268 in condition \( AV_E \) (mean ± SE = 0.87 ± 0.03) was significantly higher than that found in condition \( AV_N \) (mean ± SE = 0.57 ± 0.02; \( t(78,0.05) = 8.30; P < 0.0001 \)) and nonsignificantly different from that found in conditions \( VA_N \) and \( VA_E \). The higher level of Zif268 expression in condition \( AV_E \) compared to \( AV_N \) suggests that the auditory component of the stimulation sequence (i.e., auditory followed by visual) was the driving force of V1 protein expression in condition \( AV_E \), while it had little effect on the activity of V1 in condition \( AV_N \). These analyses further revealed that the V1 of group E animals responded in the same manner to visual and auditory stimuli, while the V1 of group N animals responded in a modality-specific way to the same stimuli. This observation thus constitutes the main finding of our study, namely, that in addition to modality-specific activation of V1 and A1 in all conditions, V1 was crossmodally recruited by auditory stimuli in experienced but not naive subjects. Figure 4 shows representative micrographs of the observed activation patterns.

The analysis of Zif268 expression in the auditory cortex was restricted to the core region (also referred to as A1, as defined by [51, 52], e.g.) in order to have an analogous framework for comparisons with V1. Auditory cortical expression of Zif268 in all experimental conditions was found to be modality specific. There was no significant difference between A1 expression of Zif268 in condition \( AV_N \) (mean ± SE = 0.78 ± 0.04) and that of condition \( AV_E \) (mean ± SE = 0.78 ± 0.05). Likewise, there was no significant difference between A1 expression of Zif268 in condition \( VA_N \) (mean ± SE = 0.49 ± 0.02) and that of condition \( VA_E \) (mean ± SE = 0.47 ± 0.03), suggesting that the auditory component of the stimulation sequence was the only driving force of Zif268 expression in A1. Figure 5 shows representative micrographs of Zif268 expression obtained from A1 of all four experimental conditions.

3. Results and Discussion

A mixed design 2-way ANOVA was performed on the ratio of cell densities of immunopositive neurons to total neurons, with Brain Region as the within-subjects variable and Condition as the between-subjects variable. The Condition variable contained four levels: \( AV_N \), \( VA_N \), \( AV_E \), \( VA_E \), where \( N \) represents naive, \( E \) represents experienced, \( AV \) represents auditory followed by visual stimulation, and \( VA \) represents visual followed by auditory stimulation. The variable Brain Area contained two levels: AC (auditory cortex) and VC (visual cortex). The ANOVA revealed a significant interaction between Brain Region and Condition \( F(3,156,0.05) = 38.7; P < 0.000001 \) as well as significant main effects of both Brain Area \( F(1,156,0.05) = 44.6; P < 0.00001 \) and Condition \( F(3,156,0.05) = 14.4; P < 0.000001 \). The interaction plot is summarized in Figure 3.
Figure 4: Sample micrographs of Zif268 immunoreactivity in the primary visual cortex (V1). There are a high number of Zif268 protein-positive neurons in V1 in conditions VAE (a), AVE (b), and VAN (c), but not in condition AVN (d). This observation implies that V1 neurons in the animals that were preexposed to audiovisual stimuli were recruited by both auditory and visual stimuli. The scale bar in (d) represents 50 μm.

Figure 5: Sample micrographs of Zif268 immunoreactivity in the primary auditory cortex (A1). There are a low number of Zif268 protein-positive neurons in A1 under conditions VAE (a) and VAN (c). Conversely, protein expression appears to be much higher under conditions AVE (b) and AVN (d). Unlike in V1, neurons in A1 appear to be driven in a modality-specific manner (i.e., by auditory stimuli alone) irrespective of the preexposure to audiovisual stimuli. The scale bar in (d) represents 50 μm.
Thus far we have been able to find parallel evidence for cross-modal recruitment of visual cortex by auditory stimuli, only when those auditory stimuli were experienced a priori in the context of a compound audiovisual stimulus, using a nonhuman primate model. As in the Zangenehpour and Zatorre study [50], we did not observe symmetrical cross-modal recruitment; that is, the auditory cortex of the experienced subjects did not show a positive response to visual stimuli. Therefore, having demonstrated this phenomenon at cellular resolution in the nonhuman primate brain, we have provided converging evidence for the findings Zangenehpour and Zatorre in the human brain. The combined findings show that cross-modal recruitment can occur after brief exposure to an audiovisual event in the absence of semantic factors.

We have also replicated earlier findings in the rat brain [53] regarding the expression profile of Zif268 in the primary visual and auditory cortices following compound stimulation sequences. We confirmed the observations that as a result of auditory followed by visual stimulation, V1 will display baseline protein expression and A1 will display elevated protein expression and that the opposite pattern is obtained if the stimulation sequence is reversed. However, one important difference between our and those earlier findings is the amount of activity-induced protein expression compared to baseline. We found that protein expression in response to stimulation increased by a factor of 1.4 in V1 and by a factor of 1.6 in A1. This increase appears to be lower than the increase found in the rat brain [53], most likely because baseline protein expression in the vervet monkey brain is higher than that in the rat brain. Baseline Zif268 expression can be due to spontaneous translation or stimulus-driven expression caused by spontaneous neural activity [53]. It has previously been found that 30% of neurons in the rat visual cortex are Zif268 immunopositive at baseline [54], whereas we found this to be the case for 57% of neurons in the vervet monkey visual cortex. Although this could be due to interspecies variability, it is also plausible that the mere 3-hour sensory deprivation period in our study design contributed to high levels of baseline protein expression. Rodent studies that report lower baseline expression had sensory deprivation periods of several days to weeks [54, 55]. The sensory deprivation period in primate studies must be limited due to ethical and practical considerations.

A number of recent functional neuroimaging [32, 33, 35], event-related potential (ERP) recordings [56–60] and magnetoencephalography (MEG [61, 62]) experiments have shown the human auditory cortex to be a site of interaction of auditory and visual information. Intracranial recording studies in monkeys [36, 63–67] support those noninvasive human studies by showing that the response of auditory cortical neurons may be influenced by visual and/or somatosensory information. Similarly, both early [68–70] and higher-level visual cortical areas [37, 71–79] have been shown to be under auditory and somatosensory influences. However, there are few studies showing that auditory stimuli alone result in activation of visual cortex (or vice versa) outside of situations involving explicit association or habitual coexposure. In fact, there is considerable evidence for reciprocal inhibition across sensory cortices such that activity in one leads to suppression in the other. The present findings help to clarify the conditions under which cross-modal recruitment may be obtained.

A rich body of literature has been compiled around the topic of cross-modal plasticity in the context of structural manipulations of the nervous system in animal models and sensory deficits in humans. For example, surgical damage of ascending auditory pathways has been shown to lead to the formation of novel retinal projections into the medial geniculate nucleus and the auditory cortex [80–82]. Cross-modal plasticity has been documented in the human brain in the context of sensory deficit, such as the activation of visual cortical areas in blind subjects via tactile [83–87] or auditory tasks [88, 89], or auditory cortex recruitment by visual stimuli in deaf people [90–92]. In the present study, however, we observe a robust cross-modal recruitment of the primary visual cortex (V1) in the absence of similar deprivation-related reorganization. Others have shown the recruitment of extraverted visual cortical regions after extensive training with visuo-haptic object-related tasks [74] and in tactile discrimination of grating orientation [79] in normally sighted individuals. The present study documents that even primary visual cortex is subject to cross-modal recruitment and that this can happen relatively rapidly. We did not observe symmetric cross-modal recruitment, since we did not detect any activity beyond baseline in A1 in response to the visual stimuli. Given the many studies reviewed above that have shown responsiveness of auditory regions to cross-modal inputs, however, we refrain from interpreting the lack of auditory recruitment as an indication that auditory cortical regions cannot be driven by nonauditory inputs under appropriate conditions.

There is one remaining question: how does V1 receive auditory information such that it is driven by sound? There are three plausible, and not necessarily mutually exclusive, scenarios for such activity to be mediated anatomically (as discussed in [9, 25, 26]): (i) auditory signals may be routed from auditory brainstem nuclei to subcortical visual structures (e.g., lateral geniculate nucleus) and thence to V1; (ii) cortical auditory signals may have influenced V1 indirectly through multimodal cortical regions; (iii) early auditory cortical regions may communicate directly with V1 via corticocortical pathways. There is evidence in support of direct, but sparse, anatomical links between the auditory and striate cortices of the nonhuman primate brain [22, 69, 93]. There is also evidence in support of various thalamic regions, such as the pulvinar [3, 4] and a number of other thalamic nuclei [4], exhibiting multisensory properties. Similar findings linking cortical parts of the brain, such as via the angular gyrus [94], STS [95], and the insular cortex [96], have been used to explain the observed cross-modal plasticity, such as those reported in sighted subjects [97]. Although our molecular mapping approach cannot be used to answer matters pertaining to connectivity directly, it can be combined with traditional tracing approaches in follow-up studies to help find a clearer answer to this question.
4. Conclusions

We used molecular activity mapping of the immediate early gene zif268 to further study the nature of cross-modal recruitment of the visual cortex by auditory stimuli following a brief exposure to audiovisual events. When presented with only the auditory or visual components of the bimodal stimuli, naïve animals showed only modality-specific cortical activation. However, animals that had previously been exposed to a combination of auditory and visual stimuli showed increased number of active neurons in the primary visual cortex (V1) when presented with sounds alone. As previously implied, this cross-modal activation may be the result of implicit associations of the two stimuli, likely driven by their spatiotemporal characteristics; it was observed after a relatively short period of exposure (~45 min) and lasted for a relatively long period after the initial exposure (~1 day). These new findings suggest that the auditory and visual cortices interact far more extensively than typically assumed. Furthermore, they suggest that the previously reported findings may be directly rooted in the increased activity of the neurons occupying the primary visual cortex.
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1. Introduction

The human cerebral cortex is capable of a high degree of plasticity, a phenomenon based on both functional and structural modifications that allow the brain to adapt to environmental changes as well as to physiological or pathological conditions that may affect the individual [1]. According to this definition, an alteration during brain development may lead to significant changes in brain functional response and network organization as compared to normally developed brains. In this perspective, the study of early sensory deprivation has emerged as an interesting field of research in neuroscience since it represents an exceptional condition to assess; on one side, to what extent the development of the brain functional architecture is independent from that given sensory experience, for example, vision (for a recent critical overview see [2]), on the other side, the potentialities of neural plasticity in reorganizing brain regions primarily affected by sensory deprivation (recently reviewed in [3,4]). In particular, studies on the congenital lack of vision or its loss at later stages in life have investigated how the absence of vision affects the functional and structural organization of the brain, and which modifications occur in the visual cortical areas as a consequence of the lack of any retinal input [2,5,6]. The absence of inputs from the retina since birth induces a cross-modal plastic reorganization in early visual brain areas and a functional rearrangement of their afferent and efferent connections [1,2,4,5,7,8]. These primary visual areas are recruited in blind individuals to process stimuli conveyed by nonvisual sensory modalities, that is, the tactile, auditory, and olfactory senses [6,9–13]. Interestingly, the activation of specific areas in the occipital cortex of blind individuals is not merely an epiphenomenon but rather is
fundamental to the new sensory processing, as virtual functional lesions of these areas via transcranial magnetic stimulation (TMS) impair nonvisual performances, such as tactile perception, verb generation, or Braille reading [4, 14–16].

In addition to these cross-modal plastic modifications, the combined study of congenitally blind and sighted individuals also has demonstrated that cortical areas in the ventral and dorsal visual pathways are able to process sensory information regardless of the sensory modality through which such information has been acquired [2, 17]. In fact, while the activation of visual areas during non-visual processing could be ascribed to a visually based imagery in sighted individuals, the observation of an identical response pattern in a group of congenitally blind individuals, who by definition lack vision since birth and therefore do not possess any visually based mental imagery, indicates that these supramodal brain regions rely on a more abstract representation of the perceived stimuli, as, for example, in the cases of object category recognition [18, 19], spatial representation [20–24], or motion discrimination [25–27]. While plastic modifications do take place in the blind brain and lead visual areas that are unimodal in nature to process stimuli carried by different sensory modalities (cross-modal plasticity), at the same time supramodal areas develop within visual cortical regions that are ordinarily able to process also non-visual information both in sighted and blind individuals [2]. This more abstract nature of functional cortical organization may enable congenitally blind individuals to acquire knowledge, form mental representations of and interact effectively with an external world that they have never seen. In addition, the concept of supramodal organization has been recently extended much beyond the “what” and “where” visual pathways to brain areas associated with other cognitive and affective functions [2].

These observations have raised the question of which neural pathways are responsible for conveying non-visual sensory information to the supramodal and to the cross-modal specific areas within the visual cortex in congenitally blind individuals [2, 6]. It has been suggested that a rearrangement, or the potentiation, of preexisting cortico-cortical connections, such as in the case of a parieto-occipital pathway for tactile perception, may play a fundamental role in visual cortex recruitment in the blind brain [1, 2, 4, 6]. Consistent with this hypothesis, blind individuals show a specific functional association between parietal and occipital areas as compared to sighted subjects during tactile tasks [16, 28, 29], suggesting that parietal cortex may become a central hub for a more efficient exchange of multimodal information between somatosensory and occipital cortices in the absence of any visual experience.

To test this hypothesis we used a new measure, namely, blood-oxygenation-level-dependent (BOLD) signal variability, that has been recently proposed as an index of brain operative efficiency [30]. Indeed, as shown in some earlier experiments that employed EEG and MEG [31, 32], moment-to-moment variability in brain activity increases with the functional complexity of the cortical networks that subserve a specific function. Thus, local changes in BOLD variability may represent an expression of an increase in the amount of information processed consequent to modifications in the specific functional network configuration [32].

For this reason, we hypothesized that areas within the parietal cortex, because of their enhanced multimodal information processing in congenitally blind as compared to sighted individuals, would show increased BOLD signal variability during tactile processing and a stronger functional correlation with occipital areas, consequent to cross-modal plastic modifications. To this aim, we performed a mean squared successive difference (MSSD) analysis [33, 34] to estimate BOLD temporal variability on data previously collected during a tactile spatial discrimination [20, 24] and a tactile motion perception task [26, 27]. In addition, differences in functional connectivity (FC) of brain areas showing an increased MSSD were also measured in sighted and congenitally blind individuals.

2. Methods

2.1. Subjects. Seven sighted (2 females, 29 ± 3 yrs) and 4 blind (1 female, 35 ± 15 yrs) right-handed healthy volunteers participated in the tactile spatial discrimination experiment. A partially distinct group of seven sighted (2 females, 27 ± 2 yrs) and four blind (1 female, 37 ± 14 yrs) individuals participated in the tactile motion perception protocol. All blind individuals were blind since birth, except one who became blind within the first two years of life and had no recollection of any visual experience (causes of blindness: congenital glaucoma, retinopathy of prematurity, and congenital optic atrophy). One sighted and two blind volunteers (including the early blind individual) participated in both experiments. All subjects received medical, neurological, and psychiatric examinations and a structural magnetic resonance imaging (MRI) brain scan to exclude any disorder that could affect brain function (other than blindness in the blind group). No subject was taking any psychotropic medication. All subjects gave their written informed consent after the study procedures, and risks involved had been explained (protocol no. 1616/2003 approved by the Ethical Committee of the University of Pisa).

2.2. Image Acquisition. We used fMRI to measure brain activity while subjects performed the two experimental paradigms described below. Gradient echo echoplanar images (GRE-EPI-) were acquired with a GE Signa 1.5-T scanner (General Electric, Milwaukee, WI) using the following parameters: repetition time = 3000 ms, 22–26 axial slices, slice thickness = 5 mm, field of view = 24 cm, echo time = 40 ms, flip angle = 90, image plane resolution = 64 × 64 pixels. Voxels were 3.75 × 3.75 × 5 mm. High-resolution T1-weighted spoiled gradient recall images were obtained for each subject to provide detailed brain anatomy.

2.3. Tactile Spatial Discrimination. Tactile stimuli were wooden squares and cubes with three or five Velcro-covered
target-squares/cubes [24]. Each matrix was randomly presented to the subjects by using a wooden pole with a Plexiglas platform on one end upon which the wooden matrix was attached with Velcro. In this study, we used two-dimensional (2D) 5 × 5 matrices and three-dimensional (3D) 3 × 3 matrices, comparable in terms of number of targets and number of potential combinations of target location. In order to control for any sequence effects, the presentation of different matrices (2D versus 3D) and number of targets (3 versus 5), as well as the foot code response, were randomized within and between subjects. Each stimulus was created in order to be different from the others, even if translated or rotated. Matrices were presented for 10 s during the tactile task, with an interstimulus interval of 5 s. Each time series consisted of 16 consecutive matrices with three/five targets in counterbalanced order. Subjects were instructed to explore the matrices with both hands, to generate a mental image of the perceived stimulus and to maintain it in memory for a comparison with the next stimulus. During baseline and interstimuli periods, subjects were asked to rest their arms along their side and keep them still. Sighted subjects were required to keep their eyes closed while performing the task. During the one-back tactile recognition task, volunteers tactiley explored 16 sequential matrices in 6 to 8 experimental runs and indicated whether the last matrix was the same or different as compared to the previous one, by pressing foot pedals with the right (e.g., same) or left (e.g., different) foot.

2.4. Tactile Motion Perception. Tactile stimuli were moving or static Braille-like dot patterns (diameter = 1 mm, height = 1 mm) randomly displaced on a plastic flat surface. The average distance was 9 mm so the stimuli could not recall any letter of the Braille alphabet in blind subjects. Two types of motion were used during the task: horizontal translation (left to right and right to left at about 2.2 cm/s) and rotation (clockwise and counterclockwise at about 93.5°/s). Tactile stimuli were randomly presented using an MRI compatible device on a polystyrene table placed over the subjects’ legs. Participants’ hands lay on the table with the index and middle fingers touching the plastic surface with dot patterns. Moving stimuli were presented in 8 to 40 s blocks separated by intervals with static stimuli of varying duration (11 ± 10 s). Type of movement, direction of movement, and side of stimulation (right hand or left hand) were randomized and counterbalanced within and across subjects. Each time series began and ended with 30 s of static stimuli [26, 27].

2.5. Data Preprocessing. We used AFNI and SUMA software packages to preprocess, analyze, and view functional imaging data (http://afni.nimh.nih.gov/afni/) [35]). Acquired raw data were reconstructed, coregistered to the volume collected nearest in time to the high-resolution anatomy, phase-shifted using Fourier transformation to correct for slice acquisition time, spatially smoothed (FWHM = 8 mm), and normalized to estimate the percent signal change at each time point. Individual preprocessed data were then transformed into the Talairach and Tournoux Atlas [36] coordinate system and resampled into 3 mm³ voxels. Finally, voxel time series were further adjusted by regressing out motion correction parameters, a polynomial function modeling the BOLD drifting effect and white matter (WM) and cerebrospinal fluid (CSF) time series [30]. For each experiment WM and CSF time courses were extracted from two single voxels, respectively, located in the corpus callosum and the ventricles of a common template obtained by merging spatially normalized anatomical images from all the participants. Finally, a low pass filter was applied. Results obtained in subsequent analyses were anatomically localized on the group-averaged Talairach-transformed T1-weighted images.

2.6. BOLD Temporal Variability Analysis. We used the mean squared successive difference (MSSD) measure to calculate BOLD signal temporal variability in every subject and for each experimental condition. For each individual run, MSSD was computed over the entire preprocessed activation time course using a custom-built function in MATLAB (The MathWorks, Inc.).

For each subject, MSSD values were averaged across different runs of the same experimental protocol, and nonparametric Mann-Whitney tests were used to look for any potential difference between blind and sighted subjects. Significance threshold was set at corrected $P < 0.05$, calculated with a Monte-Carlo simulation run via 3dClustSim program in AFNI, with a voxelwise threshold of $P < 0.02$, which resulted in a minimum cluster volume of $k < 111$ voxels.

Thresholded sighted versus blind MSSD comparison maps of the two different experiments were used to compute a conjunction map (logical AND) to identify regions that showed similar differences in signal variability across conditions (small volume correction $P$ value $< 0.001$, minimum cluster volume $k > 28$ voxels, as calculated on the sighted versus blind MSSD comparison map of the spatial discrimination condition).

2.7. Functional Connectivity Analysis. Cortical areas whose BOLD signal variability was significantly different between sighted and blind individuals during both the tactile spatial discrimination and the tactile motion perception experiments were used as seed regions of interest (ROI) for a functional connectivity analysis. Specifically, for each subject and condition the Pearson’s correlation coefficient was computed between the BOLD signal time course (obtained concatenating all task-related functional runs) of the ROI and the time course of all the other voxels of the brain.

To identify the significant pattern of functional connectivity for each group and each experimental condition, we converted correlation coefficients of each subject into Z scores using Fisher’s Z transformation and then performed one-sample group $t$-tests. Significance threshold was set at corrected $P < 0.05$, obtained using a voxelwise threshold of $P < 0.01$ and a cluster greater than 66 voxels. Furthermore, in order to determine significant differences in functional connectivity between congenitally blind and sighted individuals in each condition, unpaired nonparametric Mann-Whitney
tests were performed to compare the two groups during both tactile experiments (voxel-wise $P < 0.05, k > 30$ voxels).

3. Results

3.1. BOLD Signal Variability in Congenitally Blind and Sighted Individuals. During both experiments the blind subjects showed a significantly higher MSSD measure in a number of cortical brain areas as compared to the sighted individuals. Specifically, during the tactile spatial discrimination task, blind individuals had a significantly greater (corrected $P < 0.05$) signal variability in the left superior and bilateral inferior parietal, left superior frontal, right middle temporal, bilateral superior temporal, lingual, medial frontal and cingulate cortex, precuneus and cuneus (Figure 1(a)). During the tactile motion perception task, blind individuals showed a significantly greater (corrected $P < 0.05$) signal variability in the bilateral superior and inferior parietal cortex, left lingual, right superior temporal, postcentral, inferior frontal, and anterior cingulate cortex, as compared to the sighted group (Figure 1(b)).

The conjunction map computed from the sighted-versus-blind MSSD contrast maps obtained for the two tactile experimental protocols revealed a common cluster (small volume correction, $P < 0.02$; Figure 1(c)) of greater BOLD variability in the blind as compared to sighted individuals located in left inferior parietal and anterior intraparietal cortex (Talairach coordinates of the center of mass were $x = -40, y = -43, z = 49$).

3.2. Functional Correlation between the Left Parietal Cortex and Occipital Areas in the Congenitally Blind and Sighted Individuals. We performed a functional connectivity analysis using the left inferior parietal and anterior intraparietal cluster as a seed ROI for each group and each experimental condition. In both the blind and sighted individuals, during the tactile spatial (Figure 2(a)) and tactile motion (Figure 2(b)) discrimination tasks, the parietal ROI was significantly correlated (corrected $P < 0.05$) with a number of brain areas including inferior/superior parietal, middle/superior temporal, middle/superior and anterior frontal, motor and cingulate cortex, and clusters in the occipital regions. Interestingly, blind subjects showed a greater correlation between the left inferior parietal lobule and visual areas, comprising bilateral cuneus/superior occipital (Talairach coordinates of the peak voxels: $x = -16, y = -82, z = 32$; $x = 7, y = -85, z = 41$) during the spatial discrimination task and bilateral cuneus, superior and middle occipital (Talairach coordinates of the peak voxels: $x = 23, y = -82, z = 26$; $x = -25; y = -70, z = 38$), precuneus (Talairach coordinates $x = -5, y = -56, z = 29$), and right supramarginal (Talairach coordinates $x = 44, y = -55, z = 29$) cortex during the motion perception task (Figures 2(c)-2(d)). Additional regions in bilateral sensorimotor and left anterior temporal cortex (spatial discrimination) and in bilateral inferior parietal cortex and anterior cingulate (motion perception) showed a greater correlation with the seed ROI in blind individuals, while in bilateral medial prefrontal and right superior temporal cortex during the spatial discrimination task in sighted individuals (Figures 2(c)-2(d)).

4. Discussion

The aim of the present study was to examine whether the lack of visual experience since birth may lead to changes in neural efficiency, as measured by the BOLD signal temporal variability, within the parietal cortex and in its connections with occipital cortical areas in relation to the processing of non-visual sensory information. As a matter of fact, despite the growing number of studies indicating the existence also in blind individuals of supramodal areas within the visual cortex capable of processing information conveyed by different sensory modalities [2] and the potential additional development of cross-modally-reorganized occipital clusters [3, 5, 21], the specific pathway(s) that carry such non-visual sensory information to the occipital cortex are still a matter of wide debate. Indeed, direct connections between different primary sensory areas, subcortico-cortical loops, or cortico-cortical pathway(s) are all considered potential mechanisms to explain how non-visual sensory inputs reach the “visual” cortex [3, 6].
As far as tactile processing in the occipital areas is concerned, the hypothesis of a cortico-cortical connection has been supported by the results of experiments that used TMS to induce temporary functional lesions during Braille reading [4, 15, 37]. In congenitally blind individuals, parietal activation in response to tactile letter detection precedes occipital activation associated with letter identification, thus suggesting that tactile information reaches the occipital cortex through a parieto-occipital pathway [1]. Additionally, other tactile experimental paradigms in early blind participants confirmed a reinforced functional coupling between occipital and parietal cortical areas, without any subcortical involvement [4, 15, 27–29]. For instance, a connectivity analysis during electrotactile stimulation of the tongue showed that anterior areas of the parietal cortex had an increased correlation in activity with posterior parietal cortex and the visual occipital cortex of trained blind individuals [28]. Consistently, in a distinct tactile motion perception experiment in which subjects had to discriminate motion of plastic dots under their fingertips [25], we found that somatosensory areas showed extensive bilateral connections with contiguous posterior parietal and intraparietal regions, and with middle temporal and lateral occipital areas in both sighted and congenitally blind individuals, supporting a cortico-cortical pathway from primary somatosensory cortex through parietal regions to occipital areas [27].

On the other hand, we cannot exclude that other sensory modalities, such as auditory inputs, may follow distinct pathways of sensory integration. Indeed, the spatial processing of sounds in early blind and sighted individuals was impaired only when TMS was applied at short latencies to the right dorsal occipital cortex, but not when it was applied to the right intraparietal region [22, 38], thus suggesting that sounds may reach occipital regions in the blind brain either via subcortical connections or direct projections from the auditory cortex.

In light of these preliminary observations on the occipital processing of somatosensory information, we hypothesized that, as a consequence of plastic rearrangements, parietal areas in congenitally blind individuals would elaborate a greater amount of information during tactile tasks and would be characterized by specific functional networks with strengthened occipitoparietal connectivity. Parietal areas, including the superior parietal and the intraparietal cortex, have been proposed as hubs of integration for multimodal inputs, and many studies have found connections of these subregions with primary areas of different sensory modalities both in monkeys and in humans (reviewed in [39, 40]). Therefore, parietal regions multisensory in nature which are expected to receive and integrate different inputs may show a more efficient processing and a greater capacity to switch between different network configurations. To test this hypothesis, in the present study we compared BOLD signal

---

**Figure 2:** Group functional connectivity (FC) maps obtained for sighted (first column) and blind (second column) individuals during (a) the tactile spatial discrimination and (b) the tactile motion perception tasks (corrected $P < 0.05$). The third column (c)-(d) shows the differences in functional connectivity between the two groups (uncorrected $P < 0.05, k > 30$ voxels). The left inferior parietal seed ROI has been indicated with a purple circle. Spatially normalized maps are projected onto single-subject left and right hemisphere templates in the Talairach space in frontal and lateral views. Cun: cuneus; SO: superior occipital; MO: middle occipital; SMa: supramarginal; IP: inferior parietal; ST: superior temporal; AT: anterior temporal.
temporal variability, a recently proposed index of functional brain efficiency [32, 41], across sighted and congenitally blind individuals during two different tactile tasks: spatial discrimination and motion perception.

Variability in BOLD signal is thought to increase with the functional complexity of the cortical networks that subserve a specific function, as shown in some earlier experiments which employed EEG and MEG [31, 32, 42], though the physiological meaning of this measure still remains to be fully understood [42]. For instance, by studying populations at different ages, Garrett and colleagues recently showed that the noise (i.e., temporal variability) in BOLD signal is greater in young highly performing adults as compared to older adults [30, 32]. Moreover, a higher variability in certain brain areas was associated with superior behavioral performances, suggesting a correlation between this parameter and operative brain functional efficiency [41]. In the present study, BOLD signal variability was assessed by computing the mean of the square differences between the values of BOLD signal at two successive time points (i.e., MSSD) [33, 34].

Our results showed that during both the tactile spatial discrimination and motion perception conditions, the blind individuals were characterized by increased signal variability in brain areas distributed over prefrontal, parietal, occipital and temporal cortex. Differences in MSSD scores between the two groups were more evident in the tactile spatial discrimination task than in the motion perception condition, mainly in temporal, prefrontal and occipitoparietal areas. In order to avoid specific effects dependent on the distinct experimental conditions, we performed a conjunction analysis to identify common areas of increased MSSD in the congenitally blind group. A significant cluster of overlapping in group MSSD differences was localized in the left inferior parietal and anterior intraparietal cortex.

To verify whether such differences in BOLD signal variability were also associated with changes in the functional network organization, a functional connectivity analysis using the identified parietal cluster as a seed region of interest also was carried out. Results showed a more extended inclusion of occipital regions in the connectivity network of this parietal region in the blind as compared to sighted individuals. In general, congenitally blind individuals demonstrated enhanced connectivity between brain areas processing different sensory inputs as compared to sighted [43, 44] or novel pattern of correlations between cross-modal reorganized occipital areas and cortical areas conveying or elaborating non-visual stimuli [27].

Taken together, our MSSD and functional connectivity results suggest a reinforced integrative role of the parietal cortex during tactile perception in congenitally blind individuals as compared to the sighted ones. Moreover, our results provide novel support to the potential role of the parietal cortex in conveying tactile and maybe other non-visual information to striate and extrastriate occipital regions in blind individuals. In fact, although a concomitant involvement of a subcortical loop between the somatosensory and occipital areas may exist [2, 45], these results suggest that important functional plastic modifications occur in the parietal cortex in congenitally blind individuals, including changes in the functional connectivity network, which is rewired to reach occipital areas.

Notably, it should be emphasized that the measures of BOLD temporal variability are independent of task-related BOLD responses and appear more to provide information about the level of functional integration other than the recruitment of a specific brain region during distinct experimental tasks [30, 41, 42]. Therefore, these measures do not directly reflect task-related perceptual and cognitive processing. Furthermore, the original studies on BOLD signal variability evaluated the effects of different cognitive tasks on this measure [30, 41, 42]. The authors showed a substantial independence of the age-related differences in BOLD variability from the specific task employed. Here, to properly avoid any specific effects dependent on the two experimental conditions, we also performed a conjunction analysis to identify common areas of increased MSSD in the congenitally blind groups.

Sample sizes may represent a limitation of our analysis, as four blind individuals per experimental protocol is a relatively small number of subject are for an fMRI study nowadays, and the results reported here would need to be replicated in a larger cohort. Nonetheless, congenitally blind individuals represent an exceptionally rare population that should comply with strict selection criteria from a medical (e.g., no other neurological disorders, drug-free) and demographic (e.g., independent living conditions, socially integrated) perspective. Even if limited samples could be sufficient to respond to specific hypothesis-driven protocols (e.g., [18]), some methodological considerations have been however taken into account, such as the use of nonparametric comparisons.

5. Conclusions

In summary, these findings, though acquired in a relatively limited sample and therefore in need of replication in larger groups, expand the current knowledge on the functional reorganization that occurs in the brain of congenitally blind individuals, as they demonstrate that during both tactile spatial discrimination and motion perception tasks, the inferior parietal and anterior intraparietal cortices were characterized by increased BOLD signal temporal variability and relevant functional network modifications in the congenitally blind as compared to the sighted subjects. Overall, these findings support a role for parietal cortex in conveying nonvisual-information to visual cortex after cross-modal plastic modifications in the brain of visually deprived individuals.
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We used functional MRI (fMRI) to test the hypothesis that blind subjects recruit the ventral visual stream during nonhaptic tactile-form recognition. Congenitally blind and blindfolded sighted control subjects were scanned after they had been trained during four consecutive days to perform a tactile-form recognition task with the tongue display unit (TDU). Both groups learned the task at the same rate. In line with our hypothesis, the fMRI data showed that during nonhaptic shape recognition, blind subjects activated large portions of the ventral visual stream, including the cuneus, precuneus, inferotemporal (IT), cortex, lateral occipital tactile vision area (LOtv), and fusiform gyrus. Control subjects activated area LOtv and precuneus but not cuneus, IT and fusiform gyrus. These results indicate that congenitally blind subjects recruit key regions in the ventral visual pathway during nonhaptic tactile shape discrimination. The activation of LOtv by nonhaptic tactile shape processing in blind and sighted subjects adds further support to the notion that this area subserves an abstract or supramodal representation of shape. Together with our previous findings, our data suggest that the segregation of the efferent projections of the primary visual cortex into a dorsal and ventral visual stream is preserved in individuals blind from birth.

1. Introduction

It is well established that early-onset blindness leads to widespread neuroplastic changes. For instance, studies have shown that the senses of hearing and touch are more developed in blind than sighted individuals [1–6], probably due to training-induced plasticity. The enlargement of the somatic and motor area representation of the index finger in proficient Braille readers is a clear example of this experience-dependent plastic process [7]. Brain imaging studies using 18F-fluoro-deoxyglucose-posterior emission tomography (FDG-PET) have shown that, despite the absence of visual input, the occipital cortex of congenitally blind individuals shows a supranormal metabolism at rest [8, 9]. This indicates that the visually deprived cortex is still functionally active and can be recruited by other modalities such as touch, hearing, and smell. Indeed, studies using a variety of brain imaging tools such as PET, functional, magnetic resonance imaging (fMRI), event-related potentials and magnetoencephalography, all concur on a recruitment of the visual cortex of early blind individuals during various nonvisual tasks (e.g., [10–14]).

Numerous brain imaging studies have consistently found activations of occipital cortical areas when blind subjects perform a range of tactile tasks such as Braille character recognition, vibrotactile discrimination, and haptic object exploration [15–20]. Previous work from our laboratory showed that blind subjects who had been trained to use the TDU in an orientation and motion discrimination task [13, 14] or in a navigation task [21] activate their visual cortex. The
observed activation patterns within the visual cortex were remarkably similar to those observed in sighted individuals performing corresponding visual tasks. The modularity of these activations is further substantiated by the observation that in early blind individuals, transcranial magnetic stimulation (TMS) of the reorganized visual cortex elicits somatotopically organized tactile sensations [22, 23]. TMS studies have also provided evidence for the functional implication of the occipital cortex in tactile processing. For example, the demonstration that repetitive TMS of the occipital cortex disrupts Braille reading performance in the blind [24, 25] suggests that the contribution of the visually-deprived occipital cortex to nonvisual functions is indeed functionally relevant. Together, these findings indicate that the visually deprived posterior cortical regions are much more adaptable than previously thought and may act either as a high-level multisensory area [26] or undergoes a cross-modal plastic reorganization [27].

The visual system is grossly subdivided into a dorsal and a ventral processing stream [28]. Area hMT+, a critical part of the dorsal visual pathway, involved in visual motion processing, is recruited during tactile and auditory motion discrimination task in early blind subjects [14, 29–31], suggesting that the dorsal “where” processing stream is functionally preserved in subjects lacking vision from birth. This raises the question whether the ventral processing stream, known to participate in object and shape recognition [21], is also preserved in blind subjects. Evidence in support of this hypothesis comes from a study by Pietrini et al. [12] that showed category-specific recruitment of the ventral temporal cortex by haptic exploration of objects in congenitally blind and sighted individuals. Therefore, the aim of this study was to investigate whether the ventral stream will also be activated by nonhaptic exploration of shapes.

2. Materials and Methods

2.1. Subjects. Ten sighted control (five females; mean age: 21 ± 11 y.) and eight blind (seven congenitally and one early blind) individuals with no recollection of any visual experience (four females; mean age: 31 ± 10 y.) participated in this study. Causes of blindness were retinopathy of prematurity [7] and Leber’s congenital amaurosis [1]. Visual inspection of the structural brain MRI scans by a trained neuroradiologist did not reveal macroscopic abnormalities and none of the subjects had a history of psychiatric or neurological illness. The study protocol was approved by the local ethics committee (Project ID: KF-01328723) and all subjects provided written informed consent.

2.2. Electro-Tactile Stimulation of the Tongue. The apparatus has been described in detail elsewhere [13]. Briefly, it consists of a tongue display unit (TDU, Wicab Inc.), an electrode array (3 × 3 cm) with 144 gold-plated contacts arranged in a 12 × 12 matrix and a laptop with custom-made software (Figure 1(a)). Computer-generated geometric shapes were converted into electrical pulses and delivered to the tongue via the electrode array. Stimulation intensity was controlled by the subject and could be adjusted at any time to allow optimal perception of the stimuli.

2.3. Behavioural Training. Both blind and blindfolded control subjects were trained during 10 sessions, stretched over 4 consecutive days. Each session lasted around 15 minutes and comprised 28 trials. During training, subjects learned to use the TDU to recognize four different shapes that were randomly presented: a square, a triangle, a rectangle, and the letter E (Figure 1(b)). Participants were given a maximum of 30 seconds to identify each stimulus and they received immediate feedback about the correctness of their response. Both the reaction time and the response accuracy were measured. It was stressed that correctness of responses was more important than speed. Stimuli were presented statically and participants could not explore the images by using exploratory movements of a computer mouse as was the case in our previous PET study on orientation discrimination [13]. Prior to the training sessions, participants were familiarized with the TDU and the experimental procedures. They were told the forms that were going to be used and that their task was to correctly identify the shape that was presented. Blind participants were asked whether they were familiar with the shapes that were going to be presented and they were given the opportunity to explore haptically plastic copies of the four shapes if necessary. Training sessions were limited to a maximum of 15 minutes to avoid habituation to tongue stimulation. Participants were given two or maximum 3 training sessions per day. Between two successive sessions there was a minimum time interval of 30 minutes. We chose to work with a limited set of shapes in order not to overload memory and cognitive processing since during the fMRI session. Subjects had to indicate their response by pressing one of the four keys on a response pad (1: square;
using ANOVA (SPSS18, Chicago, Ill, US). Values of 

2: triangle; 3: rectangle and; 4: letter E). All participants were trained by the same experimenter (IM). The criterion for successful learning was set to 85% correct responses in two consecutive sessions. Participants who reached this criterion could participate the next day in the fMRI examination. Statistical analysis of the behavioural data was carried out using ANOVA (SPSS18, Chicago, Ill, US). Values of $P < 0.05$ were considered as statistically significant.

2.4. MRI Experimental Design. Following behavioural training, subjects performed the shape recognition task during whole-brain fMRI. We used an fMRI block design with periods of rest (the electrode array was placed on the tongue but no electrotactile stimulation was administered) and task (i.e., nonhaptic shape recognition). The same shapes were presented in the fMRI session as during behavioural training. Two fMRI runs were carried out, each lasting 7 minutes and 40 seconds. Each run consisted of alternating rest and task blocks (Figure 1(b)). During a task block, four stimuli, one for each form, were presented in a random order. This was repeated seven times, resulting in 35 blocks per fMRI run. Each stimulus lasted 10 s and was followed by a 3 s interval during which subjects had to indicate which form had been presented by pressing one of 4 buttons on a keypad with their right hand. Each button corresponded to one of the stimulus forms. Prior to scanning, subjects practiced to use the appropriate corresponding response button.

2.5. Image Acquisition and Analysis. Task-related changes in the (blood oxygenation level-dependent BOLD signal were measured with whole-brain fMRI using a Siemens Trio 3 Tesla MR Scanner (Siemens, Erlangen, Germany), equipped with an 8-channel head coil. The multislice gradient echo-planar imaging sequence had a repetition time (TR) = 2500 ms, echo time (TE) = 50 ms, flip angle (FA) = 90°, and field of view (FOV) of 192 mm (matrix: 64 × 64). Each volume consisted of 42 slices in an inclined axial plane, aligned to the AC-PC axis, with a slice thickness of 4 mm, resulting in a voxel size of 4 × 4 × 4 mm. A total of 368 functional brain volumes were acquired per subject. After the fMRI session, a high-resolution structural T1-weighted three-dimensional brain scan (MPRAGE) was acquired using a gradient echo pulse sequence (TE = 9.20 ms; flipangle = 30°; FOV = 256 mm; matrix = 256 × 256; voxelsize = 1 mm³).

The MRI data were analyzed using Statistical Parametric Mapping software (SPM5, Wellcome Department of Cognitive Neurology, London, UK). Functional volumes were motion-corrected using SINC interpolation and spatially normalized to the reference space defined by the MRI template supplied by the Montreal Neurological Institute (MNI). Images were spatially smoothed with an 8-mm wide Gaussian kernel to improve the signal-to-noise ratio.

For the statistical analysis, active conditions were fitted with a box-car function convolved with the hemodynamic response function. Low-frequency temporal drifts were removed by applying a 128-s high-pass filter. The duration of all conditions was modelled, except for the 10 s rest periods, which served as baseline. In order to estimate the effects associated with the experimental design, we evaluated BOLD signal changes associated with the contrast active task (shapes) compared to the control task (rest). Following single subject analyses, we performed a random-effect analysis within and between groups using the individual contrast estimates for each functional run. Activation maps were thresholded at $P < 0.01$, corrected for multiple comparisons using the false discovery rate (FDR) [40]. We applied a conservative extent threshold of 20 contiguous voxels.

3. Results

3.1. Behavioural Training. Both blind and sighted control subjects learned the tactile form discrimination task within the 10 sessions. Figure 2 illustrates the learning curves for percentage of correct responses and reaction times. A statistical analysis of the time × group interactions yielded no significant differences in the percentage of correct responses ($F = 0.728; P > 0.05$) or reaction times at the end of the training ($F = 1.016; P > 0.05$).

3.2. Functional MRI. Blind subjects but not blindfolded sighted controls activated large areas of occipital (cuneus, inferior and middle occipital gyri and lingual gyrus) and occipito-temporal (fusiform gyrus) cortices (Figure 3). Both blind and sighted controls showed increased BOLD responses in the infero-temporal cortex (including area LOtv), post-central gyrus, superior and inferior parietal lobule, precuneus, prefrontal cortex, cingulate gyrus, insula, and cerebellum. Task-related activations for blind and control subjects are listed in Table 1. A direct comparison of the activation maps in both groups showed that BOLD increases in the inferior temporal gyrus, middle occipital cortex, and precuneus were significantly stronger in blind subjects (Figure 4). In contrast, blindfolded-sighted control subjects showed a relative larger BOLD response increase in the right postcentral gyrus (BA3) and the left anterior cingulate cortex (BA24) only (data not shown). We also observed activation in both blind and controls in left and right premotor areas that are probably due to the subject’s preparation to respond to the tactile stimulation. An increased BOLD response was also found in bilateral somatosensory cortex for both groups of subjects.

4. Discussion

In this study, we report that congenitally blind but not sighted subjects activated large parts of the occipital cortex when performing a nonhaptic shape recognition task. Our data further showed that both groups recruited the infero-temporal cortex, including area LOtv, in response to 2D tactile shape information extracted from electrotactile stimulation of the tongue. Previous studies showed that area LOtv processes form information in the absence of visual input through haptic [12] or auditory modalities [15, 30]. The present data extend these findings by showing that area LOtv processes form information even when tactile stimuli
Figure 2: Learning curves for shape recognition in congenitally blind and blindfolded control subjects. (a) Mean percentage changes ± SEM of correct responses and (b) mean reaction times ± SEM. No significant differences in performance were observed between the groups.

4.1. Activation of IT/LOtv Complex. We found strong task-related activation along the occipital/inferior temporal cortical border in both sighted and blind subjects. Whereas IT/LOtv was activated bilaterally in blind subjects, it was activated only in the right hemisphere in sighted participants. This might be due to the relatively small sample size. Indeed, when using a less stringent criterion for statistical significance (P < 0.01, uncorrected), an increased BOLD response was also noted in the left hemisphere. Moreover, a conjunction analysis of the activation patterns in both groups confirms the bilateral activation of IT/LOtv although the cluster size was markedly larger in the right compared to the left hemisphere (data not shown). The activation pattern in both groups encompassed a region that Amedi and coworkers [36, 37] have coined the lateral occipital tactile visual area. The stereotactic coordinates of our LOtv activation in both groups (see Table 1) are very close to those reported by others [12, 36, 41]. LOtv is a subregion within the human lateral occipital cortex (LOC) that is robustly activated during both visual and tactile object recognition. Amedi and coworkers [37] demonstrated that for both modalities, LOtv has a preference for objects compared to textures and scrambled objects; this area is only weakly activated by the motor, naming and visual imagery components of object recognition [37]. Area LOtv is also recruited by tactile exploration of novel, meaningless three-dimensional clay objects, suggesting that it responds more to form than to semantic features of objects [39]. Our finding of LOtv activation in both groups during the presentation of tactile stimuli is in accordance with previous results reported in normally sighted [12, 36, 36, 42–44] and blind [12] participants. The results further show for the first time that not only three-dimensional tactile stimuli but also two-dimensional nonhaptic tactile information can recruit area LOtv, adding further support that this area subserves an abstract or supramodal representation of shape information [45].

4.2. Occipital Cortex. Only blind subjects showed a significant BOLD response in several regions within the occipital cortex including the cuneus, the lingual gyrus and the inferior, middle, and superior occipital gyri. The activation pattern in the blind following training shows remarkable
Table 1: Activation clusters for “shapes versus rest” in blind and sighted subjects.

<table>
<thead>
<tr>
<th>Anatomical area of activation</th>
<th>BA</th>
<th>Congenitally blind Talairach coordinates</th>
<th>Sighted controls Talairach coordinates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>x</td>
<td>y</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Occipital cortex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cuneus</td>
<td>18</td>
<td>−26</td>
<td>−75</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>−85</td>
<td>19</td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>17</td>
<td>−8</td>
<td>−87</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>−85</td>
<td>3</td>
</tr>
<tr>
<td>Inferior occipital gyrus</td>
<td>19</td>
<td>−48</td>
<td>−80</td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>−76</td>
<td>−8</td>
</tr>
<tr>
<td>Middle occipital gyrus</td>
<td>19</td>
<td>−36</td>
<td>−85</td>
</tr>
<tr>
<td>Superior occipital gyrus</td>
<td>37</td>
<td>53</td>
<td>−61</td>
</tr>
<tr>
<td></td>
<td>19</td>
<td>36</td>
<td>−73</td>
</tr>
<tr>
<td><strong>Temporal cortex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fusiform gyrus</td>
<td>19</td>
<td>−36</td>
<td>−74</td>
</tr>
<tr>
<td></td>
<td>38</td>
<td>−64</td>
<td>−5</td>
</tr>
<tr>
<td>Inferior temporal gyrus (LOtv)</td>
<td>19</td>
<td>−51</td>
<td>−66</td>
</tr>
<tr>
<td></td>
<td>37/20</td>
<td>55</td>
<td>−53</td>
</tr>
<tr>
<td>Middle temporal gyrus</td>
<td>37</td>
<td>−50</td>
<td>−60</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>−62</td>
<td>0</td>
</tr>
<tr>
<td>Superior temporal gyrus</td>
<td>22</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Parietal Cortex</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precuneus</td>
<td>31/7</td>
<td>−26</td>
<td>−75</td>
</tr>
<tr>
<td></td>
<td>19/7</td>
<td>26</td>
<td>−70</td>
</tr>
<tr>
<td>Inferior parietal lobule</td>
<td>40</td>
<td>−46</td>
<td>−39</td>
</tr>
<tr>
<td></td>
<td>42</td>
<td>−31</td>
<td>44</td>
</tr>
<tr>
<td>Superior parietal lobule</td>
<td>7</td>
<td>−30</td>
<td>−54</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>−54</td>
<td>52</td>
</tr>
<tr>
<td>Postcentral gyrus</td>
<td>2</td>
<td>−53</td>
<td>−25</td>
</tr>
<tr>
<td></td>
<td>3/2</td>
<td>59</td>
<td>−20</td>
</tr>
<tr>
<td><strong>Prefrontal and frontal cortices</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Precentral gyrus</td>
<td>6/44</td>
<td>−61</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>62</td>
<td>5</td>
<td>29</td>
</tr>
<tr>
<td>Inferior frontal gyrus</td>
<td>9</td>
<td>−55</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>47/9</td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>Middle frontal gyrus</td>
<td>6</td>
<td>−26</td>
<td>−2</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>−1</td>
<td>48</td>
</tr>
<tr>
<td>Medial frontal gyrus</td>
<td>6</td>
<td>−2</td>
<td>−1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>Superior frontal gyrus</td>
<td>6</td>
<td>−18</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>5</td>
<td>62</td>
</tr>
<tr>
<td><strong>Cingulate and Insular cortices</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cingulate gyrus</td>
<td>32</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>−40</td>
<td>5</td>
</tr>
<tr>
<td>Insula</td>
<td>38</td>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td></td>
<td>−32</td>
<td>−74</td>
<td>−22</td>
</tr>
<tr>
<td>Cerebellum</td>
<td>4</td>
<td>−73</td>
<td>−13</td>
</tr>
</tbody>
</table>
similarities with that observed in normal seeing subjects during the performance of visual form discrimination tasks (see review by [45]). Pietrini and coworkers [12] reported activations in portions of the ventral stream such as the lingual and fusiform gyri and inferior occipital cortex during haptic object recognition in blind subjects. Other studies have shown that the visual cortex in blind subjects can also be recruited by auditory and olfactory stimuli and cognitive processes [38, 46–48], providing further evidence that the visual cortex can be reorganized to mediate a variety of non-visual functions in the blind.

Another issue is the potential role of mental imagery in the visual cortex activation. A number of previous brain imaging studies on haptic processing [49, 50] and auditory-based sensory substitution [51] in blindfolded sighted subjects have suggested that neural activity related to visual imagery may account for the activation in the occipital cortex. For the following reasons, it is unlikely that visual imagery explains the current findings. First, our blind subjects never had visual experiences and during the debriefing following the experiments, they did not report that they had engaged in visual imagery during the orientation detection task (see also [12]). Secondly, if mental imagery would be at the basis of the activation in the occipital cortex, sighted controls should activate the visual cortex to a larger extent compared to congenitally blind participants, which was clearly not the case. Finally, the question whether congenitally blind subjects have true “visual imagery” (instead of imagery) remains a matter of debate [52].

In accordance with several other studies (e.g., [13, 14, 53, 54]), we report here a lack of activation in the occipital cortex of our blindfolded controls. Previous neuroimaging studies in normally sighted subjects have yielded inconsistent results regarding the implication of V1 in tactile processing: some studies showing no activation of V1, others showing activation of V1 only [18, 55], activation of V1 accompanied by a deactivation of extrastriate areas [56], or activation of extrastriate cortical areas only [12]. Of note, most studies showing V1 activation in tactile processing in normal subjects used 3D stimuli that were palpated haptically with the hand or fingers. In our study, we used 2-D shape stimuli presented passively to the tongue and thus, required no active haptic exploration.

4.3. Possible Mechanisms for Cross-Modal Responses. A critical question in the study of cross-modal processing in the blind is whether the recruitment of the occipital cortex occurs through changes of existing neural network or through the formation of new neural connections. In this study, as well as in our previous studies using the same sensory substitution device, cross-modal responses were already observed after only a four to seven day period of intensive training [13, 22]. The speed with which these neuroplastic changes occur suggest that they are mediated by the unmasking or strengthening of preexisting cortico-cortical connections [13, 22]. The observed striate and extrastriate activations in the blind have been attributed to a cortico-cortical feedback pathway from primary somatosensory cortex (S1) through the posterior parietal cortex [22, 23]. The posterior parietal cortex is a highly multimodal association area. Investigations in macaque and humans have demonstrated that the anterior intraparietal area (AIP) and ventral intraparietal area (VIP) are likely regions where visuo-tactile multimodal information of object features and motion processing is integrated in sighted participants. Neurons in the macaque AIP, for instance, are sensitive to three-dimensional features of objects such as size, shape, and orientation during object manipulation under visual control [57, 58]. Neuroimaging studies in humans have also demonstrated recruitment of AIP during tactile shape processing [59, 60] and during orientation discrimination of visual stimuli [13, 61]. In blind subjects, who lack bottom-up visual processing, tactile inputs from these multimodal areas may then lead to a recruitment of the visual cortex via these multimodal areas. This assumption is supported by the strong activation of the posterior parietal cortex observed in the blind in the present study and is moreover reinforced by the results of several additional neuroimaging studies [13, 17, 38]. This hypothesis is also in line with a recent report that used dynamic causal modeling of fMRI data to investigate the cross-modal plasticity of effective connectivity in the blind during a Braille reading task [62]. It is also possible that new aberrant subcortical projections could be responsible for the evoked activity in the visual cortex of congenital blind individuals. For example, animal models of bilateral enucleation in hamsters [60], congenital blindness in mice [63, 64], and natural very low vision like the blind mole rat [65] have indicated the formation of new ectopic projections from the inferior colliculus to the lateral geniculate nucleus, the thalamic primary visual relay. More advanced methods, such as functional connectivity analysis, will be helpful to better understand through which pathways nonhaptic tactile information is funnelled to the visual cortex of the blind.

4.4. Methodological Considerations. The main limitation of this study is the sample size. While eight subjects are considered to be a relatively small sample size for a classical fMRI study, we would like to emphasize that congenitally blind individuals represent an exceptionally rare population, even more so when strict selection requirements are enforced, as in this study. We would further like to stress that sample sizes of congenitally blind individuals reported in most fMRI studies in the literature are similar or smaller as compared to the present one [12–18, 29–31, 38, 39, 54, 55, 62, 66]. Larger numbers of subjects certainly are required to make rigorous statistical comparisons between the sighted and congenitally blind groups in terms of distribution and extent of brain response to shape recognition following stimulation by TDU. Nevertheless, the data were obtained using a random-effects analysis and FDR-corrected statistical thresholds. A final limitation is that we did not use functional localizer scans in our sighted subjects to identify subregions within the ventral stream.

5. Conclusion

The question we have addressed in this and our previous studies is whether the functional segregation of the visual...
cortex in a dorsal and ventral visual pathway is preserved in individuals who were born without vision or who lost their sight at a very early age. The present results significantly extend to our previously published data on motion processing via the tongue in the blind [14], showing that both pathways are preserved in this population and add to growing evidence that the visual cortex can be reorganized to mediate non-visual functions in the blind.
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Early loss of a given sensory input in mammals causes anatomical and functional modifications in the brain via a process called cross-modal plasticity. In the past four decades, several animal models have illuminated our understanding of the biological substrates involved in cross-modal plasticity. Progressively, studies are now starting to emphasise on cell-specific mechanisms that may be responsible for this intermodal sensory plasticity. Inhibitory interneurons expressing γ-aminobutyric acid (GABA) play an important role in maintaining the appropriate dynamic range of cortical excitation, in critical periods of developmental plasticity, in receptive field refinement, and in treatment of sensory information reaching the cerebral cortex. The diverse interneuron population is very sensitive to sensory experience during development. GABAergic neurons are therefore well suited to act as a gate for mediating cross-modal plasticity. This paper attempts to highlight the links between early sensory deprivation, cortical GABAergic interneuron alterations, and cross-modal plasticity, discuss its implications, and further provide insights for future research in the field.

1. Introduction

Patterns of activity from the peripheral sensory receptor arrays can dramatically influence the development of connectivity and functional organization of cortical fields in mammals. In some species, evolution in relation to specific environmental cues has nurtured the brain’s blueprint in such a way that a sensory cortex processing specific survival needs has been enlarged over time as compared to other modalities (Figure 1) [1–5]. Similarly, when a sensory function is lost during development, spared senses compensate by taking more cortical space and recruiting the deafferented areas, to maintain homeostasis of sensory function. This reorganization optimizes and secures the individual’s survival and awareness to future environmental changes. For example, the loss of sight at birth or during early life in humans leads to important anatomical and functional reorganization of the visually deprived cortex that will become activated by a wide variety of nonvisual stimuli involving touch, audition, and olfaction [6–11]. Enhanced spatiotemporal functions in the remaining sensory modalities have also been reported [12–16]. It seems therefore that the visual cortex of the blind is not lifeless and is capable of adapting in order to accommodate these nonvisual inputs through cross-modal plasticity.

But how does a visually deprived cortical area signal its loss of sensory inputs to, or be recruited by, areas of other sensory modalities? Two main hypotheses have been proposed to explain cross-modal plasticity in a visually deprived brain. The first hypothesis proposes that early deprived visual cortical circuits can be rewired and/or cross-wired with other modalities following the initial insult [17–19]. This rewiring stipulates the formation of new and permanent aberrant connections from the sensory receptors of spared modalities
Figure 1: Primary cortical areas in three species of mammals (i.e., Mouse, Ghost Bat and Opossum) that have approximately the same size cortical sheet, but different amounts of cortex allowed to different sensory modality (S: Somatosensory system, A: Auditory system and V: Visual system), related to use of particular sensory receptor arrays. In the mouse (top left), which relies heavily on tactile inputs from the whiskers for survival, the somatosensory cortex (S) is enlarged, compared with the ghost bat (bottom left) and normal opossum (top right). The auditory cortex (A) in the neocortex of the echolocating ghost bat is expanded, while the visual area (V) and S is relatively small. Similarly, the cortex of the highly visual opossum have a dominant visual cortex. Finally, for example, in the enucleated at birth opossum (bottom right) the V cortex becomes smaller and is recruited by the A and S modalities. Similarity in relative location of sensory cortical fields in all these mammals suggests that the topographic organization and overall pattern of thalamocortical projections of the brain is constrained by developmental mechanisms. Conversely, the differences in size, shape, and detailed organization of sensory cortical fields indicate that input from the periphery is a crucial factor in guiding many of the details of organization of the neocortex. Rostral is to the left and medial is up. Scale bar = 1 mm. Adapted from Kahn and Krubitzer, 2002 [48].

The second hypothesis stipulates the activation, formation, and/or enhancement of corticocortical connections that involve local connectivity modifications in the deprived cortex as well as physically present but functionally silent connections between sensory cortices that could therefore be activated and/or sprout following a specific sensory loss. Thus, early blindness could lead either to abnormal thalamocortical or corticocortical connections. These connections are not yet fully understood but would explain, in part, how the afferents of the remaining modalities could reach the deprived cortex. In order to clarify these hypotheses at the microscale level and to better understand the biological underpinnings of cross-modal plasticity, several early developmental models have been developed in the past four decades.

Even if it is now widely accepted that cross-modal plasticity involves important anatomical and functional changes in the neocortex, its cellular mechanisms are still ill-defined. Inhibitory GABAergic interneurons are believed to subserve cross-modal plasticity processes such as in re-establishing homeostasis when the excitation-inhibition balance is perturbed. For example, GABAergic neuronal activity coordinates the rhythmic behavior of principal (excitatory) neurons in the cortical networks. GABAergic neurons are also critically involved in neuronal growth, fine tuning of sensory receptive fields, visual plasticity, and the formation of critical periods in development. In addition, GABAergic interneurons especially those expressing calcium-binding proteins like calbindin (CB), calretinin (CR), and particularly parvalbumin (PV) have a protracted development reaching their neurochemical and innervation maturity only during early postnatal life making them very sensitive to sensory experience, sensory privation, and noxious environmental changes. Finally, GABAergic interneurons play a pivotal role in gating sensory thalamocortical feed-forward inputs [20–22], cortico-cortical [23–25], and corticothalamocortical connectivities between visual cortices [26] which is of prime interest for cross-modal plasticity following an early sensory loss. Further, significant morphological alterations...
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in inhibitory networks are found in animal models of sensory deprivation, early blindness, rewiring, and cross-modal plasticity [1, 27–30]. Since interneurons play such a significant role in activity-dependent modification of developing sensory circuits, it is thus important to study specific implications of the various GABAergic subpopulations in cross-modal plasticity paradigms.

In this paper we will first discuss general anatomical and functional findings in different animal models of cross-modal plasticity (in particular hamsters, ferrets, opossum, and mice) and the effects of loss of sensory function on GABAergic cortical networks. We will then focus on how aberrations in inhibitory circuitry could explain cross-modal plasticity and briefly discuss future research directions in the field. Thus, the main objective of this paper is to stress out the importance of studying the GABAergic networks in animal models of cross-modal plasticity for future experimental work because information on the possible mechanisms involved is presently lacking.

2. Animal Models of Cross-Modal Plasticity

During development, activity pattern amongst different sensory modalities determines the relative size and organization of its representative subcortical and cortical areas. The loss or decrease of any one modality leads to the invasion of the deprived cortical area by inputs originating from other modalities, illustrating the remarkable capacity of the cerebral cortex for plasticity resulting in anatomical reorganization, functional and behavioral recovery. As mentioned before, in blindness, cross-modal changes most probably require or involve rewiring and cross-wiring of cortices. The remaining modalities could colonize the deprived visual cortex directly through changes at the subcortical level (modified thalamo-cortical afferences) and via cortico-cortical connections.

2.1. Early Sensory Privation, Binocular Enucleation, and Congenital Blindness Models. Several studies have shown that the total or partial loss of a sensory modality like vision leads to changes in the anatomical and functional organization of the structures associated with the affected sensory input as well as from the spared modalities [31, 32]. In the 1970s, Rebillard et al. reported for the first time that the primary auditory cortex in congenitally deaf kittens it was also found that the neurons in the visual part of the anterior ectosylvian cortex (AEV) could respond to other modalities [33, 34]. Furthermore, following bilateral lid sutures at birth in kittens it was also found that the neurons in the visual part of the anterior ectosylvian cortex (AEV) could respond to other modalities [35, 36]. Thus, areas normally dedicated to vision could be taken over by neighbouring auditory and somatosensory areas leading to superior performance in localization discrimination tasks relying on these remaining senses. These changes were attributed to the expansion of the auditory and somatosensory areas to the detriment of extrastriate or associative visual cortices [37, 38]. Cross-modal plasticity has also been observed in primary sensory cortices. In rats enucleated at birth, the primary somatosensory cortex (S1) can recruit the rostral part of primary visual cortex (V1) conferring functional tactile neuronal responses in that area. These rats showed better exploring skills and higher whisker responsiveness than control siblings [39, 40]. Similar anatomical and electrophysiological findings have been reported in early postnatal and adult enucleated mice and rabbits [41–43]. Enucleation at birth or congenital microphthalmia in kittens induces auditory activation of the visual cortex, principally area V1 [44, 45], which has also been shown in hamsters, opossums, and mice [46–49].

In very low-sighted mammals like the blind mole rat (Spalax ehrenbergi), the primary visual thalamic relay, the dorsal lateral geniculate nucleus (dLGN), receives direct atypical subcortical projections from the inferior colliculus (IC) which gets its auditory input from the cochlea [50]. Hence, in these animals, an auditory stimulus can activate neurons in both the dLGN and area V1 [51–53]. Congenitally anophthalmic mutant mice (strain ZRDCT-An) show similar responses. When the dLGN-V1 connectivity is preserved in these mice, there is an increase in the thalamo-cortical projections coming from the lateral posterior (LP) (ancestor of the pulvinar in rodents) and the somatosensory ventro-posterior (VP) nuclei [54]. Further, there is development of ectopic innervations of the dLGN and the LP by inputs originating in the dorsal column nuclei (DCN) of the somatosensory system and the IC [55–57]. Chabot et al. found that an auditory stimulation provoked a strong c-fos response in cells of the dLGN and V1 and to a lesser extent in secondary associative visual cortices (V2M and V2L) in these anophthalmic mutants only, compared to C57BL/6 normal controls and enucleated at birth mice that do not develop aberrant projections between IC and the dLGN [46, 56]. More recently, an elegant study using mice mutants that lacked functional rods (Gnat–/–), but had normal cone function, reported that cortical connections of V1 in these animals were similar to those of normal siblings, but there were sparse inputs from the auditory cortex (AC) to area V1. This region also received some abnormal subcortical inputs from the anterior thalamic nuclei, the ventral posterior, the ventral lateral, and the posterior nuclei. While vision generated from a small number of cones appeared to be sufficient to maintain most of the patterns of normal connectivity, the sparse abnormal thalamic inputs to V1, existing inputs from AC, and possibly abnormal inputs to LG and LP may be responsible for generating alterations in the functional organization of V1 of these mice [32]. Taken together, these studies suggest that developmental timing and age at which sensory loss happens are of prime importance to the strength of rewiring and cross-wiring that occurs in cross-modal plasticity. These studies also imply that a prenatal period of spontaneous retinal and/or basic postnatal retinal activities may play a role in shaping differences in sensory reorganization in mammals. This corroborates results obtained in prematurely born animals like hamsters (E15) and opossums (E13,5) in which subcortical reconnections are generally more important. For example, binocular enucleation at birth in these animals also induces strong auditory responses in the primary visual
cortex [31, 47, 58, 59]. In enucleated hamsters, single cell electrophysiological recordings have shown that 63% of neurons in the V1 are now responsive to auditory stimulation. This manipulation leads to the formation of direct new ectopic auditory projections from the IC to the dLGN while the connectivity between this nucleus and the visual cortex remains unchanged (Figures 2(a) and 2(c)). These new auditory inputs to the visual thalamus and cortico-cortical connections from A1 are thought to be responsible for the auditory activities found in V1 [47]. Interestingly, reducing or ablating visual thalamo-cortical inputs on the day of birth in normal hamsters significantly increases the number of cortico-cortical projections to V1 arising from both primary nonvisual and associative visual areas in the adult [60]. In enucleated opossums, the cross-modal plasticity and alterations of the subcortical and cortico-cortical afferent circuits are stronger. As a result, in these marsupials, area V1 can now receive ectopic projections from the primary thalamic auditory (medial geniculate nucleus (MG)) and somatosensory (ventrobasal nucleus (VB)) relays as well as new inputs from primary auditory (A1) and somatosensory (S1) cortices. However, no projections between the IC and the dLGN were seen in this model [31].

As previously mentioned, it is possible for auditory and/or somatosensory information to reach area V1 in blind mammals via modifications of the cortico-cortical connectivity. Several animal studies in the past decade show the existence of direct anatomical connections between the auditory and visual cortices, more particularly in normal-sighted cats and nonhuman primates [62–66]. Long projections relaying the V1 to other primary sensory cortices are found in several mammalian species such as rats [67], gerbils [68], hamsters [47, 60], and ferrets [69]. Recently, an indirect pathway between the primary auditory and visual cortices through layer V pyramidal neurons in V2L has been identified in the mouse and can be amplified by enucleation at birth. The authors suggest that this A1-V2L-V1 pathway may be involved in multisensory processing and contribute to the auditory activation of the occipital cortex in blind rodents [70]. It is possible that such cortico-cortical connections in normal animals contribute to cross-modal plasticity by being stabilized, reorganized, and/or being amplified following any form of sensory loss during development. Taken as a whole, studies so far highlight the importance of putative reorganization of subcortical, thalamo-cortical, and cortico-cortical pathways in the blind brain.

2.2. Artificial Rewiring Paradigms in Hamsters and Ferrets Neonates. Cross-modal plasticity changes have also been studied by surgically creating new visual circuits. Schneider pioneered this approach and showed that a lesion of the visual and superficial layers of the superior colliculus (SC) at birth in hamsters (that constantly give birth prematurely at E15) could produce ectopic retinal projections, from surviving ganglionic cells to subcortical sensory relays that normally receive small or no visual inputs [71]. For example, a bilateral lesion of the stratum opticum on postnatal day 1 leads to a fourfold amplification of retinal synapses in the lateral posterior nucleus (LP) of the thalamus, which is a secondary associative visual relay connected to the lateral secondary visual cortex (V2L) in rodents [72, 73] (Figures 2(a) and 2(b)). Frost (in hamsters) and Sur (in ferrets) were the first to optimize this model and demonstrate that, in combination to the superficial SC lesion at birth, surgically cutting the auditory (i.e., the inferior colliculus brachium) or somatosensory (i.e., the medial lemniscus) afferents could lead to the formation of new robust ectopic retinal projections to the auditory medial geniculate nucleus (MG) (Figures 3(a), 3(b)) or to the somatosensory ventrobasal nucleus (VB), respectively [74–80]. At birth thalamo-cortical projections from primary sensory thalamic relays have not yet reached the cortical subplate (this happens at P1 in hamsters and P14 in ferrets). Therefore, by using this experimental paradigm one can alter the nature of sensory activity that reaches the primary auditory or somatosensory cortices during development without changing the original thalamo-cortical connectivity. The new retinal projections inducted in MG or VB are from the three main classical ganglion cell types, form functional synapses, and are retinotopically organized in the host primary auditory (A1) (Figure 3(c))) or somatosensory (S1) cortex, respectively [78–84]. Nevertheless, the molecular and cellular mechanisms involved in the formation of these new ectopic connexions are still unanswered. In the ferret, the morphology of the retinal synapses in the MG are similar to the ones found in the visual CS and dLGN in control animals [85, 86]. Further, retinal afferents conserve their visual organization in the auditory relays [87, 88]. Although the tonotopic organization of thalamo-cortical projections is preserved between MG and A1 in these rewired ferrets [89, 90], it has been shown that the horizontal network in the auditory cortex as well as its contralateral callosal projections is largely modified and is very similar to those normally found in the V1 [91, 92]. In vivo electrophysiological recordings of single neurons in both the A1 and S1 indicated that these cells have acquired functional receptive field properties of the visual cortex (i.e., orientation selectivity, motion and direction sensitivity) (see Figure 4) and some also show a bimodal response [83, 93–97]. Using intrinsic signal optical imaging in the A1 of rewired ferrets, visual orientation selectivity columns were found to be similar but broader than those in the V1 of control animals [98–102]. Furthermore, at the behavioral level, these rewired animals can learn visual discrimination tasks and perceive vision with the rewired auditory cortex [95, 103, 104]. Rewired hamsters with no visual cortex can learn visual tasks as well as normal animals, and a lesion of the auditory cortex abolishes this ability and function (Figures 5(a) and 5(b)). In fact, rewired hamsters with auditory cortex lesions exhibit cortical blindness similar to nonrewired hamsters with visual cortex ablations. Overall these results involving intermodal rewiring in neonatal hamsters and ferrets show
Figure 2: Hamster models of cross-modal plasticity. Photomicrographs examples of normal (a), SC lesioned (b) and enucleated (c) hamsters. Column a: top figure showing normal hamster brain with intact superior colliculus and optic chiasm (black arrow heads). At the bottom a simplified schematic representation of the normal visual and auditory pathways. Column b: At the top Superior colliculus (SC) lesioned hamster brain were the SC and optic chiasm are atrophied (black arrow heads). Underneath, diagrams showing the new ectopic retinal projections to the LP in the SC lesioned and to the MG in the SC + ICb lesioned animals. Column c: Enucleated case with an evident SC but complete absence of optic nerves and optic chiasm (arrows). Bottom diagram illustrating the new ectopic auditory projections between the IC and the dLGN to V1. V1, primary visual cortex; V2L, lateral secondary visual cortex; A1, primary auditory cortex; dLGN, dorsal lateral geniculate nucleus; LP, lateral posterior nucleus; MG, medial geniculate nucleus; SC, superior colliculus; IC, inferior colliculus; ICb, inferior colliculus brachium; CN, cochlear nucleus.
that sensory information via subcortical thalamic afferents play an important role in shaping anatomical and functional specifications of primary sensory cortices. This suggests that the type of sensory activity and experience can plays an important role in forging parts of the neuroarchitecture of the hosting cortex [1, 4, 105, 106].

2.3. Can Multisensory Integration Already Be Present in Normal Primary Sensory Cortices? The classical modality exclusivity of primary sensory areas has recently been challenged. Observations in a variety of species suggest that each of these domains could already be subjected to influences from other senses in normally reared animals. The first evidence was found in the early 1970s where a study, contested at the time, showed that auditory stimuli could elicit neuronal activity in primary (area 17) and secondary (area 18) visual cortices of normal cats [107]. More recently, transitional multisensory zones of multimodal responsive
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Figure 4: Visual properties of single neurons in auditory and somatosensory cortices of rewired hamsters. These cells that responded to visual stimuli showed orientation selectivity, motion and direction sensitivity with receptive field properties similar with those obtained from neurons in the visual cortex of normal hamsters. (a) Examples of visual responsive neurons in the somatosensory cortex of hamsters with new retinal projections in the somatosensory ventrobasal nucleus (VB) of the thalamus adapted from Metin and Frost [83]. (b) Receptive field properties of visual neurons found in the auditory cortex of hamsters with ectopic retinal terminals in the auditory medial geniculate nucleus (MG). Orientation (left panel) and direction (right panel) selectivity adapted from Frost and collaborators [103]. V, vertical orientation; Ob, oblique orientation; Or, orientation selective; H, horizontal orientation; D, direction selective; Uni-D, unidirectional; Bi-D, bidirectional; NS, non-selective neuron.

neurons have been reported at the border of the primary visual cortex in rats [108]. Other recent electrophysiological studies in cats, ferrets, and monkeys have highlighted a low-level influence of other sensory modalities on auditory areas including A1 [69, 109, 110]. These results suggest the possible existence of an important multisensory convergence, occurring at low hierarchical levels, of sensory cortical areas involving feedback, feedforward and lateral cortico-cortical connections and also subcortical inputs. This way a sensory area processing one particular modality could have access, simultaneously, to other unimodal and polymodal sensory information [18, 111]. For example, it is possible that in
visually deprived animals or blind humans these putative interactions are modified to permit a greater recruitment of the primary visual cortex by the spared modalities.

At this point we can assert that cross-modal plasticity that occurs following an early sensory function loss involves important rewiring and cross-wiring processes. However, the question of how thalamo- and cortico-cortical plastic changes, as well as new multisensory integrations, are taking place remains unresolved. A possibly significant mechanism may involve the cortical inhibitory (or GABAergic) interneurons since they are important for visual cortex plasticity and for refinement of sensory information reaching the cortex.

3. The Importance of Cortical GABAergic Interneurons

The neocortex contains mainly two neuronal types, excitatory (glutamatergic) pyramidal cells and inhibitory non-pyramidal (GABAergic) neurons. These aspy interneurons are widespread and represent only 15–30% of all neocortical neurons. Inhibitory interneurons include a vast array of subtypes that vary in morphological, physiological, and neurochemical characteristics (e.g., calcium-binding proteins, neuropeptides, ion channels, receptors, and transporters). Further, they target their synapses onto distinct subcellular

---

**Figure 5:** Visually guided behavior in SC + ICb lesioned (or rewired) hamsters. (a) Example of the experimental setup with visual stimuli and Y maze. (b) Histograms showing trials to criterion on the visual discrimination tasks in normal hamsters before and after ablation of visual (VC) and auditory (AC) cortices. (c) Behavior of rewired hamsters before and after AC lesions. At the behavioral level, rewired hamsters can learn visual discrimination tasks as well as normal ones and a lesion of the auditory cortex abolishes this function. In fact, SC + ICb lesioned hamsters with auditory cortex lesions exhibit cortical blindness (\*\*) similar to normal hamsters with visual cortex lesions. These results provide strong evidence for sensory substitution where a given sensory modality acquires the functional properties of a missing one. Adapted from Frost et al. [103] and Ptito et al. [95].
locations at the postsynaptic level [112–115]. In the cortex, different GABAergic interneuron subtypes were originally classified by expression of calcium-binding proteins parvalbumin (PV), calbindin (CB), or calretinin (CR). Recently, a more accurate classification through expression of several neuropeptides suggests that most inhibitory interneurons in the cortex can be classified in three largely independent populations expressing PV, CB/somatostatin (SS), and CR/vasointestinal peptide (VIP) [112, 113, 115, 116]. Exactly how many specific interneuron subtypes actually exist in the cortices of different species [112, 117–119] is still a matter of debate. Inhibition is critical to a wide range of brain processes specifically in network oscillations and synchronisation, synaptic plasticity, and in preventing runaway excitation. In addition, GABAergic interneurons also regulate nearly all key developmental steps in the cortex, from neuronal proliferation, migration, and differentiation to experience-dependent refinement of local cortical circuits. As a result, disturbances in inhibitory circuits have been involved in a number of neurological disorders, such as epilepsy, schizophrenia, autism, anxiety disorders, and Alzheimer’s disease [116, 120, 121]. These GABAergic interneurons are present in all sensory modalities. In sensory cortices interneurons play an essential role in refining sensory receptive fields as well as in confining and modulating sensory afferent activity to sensory cortices. For example, in the visual cortex they shape spacing between cortical columns and strongly influence ocular dominance plasticity [20–22, 122–128].

The large diversity of interneurons suggests that individual inhibitory classes may have unique roles in arbitrating the balance between excitation and inhibition in cortical circuits and plasticity. Development of GABAergic circuits is a prolonged process that begins during midgestation and is complete only by the end of adolescence [114, 116]. PV-positive cells represent the largest subgroup of the GABAergic population in sensory neocortices. Amongst inhibitory neurons in the cortex, the PV subtype is the last to mature in rodents, human and nonhuman primates [129]. The prolonged development of interneurons may constitute a sensitive period where environmental changes can lead to permanent alterations in the inhibitory circuitry. Considering the numerous roles played by GABAergic interneurons in the development, function, and plasticity of cortical networks, combined with their late maturation in the postnatal life, it is reasonable to hypothesize that they could be a key component in gating cross-modal plasticity processes following early sensory deprivation. We will discuss several lines of evidence that stress their possible implication in this context.

3.1. Effects of Sensory Deprivation on the Expression of Calcium-Binding Proteins (CBPs) in Cortical GABAergic Interneurons. A large number of studies show that the expression of calcium-binding proteins (CBPs) in cortical GABAergic interneurons can be altered significantly in different sensory areas, olfactory bulb, and in the hippocampus following modifications to the afferent sensory input [130–138]. For example, deafferentation of the primary auditory cortex in ferret at P14 (two weeks before auditory capability) by bilateral ablation of the cochlea causes a reduction in the density of neurons immunoreactive (IR) for GABA, PV, and CB [105]. Ibotenic acid lesions of thalamic afferents from the somatosensory ventroposterior nucleus delay the development of PV and CB interneurons in the rat barrel cortex [139]. More precisely the visual cortex has mostly been studied in rodents, carnivores, and nonhuman primates in that context. Dark rearing, retinal lesions, TTX intraocular injections, mutated loss of photoreceptors in the retina during development, visual deprivation by eye lid sutures or enucleation have all been shown to modify the expression of the different CBPs (PV, CB, and CR) [140–146]. This was shown for the first time in rats where a monocular enucleation, performed before the critical period at P14, could induce a significant decrease in PV expression in interneurons in the contralateral binocular zone of the primary visual cortex (V1) [142, 147]. The authors had postulated an important role for PV-expressing interneurons in ocular dominance plasticity in this paper. Similar results were also found in the primary visual cortex of adult macaques, wherein following monocular inactivation by intraocular injection of TTX, both PV and CB but not CR were affected in ocular dominance columns associated with the deprived eye. More specifically, in these columns there was significant decrease in the number of neurons, as well as neuropl expression PV and CB in cortical layers IV to VI and II/III, respectively [141]. Analogous changes were also observed following monocular enucleation or retinal lesions. The main finding was the varying density of perineuronal nets expressing these neurochemical markers between layers II/III and V [140, 143]. In experiments using dark-reared mice, a decrease in the expression of PV but not CB and CR mRNA levels was observed in V1, while monocular deprivation induced no changes [144]. Further studies done in cats show that following dark rearing from birth there is a significant decrease in the total number of cells expressing PV and CR but not CB in areas 17 and 18 [145]. Long-term monocular deprivation in rats decreases the expression of CB but not CR and PV in primary visual cortex, suggesting that the CBPs-IR neuronal subpopulations may be differently affected by the various types of visual deprivation paradigms [148]. More recently, distribution of PV-IR and CB-IR interneurons was studied in the primary visual cortex of CRX−/− mice, where photoreceptors lack outer segments resulting in the complete absence of vision from birth as compared to C57BL/6 controls [149]. In CRX mutants, there is significant decrease in PV in all layers and of CB only in layers II/III of the primary visual cortex. Developmental results in these mutant mice further suggest that PV expression requires visual activity in V1. In hamsters a lesion of the stratum opticum layer of the SC at birth leads to the death of ~70% of the primary retinal projections to the dLGN-V1 pathway and a fourfold increase in the remaining afferents to the lateral posterior nucleus (LP)-V2L route. Interestingly, in these animals we found changes in the number of PV- and CB-immunoreactive neurons in V1 and V2L as compared to intact hamsters. More precisely, these two populations of neurons were decreased in layer V of
V1, but PV interneurons were significantly increased in layer V of V2L in SC-lesioned animals [30] (Figure 6(c)). These results suggest that the decline in visual activity influences PV and CB expressions only in layer V of area V1 whereas the increase of PV-IR cells in layer V of V2L may be correlated with the nurturing presence of new ectopic retinal projections in L.

Overall, these studies support the idea that different sub-populations of GABAergic neurons are differently influenced by sensory activity depending on their specific anatomical localisation (cortical areas, layers, and modules) and intrinsic cellular properties. It is therefore important to assess the precise function of each specific subtype of interneurons. However, in these experiments, it is not always clear whether the alterations are caused by reduced GABA, PV, CR, and CB immunoreactivity.expression in intact interneurons or by an overall reduction of the GABAergic interneuron population. Furthermore, it is still not clear so far about how the neurochemical identity of a specific interneuron relates to its function.

3.2. GABAergic Networks in Experience-Dependent Plasticity and Critical Period Formation. Several recent studies in the visual system suggest that an adequate development and function of GABAergic interneurons in the V1 are critical for controlling the onset and time course of critical periods and for the establishment of the cortical circuit architecture that is necessary for the occurrence of ocular dominance (OD) plasticity [128, 150–153]. This was demonstrated for the first time by Hensch et al. where knockout mice, lacking Glutamic Acid Decarboxylase 65 (GAD65, the synaptic isoform of GABA-producing enzyme), showed no closure of the critical period and thus no occurrence of OD plasticity. Nonetheless, this shortage was rescued by cortical infusion of the GABA agonist diazepam (DZ) [126]. Conversely, augmenting inhibitory signaling prematurely launches the critical period making the mice insensitive to monocular deprivation, as is normally the case in the adult mouse [150, 154, 155]. GABA transmission mediated by the a1 subunit containing GABA-A receptors has been shown to be mandatory for the induction of the critical period for OD plasticity [155, 156]. In parallel, the precocious development of inhibitory circuitry via exposure to brain derived neurotrophic factor (BDNF) in rodents accelerates the maturation of PV interneurons and triggers early onset of the critical period for visual plasticity [153, 157, 158]. Using kittens and the monocular eye lid suture paradigm, Stryker and collaborators have shown that muscimol-induced blockade in V1 causes inversion of OD plasticity, resulting in a consistent shift in the responsiveness of this cortex in favour of the less-active closed eye [159, 160]. More recently, in similar conditions but using normal sighted cats it was found that infusion of DZ on top of V1 resulted in a widening of ocular dominance column spacing, while reducing inhibition shortened the distance between columns [161]. However, once inhibition is mature, it can restrict cortical plasticity. In the adult visual system of the rat, ocular dominance plasticity is greatly reduced but can be restored to juvenile levels by suppressing inhibition with the antidepressant fluoxetine [162]. Indeed, directly attenuating GABA release by a GAD inhibitor reinstates OD plasticity in adult rats [163]. This is also true for environmental enrichment in old age where diazepam infusion averts the reduction in OD plasticity [164].

More recently, it has been shown by Maffei and collaborators that, in layer IV of binocular V1 in rats, depression of inhibitory synapses on pyramidal neurons is induced when these animals are monocularly deprived for 2 days at the end of the third postnatal week (i.e., before the critical period), whereas potentiation is induced if the monocular deprivation is started in the fourth postnatal week (i.e., within the critical period). During development, these two forms of plasticity shift the balance between circuit excitation and inhibition while the excitatory synaptic drive remains unaffected. Thus, inhibitory plasticity seems to be fundamental in modulating cortical circuit refinement and might be one of the key mechanisms promoting ocular dominance shifts [165]. Such dynamic adjustment of the excitation-inhibition balance may allow the networks to maintain stable levels of activity in the face of variable sensory input. More electrophysiological evidence from this group [148, 166–169] and others [170] suggests that inhibition mediated specifically by fast-spiking (FS) basket-like (PV positive) and regular spiking nonpyramidal (RNSP) (CB or SS positive) interneurons is critically involved in plasticity following deprivation or deafferentation-induced degradation of visual function in V1 of rodents. These effects may however depend upon the age and nature of the visual deprivation and might be differentially regulated across specific cortical layers in the primary visual cortex. Taken as a whole, these studies suggest that maturation of specific subclasses of GABA interneurons is crucial in initiating critical period plasticity, shaping thalamo-cortical afferents, and modulating experience-dependent plasticity in the visual cortex.

3.3. Maturation of Inhibitory Networks and Dependence on Sensory Experience. Although great progress has been made towards understanding both the process of postnatal maturation of excitatory networks and the mechanisms underlying activity-dependent plasticity of excitatory synapses in principal neurons, an understanding of the maturation of inhibitory (GABAergic) circuits has emerged only recently. While the first steps of the development and migration of GABAergic interneurons are likely coordinated by genetic programs, the maturation of these neurons and their synapses are strongly modulated by afferent neuronal activity and experience in both visual and somatosensory cortices. For example, monocular enucleation or dark rearing exposures in rats have been shown to decrease the number of cells and terminals containing GABA and glutamic acid decarboxylase (GAD) [130, 171]. Similar groundbreaking results were also found in the somatosensory cortex, where the unilateral resection of whiskers one day after birth induces a 50% decrease in GABAergic neurons and synapses in layer IV, in the deprived barrels [172]. Conversely and even
**Figure 6:** Laminar distribution of PV and CB expressing interneurons in the visual and auditory cortices of normal, enucleated and SC lesioned at birth hamsters. (a) Immunostaining patterns of the two CBP-IR neuronal subpopulations in V1 of normal and enucleated hamster. Left panels: cresyl violet staining with laminar boundaries; middle panels: photomicrographs of the distribution of PV and CB immunoreactivities; right panels: distribution of each CBP-IR neurons (black dots) plotted from three superimposed sampled sections. Black arrows indicate layer IV and V changes for PV-IR and CB-IR neurons between experimental groups. Pial surface of the cortices are at the top. Scale bars 100 μm. (b) Changes in the distributions of PV and CB neurons in layer IV and V of V1 compared to A1 in normal versus enucleated hamsters. (c) Alterations in the distribution of PV and CB interneurons in V1 and V2L of SC lesioned versus normal hamsters. Histograms illustrate the mean density number of neurons per mm³ of cortical layer and error bars represent SEM. Significant differences are represented by stars *P < 0.05, **P < 0.01 and ***P < 0.001. Adapted from Desgent et al. [29, 30].
in the adult brain, mice that undergo excessive stimulation of a single whisker for 24 hours have an increase of inhibitory synapses on dendrites of principal cells in the corresponding barrel [173]. In adult primates, eliminating retinal activity by an intraocular administration of Tetrodotoxin (TTX) reduces the immunoreactivity for GABA, GAD, and the GABA-A receptor in neurons in the areas corresponding to the injected eye in V1 [146, 174–176].

More recently, Morales et al. have shown that between the time at which the eyes first open and the end of the critical period for experience-dependent plasticity, the total GABAergic input converging onto pyramidal cells increases threefold in rats. A developmental increase in GABAergic input can be prevented in animals deprived of light since birth, but not in animals deprived of light after a period of normal experience. Thus, sensory experience appears to play a permissive role in the maturation of intracortical GABAergic circuits [177]. In the past decade genetic strategies based on interneuron cell type specific promoters and fluorescent protein reporters have allowed more efficient high-resolution labelling of specific GABAergic interneurons and associated morphology. By using these approaches direct experimental evidence was found linking structural and functional changes of specific inhibitory networks with their sensory experiences in vivo and in vitro. A significant study in this context from Chattopadhyaya et al. showed that sensory input deprivation using intraocular injections of TTX in mice, and in postnatal organotypic cultures, causes a reduction in the density of perisomatic synapses formed by basket GABAergic neurons in the visual cortex. This sensitivity was restricted to a critical time window during the third postnatal week in mice which correlates with the time course of the critical period for ocular dominance plasticity [178]. These results are consistent with studies done in the barrel cortex in mice that underwent whisker removal from the left mystacial pad at neonatal day 7, until day 15 [134, 138, 179]. These experiments using Glutamate Acid Decarboxylase 67 (GAD67)-Green fluorescent protein (GFP) (delta neo) and wild-type mice showed specific structural anatomical changes, illustrated by a reduction in the number of presynaptic perisomatic inhibitory boutons, specifically from PV interneurons. These changes were associated again with a lack of sensory experience during the second and the third postnatal week. However, the total number of GFP-GAD67 cells (i.e., total number of GABAergic cells) remained unchanged indicating that these changes in PV expression from basket cells appeared to be the major effect of sensory deprivation. Moreover, these modifications were associated with a reduction in the amplitude of evoked intracortical inhibitory synaptic potentials in patch-clamp recordings in deprived versus spared cortices. These results indicate that perisomatic inhibition mediated by PV-positive basket cells was pruned by sensory deprivation. More recently, Jiao and collaborators, using a line of mutant mice that lack activity-dependent BDNF expression (bdnf-KIV), have shown that experience regulates the cortical GABAergic network via activity-driven BDNF expression of principal neurons [138]. Levels of endogenous BDNF protein in the barrel cortex are strongly regulated by sensory inputs from the whiskers.

Moreover, the mutant barrel cortex exhibits significantly reduced levels of GABA release only from the PV-expressing fast-spiking (FS) interneurons. Postnatal deprivation of sensory inputs markedly decreases perisomatic inhibition selectively from FS cells in wild-type but not bdnf-KIV mice. These results suggest that postnatal experience, through sensory-driven BDNF expression, controls cortical development by regulating FS cell-mediated perisomatic inhibition in vivo. This further highlights that PV (FS) networks can selectively be inhibited by sensory deprivation from the thalamo-cortical afferent pathway.

Together, these results suggest that the properties of local cortical inhibitory network are modified by sensory experience. Thus, postnatal sensory activity is necessary for transformation of immature inhibitory transmission to a mature functional phenotype. Nevertheless, precisely how activity and molecular-driven mechanisms work together to accomplish the remarkable specificity of GABAergic synapse maturation, localization, and formation is not fully understood but is emerging. Several molecular factors have also been implicated in the process such as BDNF, GABA itself, Otx2 homeoprotein, molecular components of the extracellular matrix, and cell adhesion molecules (e.g., chondroitin sulfate proteoglycans (CSPGs), polysialic acid (PSA), and the neural cell adhesion molecule (NCAM)). For example, in mouse visual cortex, PSA is downregulated following eye opening and this decrease has been shown to allow the maturation of GABAergic synapses and the opening, of the critical period for ocular dominance plasticity [180]. For more exhaustive reviews on this topic please refer to the following papers [22, 181–185].

4. Alterations of GABAergic Interneurons in Animal Models of Cross-Modal Plasticity

Very few studies have looked at the possible role of GABAergic interneurons in cross-modal plasticity. Alterations in inhibitory circuits were observed qualitatively for the first time in deaf and rewired cross-modal ferrets and concerned modifications in the morphology and proportion of interneurons containing PV and CB. Specifically, CB neurons in A1 of these animals showed an atypical and extended dendritic arborisation in the horizontal axis. However these changes were never studied further with quantitative validation [1, 105]. Interestingly, a recent study done in FVB (GAD-GFP) mice has shown that olfactory deprivation occurring at P12 can lower the number of GABAergic interneurons in the piriform cortex and at the same time increase their number in the barrel cortex, ipsilateral to the lesion, upregulating whisker tactile sensation [28]. This suggests that these neurons are important for cortical sensory compensation and substitution. Recent work carried out in our laboratory, on hamsters enucleated at birth (EH), follows the idea that observed cross-modal plasticity changes may be due to modifications in GABAergic interneurons that express calcium-binding proteins (CBPs) like PV and CB [29, 30]. Since the laminar distribution of these proteins is significantly different in the primary visual and auditory...
cortices of normal hamsters [186], the induction of aberrant connectivity to these cortices should also be evident at the neurochemical level. Indeed, hamsters enucleated at birth show significant changes in the distribution of CBPs only in their primary visual cortex. Compared to intact hamsters, the density of PV-immunoreactive neurons is higher in layer IV and lower in layer V, whereas the density of CB-immunoreactive cells is significantly lower in layer V of V1 in the enucleated animals (see Figures 6(a) and 6(b)). These results suggest that the affected primary visual cortex may adopt the GABAergic chemical features of the auditory cortex through cross-modal rewiring.

Several possibilities exist. As described earlier, sensory deprivation generally reduces the expression of PV in primary sensory cortices. Normally, visual activity is an essential requirement in preventing a robust downregulation of PV expression, mainly in cortical layer IV. The functional implications of this decrease, following sensory deprivation in several animal models, have been associated with a reduced inhibition following loss of sight. One can therefore expect a general decrease in PV expression in the V1 of enucleated hamsters, with possible stronger effects in the thalamorecipient cortical layer IV. In CRX−/− mutant mice, there is a significant decrease of PV-IR cells in all layers of the primary visual cortex [149]. This contrasts with the increase in the number of PV-IR cells in layer IV and the decrease observed in layer V of enucleated hamsters. The decrease in PV-IR in mutant mice suggests that parvalbumin expression requires visual activity in V1. There is clearly no visual activity during postnatal development in enucleated hamsters whereas in CRX−/− mice, even with photoreceptors lacking outer segments, there remain waves of spontaneous retinal ganglion cell activity transmitted to the thalamus and cortex before P14. It could therefore be expected that, in enucleated hamsters, one would find an even greater decrease of PV-IR cells in all cortical layers of the V1 as with these mice, but except for layer V this was not the case.

Significant reduction of expression of both PV and CB in interneurons of layer V of V1 in enucleated hamsters may imply changes in an alternate pathway for cortico-cortical communication between the primary visual cortex and neighbouring-associated areas. Guillery and Sherman proposed that the driving of cortico-cortical projections is mediated by layer V pyramidal neurons that project to the pulvinar of the thalamus (or lateral posterior nucleus (LP) in rodents), which in turn provides the output to higher cortical areas (i.e., the feedforward corticothalamocortical pathway) [187, 188]. Dysfunction of inhibitory interneurons of layer V could play a pivotal role in gating this alternative process of PV or CB immunoreactive neurons (e.g., via apoptosis/neurogenesis, impaired migration, suppressed cell proliferation, etc.) or (2) altered immunocytochemical detection levels of the proteins PV or CB, respectively, whose cellular expression might be positively correlated to physiological activity levels [134, 138, 143, 145, 189–191]. Because we did not find any differences in the total population densities for these two proteins, we favour the interpretation that PV and CB expression (changes in synthesis or degradation) in layer IV and V of V1 is altered in EH and that the altered protein levels may be related to the activity of these inhibitory interneurons. However, due to limited knowledge of the physiological function of CBP proteins, the interpretation of the physiological consequences of this early enucleation is complicated. Furthermore, the causal relationship between our anatomical findings and the putative role of these cells in cross-modal plasticity in this animal model remains exploratory.

The observed changes in EH could be explained not only by the absence of postnatal visual input to the V1 but also by the presence of auditory information reaching V1 from new ectopic projections arising from the IC to the dLGN of the thalamus in this rewired model [47]. Another alternative involves cortico-cortical projections originating from the auditory cortex [60]. We hypothesize that these specific changes in the laminar distribution of mostly PV-IR but also CB-IR neurons in V1 could be responsible for shaping auditory response properties of V1 neurons previously observed in enucleated hamsters. The new auditory thalamic afferents into the visual system of the enucleated hamsters could explain the auditory cortex-like distribution pattern of PV-IR neurons in the primary visual cortex. Noteworthy is recent work by Sugiyama et al. which led to the discovery of a novel mechanism explaining how visual input is tied to the onset of ocular dominance plasticity in the visual cortex. This group has shown that a retinal-derived homeoprotein, Otx2, can be directly transferred into V1 through a visual-experience-dependent mechanism. Once Otx2 has reached the visual cortex, it can nurture specific types of GABAergic interneurons (viz. PV neurons) and modulate critical period plasticity [22, 151, 185, 192, 193]. The study of target genes and proteins of Otx2 could reveal further insights into the machinery linking sensory experience, GABAergic circuit maturation, and plasticity. It is that, as yet unknown homologues of Otx2 might be delivered from other sensory receptor arrays and pathways to precise cortical areas, to promote local inhibitory circuit maturation depending on modality type. In hamsters enucleated at birth, for example, such a molecular factor coming from the auditory system but “redirected” to the primary visual cortex by the cochlea-IC-dLGN pathway could lead to modality-specific changes observed in circuits in absence of visually driven Otx2 but in presence of an auditory homologue. This might explain the altered auditory-like distribution of PV-IR neurons we observed therein [29, 30]. However, the absence of spontaneous electrical activity in the retinal afferents to the lateral geniculate nucleus and the lack of trophic influences of the retina on neurons in the dLGN and from there to area V1 could also be involved in the changes observed in our animal
model. It may also be that other sensory modalities, such as somatosensory inputs, could induce the same changes. Injections of HRP into the dorsal column nuclei of adult mice enucleated at birth have shown that ascending somatic sensory axons can be rerouted to the lateral geniculate nucleus [55]. Even if this type of connection has not yet been reported in early enucleated hamsters [47], any combination of these factors, in addition to abnormal auditory rewired inputs to V1 in these animals, could account for the present modifications in the anatomy and laminar circuitry of the V1.

5. Future Directions and Conclusion

In conclusion, several animal studies have revealed important properties of inhibitory network alterations in the neocortex following the early loss of a given sensory function. We are just beginning to acquire the necessary knowledge on response properties of GABAergic neurons, their maturation mechanisms, and how they influence sensory and cross-modal plasticity. Hence, we have uncovered only the tip of a very large iceberg in that context. Visual and other sensory cortical circuits are organized at multiple levels of complexity including cortical areas, layers and columns, and specific cell types within these modules. Making sense of the functions of these circuits, from an anatomical point of view, requires linking these circuits to function at each of these levels of complexity. Functional studies on cross-modal plasticity in animals have previously been limited to pharmacological approaches, electrophysiology, tracing or lesion researches that provide poor cell-type specificity and sometimes low-spatial or temporal resolutions. Nowadays, advancements in molecular techniques have made it possible to address questions that were unapproachable just a decade ago. As new methods for single cell two-photon imaging, voltage sensitive dyes for cortical optical imaging, transneuronal viral tracing, in vivo MRI spectroscopy (MRS), laser microdissection, transfection and genetic targeting of specific subpopulations of inhibitory interneurons are perfected, we will certainly one day be able to highlight and incorporate better the roles of subtype of GABAergic neurons into multifaceted animal models of cross-modal plasticity. More specifically, one interesting approach concerning this issue would be to use optogenetic in transgenic mouse strains allowing us to dissect the function of different neuronal class during awakening behavior or electrophysiology, sensory stimulation, and discrimination tasks with a millisecond resolution. Experiments using these techniques will help us to understand more clearly some important questions in the field: how specific GABAergic subpopulations participate in the rewiring/cross-wiring processes between cortical modalities, what would be the effects of shutting down one population type on cross-modal integration, how these interneurons could integrate inputs from spared modalities, what are the possible multimodal versus unimodal receptive field properties in these cells in normal and sensory deprived cortices, what are the effects on neuronal plasticity as well as neighbouring neuronal networks, are there modality-specific biomarkers that could travel from the sensory receptor periphery to these cortical neurons via a modality experience-dependent-mechanism, and what are the cortical network dynamics between excitatory and inhibitory synapses in vivo following the early-life lost of sight? It is going to be a long ride, and experiments to tackle these issues will be very challenging technically. Nevertheless, the clarification of these underlying mechanisms may one day provide clues to develop new therapeutic advances aimed to increase adaptive circuit rewiring following insult to help sensory substitution and recovery.
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Unilateral naris occlusion has long been the method of choice for effecting stimulus deprivation in studies of olfactory plasticity. A significant body of literature speaks to the myriad consequences of this manipulation on the ipsilateral olfactory pathway. Early experiments emphasized naris occlusion’s deleterious and age-critical effects. More recent studies have focused on life-long vulnerability, particularly on neurogenesis, and compensatory responses to deprivation. Despite the abundance of empirical data, a theoretical framework in which to understand the many sequelae of naris occlusion on olfaction has been elusive. This paper focuses on recent data, new theories, and underappreciated caveats related to the use of this technique in studies of olfactory plasticity.

1. Introduction

Ideas concerning the influence of deprivation and enrichment on the quality of human relationships can be summed up in the following aphorisms: concerning deprivation it is said that “absence makes the heart grow fonder,” a sentiment that has been expressed at least since Roman times; concerning abundance, Chaucer tells us that “familiarity breeds contempt,” a perhaps cynical but resonant view of human nature. Enlightenment thinkers, too, were keenly interested in the effects of deprivation and enrichment—not on the heart—but on the organ of thought. In 1688 the Irish politician and scientist William Molyneux posed a question, in a letter to John Locke, later known as “Molyneux’s Problem,” concerning the role of experience in visual perception that was to occupy philosophers and scientists for the ensuing three centuries [1]. Later, Charles Darwin considered the heritable effects of deprivation and enrichment on the nervous system. He concluded in his 1868 opus entitled The Variation of Animals and Plants Under Domestication, after observing smaller crania in domesticated rabbits compared to their wild counterparts, “We thus see that the most important and complicated organ in the whole organization is subject to the law of decrease in size from disuse [2].” But it is the neuroanatomist and psychiatrist, Bernhard von Gudden, working at the same time as Darwin, who should be credited with pioneering the neurobiological study of sensory manipulation on brain development [3]. Among his other innovations, Gudden developed the unilateral deprivation model. Brilliant in its simplicity, this paradigm affords a within-subject comparison of different amounts of sensory stimulation on brain development. A century before Hubel and Wiesel won their 1981 Nobel Prize, in part, for their studies of the effects of unilateral deprivation by lid suture on visual cortex, Gudden had already invented the method and described its effects on the visual system in his monograph of 1870 [4, 5]. In this same series of studies he also described, for the first time, the effects of unilateral nostril occlusion (UNO) on the olfactory system, the topic of this paper. Gudden established that occluding one nostril of newborn rabbits caused a pronounced reduction in the size of the olfactory bulb on the same side after six weeks (Figure 1). While the history of UNO studies is neither as bulging nor ballyhooed as that of unilateral eyelid suture, the technique has, nevertheless, formed the mainstay of olfactory neuroplasticity studies and remains in active use more than four generations after its invention. In 1994 Brunjes provided an excellent review of the literature, up to that time, on the effects of UNO on
the olfactory system [6]. Thus, after a brief discussion of olfaction and UNO phenomenology, the current paper will focus on more recent findings, new interpretations of the older literature, and remaining questions.

2. Basic Phenomenology

The mammalian olfactory system consists of an olfactory mucosa, sequestered in the dorsocaudal part of the nasal cavity, from which olfactory sensory neurons (OSNs) project their axons to the olfactory bulbs, rostral extensions of the telencephalon. At the bulbs, OSNs form synapses with output neurons, the mitral and tufted cells, in neuropil structures known as glomeruli. The largest known mammalian gene family codes for olfactory receptor (OR) proteins, a given OSN expressing but one of ~1000 genes in the mouse ([9]; Figure 2). All the OSNs expressing a given OR across the nasal cavity converge onto only a couple glomeruli, typically one medial and one lateral in each bulb. Odor information arriving at the bulb from the OSNs is processed by a highly laminar and complex set of direct and indirect pathways present in this well-studied structure [9]. Juxtaglomerular cells which, as their name implies, are part of the glomerular circuit and granule cells residing deeper are the key inhibitory interneurons of the bulb and are particularly important to our story. From the Mitral and Tufted cells olfactory information is transmitted to a group of central targets collectively known as the primary olfactory
cortex including accessory olfactory nucleus, the piriform cortex, the entorhinal cortex, and the amygdala. It is in these central areas where a smell is given its appropriate perceptual and emotion qualities [9]. The following discussion will briefly consider the major developmental effects of UNO on each of the three tiers of the olfactory system starting with the bulb since this structure has received the most attention.

2.1. Olfactory Bulb. Gudden’s principal discovery that UNO performed in the neonate causes the ipsilateral olfactory bulb to fail to reach its normal adult size has been replicated repeatedly in a number of different species (e.g., [10–13]; see Figure 1). Like Gudden, modern investigators have logically assumed that UNO’s effects are due to odor deprivation to the occluded nasal fossa, though, as we will see, this assumption has only rarely been tested given the difficulty of olfactory deprivation by other means. The diminution of the ipsilateral olfactory bulb following UNO is due, in part, to reduction in the external plexiform and glomerular layers [14]. Indeed, the size of glomeruli, as judged in transgenic P2-receptor reporter mice, is smaller in the occluded bulb compared to the nonoccluded bulb within weeks of early postnatal occlusion [15–17]. However, the most dramatic decline after UNO in the ipsilateral bulb, by far, is in the granule cell layer ([14]; Figure 1).

Earlier studies using tritiated thymidine and more recent studies using bromodeoxyuridine establish that the loss of granule cell layer volume from the occluded-side bulb is predominantly due to decreased cell survival not decreased neurogenesis [18, 19]. In contrast to these anatomical sequelae of UNO, which take weeks to detect, metabolic effects can be quite rapid. In the occluded-side olfactory bulb decreased 2-deoxyglucose uptake and Kreb-cycle enzyme immunochemistry is apparent in a matter of days after UNO [20, 21]. Also a rapid decline in protein synthesis, as measured by radiolabeled amino acid uptake, and change in gene expression, as measured by in situ hybridization, have been reported ([6, 22]; see the following).

Concerning bulb neurochemistry, an early observation was that tyrosine hydroxylase, the rate limiting step of dopamine synthesis, is markedly reduced in the ipsilateral bulb within days of nostril occlusion, an effect that can be reversed by reopening the nostril of experimental animals [23–25]. Tyrosine hydroxylase and dopamine content of juxtaglomerular cells, the predominant dopaminergic neurons of the bulb, decrease ipsilaterally after all of the following: UNO, olfactory nerve axotomy, or chemical lesion of the olfactory mucosa [24, 26, 27]. UNO causes a downregulation of β1 and β2-adrenergic receptors [28] but may have no effect on norepinephrine receptors [29]. Glutamate receptors, as a family, are not known to be effected by UNO but GluR1-positive short-axon cells are much reduced ipsilaterally in the external plexiform layer [30].

Neurotrophic factors, neuromodulators, and their receptors in the bulb are affected by UNO. Nerve growth factor receptors are increased on the occluded side 19 and 60 days after neonatal occlusion in the rat [31]. Brain-derived neurotrophic factor is initially increased and then later decreases ipsilaterally to occlusion [32]. Insulin receptor kinase is downregulated on the occluded side; interesting...
since this receptor and its ligand are implicated in ion channel modulation as is BDNF [33–35]. The mitogen-activated protein kinase/extracellular signal-regulated kinase (MAPK/ERK) pathway, part of a key signaling-cascade, is also downregulated ipsilaterally to occlusion [36].

Some attention has been paid to the physiological or circuit effects of UNO on the bulb. In rats, three weeks of occlusion, starting on the day after birth, causes enhanced inhibition of mitral/tufted (M/T) cells in response to paired-pulse stimulation of the lateral olfactory tract [37, 38], an effect which appears to be NMDA receptor mediated [39]. In adult rats, either short-term (1-2 months) or long-term (12 months) UNO increased the proportion of M/T cells from the ipsilateral bulb that respond to multiple odorants suggesting a decrease in discrimination [40]. And in young rats even 15 min of naris occlusion causes a decoupling of M/T responses from respiration [41]. In a recent study, early UNO slowed the morphological development of ipsilateral mitral cells and checked the changes in membrane conductance and coupling coefficients that are part of the normal maturational shift from electrical to chemical synapses in the bulb [42]. Despite these results, electrophysiological studies have, for the most part, failed to show differences in the circuit properties of the ipsilateral bulb after UNO that are commensurate with the profound structural changes reviewed previously [43].

2.2. Mucosa. Studies of the effects of UNO, as in the case with visual and auditory deprivation, have tended to focus on central effects such that relatively less is known about the changes in the periphery resulting from this procedure. Metabolism, as measured by succinate dehydrogenase histochemistry, is measurably reduced in the ipsilateral mucosa of newborn rats within two days of occlusion [44]. In the mouse, rat, and rabbit, UNO leads to a substantial decrease in the thickness of the respiratory and olfactory mucosa ipsilaterally ([10, 45, 46]; see Figure 1). In the rat, early UNO causes a decline in the rate of mitosis in the olfactory epithelium [45, 47], a condition that can be reversed in a matter of days by reopening the closed naris [48]. Despite the difference in mucosal thickness, the number of mature olfactory sensory neurons is apparently unaffected by nostril occlusion in the mouse and rat ([10, 45] but see [15, 49]) though there appears to be a decrease in the rabbit, an inconsistency which has been attributed to the lack of a nasopharyngeal canal in the latter species [6, 46]. More recently, a histological study of rats occluded unilaterally from near birth to 60 days of age reported reorganization of tissue types in both the ipsilateral and contralateral mucosa compared to controls, most notably an expansion of olfactory mucosa on the occluded side [50]. In this vein, turbinate shape and positioning in three- to four-week-old mice, which had undergone UNO on the day after birth, are also affected such that the occluded-side turbinates take on a fine filigree-like appearance, especially rostrally, compared to their more robust partners on the open side [51]. Finally, a rapidly growing line of research is implicating OSN activity in the expression of axon guidance molecules. In these studies, UNO is often used to compare the abundance of guidance molecules in open and occluded-side mucosa as evidence for their activity dependence (e.g., [52–54]).

2.3. Central Pathways. The potentially important topic of the effects of early UNO on the development of central pathways has unfortunately garnered rather little attention judging by the literature. In one study, the thickness of piriform cortex layer 1b and the size of semilunar cell dendrites were reduced ipsilaterally in postnatal day (PND) 30 rats occluded on PND1 [55]. In a recent study, the expression of the NMDA receptor NR2B and the phosphorylated form of the regulator element CREB were downregulated in the piriform five days after naris occlusion, an effect which could be fully reversed ten days after reopening of the naris [56]. And early postnatal UNO in rats delays the normal developmental increase in the ratio of AMPA receptors to NMDA receptors at primary sensory synapses but not associational synapses on pyramidal neurons in piriform cortex slice preparations [57]. In a previous related study, field potential recordings from intact anterior piriform cortex establish an ipsilateral depression of responses evoked by stimulation of cortical afferents in early (PND1) but not late (PND 30) occlusion [58]. However, in this study evoked potentials in intracortical association fiber were enhanced ipsilaterally in both early and late-onset UNO rats.

Concerning other central olfactory structures, UNO from PND 1–20 caused a decrease in 2-deoxyglucose uptake in the rostral anterior olfactory nucleus [59]. However, published reports on the effects of UNO on other central olfactory structures such as the amygdala and entorhinal cortex are lacking.

Collectively, these rather modest effects ipsilateral to UNO in higher brain centers have been attributed to the bilateral inputs of these structures [6]. Nevertheless, given the current paucity of studies more work in this area would be of benefit.

2.4. Human Studies. Olfactory bulb size measured by MRI has been positively correlated with olfactory psychophysical test scores in clinical populations recovering from head-trauma as well as in normal adults and in young people [60–62]. That this relationship is causally linked, and more importantly, plastic over the lifetime, is suggested by research showing that patients with the most severe chronic rhinosinusitis (CRS) tended to have the smallest olfactory bulb volumes and poorest olfactory performance [63]. Moreover, a longitudinal study of CRS patients under a standard treatment regimen showed an increase in bulb size accompanied by a decrease in odor thresholds after treatment [64]. Together, these clinical findings suggest that levels of peripheral input in humans may affect cell survival in the olfactory bulb and other olfactory processes as they do in rodents (see the following). More to the point, there has been at least one study of short-term (one-week) UNO in humans accompanied by a similar duration recovery period [65]. Psychophysical testing and fMRI analysis of subjects after deprivation and again after recovery provide modest evidence that odor deprivation induced a reversible
increase in odor detection with a concomitant decrease in the specificity of odor coding in the piriform cortex.

3. A Method in Search of a Theory

While admittedly the aforementioned literature review focuses on positive results, it would appear that wherever one looks, and whatever the endpoint—anatomical, biochemical, or physiological—UNO has marked effects on the ipsilateral olfactory system. However, a theoretical framework in which to place the myriad effects of naris occlusion has been more elusive. One obvious solution, contemplated by Meisami [12] upon his modern rediscovery of Gudden’s method, was to place these findings in the now massive corpus establishing the indispensable role of activity in normal neural development [66, 67]. In this formulation, neural activity is believed, through Hebbian mechanisms, to strengthen appropriate functional connections and weaken, ultimately weeding out, inappropriate connections [6]. It is perhaps ironic that arguably the best understood example of this process comes from studies of the effects of monocular lid suture (Gudden’s technique) on ocular dominance column formation in the visual cortex [68]. But there are reasons to question whether Hebb’s postulate and the unavoidable comparisons to ocular dominance plasticity are really appropriate to UNO phenomenology. For example, the notion that sensory experience might play an instructive role in the layout of the olfactory map in the bulb has collapsed under the weight of contrary evidence. Modern genetic approaches, which have allowed the creation of mouse strains lacking essential components of the transducrctory cascade, establish that the proper guidance of sensory cell axons to bulbar targets does not require sensory activity or even functional synaptic release, though spontaneous activity (i.e., nonsensory driven and presumably uncorrelated) seems to be necessary ([69] reviewed in [9]). Given the problem that developmental linguists have colorfully referred to as the “poverty of the stimulus”, it was probably never a tenable proposition that >1000 types of OSNs could sort their axons in a matter of a few days of development, based on sensory-driven correlated activity [69]. Thus, Hebb’s postulate finds little succor in what we have recently learned about the development of the bulb odor map; however, intrabulbar connections may be a different matter [15]. But there are additional problems to consider with the analogies between experience-dependent plasticity in other sensory systems and the effects of UNO on the olfactory system.

3.1. Critical Period. One line of evidence in favor of the paradigm described previously comes from early evidence that the effects of UNO have a “critical period” like the sharply defined boundaries of ocular dominance plasticity. In rats, it was shown that UNO from PND 1–30 caused the typical 25% reduction in ipsilateral bulb size, while occlusion from PND 30–60 or PND 60–90 had little effect [70]. However, in subsequent studies many of the effects on the ipsilateral bulb after early postnatal UNO have been shown to accrue after adult occlusion including reductions in size [71–73], neurogenesis (e.g., [72]), and granule cell branching [74]. Adult UNO also causes a rapid bilateral increase in cell death within layer I/II of the piriform [75]. Moreover, unlike the case for ocular dominance column plasticity, UNO effects are reversible, for an apparently indefinite period, upon naris reopening [76]. Thus, the bulk of the available data does not support a “critical” or sensitive period for UNO effects on the olfactory bulb.

3.2. Firing and Wiring. At an even more fundamental level, however, the analogy between activity-dependent processes in other sensory systems and the phenomenology of UNO seem inapt, particularly concerning its effects on the bulb. The profound reduction in bulb size that accompanies UNO has no obvious precedent in other sensory systems deprived of their appropriate stimulus. In the visual system, even total stimulus deprivation by dark-rearing does not cause anything like the size change and cell loss seen in the olfactory bulb after UNO [68]. For example, in the retina, the structure in the visual pathway perhaps most analogous to the olfactory bulb, dark-rearing causes a decreased pruning of retinal ganglion cell dendrites not a net loss of cells [77]. Even the celebrated decrease in deprived-eye ocular dominance columns in visual cortex after monocular deprivation is due to the competitive environment of ingrowing binocular inputs [68]. No analogous competition exists in the exclusively unilateral afferents to the olfactory bulb. Indeed, dark-rearing has rather modest effects on the size and wiring of visual pathways provided that it does not persist too long into young adulthood [60]. Importantly, it is the pattern not the total amount of activity that seems to be the critical determinant of experience-dependent plasticity in the visual system [68, 77]. These aspects of the effects of stimulus deprivation on the visual system also appear to apply to the somatosensory system [77].

3.3. Persistent Neurogenesis. Admitting that the effects of UNO on the olfactory bulb are unique among sensory systems, one has to seek unique explanations. A singular and striking feature of the olfactory system is its continuous turnover of OSNs and supply of new interneurons to the olfactory bulb from the rostral migratory stream (RMS).

In the olfactory mucosa precursor cells near the basal lamina (Figure 1) divide to become new OSNs sending dendrites toward the mucosal surface and axons that make their way to the olfactory bulb where they gain functional connection in glomeruli (reviewed by [78]). This process, which occurs throughout life, underlies the replacement of dying mature neurons in a cycle with a period of a few months [78].

The bulb’s continuous supply of new RMS neurons differentiates predominantly into juxtaglomerular cells and granule cells, both inhibitory interneurons. A spate of recent studies establishes that some of these adult-born neurons survive and become functionally integrated in an activity-dependent manner (reviewed in [79, 80]). As noted previously, UNO decreases the survival of adult-born neurons in the bulb and, amazingly, olfactory “enrichment” increases their survival [72, 80]. Behavioral studies suggest that the incorporation of adult-born neurons into the olfactory bulb
may actually play important functional roles in certain types of olfactory learning and memory [80]. While a complete review of the burgeoning literature on olfactory bulb adult-born neurons is beyond the scope of this paper, it is mentioned here as a potential explanation for the dramatic effects of UNO on bulb size and other parameter. Given that most of the decrease in ipsilateral bulb size after UNO is related to granule cells loss and stimulus-driven activity is necessary for granule cell survival, it follows that UNO, which surely reduces stimulus driven activity, would lead to a decline in bulb size in adults and failure to reach full size in young animals. Of course this analysis merely begs the question of why the visual, auditory, and somatosensory systems manage to function efficiently without ongoing neurogenesis. One suggestion is that bulbar neurogenesis can be understood in the context of a neural circuit in which the inputs—the OSNs—are undergoing continuous turnover for the purpose of adjusting to an ever-changing odor environment [80]. An important caveat to this line of reasoning emerges from recent studies of the RMS in humans [81]. While infants less than 18 months have an extensive population of newborn migrating neurons forming a substantial RMS, this germinal activity subsides thereafter and is virtually nil in adulthood. At least on its face, this result seems at odds with the view that adult-born neurons from the RMS play an essential role in ongoing olfactory function, especially given the very respectable olfactory capabilities in the average adult human [82].

Apart from the recent human data, the literature on olfactory neurogenesis is perplexing. As we have seen UNO causes a reduction in neurogenesis in the olfactory mucosa of young and adult animals and a decrease in granule cell survival in the olfactory bulb [45, 47, 72]. Interestingly, UNO also causes decreased neurogenesis within the nonsensory respiratory epithelium leading to the suggestion that something in resired air other than odors, such as toxins, microorganisms, or other foreign particles, might be driving mitogenesis [45]. Evidence in support of this idea came from an early study showing that many OSNs could live for up to a year in mice (the species’ entire normal life expectancy) provided that the animals were raised in a laminar flow hood to prevent nasal infections [83]. Add to these findings a recent study showing that odor exposure, in bullectomized mice, rescues OSNs from the apoptosis that usually accompanies this manipulation [84]. Whether odors or other factors in resired air govern the death and replacement of OSN in the olfactory mucosa and how this, in turn, effects death and replacement of interneurons in the bulb remain open questions, as does the evolutionary significance of this unprecedented plasticity. Thus, it must be concluded that, despite the existence of so many excellent empirical studies, a satisfactory theoretical framework in which to understand the effects of UNO on the olfactory system has eluded us so far!

4. Problematic Paradigm

The cliché “nothing succeeds like success” surely applies to the UNO technique. As already noted, the number of sequelae of this manipulation within the olfactory system is large and growing. It remains the method of choice for stimulus deprivation available to any investigator with a cautery. However, the assumptions underlying its application have rarely been tested.

4.1. Deprivation. Unlike the case with dark-rearing or lid-suture (contrast deprivation) in vision studies, nothing like complete deprivation is achieved by UNO. Electrophysiological recordings in rats [41] and Fos immunohistochemistry in ferrets [85] reveal odor-driven activity in the ipsilateral bulb even after acute UNO. Using either acute or long-term UNO paradigms, rats that have undergone contralateral bullectomy can detect odors at extremely low concentrations [86, 87]. And similarly prepared newborn mice can use odor cues to find their mother’s nipple and navigate back to the nest [88]. Finally, adult mice that received UNO as newborns and contralateral bullectomy as adults can perform better than controls (unilateral bullectomy without contralateral UNO) in both odor habituation/cross-habituation and operant testing ([89]; see the following). One explanation for these results is that in rodents and some other mammals there is a surprisingly large nasopharyngeal canal that could allow odor mixing between the open and occluded nasal fossa [86]. Also, odors undoubtedly gain access to the occluded fossa by a retronasal route. Indeed the negative pressure that must be created in the occluded fossa with each inhalation guarantees a substantial exchange of air between the occluded fossa and the outside world by internasal and retronasal passage.

One last point on the deprivation achieved by UNO concerns the question of what the nasal cavity is actually being deprived of. The profound and comprehensive effect that UNO has on the interneuron population of the ipsilateral bulb stands in stark contrast to the subtotal, potentially regional, and environmentally dependent deprivation that occurs upon occluding a naris. Already noted are the substantially preserved olfactory capabilities of rodents forced to smell with only their occluded-side olfactory system intact, a feat requiring the rerouting of odor entry to the nasal fault. These considerations suggest that the interneuron population in some regions of the olfactory bulb should be spared by UNO. Even more fundamentally, the odor environment of the average laboratory or animal facility must be impoverished compared to a natural environment. Given this situation it seems likely that most of the 1000s of different types of OSNs (based on the olfactory receptor they express) are deprived of their specific ligand most of the time in the laboratory environment. In this light, the global effects of UNO on the bulb are all the more surprising. Is not deprivation in an impoverished environment of less moment than deprivation in an enriched environment? Considering these facts it is interesting that OSNs, in addition to responding to odor ligands, are exquisite mechanoreceptors [90]. There can be little doubt that UNO causes marked and global decreases in mechanical force in the occluded fossa that would normally accompany respiratory airflow. Thus, it could be speculated that mechanical force deprivation may explain the global effects of UNO on the bulb provided that
one also posits a role for OSN mechanical transduction in this activity dependence process.

In search of an effect of nostril occlusion commensurate with the global effects on the interneuron population of the bulb it is worth noting, as mentioned previously, that other factors in air: irritants, microbes, toxic substances, and the like, that the occluded-side nasal fossa is partially protected from, should be given more attention as potential causes of mucosal and bulbar changes following UNO. It is relevant in this regard that trigeminal sensory fibers richly innervate the olfactory mucosa sending collaterals to the olfactory bulb where they are thought to have a modulator influence [91]. Given the existence of this circuit, it seems possible that some of the effects of UNO on the ipsilateral bulb may be related to interference with the normal interplay between the trigeminal and olfactory systems.

4.2. Specificity. Another implicit assumption of the UNO technique is that its effects are systemically benign and limited to olfaction. However, investigators have repeatedly shown that animals grow at a slower rate after UNO compared to controls (e.g., [12, 88]). In contrast to deprivation directed at the eye or the ear, the nasal cavity has a number of functions besides olfaction not least respiration. Local reductions in oxygen, increases in carbon dioxide, and the aforementioned protection from drying, irritants, and microbes could all be factors underlying some of the effects of UNO. To this point and as noted previously, turbinate morphology is abnormal on the occluded side of young adult mice after early postnatal UNO, an effect unlikely to be related to odor deprivation [51]. Finally, we have recently compared the transcriptomes of ipsilateral and contralateral UNO mice to those of untreated mice ([92]; Figure 3). A number of genes, seemingly unrelated to olfaction, are regulated in the occluded-side mucosa and bulb, casting further doubt on the specificity assumption.

4.3. Contralateral Control. One of the most egregious suspensions of the basic tenants of experimental design occurs routinely in experiments using the UNO technique. Perhaps because some of the early investigators, dating back to Gudden, assumed that the contralateral side was “normal” and if true that this would afford a powerful within-subjects experimental design, many modern UNO aficionados use few or no control subjects in their studies. Yet, common sense and experimental evidence suggest that the contralateral side of UNO subjects is not normal. While on the occluded side the airflow is dramatically reduced, especially rostral to the nasopharyngeal canal, the open side is forced to carry a larger-than-normal volume of air (presumably twice the amount). Also, UNO abrogates alternating cycles of breathing, forcing constant duty on the open side. Not surprisingly this leads to detectable histological and physiological changes in the contralateral mucosa. Most dramatic is the profound loss of OSNs in the rostral end of the nasal cavity after long-term (≥ six weeks) UNO in mice [93, 94]. Similarly, a suite of histological abnormalities has been noted in the contralateral mucosa of rabbits [95] and rats [50] after UNO. In mice, there is hypertrophy of turbinates from the contralateral nasal fossa compared to those from untreated subjects, within 18 days of early postnatal UNO [51]. Finally, one finds several differentially regulated genes comparing the transcriptomes of control and contralateral mucosa and bulb in young-adult mice that received UNO as newborns ([92]; Figure 3(a)). Some of these genes are not yet annotated, and others seemingly are unrelated to olfaction; however, they stand as existential proof that the contralateral side of UNO subjects is not “normal.”

4.4. Compensatory Processes. In contrast to the Hebbian view of olfactory development discussed previously, evidence has recently accumulated for the opposite proposition. Indeed many of the changes in the olfactory system following UNO appear to be compensatory in that they cause changes in the system that work to preserve olfactory function in the face of sensory deprivation [96]. For example, olfactory bulb neurotransmitter systems seem to follow this pattern in that the decrease in ipsilateral bulb dopamine following UNO is compensated for by a >30% increase in dopamine D2 receptors that cannot be ascribed to shrinkage of lamina [97]. Analogously, the increase in ipsilateral bulb norepinephrine is compensated, in part, by a decrease in norepinephrine receptors [96]. Also, while UNO may cause an ipsilateral decrease in the extent of glomerular neuropil and the dendritic arbor of mitral cells, it also causes a more uniform distribution of a synaptic protein synaptophysin, a response that may be viewed as compensatory [96]. Finally, in a recent study, the depletion of ipsilateral granule cells following UNO appears to be compensated for by an increased excitability among the remnant granule cell population [19]. All of these examples may help explain how the ipsilateral olfactory bulb of animals subjected to long-term UNO appear to function normally, as far as we know, despite its abnormal morphology.

Evidence of compensation also abounds at the first synapses of the olfactory system and in the periphery. Tyler et al. published among the first detailed studies of the effects of UNO on primary and secondary synapses in the olfactory system [98]. Using the whole-cell voltage-clamp technique in a rat slice preparation, they showed that two weeks of olfactory deprivation, beginning on PND2, increases the probability and quantal content of neurotransmitter release at primary olfactory synapses in the ipsilateral bulb. This effect of UNO could be demonstrated as early as three days after the onset of naris occlusion in young adult rats. Furthermore, immunolabeling of the vesicular glutamate transporter and two glutamate receptor subunits demonstrated that UNO caused an upregulation of these components at ipsilateral primary olfactory synapses. Voltage-clamp recordings of spontaneous and olfactory-neuron-evoked activity in the predominant second-order neurons of the bulb, including mitral cells, revealed that UNO also strengthens synapses in down-stream components of the olfactory circuit. This latter finding may explain earlier observations that the size and intensity of odor-induced 2-deoxyglucose foci are increased in the ipsilateral-bulb glomerular-layer of UNO rats after reopening the occluded naris [43]. In this earlier study it was observed that
Figure 3: Microarray analysis of the effects of early postnatal UNO on olfactory bulb transcriptome of young adult mice. (a) Expression profile of 103 genes from the >20,000 total on the chip that met arbitrary significance criteria (2.25-fold up, or 2.25-fold down, with \( P < 0.01 \)). Tissue source is shown on bottom axis. Note that there were three technical replicates within each of three biological replicates (subscript numbers). Color represents expression value with red, upregulation and green, downregulation. Dendrograms based on expression values show clustering genes (left) and samples (right), respectively. Note large number of up- and downregulated genes in both occluded and open (nonoccluded) bulb with normal bulb showing intermediate expression of most genes. (b) Volcano plot of 16,456 genes detected by the array for the comparison of occluded versus open olfactory bulb in UNO mice. Transcript abundance (log2) is plotted on the abscissa. Statistical significance (log10) is plotted on the ordinate. Genes shown in red meet a 2-fold and \( P < 0.01 \) criterion. Note that there are more upregulated genes (+) than downregulated genes (−) on occluded side.
more ipsilateral than contralateral mitral cells respond to a given odorant. Collectively, these studies reveal a previously unknown compensatory response, namely, that primary and secondary olfactory synapses are strengthened ipsilaterally after UNO. Such strengthening of primary and secondary synapses following deprivation is also hard to square with a Hebbian process being more consistent with the notion of homeostatic plasticity [98, 99].

What about the most peripheral components of olfaction—the OSNs? One clue that compensatory processes may exist in these sentinels of smell came from the still unexplained observation that olfactory marker protein (OMP) immunolabeling is more intense in the ipsilateral than contralateral (or control) mucosa of mice subjected to UNO ([100]; Figure 1(d)). Given that less stimulation led to more OMP in this study, some sort of compensatory process was suggested, especially given this protein’s suspected function in olfactory transduction [101]. In a series of follow-up experiments, it was shown that adenylyl cyclase type III (ACIII), a major component of the olfactory transduction cascade, and a nonciliary phosphodiesterase, which has been shown to be involved in transductive modulation, were also upregulated in OSNs in response to nostril occlusion [102]. At least for the ACIII result the implication was clear: decreased olfactory stimulation leads to an increase in this enzyme whose product cAMP ultimately causes OSNs to reach threshold for action potential initiation. Thus, stimulus deprivation could be setting in motion a biochemical cascade leading to an increase in “gain” in the OSN transduction cascade (Figure 2). Microarray analysis has recently been used to confirm and extend the previously findings based on immunolabeling [92]. The transcriptomes of adult olfactory mucosa from control mice were compared to those from the ipsilateral and contralateral sides of mice subjected to UNO as neonates. Transcripts of key genes involved in olfactory reception, transduction, and transmission including many olfactory receptors, the olfactory G-protein, the olfactory cyclic nucleotide gated channel, the olfactory calcium-activated chloride channel, and ACIII, were upregulated in deprived-side olfactory mucosa, with opposite effects in nondeprived-side mucosa, compared to controls. Thus, these microarray results support the hypothesis that the odor environment can trigger a previously unknown homeostatic control mechanism in OSNs.

Of course, if these observations at the gene and protein level have any functional significance, they should be measurable electrophysiologically. To address this issue EOG recordings were collected from matched locations on the olfactory mucosa from the ipsilateral and contralateral nasal cavity of UNO mice [103]. The stimulus set included a log-dilutions series for a number of odorants common in olfactory research. Consistent with the gene and protein data, EOG amplitudes from recording sites on the deprived mucosa of UNO mice were greater for a given odorant and concentration of stimulus than those from the open side. For some subjects the magnitude of the EOG on the occluded side was as much as double that on the open side. Given that the EOG is thought to be derived from the summed generator potential of OSNs in the vicinity of the recording electrode, these results imply that OSNs on the occluded side have larger generator potentials or that more cells are recruited by a given odor, or both. These electrophysiological results, as for the protein and RNA data, are consistent with the hypothesis that OSNs respond to deprivation in a compensatory manner. This process would seemingly oppose any Hebbian pruning of synaptic connections in the bulb.

However, the fact still remains that UNO causes reduction in the survival of proliferating granule cells and other interneurons in the bulb [19, 30]! Given that granule cells are inhibitory on mitral cells, the major output neurons in the bulb, and are thought to participate in lateral inhibition that may sharpen odor discrimination, it is tempting to suggest that a homeostatic process in the olfactory circuit underlies their loss after UNO. Whatever else the function of the persistent supply of granule cells to the bulb (see the aforementioned part) their decline with deprivation would allow the system to increase odor detection, perhaps at the price of odor discrimination [40]. It is interesting in light of these considerations that mice whose bulbs are infused with a drug that limits neurogenesis have surprisingly normal olfactory capabilities [104]. Moreover, as noted previously, mice forced to rely only on their occluded olfactory system by removing their contralateral bulb perform better in behavioral tests of detection than control mice [89].

5. Residual Puzzles

Some of the outwardly conflicting results of UNO on the olfactory system discussed so far in this paper may not turn out to be incompatible. Hopefully additional research will make clear what now seems inconsistent. Nevertheless, there may be worth noting some additional lines of evidence concerning the effects of odor experience on the olfactory system that must be considered in any comprehensive theory of olfactory plasticity.

5.1. Olfactory Induction. The specific anosmia to androsten-one, which occurs in roughly half of the human population, can be reversed upon repeated exposure to this odorous steroid [105]. This result has been replicated in certain strains of mice, as has induced sensitivity to certain other odorants [106]. Based on EOG recordings, the locus of this effect has been shown to be the olfactory mucosa, at least in part [106, 107]. Consistent with these results, rats trained in an odorant detection task showed heightened responses and altered mucosal response patterns to the trained odors compared to those in age-matched controls [108]. Perhaps most surprisingly such olfactory induction can occur transuterer, as rabbits whose mothers have been fed juniper berries show heightened EOG responses to juniper odor postnatally [109]. No mechanism for olfactory induction has been established but the previously discussed evidence that odor exposure, in bulbectomized mice, rescues OSNs from the apoptosis that usually accompanies this manipulation may be pertinent [84]. Perhaps odor exposure changes the population make-up of OSN types in the olfactory mucosa.
5.2. Olfactory Perceptual Learning. This is a phenomenon that in some ways is reminiscent of olfactory induction (reviewed by [110]). After a period of passive exposure to certain binary mixtures of pure odorants, rats begin to discriminate components that had not been discriminated prior to the exposure period [111]. However, unlike induction, this phenomenon is thought to have a bulbar origin because blocking neurogenesis in the bulb with drug infusion before and during the odorant exposure period prevents the improvement in discrimination [111].

5.3. Compensation Redux. From an evolutionary perspective the compensatory processes discussed previously, which appear to be implemented at various levels of the olfactory system, seem quite logical. Given their finite dynamic range, nature has designed sufficient plasticity into sensory systems to continuously adjust their output to maximize the useful information transferred by them about the environment to the brain [112]. This is why sensory systems modulate in order to report changes in the environment rather than static levels of a stimulus [113]. Adaptation is a short-term example of this mechanism that has been examined extensively, both empirically and theoretically, in many sensory systems (e.g., [114]). The effects of longer-term deprivation on the olfactory system, such as those seen following UNO, can be understood in the same light as adaptation, though their cellular mechanisms, time course, and reversibility may be quite different. From this viewpoint, animals exposed to “noisy” or “enriched” odor environments might be expected to show changes opposite to those reported for the deprived state. This is exactly the kind of push-pull mechanism that was seen in the microarray studies discussed previously, with control transcript levels intermediate between ipsilateral and contralateral values for the most important olfactory transduictory elements [92]. Consistent with such a compensation mechanism, a recent study has shown that transgenic mice with a gene-targeted potassium-channel deletion that renders mitral cells hyperexcitable actually lose many OSNs [93].

Olfactory induction and perceptual learning are more difficult to understand from an ethological viewpoint. Absent any behavioral relevance, why should the nervous system ramp up detection and discrimination of odors that it is merely exposed to that may have no survival value whatsoever? In any event, the empirical results showing that UNO causes upregulation of olfactory transduictory elements ipsilaterally (deprived) and downregulation contralaterally (enriched) appear, at least on their face, to be at odds with the prediction of olfactory induction and perceptual learning. The preserved olfactory competence measured at the behavioral level seen in animals with long-term UNO coupled with contralateral bulb ablation also seems inconsistent with these predictions [89]. Notably, human subjects that are chronically exposed to a particular odor for a few weeks show increases in threshold that are odor specific, another finding that seems incompatible with the phenomena of induction and olfactory perceptual learning but is completely compatible with the predictions of compensation [115].

As a heuristic exercise, the predicted effects of deprivation or enrichment on the olfactory system at the levels of the mucosa, bulb, and behavior can be contrasted for the induction, perceptual learning, and compensation paradigms (Figure 4). Notably, in some circumstances the predicted effects of these processes are congruent and in others they are in conflict.

6. Conclusions

Gudden, mentor of Emil Kraepelin and Franz Nissl among other notables, was arguably the very first neurobiologist. He pioneered the technique, which still bares his name, of using secondary degeneration to study interrelationships between cortical and subcortical structures and as a psychiatrist he helped humanize the treatment of the insane [3]. Ironically, he most certainly died at the hands of his psychiatric patient “mad King Ludwig II” of Bavaria, though the details of their simultaneous drowning are shrouded in mystery. It is interesting to ponder what Gudden would think of the progress that has been made in the intervening century since he invented his unilateral deprivation techniques. He might not be surprised to find out that the role sensory activity plays in the development and maintenance of the nervous system turns out to be an incredibly intractable problem. For example, some complex computed sensory modules, like orientation maps in visual cortex, develop normally without the benefit of sensory input, while other modules that coexist in the same cortical volume, such as visual direction domains, have an absolute requirement for visual experience [104, 116, 117].

The UNO technique will undoubtedly remain an indispensable tool in the armamentarium of olfactory neuroscientists despite the shortcomings of the procedure and the
conflicting results and hypotheses it has engendered. Key among the matters remaining to be resolved is the correct theoretical framework in which to understand the effects of deprivation on olfaction. Romantics will continue to debate the influence of a lover’s presence or absence on the ardor of the human heart. Likewise for the olfactory system we would like to know if absence make the nose grow fonder? Or is it a case of out of smell, out of mind?
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