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Wireless sensor network (WSN) is characterized by dense
node deployment, unreliable sensor, frequent topology
change, and severe power, computation, and memory con-
straints. These unique characteristics pose considerable chal-
lenges on the design of large-scale WSN. The problems in dif-
ferent scenarios require different analytical models as well as
algorithms to achieve optimal performance. This special issue
provides some researches to resolve the issues in sensor net-
works such as traditional wireless sensor network, delay tol-
erant mobile sensor network, and vehicular sensor network.

The paper “A cluster-based consensus algorithm in a
wireless sensor network” proposes an average connectivity
degree cluster (ACDC) scheme gossip algorithm to improve
the convergence speed and the accuracy of the consensus.
A utility function is developed based on two parameters,
iteration and relative error, to help the network designers
make an optimal decision based on their requirements. An
irregular sensor model which is based on the degree of
irregular (DOI) radius is also introduced to evaluate the
robustness of the algorithm.

The paper “nonparametric bootstrap-based multihop
localization algorithm for large-scale wireless sensor networks
in complex environments” presents a nonparametric boot-
strap multihop localization algorithm for large-scale wire-
less sensor networks (WSNs) in complex environments.
Authors integrate the interval analysis method with bootstrap
approach for ordinary nodes localization. To reduce the
computational complexity, boxes approach is utilized to
approximate the irregular intersections.

The paper “An energy distribution and optimization
algorithm in wireless sensor networks for maritime search
and rescue” proposes a new method of maritime search
and rescue based on wireless sensor networks. An energy

dynamic distribution and optimization (EDDO) algorithm is
presented to solve the problems of dynamic adaptability and
life cycle limitation at sea.

The paper “A hybrid energy- and time-driven cluster
head rotation strategy for distributed wireless sensor networks”
proposes a hybrid cluster head rotation strategy which
combines the advantages of both energy-driven and time-
driven cluster head rotation strategies. In the hybrid rotation
strategy, the time-driven strategy or energy-driven strategy
will be selected according to the residual energy.

The paper “An efficient data evacuation strategy for
sensor networks in postdisaster applications” introduces data
evacuation (DE), an original idea that takes advantage of the
survival time of the WSN, that is, the gap from the time when
the disaster hits and the time when the WSN is paralyzed, to
transmit critical data to sensor nodes in the safe zone in order
to preserve “the last snapshot” of the whole network.

The paper “Study on routing protocols for delay tolerant
mobile networks” gives a tutorial to routing protocols for delay
tolerant mobile networks and investigates the state-of-the-art
routing protocols for DTMNs. Some research issues are also
discussed.

The paper “Power control in distributed wireless sensor
networks based on noncooperative game theory” presents a
game theoretic method to adaptively maintain the energy
efficiency in distributed wireless sensor networks. The utility
function was formulated under a proposed noncooperative
framework, and then the existence of Nash Equilibrium
(NE) has been proved to guarantee system stability. To
pursue NE, an NPC algorithm was proposed to regulate
heterogeneous nodes with various communication demands
given the definition of urgency level.



The paper “IPARK: location-aware-based intelligent park-
ing guidance over infrastructureless VANETS” taps into the
unused resources offered by parked vehicles to perform park-
ing guidance. In IPARK, the cluster formed by parked vehicles
generates the parking lot map automatically, monitors the
occupancy status of each parking space in real time, and
provides assistance for vehicles searching for parking spaces.

The paper “You take care of the drive, i take care of the rule:
a traffic-rule awareness system using vehicular sensors and
mobile phones” proposes a novel traffic-rule awareness system
using vehicular sensors and mobile phones. It translates
traffic rules into combinations of vehicular sensors, GPS
device, and Geography Information System (GIS); the system
can tell whether a driver violates the traffic rules and can help
him to amend his driving behavior immediately.

The paper “Do not stuck at corners: a data delivery algo-
rithm at corners in vehicular sensor networks” proposes a data
delivery algorithm called distribution-based data delivery to
handle the corner problem with the help of some vehicular
sensors like accelerometer, in which the big amounts of data
are stuck at corners or crossroads and are transmitted back
and forth with very few data packets being delivered.

The paper “Distributed intrusion detection of byzantine
attacks in wireless networks with random linear network
coding” develops a distributed algorithm to effectively detect,
locate, and isolate the Byzantine attackers in a wireless ad hoc
network with random linear network coding (RLNC).

The paper “Public-transportation-assisted data delivery
scheme in vehicular delay tolerant networks” presents a
destination-gathering-based driving path prediction method
for taxis, which can make taxis’ driving paths prescient in the
initial stage of carrying passengers every time. Then a novel
public-transportation-assisted data delivery (PTDD) scheme
is proposed to improve the performance of data delivery of
Vehicular Delay Tolerant Networks (VDTNS).

The paper “Ant-based transmission range assignment
scheme for energy hole problem in wireless sensor networks”
investigates the problem of uneven energy consumption
in large-scale many-to-one sensor networks (modeled as
concentric coronas) with constant data reporting. In view
of the effectiveness of ant colony algorithms in solving
combinatorial optimization problems, an ant-based heuristic
algorithm (ASTRL) is proposed to address the optimal
transmission range assignment for the goal of achieving life
maximization of sensor networks.

The paper “Application-oriented fault detection and recov-
ery algorithm for wireless sensor and actor networks” proposes
an application-oriented fault detection and recovery (AFDR)
algorithm, a novel distributed algorithm to reestablish con-
nectivity. AFDR algorithm identifies critical actors and des-
ignates backups for them. A backup actor detects the critical
node failure and initiates a recovery process via moving to the
optimal position.

Haigang Gong
Mei Yang
Wenzhong Li
Nianbo Liu

International Journal of Distributed Sensor Networks



Hindawi Publishing Corporation

International Journal of Distributed Sensor Networks
Volume 2013, Article ID 923426, 9 pages
http://dx.doi.org/10.1155/2013/923426

Research Article

Nonparametric Bootstrap-Based Multihop
Localization Algorithm for Large-Scale Wireless Sensor
Networks in Complex Environments

Yongji Ren,"” Ning Yu,' Xiao Wang," Ligong Li,' and Jiangwen Wan'

!'School of Instrumentation Science and Opto-Electronics Engineering, Beijing University of Aeronautics and

Astronautics (Beihang University), Beijing 100191, China

2 Department of Command, Naval Aeronautical and Astronautical University, Yantai 264001, China

Correspondence should be addressed to Yongji Ren; renyongjil006@sina.com

Received 8 November 2012; Revised 20 March 2013; Accepted 27 March 2013

Academic Editor: Wenzhong Li

Copyright © 2013 Yongji Ren et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper presents a nonparametric bootstrap multihop localization algorithm for large-scale wireless sensor networks (WSNs) in
complex environments. Unlike most of the existing schemes, this work is based on the consideration that it is not feasible to obtain
a lot of available distance measurements sample for estimation and to get exact noise distributions or enough prior information
for conventional statistical methods, which is a situation commonly encountered in complex environments practically. For the first
time, we introduce a nonparametric bootstrap method into multihop localization to build confidence intervals for multihop dis-
tance estimation, which can eliminate the risk of small sample size and unknown distribution. On this basis, we integrate the interval
analysis method with bootstrap approach for ordinary nodes localization. To reduce the computational complexity, boxes approach
is utilized to approximate the irregular intersections. Simulation results show that our proposed scheme is less affected by the
variation of unknown distributions and indicate that our method can achieve high localization coverage with relatively small average
localization error in large-scale WSNs, especially in sparse and complex network with smaller connectivity and anchor percentage.

1. Introduction

In the last few years, there has been a rapidly growing inter-
est in extensive monitoring applications of wireless sensor
networks (WSNs). One important reason is that, as opposed
to traditional solutions, WSNs can be rapidly and randomly
deployed in a large-scale monitoring region by plane or
unmanned aerial vehicle (UAV), of which the environments
of monitoring region are always complex even inaccessible.

As new technologies, WSNs can provide the means for
long-term, all-weather, real-time, accurate, and extensive
monitoring unattended, which brought us a convenient way
to sense and monitor the complex environments. It is con-
sidered as an ideal system for this type of extensive environ-
ment monitoring and can fulfill the needs of various practical
applications, for example, marine surveillance, ocean scien-
tific exploration, and commercial exploitation.

For most WSNs applications, localization service is an
indispensable part and an essential task. The location of
the sensor nodes should be determined for meaningful
interpretation of the sensed information. In recent years,
a certain amount of research work has been conducted in
this interesting research area, and a comprehensive survey
is provided in [1-3] and the references therein. Some of the
solutions are mainly designed for small-scale networks, and
although this is also an interesting field, we will not contribute
to the region in this paper; instead, we focus on the large-scale
localization context.

As we know, out of the consideration of economic ration-
ality, generally, it is too hard to deploy the sensor nodes in a
large-scale area with relatively high density and large percent-
age of anchor nodes. If it is used for monitoring ocean envi-
ronment, the network will be deployed sparsely and only a
minority of anchor nodes can be employed for localization. In



these cases, it will be harder for ordinary nodes to communi-
cate with enough anchor nodes directly so as to measure
distances, which are necessary for localization.

To solve this problem, three types of localization schemes
are proposed for large-scale localization, namely, mobile
anchor assisted localization algorithms [4-6], recursive algo-
rithms [7-9], and multihop algorithms [10-12], respectively.
Hereinto, mobile anchor assisted localization methods com-
monly employ some expensive mobile equipment such as
Autonomous Underwater Vehicle (AUV) which can roam
across the monitoring region to assist localization. In recur-
sive algorithms, some ordinary nodes that have been localized
become secondary anchor nodes and broadcast coordinates
to assist other nodes in estimating their locations. The loca-
lization process will inevitably suffer from the delay and
adverse effects of error propagation and accumulation.
Whereas for multihop localization, the ordinary node can
infer the distances to its nonneighboring anchor nodes by
approximating the length of the shortest path to the Euclidean
distance, so as to get enough anchor nodes with known dis-
tances for localization. They not only can provide better real-
time performance but also have no additional equipment
requirement. In comparison, the characteristics of multihop
methods are more suitable for large-scale WSNs localization.
Therefore, multihop localization method has received more
and more attention in recent years.

Certainly there are still many challenges for the multihop
localization, especially in the complex environments. Here we
define the complex environments as multiple complex ter-
rain conditions (e.g., forest, rocks, marsh, underwater, etc.),
random and sparse sensor node distribution, irregular radio
propagation pattern, various unknown ambient noises, and
multiple anisotropic network situations (e.g., H-type net-
work, C-type network, etc.). There is no doubt that these
adverse factors will seriously affect the accuracy of the multi-
hop distance estimation which is the basis of the accurate
sensor location estimation. To address this problem, most
of the existing schemes have adopted conventional statistical
methods and considered distance measurements affected by
normal distribution noise and then determined the localiza-
tion uncertainties through Monte Carlo analysis or nonlinear
transformation techniques. For example, in [13], a dynamic
localization scheme, the Monte Carlo localization (MCL), has
been proposed. In [14], based on the discovery that the mul-
tihop distance errors obey normal distribution with various
biases, a multihop localization algorithm that incorporates
the distance estimation bias has been presented. But for the
previous methods, only when the measurements sample size
is large and the precondition that the errors obey normal dis-
tribution is satisfied, they could perform well in online loca-
lization.

However, for the large-scale WSNs in complex environ-
ment, it is too hard to get exact distribution characteristics
of distance measurements and enough a priori information
which is necessary for conventional statistical estimation
method, and it is impossible to guarantee repeatable ranging
conditions for reproducible measurements so as to obtain a
large number of available measurements sample for Monte
Carlo analysis or other similar methods. Hence, there is a
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need to develop a novel algorithm for producing coordinates
through multihop localization approach as only very few
measurements are available. And it is better that this method-
ology only needs less prior information and even no statistical
assumptions on disturbances.

On the basis of analysis on the challenges of complex envi-
ronments and limitations of existing studies for large-scale
localization, a different approach is proposed and investi-
gated, that is, a multihop localization method based on non-
parametric bootstrap for large-scale WSNs in complex envi-
ronments.

The bootstrap is a powerful technique for assessing the
accuracy of a parameter estimator in situations where con-
ventional techniques are not valid. The nonparametric boot-
strap method was originally introduced by Efron in [15] and
used to address CI estimate for statistics based on indepen-
dent and identically distributed (i.i.d.) random variable from
some unknown distribution F(u,0) [16]. Compared with
conventional techniques, the significant advantages of the
nonparametric bootstrap method are that it does not require
any modeling or assumptions on the data and it is more
suitable for small sample estimation. In this paper, it can be
utilized to build confidence intervals effectively for multihop
distance estimation online. On this basis, with interval meth-
ods, we can compute the bounds of the possible solutions that
correspond to measured quantities and determine the gua-
ranteed regions that involve the correct solution.

This paper is organized as follows. Section 2 introduces
the related works and challenges for large-scale WSNs
localization. Section 3 presents in details the nonparametric
bootstrap and interval analysis method. Section 4 evaluates
the performance of our algorithm through experiments, and
Section 5 concludes this paper.

2. Related Works

2.1. Mobile Anchor Assisted Localization Algorithms. To solve
the localization problems of large-scale WSNs, in [4], the
authors employ a single mobile beacon to aid in localization.
The sensor locations are maintained as probability distribu-
tions that are sequentially updated using Monte Carlo sam-
pling as the mobile anchor node moves over the monitoring
area. This method relies on the more powerful anchor to per-
form the calculation and relieves most localization tasks from
the less powerful ordinary nodes.

The authors in [5] proposed a range-free localization
scheme for WSNs using mobile anchor nodes equipped with
four directional antennas. Therein, each mobile anchor node
can determine its position via Global Position System (GPS),
and then it broadcasts its coordinates as it moves through the
region. The ordinary nodes detect these messages and utilize
a simple processing scheme to determine their own coordi-
nates based on those of the anchors.

In the AUV-aided localization scheme proposed in [6],
AUVs keep roaming across the underwater sensor field to
aid in localization. The AUV’ can get coordinates from GPS
while floating periodically and dive into a fixed depth and
navigate through a predefined route using compass and dead-
reckoning. They can estimate the distance between the AUV
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and ordinary nodes through a request/response message pair
exchange which contains its coordinates. Therefore, the ordi-
nary nodes can be localized after the message exchange from
three different noncoplanar AUV locations.

Although these protocols exploit the mobility of the
mobile equipment to overcome the lack of adequate anchor
nodes, the major drawbacks of these mobile anchor assisted
localization algorithms are that the mobile machine is too
expensive for WSNs, and the slow speed of AUV or other
machine always introduces high localization delay. In addi-
tion, the movement of the anchor nodes will be severely
restricted by the complex environments.

2.2. Recursive Localization Algorithms. Liu and Zhang [7]
presented an error control mechanism for recursive localiza-
tion based on the characteristics of node uncertainty and the
active selection strategy of anchor nodes. The error control
mechanism only utilizes local knowledge and can mitigate
the effect of error propagation for both range and directional
sensors to a certain extent.

Yu et al. proposed a two-stage localization approach in
[8]. Firstly, localization process starts from the nodes with the
largest numbers of neighbor anchors which have the priority.
Then, the coordinates of all neighbor nodes are exploited to
improve localization accuracy. During the procedure, a num-
ber of measures are also taken to ensure the reliability of each
location estimate to avoid abnormal errors and reduce error
propagation.

Vemula et al. [9] formulated the sensor localization from
a probabilistic point of view and incorporated anchor posi-
tion uncertainty to estimate the distribution of node coordi-
nates, including iterative least squares and Bayesian methods,
Monte Carlo importance sampling, and cost-based meth-
ods.

These schemes try to inhibit the propagation and accu-
mulation of localization errors, but the high computational
complexity and increased communication cost limit their
application in practice. Additionally, this kind of method is
also easy to cause the localization delay.

2.3. Multihop Localization Algorithms. DV-distance and DV-
hop algorithms, as the origination of multihop localization
schemes for WSNSs, are proposed in [10]. In both algorithms,
each anchor node broadcasts a message to its immediate
neighbor nodes firstly. Then, the message is propagated in
a controlled flood manner so that each ordinary node can
estimate the lengths of shortest paths to anchor nodes. When
the ordinary node obtains the estimates to enough anchor
nodes, its position can be calculated.

Wang and Xiao [11] presented an improved multihop
algorithm called i-Multihop which has higher computational
complexity. At the beginning, the upper bound constraints
are used to filter out the incorrect distance estimations and
the estimated position is pinpointed to the intersection con-
strained by the correct distances. And then, the distance fit-
ting is used to fit correct distance measurements, which
makes the final estimated position not to be affected by the
layout of anchor nodes.

The authors in [12] proposed three multihop localiza-
tion schemes based on least squares and multilateration,
namely, Taylor-LS, weighted Taylor based least squares, and
constrained total least squares, respectively. Additionally, a
generalized Cramér-Rao lower bound is developed to analyze
the performance of multihop localization approaches.

As we can see, most of the previous schemes considered
the measurement uncertainty as normal distribution even
zero-mean normal distribution noise and employ conven-
tional error-processing approaches, for example, nonlinear
least squares estimator (NLSE), and so forth. However, in
complex large-scale WSNSs, it is practically too hard to fulfill
the requirements which are necessary for these approaches,
such as enough a priori information, exact distribution cha-
racteristics, and large sample size.

Specifically, for the ordinary nodes, there are not so many
anchors that can communicate with them to accomplish dis-
tance measurement. The ranging process also cannot be per-
formed again and again due to the limited energy of sensor
nodes. Even when cost is not a main concern, it is also impos-
sible to guarantee repeatable conditions for reproducible dis-
tance measurement. Hence, it is not practically feasible to
obtain a lot of available distance measurements sample for
estimation. Moreover, in complex environments, for example,
underwater environments, the ranging process will suffer
from various non-Gaussian noises, for example, the multi-
path and waveguide effects, surface scattering, and so forth.
Obviously, for the previous noises, it is too hard to get
exact distribution characteristics and enough prior informa-
tion which are necessary for statistical methods. It is also
unreasonable to consider that the uncertainties always obey
normal distribution. Hence, in this paper, the bootstrap loc-
alization method is proposed for large-scale WSNs in com-
plex environments.

3. Nonparametric
Bootstrap-Based Localization Algorithm for
Large-Scale WSNs

To solve the problems mentioned earlier, in this paper,
we propose a novel multihop localization scheme which
integrates a nonparametric bootstrap distance estimation
method with an interval analysis approach. We firstly utilize
the nonparametric bootstrap method to provide a confidence
interval (CI) as the estimation for distance measurement. On
that basis, interval analysis approach is employed to deter-
mine the feasible set and search the optimal estimation of
coordinates.

3.1. Short Review of CI Estimate. As we know, Cl is an interval
about the measurement result within which the values that
could reasonably be attributed to the measurand may be
expected to lie with a given level of confidence. A com-
mon approach to address CI estimate based on the normal
distribution can be described as follows. Let X;, X,,..., X,
be n iid. Gaussian random variables with known o from
distance measurements, and suppose that we wish to find a
confidence level 1 — « interval for the mean 6. As we know,
the random variable (6 — 6)/(c/+/N) obeys standard normal



distribution, and its probability density function (PDF) f(x)
can be computed by

Fx) = sz_ﬂe-xz/Z, M

and its cumulative distribution function (CDF) F(z) can be
computed by

F(z) = J.z f (x)dx. 2)

For a given confidence level 1 — a, there exists constant
¢ > 0 such that

6-0

Pr{-c< <ct=1-a=2F(c)-1. (3)
{ o/VN } ©

It follows that constant ¢ satisfies F(c) = 1 — («/2), and

thus, ¢ = z% = F'(1 — («/2)), where F! has been tabulated.
Equality (3) can be rewritten as

Py o ~ o
Pr 9—z“—<0<0+z”‘—}=1—(x. 4
{ VN VN )
Interval
~ o - o
N,=[0-22 6+22L 5
“ [ cwltE m] ©

is the CI corresponding to confidence level 1 — a.

However, 0 must be practically estimated from the dis-
tance measurements, and this method performs well only in
the case when n is large as per the central limit theorem. In the
case where n is small (n < 30), this method could be invalid.

If sample size n < 30, the CI based on the Student’s ¢-
distribution is often utilized to replace the previous method.
Under the circumstances, the CIs can be obtained as the

following.
Let the sample variance S* be defined by
N ~\ 2
@ Zia (Xe-0) ®)
N-1 ~

and the random variable T = (8 - 0)/(S/VN) obeys Student’s
t-distribution with (N — 1) degrees of freedom. The PDF of
T, which is denoted by fy (), can be obtained by

t2 -N/2
N 1) , 7)

where C(N) is a normalizing constant. Let Fy(z) be the CDF
of Student’s ¢-distribution with (N — 1) degrees of freedom
and constant ¢ > 0 such that

fn@® :C(N)<1 +

Pr{—c<Se/:/%<c}:l—<x:2FN(c)—l. (8)

Then, constant ¢ must satistfy Fy;(c) = 1 —(«/2), and ¢ can
be obtained by ¢ = t§,_, = F5' (1 -(et/2)), where Fy' has been
tabulated.
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Equality (8) can be rewritten as

S

e) o o) o S
Pr{e_tN_l\/_N<0<0+tN_1\/_N}:1_(X. (9)
Interval
o) « S o) o4 S
T, = [0 ~t 0t tN_l—N] (10)

is the CI corresponding to confidence level 1 — «. There

into, both 8 and S can be estimated from the distance mea-
surements.

3.2. CI Based on Nonparametric Bootstrap. In most studies,
the CI is commonly and directly obtained through the previ-
ous two methods, based on the hypothesis that the distance
uncertainty obeys normal distribution and the sample size
is sufficiently large. However, as we mentioned before, it is
not the case for large-scale WSNs localization in complex
environments. When improving accuracy in conventional
methods is invalid, bootstrap method can be used to address
the CI estimate issues. The CIs of distance measurements
can be estimated by employing the nonparametric percentile
bootstrap method as follows.

Let 5; represent the 100ath percentile of B bootstrap

replications 6*(1),07(2),...,0%(B). Percentile limit 6,,.,,

Oupper Of intended coverage 1 — 2a, is directly obtained from
the following percentiles:
[élower’ éupper] = [é;, éffa] . (11)

The nonparametric percentile bootstrap methodology to
determine the upper and lower bounds on the CI for distance
will be described in detail in the bootstrap distance estimation
subsection.

3.3. Nonparametric Bootstrap-Based Distance Estimation
Approach. The basic concept of bootstrap method is to pro-
duce a large number of independent bootstrap distance esti-
mates by resampling the original distance estimate; that is,
X = (dy,d,,...,d,), which consists of n measurements at
random from unknown probability distribution F.

Abootstrap resample X* = (d},d;,...,d,)is obtained as
arandom sample of size n randomly drawn with replacement
from the original measurement set X. Sample X has true
mean 0; drawing various other samples X from the distribu-
tion F, their means will present distribution 6. The distribu-
tion of real estimated mean 0 is approximated by the distri-
bution of pseudoestimated mean 8* from bootstrap resample
X*.

Let X = (d,,d,,...,d,) represent the set of the corre-
sponding distance measurements. Using the nonparametric
percentile bootstrap method on this set, we generate B
resamples; X = (d},....d,;), j = 1,...,B. And then, we

calculate the mean of all measurements in X;‘ to obtain é;(
7

given by

n* 1 *
0X=_r = _de’]) (12)
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where N is often smaller than 5 (which is a reasonable value
and common situation in complex WSNs localization practi-
cally),and j = 1, ..., B. The mean of this distribution is given
as

Ddl'—‘
thu
D)
><-)(-

(13)

We sort bootstrap estimates é;( in an ascending order.
J

Let the sorted distance be given by
< Ox.- (14)

The desired 100 - (1 — oc)% nonparametric CI for the dis-
tance is given by (6 @) X(Q )), where Q; is the integer part
of Ba/2,Q, = B—Q, + 1, and Q; = B/2 is the integer part of
B/2.

Furthermore, note that

_ 1 X
Oxq) = N ;dk,Ql’
Ok Z kQ (15)

X(Q} Z k.Qs-

Q,,Q,, and Q; are referred to as the upper, lower, and middle,
respectively.
Finally, we can obtain the interval

[élowevéupper] = [é;((Ql)’ é;((Qz)] (16)

as the CI of distance corresponding to confidence level 1 — .
Median point é;((Qs) = 67 is almost identical to the mean. The
upper, middle, and lower points are used by the algorithm to
estimate the CIs for the distance, respectively. For &« = 0.05
and B = 1000, we can get Q, = 25, Q, = 976,and Q; =
500. And the CI corresponding to confidence level 95% can
be described as [é;((zs)’ é;((976)]'

3.4. Determination of Coordinates Based on Interval Analysis
Method. When we obtain the CI from a small sample set of
distance measurements, the interval analysis method will be
utilized to determine the positions of ordinary nodes.

Consider a network consisting of 7 anchors with known
positions and » ordinary nodes which need to be localized.
The location of node Nj can be described by X; = [x;, ¥;, z,»]T.
The CI of measured distance from the ordinary node N, to
one of its anchor nodes N;

[Jaim,» Jaiuppe, ] 17)

can be obtained through nonparametric bootstrap distance
estimation approach, and the Euclidean distance can be
defined as

= ”Xa - Xi“z' (18)

Feasible set

FIGURE 1: Feasible set of ordinary node N, (top view).

Admissible
V2r, space

2R,;

Ni*

/,.*

FIGURE 2: Approximate intersections (top view).

Obviously, the desired position estimate is guaranteed to
be bounded by an admissible space which can be denoted as

>~

S0 = (i, < IXa =Xl <y} 09)

i=1

S(x) is the intersection of all the spherical caps of center X;
and R, =

dg;, . respectively. Clearly, S(x) has a complicated geo-
metrical shape (see Figure 1).

To reduce the computational burden, boxes approach
will be utilized to approximate the irregular intersection of
all feasible solutions. For each anchor ordinary pair, their
admissible space represents a region between two boxes of
length V2r,; and 2R ;, respectively (see Figure 2).

As we know, interval analysis is usually used to model
quantities that vary around a central value within certain
bounds. With simple operations, the interval analysis allows
to consistently deal with problems involving interval data.
Based on the interval analysis theory, the admissible space

and of internal and external radii r,; = d

ower

iy,



of N, to N; can be denoted by 9' = [9, 9], where 9 is
a closed and connected subset of R>, and 9 and 9" are the
minimal and maximal bounds of &', respectively. Set theory
operations, such as intersection, can be applied to intervals.
Consider two intervals 951 and 8‘112, and their intersection is
always an interval which can be denoted as 9; n 9£2 =[{9]
9e9 ,9¢d ,11. The intersection can be computed by

al’ a
9y n 9l = [max {9, 9%, | min {01, % 95,71]. 20)
Specifically, the area 9,; encircled by the circumscribed

and inscribed squares as shown in Figure 2, that is, N’
admissible space to N;, can be computed by:

Sui = [xa - Rai’xa + Rai] x [ya - Rai’ Ya t Rai]
1 1
X [Za - Rai’za + Rui] - [xi - E\/Erai’xi + E\/Erai
1\/— 1\/—
X [}’i 3 2y ¥ + 5 2rai]
l\/— l\/—
X [z,- -5 21, 2; + > 2rm»] .
(21)

Using the same previous method, we can get N ,’s another
admissible space. Finally, the feasible set W, an interval vector
set contains all the possible coordinates, can be obtained by
simple enumeration of the intersection points among the two
boxes.

Therefore, the feasible set S(x) of ordinary node N, can
be rewritten as

Q, = ﬁ{e e 990, =[9h 9]} (22)
i=1

Clearly, the intersection of all subfeasible set 9., is a set of
boxes. Regarding the coordinates of all subboxes’ centers as
samples of X, we can get a sample set

0={0,,0,,...,0,}, (23)

and the centre of ®, can be found by 97 = (9~ + 9%)/2. The
optimum point estimate, that is, the desired coordinates, can
be obtained by

k
—~ . * 2
X, = arg min 21_ (19 = Xill, = dai)

(24)
subject to X, € S(x).
Finally, the coordinates can be given as
X, =00 10.50.906). (25)

4. Performance Evaluation

In this section, we conduct extensive simulations to evalu-
ate the performance of our proposed localization scheme,
called Nonparametric Bootstrap Based Multihop Localiza-
tion Algorithm (NBMLA). All simulations are run in Matlab
R2012a. To reduce the influence of outliers, we take the aver-
age of 100 simulation runs as the final data points.
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® Ordinary node
Y% Anchor node

FIGURE 3: Topology of large-scale WSNs.

4.1. Simulation Settings. In our simulation experiments, 400
nodes with adjustable transmission range R are randomly dis-
tributed in a large-scale three dimensional region with a size
of 3000 m x 3000 m x 200 m (see Figure 3). We control the
density and connectivity of the network by changing the tran-
smission range while keeping the area of deployment the
same. Different anchor percentages are also considered in
our simulation. Besides our scheme, we also simulate an
improved localization algorithm named Taylor-LS for com-
parison which is almost the same as [12].

We mainly consider three performance metrics: localiza-
tion coverage, localization error, and time complexity. Loca-
lization coverage is defined as the ratio of the localized nodes
to the total sensor nodes. Average localization error is the
average distance between the estimated positions and the real
positions of all ordinary nodes. Distribution boxplots of node
localization errors show the average errors, median errors,
and maximum outliers. The analysis of time complexity
mainly focuses on the communication cost and computation
complexity.

4.2. Localization Coverage. In this subsection, we analyze the
performance of localization coverage with different network
connectivity and anchor percentage, respectively. Figure 4
shows the performance of localization coverage with chang-
ing network connectivity while anchor percentage is 15%.
We can observe that the localization coverage of our scheme
increases monotonically with the connectivity ranging from
4 to 13. But when the connectivity reaches a high value, the
coverage rate becomes relatively large and will not change
much after that. For example, when the network connectivity
is 10, the localization coverage becomes 97% and then changes
slower. The reason is that when the network connectivity
reaches a certain point, most nodes can get enough anchor
nodes by multihop approach and localize themselves.

As shown in Figure 5, the localization coverage of our
proposed scheme increases with the anchor number when we
change the anchor nodes from 20 (5% anchors) to 80 (20%
anchors) with step 10, while keeping the network connectivity
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FIGURE 4: Localization coverage versus network connectivity.
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FIGURE 5: Localization coverage versus anchor number.

as 9. We can see that when the anchor number reaches a
certain value, for example, 50 anchors, the coverage rate will
not change much after that. We can also see that when the
anchor rate is 15% and the connectivity is 9, our scheme can
localize more than 95% nodes in the large-scale WSNs. Com-
pared with the results of Taylor-LS, NBMLA can achieve bet-
ter performance in terms of localization coverage, especially
in the low anchor percentage situation.

4.3. Localization Error. As mentioned before, in complex
environment the ranging process usually encountered some
non-Gaussian noises which stem from multiple factors, for
example, multipath effect, multihop distance estimation, and
anisotropic network condition. This makes it harder for
ordinary nodes to get exact distribution characteristics of the
distance measurement noises. For comparison with classical

Average localization error

0.2

4 5 6 7 8 9 10 11 12 13
Network connectivity

-0- NBMLA (Gaussian)
--A- Taylor-LS (Gaussian)

—9— NBMLA (Rayleigh)
—A— Taylor-LS (Rayleigh)

FIGURE 6: Average localization error versus connectivity.

approaches and showing the performance of our algorithm
in non-Gaussian noises context, the measurement noise has
been assumed to follow Rayleigh distribution, with three
percent of real distances as the standard deviations. In other
words, the knowledge of the error bound roughly equals nine
percent of real distances. This is a reasonable assumption
and can be satisfied by the existing distance measurement
technologies when suffering multiple adverse factors.

Figure 6 plots the relationship between the average loca-
lization error and network connectivity when the anchor per-
centage is 15%. Besides the given Rayleigh distribution, we
also simulate a normal distribution noise situation with mean
value and standard deviation (10 m, 10 m) for comparison
with the classical approaches relying on normal distributions
hypotheses. We can observe that the average localization
error of our scheme decreases significantly with the increase
of network connectivity. It should be noted that our scheme
can achieve relatively high localization accuracy even with
low network connectivity. This indicates the good localization
performance of our proposed scheme in sparse region. And
it can be seen that our scheme outperforms the Taylor-LS
method in both Gaussian and non-Gaussian cases. It indi-
cates that our scheme is less affected by the variation of dis-
tributions.

In Figure 7, we vary the anchor percent, which is ranging
from 5% to 20%, and get the accuracy comparisons with
different anchors. For our scheme, with the number of
anchor nodes varying from 20 to 80, the localization error
decreases by 40%. However, the localization error of Taylor-
LS decreases only by 20%, when the network connectivity is 9.
This suggests that in sparse networks, our scheme can achieve
higher localization accuracy just by increasing a little number
of anchor nodes.

4.4. Discussions. Finally, we analyze the time complexity of
the schemes which mainly focuses on the communication
cost and computation complexity. For a network with M
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FIGURE 7: Average localization error versus anchor number.

anchor nodes and N ordinary nodes, the overall communi-
cation complexity of our scheme is O(MN). Firstly, NBMLA
needs the M times flooding initiated by M anchors to make
the ordinary nodes know their hop counts, whose overhead
is O(MN). Besides the flooding, our scheme requires each
anchor to propagate its hop counts to three or four hops’
neighboring nodes by a confined flooding. This also has
the overhead of O(MN). The communication complexity of
Taylor-LS equals to that of NBMLA. But when the algorithms
need more distance samples for parametric statistics or
location refinement, our scheme can achieve much lower
communication cost compared with Taylor-LS. This is due
to the fact that NBMLA obtained lots of distance samples by
bootstrap resampling approach rather than repeating com-
munication with anchors which introduces a large commu-
nication cost for Taylor-LS. This characteristic is particularly
important when the network is sparse. Of course, in this
case, the computation complexity of our scheme will be larger
than Taylor-LS, because the resampling process is necessary
when the original distance sample size is very small. For
example, if there are only 5 effective distance measurement
samples, the NBMLA needs to resample at least B times
(>200) for estimating parameter and constructing the CL
Thus, the computation complexity of NBMLA is O(BN).
Fortunately, in our scheme, the location estimate can be
obtained by simple enumeration instead of complex matric
arithmetic. And compared with the communication cost, the
computation cost of our method is moderate and acceptable.

5. Conclusions

In this paper, we present a novel multihop localization algo-
rithm which integrates the nonparametric bootstrap method
with interval analysis approach for large-scale WSNs in com-
plex environments. In the first phase, the nonparametric
bootstrap method is utilized to build confidence interval
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of distance form a small sample set of available measure-
ments with unknown noise distributions. On that basis, we
adopt interval analysis approach to estimate the positions of
ordinary nodes. The simulation results demonstrate that our
algorithm can get high localization coverage and accuracy
while resisting against the variation of unknown noise dis-
tributions. Compared with the traditional method, the pro-
posed method can greatly improve the average localization
accuracy. Further studies are being conducted to extend the
method to mobile WSNs in complex environments.
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In this paper, we propose an average connectivity degree cluster (ACDC) scheme gossip algorithm to improve the convergence
speed and the accuracy of the consensus, when a common decision is needed for a certain phenomenon in a distributed network.
We analyze the effects of the initial value, the network topology (regular and irregular), and the number of clusters on the algorithm
convergence rate as well as the accuracy of the value when reaching consensus. A utility function is developed based on two
parameters, iteration and relative error, to help the network designers make an optimal decision based on their requirements.
An irregular sensor model which is based on the degree of irregular (DOI) radius is introduced to evaluate the robustness of the
algorithm. The simulation results demonstrate that for any initial value and network topology, the proposed ACDC gossip algorithm
can yield results that are 50% closer to the real average value than the referenced standard gossip and grid cluster gossip algorithms.
With different DOI values, our ACDC gossip algorithm can still reach lower relative error compared with other gossip algorithms,

which demonstrates that our algorithm is robust enough to be executed in the network.

1. Introduction

The advancement of radio equipped modules and minia-
turization of electronic components motivate the develop-
ment of wireless sensor network (WSN) in which numerous
distributed sensor nodes are usually deployed to perform a
wide variety of applications, such as monitoring, surveillance,
security, health care, and load balancing [1, 2]. Nodes are
usually deployed randomly in an ad hoc manner, and for
certain tasks, the detection values at different nodes are con-
ditionally independent. Conventionally, tasks are executed in
a centralized manner that is straightforward to implement.
However, it is not scalable for an increasing number of nodes
and sometimes it is expensive and impossible to deploy and
maintain such a central controller [3]. Thus, the management
technique and distributed decision-making algorithm that
organize these multiple distributed agents to carry out a task
cooperatively have been extensively studied in recent years.
Individual detection by one node in the distributed dynamic
WSN system is not sufficient to perform decision making

without knowledge of the global network. A consistent deci-
sion must be reached among these geographically dispersed
sensor nodes through some type of information exchange
mechanism. This decision, based on common interests, is
referred to as reaching consensus using the detection values
of the sensor nodes.

Although the consensus algorithm has been thoroughly
studied in the control area, it is of vital important in the
distributed sensor network. It is acted as a way to achieve
globally optimal decision in a totally decentralized way,
without sending all the sensors data to a fusion center [4].
Recently, the most attractive consensus algorithm is the
gossip algorithm [5], where pairs of nodes are selected at
random to exchange and update their values. Compared with
routing algorithm, it is robust and easily implemented. It is
not necessary to put much effort on route discovery and route
maintenance, and it is a distributed iterative information
exchange scheme. However, random information exchange
between neighbors also leads to overhead and increases the
time to reach consensus in the network. In addition, the



connectivity of the network affects the accuracy of the final
consensus value. Therefore, the following two issues should
be taken into account when designing the gossip strategy in
the network.

(i) Decrease the amount of time required to reach con-
sensus, that is, the convergence rate of the algorithm

[6].

(ii) Improve the accuracy of the node value when reach-
ing consensus, that is, the convergence accuracy of the
algorithm.

Lots of research has worked on improving the conver-
gence rate of gossip algorithm. Geographic gossip, which
combined the gossip algorithm with geographic routing, was
recently proposed [7]. This algorithm increases the diversity
of the pairwise gossip operation by randomly choosing
pairwise gossip nodes within the entire network rather than
selecting them from adjacent nodes. The improved approach
of geographic gossip was path averaging [8], where the aver-
age was performed at each node along the route between
the exchanging pair nodes. However, in these two mecha-
nisms, the probability of packet loss increased when sending
messages along longer routes. Additionally, as the distance
between pairwise nodes that are exchanging information
increases, extra energy is consumed to set up and maintain
the two-way route between them. The broadcast gossip algo-
rithm which takes advantage of the broadcast characteristic
of the wireless medium was proposed [9]. This scheme
enables all the neighbors of the wake-up node to listen to the
data transmission and perform updates. The other approach
that makes use of the broadcast characteristic of wireless
medium was the eavesdropping gossip [10], where each node
can overhear the data broadcasted by its neighbors and the
exchange pair of one node is optimally based on all the data
that it received. Subsequently, cluster-based gossip algorithm
has been proposed [3, 11, 12]. In [3], each node had a timer
which was decremented by 1 at each time and the cluster
head was chosen as one node’s timer expires. This cluster
formation method is simple and easy to implement and to
distribute. However, it is impractical in reality because some
of the nodes may not have chance to join a cluster. In [11],
an algorithm that combines cluster and geographic routing
was proposed for a large-scale sensor network. The network is
firstly divided into grid clusters, and then the standard gossip
algorithm is executed to reach a local consensus in each
cluster area. A representative node is subsequently chosen
in each cluster, and pairwise gossip is executed among these
representative nodes via multihop routing until the consensus
goal is reached. However, in the cluster stage, the nodes are
divided into groups according to their locations. Thus, an
imbalance in node numbers in different cluster slows the
convergence rate for reaching consensus. In [12], the authors
analyzed the data transmission scheme in the cluster, based
wireless network, but they did not mention how to form a
cluster, and if the cluster head is collapses, the whole network
can no longer reach consensus.

Referring to cluster mechanisms, different cluster algo-
rithms are proposed. For example, the Lowest Identifier (LID)
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[13] which chooses the node with the lowest ID as a cluster
head is a simple clustering method. Its cluster formation
method is similar to [3] and its cluster head chosen method
is similar to [11]. Highest-Connectivity Degree Algorithm
(HCDA) [14] is a connectivity-based cluster formation algo-
rithm which is based on the neighbor number of a node.
In HCDA, there is no restriction on the number of nodes
in a cluster. When the number of nodes in one cluster is
too large, the burden of the cluster head becomes too heavy
which may lead to communication bottleneck. The lifetime
of the whole network is short because of the imbalance of
the network load. There are also some other algorithms, such
as distributed clustering algorithm [15], distributed mobility
adaptive clustering [16], and weighted clustering algorithm
[17] which introduce weight on the selection of a cluster head.
All of these above algorithms have not considered the impacts
of the number of nodes in one cluster on the network capacity
and throughput. Therefore, in this paper, we introduce a
throughput/capacity aware cluster mechanism for the gossip
algorithm and evaluate its convergence performance.
The contributions of this paper are the following.

(i) A new Average Connecting Degree Cluster (ACDC)
based gossip algorithm is proposed to improve the
convergence speed and the consensus accuracy.

(ii) Most research studies regarding consensus only con-
sider the network topology as a random geographic
graph (RGG). Few studies have considered the impact
of regular, random, and small-world graphs on the
convergence rate of consensus [18, 19]. No study
has analyzed the convergence rate for an irregular
network topology. Hence, in this paper, we investigate
the proposed gossip algorithm in irregular network
topology, such as C-shaped, I-shaped, and O-shaped
topologies.

(iii) A utility function that combines the convergence rate
and consensus accuracy is proposed to provide an
optimal choice reference for WSN users with regard
to their purposes.

(iv) An irregular sensor model is introduced to evaluate
the robustness of the algorithm.

This paper is organized as follows: Section 2 presents
the proposed network model and describes the problem
to be solved. Section 3 provides details about the ACDC-
based gossip algorithm. Section 4 summarizes the algorithm
performance evaluation and analysis. Section 5 presents our
conclusions.

2. Network Model and Problem Formulation

Assume that n static sensor nodes are independently
deployed in a unit square area and that the network topology
is represented as G = (V,r,E), where V = {1,2,3,...,n}
represents the set of nodes and r is the connectivity radius. A
pair of nodes (i, j) is connected and can directly communicate
with each other if their Euclidean distance is smaller than r.
The edge set is saved in E and the set of node’s neighbors in
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one hop is denoted by N(i) = {j € V; (i, j) € E}. The degree
of this node, which is equal to its number of neighbors, can
be defined as d; = [N(7)| [20].

Each node i in the network has an initial value x;(0),
representing an observation of some type. The initial value
vector of all these nodes can be defined as X(0) =
[x,(0), x,(0), ..., x,(0)]. In this paper, we deal with the aver-
age consensus which means that the consensus equilibrium
value is equal to the average value of the initial value held by
each node. It has been reported that the average consensus is
reached for the case in which the communication topology
is fixed and connected [21]. A connected network is one
in which a path exists between every pair of nodes [20].
The average of these values is X = (1/n) Y x;(0) [21].
At kth iteration, each node i maintains an estimation x;(k)
that is generally different from that of other nodes. A vector
X(k) = [x,(k),x,(k),...,x,(k)] is used to define the values
of all the nodes. Suppose the network is connected and the
communication relationship is symmetric; that is, node i and
node j can receive the information from each other correctly
based on the wireless link between them for a given time
slot. The ultimate goal of consensus is to drive the estimated
vector value x(k) infinitely close to the average vector X =
[X,X, ..., x] withaminimal amount of information exchange.
To match the distributed nature of WSN, an asynchronous
time model is adopted by the gossip algorithm to trigger the
node wake up and execute the gossip algorithm. The clock in
each node is assumed to have a tick rate based on the Poisson
process.

During the gossip algorithm process, at the (k—1)th itera-
tion, node i randomly chooses a neighbor node j to exchange
information, and their values are updated according to the
following equation:

[x; (k= 1)+ x; (k= 1)]
> .

The metric proposed in [20] is used to evaluate the
convergence rate of reaching consensus. This metric defines
the normalization of difference between consensus value and
the real average value.

@

x; (k) = x; (k) =

Definition 1. For the randomized algorithm using e as the
restriction on the calculation, for any 0 < ¢ < 1, the averaging
time T, (¢) is the earliest time at which the nodes’ value x(k)
is € close to the average vector with a probability greater than

1-¢[20]:
_ . o [ Ix (k) —X]|
T, (€) = x(sol)lgomf {k : Pr< X (0) %I > e) < s} .2

With (2), we define the purpose of the algorithm as satisfying
the probability in (2) with at least iteration number k. In
Section 3, we introduce a new algorithm to meet this goal.

3. Average-Connectivity-Degree-Cluster-
(ACDC-) Based Gossip Algorithm

In this section, we first introduce the average connectivity
degree cluster (ACDC) scheme. Then, based on this cluster

@ Cluster head (O Ordinary node
!\/ Y Cluster area E Network area

~-

<—> Symmetric link

FIGURE 1: Model of the two-tier system model.

mechanism, we execute the gossip algorithm in the network
to reach a consensus.

Assume that in an n-node wireless network, each node
has the capability of transmitting at C bits per second. It
has been shown [22] that the throughput obtained by a
node in the network for a randomly chosen destination is
only ®(C/+/n) bits per second with using a noninterference
protocol, even if the nodes are optimally located, the traffic
pattern is optimally assigned, and the transmission range is
optimally chosen. Note that the expression f(n) = @(g(n)) is
used as an asymptotic notation which means whenn — oo,
the function f(n) is equal to g(n) within a constant factor.

Suppose that the network is divided into m clusters. The
network system model is shown in Figure 1. Here, we define
the cluster level as the first tier. The cluster head level forms
the second tier. Assume that different clusters are connected
by a backbone network. Assume the throughput of each
cluster is C; (i € m). Then, the throughput of the network,
Cy, can be obtained by calculating the throughput of all
the clusters in the network during a certain time interval.
Usually, the throughput of each cluster is different because
the number of nodes in each cluster varies. Normally, the
affordability of backbone network is constant. Consequently,
when the throughputs of some clusters are much higher than
others, congestion arises in the backbone network. The whole
network may be even paralyzed in the worst circumstances.

Then, we define

Cr=mC; (Ci=Cpitj,i,jem). (3)

From the network perspective, the throughput of each
cluster should be [18]

S=0 <C—\/:_n> (bits/sec) . (4)

From the cluster perspective, the throughput of each node
is

S=0 < \/S/I_m> (bits/sec) . (5)
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F1GURE 2: Flowchart of the ACDC gossip algorithm.

The throughput of a cluster is composed of the through-
put of each node in the cluster. Thus, according to (3), (4), and
(5), we obtain

Cr iy G
Vm n/m
mC; C; (6)
= —L =mx ——
Vm Vn/m
= m = Vn.

Consequently, if the relationship between the number
of nodes and the number of cluster can be maintained as
described in (6), the network can be stabilized. The number
of nodes in the cluster can also be calculated as

no=L2=n. 7)
m

This cluster scheme is used to establish a stable cluster-
based network. Based on this cluster scheme, the load in each
cluster is the same. Compared with grid cluster based gossip,
this scheme alleviates the data transmission burden in certain
clusters. The flow chart describing this algorithm is given in
Figure 2.

In this algorithm, each node belongs to only one cluster.
Although we obtain the optimal number of nodes in each

100

90
80
70
60 H
50

Wide (m)

20 (K
30
20

10

Length (m)

FIGURE 3: Map of a random geometric graph.

cluster with the help of the backbone network, there initially
is no backbone network and or central controller in the
network. Knowing the degree of each node, the one with
the most neighbors is chosen as the cluster head. Then, the
nearest (+/n — 1) neighbors are chosen to form a cluster. The
reason that we choose the node with the most neighbors as
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the cluster head is that it is more convenient and faster to
broadcast the final decision to other nodes via the wireless
link connected between them. If there are less than (1/n — 1)
neighbors around the chosen cluster head, we will first form
the cluster and then choose the second highest degree node
in the network. Then, we can add some of its neighbors to
the cluster until the number of nodes in the cluster equals
to (v/n — 1). During the calculation, if we cannot determine
an integer according to the root square of (7), the number
that is closest to the root square can be selected as the
defined number of nodes in each cluster. After the cluster
formation, the remaining nodes choose the nearest cluster to
join. Consequently, variation in the number of nodes in each

cluster is small, and a balanced throughput can be obtained.
Note that the cluster is virtually formed in the proposed
method. The original connections between different nodes
in the network are not changed. When consensus is reached
in different clusters, the gossip algorithm is executed at
the cluster head level. Because the transmission radius of
each node is constant, information exchange between cluster
heads can only be accomplished by multihop transmission.
When consensus is reached at the cluster head level, the
cluster head broadcasts its value to the nodes that are located
in its cluster and directly connected to it. Nodes update
their values when they receive data from the cluster head.
However, if the node is not connected directly with the cluster
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head, it must obtain this new value through its neighbors.
In Figure 2, the part circled in red dash is ACDC cluster
formation process.

4. Numerical Results

The performance of the gossip algorithm is evaluated based
on the system model developed in the previous section.
Suppose that 100 independent nodes are randomly deployed
in a 100 x 100 m? area and that each node has a transmission
radius of 30 m. The convergence rate and convergence accu-
racy of our proposal are compared with those of the standard
gossip algorithm [20] and the grid cluster gossip algorithm

[10]. In the standard gossip, a node randomly chooses one of
its neighbors with which to perform information exchange.
In the grid gossip algorithm, the whole network is first split
into grids with equal areas. Because the network area is
square, the number of grids into which the network area
can be divided is I* (I is a positive integer, [ € N™). Here,
if I = 2, 3, and 4, the square network area is divided into
4, 9, and 16 grids accordingly. In the ACDC algorithm, a
cluster is divided according to the number of nodes in the
network. Hence, according to (7), there are 10 clusters in the
ACDC algorithm consisting of 100 nodes deployed within
the network. A representative node in each grid is chosen to
execute the communication with nodes in the first and second
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tiers. During the simulation, we set the iteration number K =
2000 and the relative error constraint y = 0.0001.

4.1. Convergence Performance Evaluation. The relative error
is defined in (8). This expression is used to represent the
closeness of the consensus value to X after determined
amount of iterations:

_ lIx (k) — x|

S = ®)

err

Based on different initial values, Gaussian distribution,
independent identical distribution, and linear variation, the
performance is evaluated using the Monte Carlo method.

The same boundary is set for the above three types of initial
value distributions. The convergence rates based on regular
network topology (e.g., random geometric graph (Figure 3))
and irregular network topology (e.g., C-shaped, I-shaped,
and O-shaped (Figures 5-7)) are also evaluated.

Based on the network topology in Figures 3 and 4 shows
the convergence rates of standard gossip, grid cluster gossip,
and the proposed ACDC gossip algorithm. The following six
conclusions can be derived from Figure 4.

(1) In Figure 4(a), the convergence rate comparison ini-
tialized with linear variation is presented. The con-
vergence rate of the cluster-based gossip algorithm is
observed to be faster than that of the standard gossip



8 International Journal of Distributed Sensor Networks

O-random deployment

100 10° VNN
90 1071 E 4
80 f 1072 4
70 "
107 3
,é\ 60 & 5
= o] -4 L -
2 50 s 10
E
Z 40 5107 E
L
~
30 F 10—6 - 4
S
NS
20 TINESK]
”\V 2 107 F 4
0 — s — 1078 . . . . . . . . .
0 10 20 30 40 50 60 70 80 90 100 0 200 400 600 800 1000 1200 1400 1600 1800 2000
Length (m) Number of iterations
(a) (b)
O-random deployment O-random deployment
0 0
10 T T T T T T T T T 10 T v - v
10tk 107"
ol Hﬂ—ﬂw 102k 9
, 107k 3
5 107 F 4 5
5 5107 3
£ 107t E
< S 107F
Q
#o0t { =
10°F ;
6| |
10 1077 F ]
107 A A A A A . . . . 10- L L L L L L L L .
0 200 400 600 800 1000 1200 1400 1600 1800 2000 0 200 400 600 800 1000 1200 1400 1600 1800 2000

Number of iterations Number of iterations

—— Standard gossip
—&— 4-grid cluster gossip
—5— 9-grid cluster gossip —=- 9-grid cluster gossip

() (d)

FIGURE 7: (a) O-shaped network topology. (b) Convergence rate comparison with initialization using linear variation. (c) Convergence rate
comparison with initialization using Gaussian distribution. (d) Convergence rate comparison with initialization using independent identical
distribution.

16-grid cluster gossip
—o— ACDC gossip

—+— Standard gossip
—&— 4-grid cluster gossip

16-grid cluster gossip
—o— ACDC gossip

algorithm. Based on 2,000 iterations, the ACDC gos-
sip algorithm is nearly 50% closer to the real average
value than the grid cluster-based gossip algorithm
with 4 grids. However, it takes a longer time for
the ACDC algorithm to reach consensus compared
with other grid gossip algorithms. For example, 410,
620, and 780 iterations are needed for the 9-grid,
4-grid, and 16-grid cluster-based gossip algorithms,
respectively, to reach consensus. However, nearly
1,010 iterations are needed for the ACDC gossip
algorithm to reach consensus.

(2) In Figure 4(b), the first 100 iterations of Figure 4(a),

representing intracluster gossip are shown. In the first

30 iterations, the 16-grid gossip algorithm is observed
to be faster than the other algorithms. This result
is due to the presence of 16-pair nodes exchanging
information at the same time in the former algorithm,
whereas there are 4, 9, and 10 pairs of nodes in 4-grid,
9-grid, and ACDC algorithms, respectively. Based on
this figure, 35, 35, 90, and more than 100 iterations
are required for the ACDC gossip, 16-grid gossip, 9-
grid gossip, and 4-grid gossip algorithms, respectively,
to reach consensus in each cluster. Therefore, during
the intracluster gossip, the relative error of 16-grid
gossip algorithm is less than that of the ACDC gossip
algorithm in the same iteration, which means that the
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®3)

convergence rate of the 16-grid cluster based gossip
algorithm is faster than ACDC gossip algorithm.
Similar results can be obtained for the comparison
between the 16-grid and 4-grid gossip algorithms or
16-grid and 9-grid gossip algorithms. Please refer to
the appendix for the proof.

In Figure 4(a), the area circled in blue represents
intercluster gossip. During this period, there are 16,
9, 4, and 10 cluster heads for the 16-grid, 9-grid, 4-
grid, and ACDC gossip algorithms, respectively, in
the second tier. At each iteration, only two cluster
heads are chosen to exchange their information. The

values of all other nodes in the network are kept
constant. Therefore, the variation in the relative error

is notably small.

(4) In Figure 4(a), the area circled in purple indicates

the broadcast period. In this period, the cluster head
broadcasts consensus value to nodes in its cluster area.
All of the nodes in the network update their value at
the same time. Hence, there is a rapid decrease in the
relative error.

(5) In Figure 4(a), the area circled in yellow illustrates

the stabilized period, which means that consensus
has been reached. As shown in the figure, the relative



10
TABLE 1: Parameters of iteration and relative error.
Topology Algorithm Iteration ~ Relative error
Standard gossip 2000 1.62 % 1072
Random 4-grid gossip 640 13%107°
geometric graph 9-grid gossip 440 8.2874 % 107
16-grid gossip 630 2.771 % 107"
ACDC gossip 780 3.2186 * 107
Standard gossip 2000 0.2.222 % 107"
4-grid gossip 840 1.19 % 107
C-shaped 9-grid gossip 1010 0.05.27 * 1072
16-grid gossip 1600 3.37 % 107
ACDC gossip 1800 5.1369 * 10~
Standard gossip 2000 6.34 % 107
4-grid gossip 900 1.19 % 1072
I-shaped 9-grid gossip 550 2.177 % 107"
16-grid gossip 1170 1.153 % 107"
ACDC gossip 1050 4.9625 * 10~°
Standard gossip 2000 9.23 % 107
4-grid gossip 710 8.07 % 107
O-shaped 9-grid gossip 540 22 %107
16-grid gossip 1140 2.215 % 107"
ACDC gossip 970 2.8143 % 107°

error of the ACDC gossip algorithm is 107 after 2,000
iterations, which is much lower than those of the
grid gossip (approximately 10%) and standard gossip
(10717 algorithms.

(6) In Figure 4(c), the results for an initial values with
Gaussian distribution and a comparison of the con-
vergence rates for different gossip algorithms are
shown, and Figure 4(d) compares the convergence
based on initialization with independent identical
distribution values. The results shown in both of
these two figures confirm that the proposed algorithm
can attain higher convergence accuracy than the
conventional algorithms, which is independent on the
initial values. The consensus value and the relative
error vary with different initialization values.

In Figure 5, the convergence rates based on a C-shaped
network topology are illustrated. Based on this figure, the
ACDC-based gossip algorithm is able to achieve a much
lower relative error compared with other gossip algorithms,
indicating that the value held by each node is much closer to
the desired value.

In Figure 6, the convergence rates based on an I-shaped
network topology are shown. For an I-shaped topology, the
relative error for the cluster-based gossip algorithm with 9
grids is the most inefficient. The second worst relative error is
observed for the 16-grid cluster-based gossip algorithm. Fur-
thermore, the 4-grid cluster-based gossip algorithm reaches
consensus more quickly compared with the ACDC gossip
algorithm, but the relative error of the latter algorithm is 50%
lower because the number of nodes at the cluster head level
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in the 4-grid gossip algorithm is less than that in the ACDC
algorithm.

In Figure 7, the convergence rates based on an O-shaped
network topology are presented. The results for an O-
shaped topology also demonstrates that the proposed ACDC
algorithm is superior to the referenced algorithm with regard
to accuracy. The 16-grid cluster gossip algorithm is the slowest
scheme to reach consensus for this topology.

Based on the results presented in Figures 4-7, it can be
concluded that our ACDC gossip algorithm is superior to
the referenced algorithms in terms of convergence accuracy.
This incense in accuracy is because the algorithm’s accuracy is
primarily based on the cluster scheme. In particular, in irreg-
ular network topologies, the grid cluster is divided according
to node locations. There are clusters with no nodes or small
numbers of nodes in an area. The imbalanced number of
nodes in different clusters results in a lower accuracy in the
final consensus value. For example, in the C-shaped topology,
there are steps observed in ACDC gossip which is shown in
the green line because several loops are executed to reach
consensus in each of the first 2,000 iterations. We can also
observe that the increase in the number of clusters in the grid-
cluster gossip algorithm would not improve the convergence
consensus accuracy. Therefore, we omit the simulations when
the network is divided into 25 or even more grids.

4.2. Utility Comparison. A utility function is developed to
evaluate the efficiency of these algorithms. We define the
ability with the mathematical formula in (A.7). This function
consists of two parameters, iteration and relative error. Here,
we define the iteration as t, while the relative error as e:

U=a- @ + (1 - ) - (-log,ee)

ael0,1], (9)
where « is a weight parameter that represents the importance
placed on iteration or relative error by users. In this equation,
when the ¢ value is smaller, the value of U will be larger.
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Alarger value of U can also be obtained with a smaller e value.
According to this equation, the network designers can find an
optimal pair of values from which they can obtain the highest
utility. The consensus iteration number and relative error of
Gaussian distribution for different topologies are given in
Table 1.

Using the simulation results in Table 1 as parameters for
our utility function in (A.7), we obtain the graphs in Figure 8.

Based on Figure 8, it can be concluded that, when « is
greater than 0.6, that is, the network designers pay much
more attention on the convergence rate, the 4-grid gossip
algorithm is a better choice in the C-shaped network topol-
ogy, while the 9-grid gossip algorithm is a better choice for
attaining higher utility in other types of topologies. When

the accuracy requirement is not very strict and minimizing
the amount of the time spent on data transmission is desired,
a grid cluster-based gossip algorithm is the superior choice.
If « is less than 0.6, the network designers place greater
importance on the accuracy of the executed algorithm. The
utility of our proposed algorithm is much greater than that of
the other algorithms making it a viable choice.

4.3. Robustness Analysis. Robustness in WSN means how
the algorithm is capable to perform in some situations,
such as packet loss, node death, or node mobility. For node
death and node mobility, the gossip algorithm executes data
change with random pair of nodes to combat the topology
change. It is not necessary to consider the routing protocol.
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TABLE 2: Parameters of DOI and relative error.
Topology Algorithm Relative error bol
0 0.5 1 2 3
Standard gossip 1.62 * 107> 239% 1072 442%107° 1.49 % 1072 1.07 1072
, 4-grid gossip 13%107° 49107 131%10°  13%107 33 %107
Random geometric ) ) ~ 5 i 3 5
graph 9-grid gossip 8.29 + 107 3.25% 10 1.47 % 10 5.8 % 10 1.42 % 10
16-grid gossip 2.77 % 107! 284%107%  1.93%10°  37%107%  293%107°
ACDC gossip 322107 357 %107 4.07%10°  241%107°  329%107°
Standard gossip 222 %107 411%107% 322107  392%102  27%10°
4-grid gossip 1.19 * 1072 8.9 %107 8.9 %107 8.9 %107 8.9 %107
C-shaped 9-grid gossip 527 % 1072 3461072 347% 107 346107 347 %107
16-grid gossip 3.37 % 107 629% 1072 629107  629%107% 628107
ACDC gossip 514 %107 211%107°  26%107° 132107  3.63%107
Standard gossip 6.34 % 107 3.02# 107 515%1072 3.84%107% 214107
4-grid gossip 1.19 * 1072 159%107°  1.99% 107 09107  1.81% 107
I-shaped 9-grid gossip 2.18 % 107! 1.68 %1070 235%10"  1.99% 107 878 %107
16-grid gossip 1.15 % 107" 64107  1.62%107  414x 107 222107
ACDC gossip 4.96 % 107° 302107  281%10°  33%10° 2.7%107°
Standard gossip 9.23 % 1072 296+ 1072  1.8%10%  554%1072  7.11%107°
4-grid gossip 8.07 1072 6.1%107° 48 %107 7.9%107° 7.8%107°
O-shaped 9-grid gossip 22 %1072 1.88 %107 503%1072 1.48%107%  212% 107
16-grid gossip 222 %107 372%107%  133%107"  1.13%107"  3.86% 1072
ACDC gossip 2.81%107° 125%107 2.04%10°  212%107  1.99% 107

If some of the neighbors around one node die or move out
of the communication range of the node, it can pick up the
other neighbor to exchange information. Here, we do not
consider the isolated node case. Therefore, all the algorithms
mentioned in this paper are robust to the network topology
change.

Packet loss is usually caused by variation in wireless
links. The radio irregularity of each node, which is caused
by the propagation medium and hardware devices, is the
main reason for the asymmetric links [23]. When a signal
propagates within a wireless medium, it may be reflected,
diffracted, and scattered [24]. Reflection occurs when a signal
wave impacts on an object which has larger dimensions than
the wavelength of the signal. It usually occurs with impacts
with the surface of the earth, buildings, and walls. Diffraction
occurs when the signal is obstructed by a sharp irregular
surface and scattering occurs when the medium through
which the signal wave travels contain a large numbers of
objects with dimensions that are smaller than the signal wave-
length. Consequently, the transmission radios in different
directions are various. The other reason of irregular radius is
the hardware difference of each node, especially the antenna
gain, even if the manufacture is the same.

To evaluate whether our algorithm works well in an
irregularity radio scenario, we introduce the irregular sensor
model which is proposed in [25]. For each sensor node, the
radio propagation range is predefined as R, and the effective
radio range R, is defined by the Gaussian distribution with
a mean of R and a standard derivation of DOI, where DOI

represents the degree of irregularity of R.¢. Here, we define
the range of R is from R ;, = R—3 * DOl to R,,, =
R+3 % DOL

The DOI model defines an upper and lower bound on
signal propagation. If the distance between two nodes is no
larger than R, ;,, we assume that the wireless link between
these two nodes is symmetric which means they can receive
each other’s data correctly. If the distance between two nodes
is beyond R, there is no communication between them. If
the distance between two nodes is between R, ;, and R, ., we
assume there are three kinds of possible scenarios, symmet-
ric communication and asymmetric communication, which
means one node can receive the other node’s data correctly
while opposite link is disrupted, and no communication.

We defined DOI = [0,0.5,1,2,3], where DOI = 0
means the transmission radius is constant. When DOI =
[0.5,1,2,3], the relationship between R, R, and R, is
shown in Figure 9.

Table 2 and Figure 10 show the relative error value when
the network reaches consensus along with the change of
DOI. Compared with other gossip algorithms, we find that
no matter what kind of network topology, our algorithm
performs with the least relative error value, nearly 10~ times
smaller than the other algorithms.

min>

5. Conclusions

In this paper, we investigated the convergence rates of gossip
algorithms in a dense, randomly deployed WSN with three
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types of sensor observation attributes. The use of an average-
connectivity-degree-cluster (ACDC-) based gossip algorithm
was proposed to improve the convergence rate of consensus
decisions. We analyzed the effects of sensor observation
attributes, network topology, and the number of clusters
on the convergence rate that reached consensus. We also
developed a utility function that considers the number of
iterations and relative error. An irregular sensor model is
introduced to evaluate the robustness of the algorithm. The
simulation results show that the proposed ACDC gossip
algorithm is much more accurate than the standard gossip
and grid cluster-based gossip algorithms for any type of
topology. When users place more importance on the algo-
rithm accuracy, the proposed ACDC algorithm should be
selected. However, if minimizing the amount of time spent
on information transmission is desired, the 4-grid or 9-grid
cluster-based gossip algorithms are better choices. We also
analyzed and proved that our ACDC algorithm is robust
enough in all the network topologies used in this paper. In
the future, our objective will be to improve the convergence
rate of the proposed algorithm.

Appendix

This appendix is used to prove that the convergence rate
of 16-grid gossip is faster than the other gossip algorithms
during the intracluster communication period. Take the 16-
grid gossip and ACDC algorithms as examples.

From the kth iteration to the (k + 1)th iteration, there are
16 pairs in the first tier of the 16-grid cluster:

) ||X(k+ 1) —Y“

B RORY

. — . (A1)
- \/Z?ﬂ (x; (k) =%)" + 2;1 (xj (k+1) - E)
_ [x© -]

There are 10 pairs in the first tier in ACDC cluster:

||X(k+ 1) —Y||

BN FORS

- \jZ?Bl (xi (k) - E)Z + 2;21 (xj (k+1)- §)2
i [x©-X]

(A.2)

To compare (7) and (8), we need to compare
VIR () =% + 208, ek + 1) - %) and
VIR GeilR) — % + 310, ek + 1) - %02,

The value of each node at the kth iteration is assumed to
be equal in both 16-grid and ACDC schemes.
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We then obtain

10

90
\j;(xi k) -%)7+ Y (xj(k + 1) - %)

j=1

i=1 i'=1 j=1

84 6 10 R
=D ) =%+ Y (xp (k) - %) + Y (xj (k+1) - %)

84 N 16 5
Y (xilk) - %) + Y (xj(k +1) - %)
i=1 j=1

84 N 6 ) 10 2
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The 2}21 (xj(k+ 1)-%)* partin (9) and (A.1) are supposed
to be equal. Thus, we only need to compare Zf:;l (x; (k) - E)Z
and Y'5r_, (e (k +1) = %)

Using (1), we obtain
X (k) + le (k)
—

Xin (k + 1) = (A4)

Then, the comparison is equivalent to the comparison
between (x; (k) - X)* + (x (k) - X)* and 2(xr (k + 1) - X)°.
If we denote

fi = (0 (k) = %) + (x (k) - %)

2
>

£, =2(xp (k+1) = %), (A.5)
azxi,(k), b:le(k), c=X.
We obtain
2
f=fi-fo= @m0t s 6- o] -2 220 )
=a* +b* + 2% - 2ac - 2bc
A.
_a2+b2+4c2+2ab—4ac—4bc (4.6)
2
_ a* +b* - 2ab 3 (a-b)*
B 2 2
Because a#b
f=fH-£>0
(A7)

= fi> fo

Therefore, we can conclude that the in the first 100
iterations, 16-grid gossip performs faster than the other
algorithm. Similar results can be obtained compared to the
16-grid gossip and other grid gossip algorithms.
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Currently, maritime search and rescue (MSR) is mainly depending on the search party, while the searching objects are waiting
passively. Therefore, a new method of MSR which is based on the wireless sensor network (WSN) techniques is proposed in this
paper. WSN could be self-organized into network and transmit nodes information, such as position information, for search party
to accomplish the search and rescue work. However, the application encounters the problems of dynamic adaptability and life cycle
limitation at sea. An energy dynamic distribution and optimization algorithm (EDDO), which is based on genetic algorithm (GA),
is presented to handle with these problems. The algorithm satisfies the connectivity and energy saving of the network, and the GA
with elitism-based immigrants approach is put forward to optimize the poor individuals when the positions of some nodes have
changed. Simulation results show that the algorithm can quickly adapt to a dynamic network and reduce energy consumption at

the same time.

1. Introduction

Maritime search and rescue (MSR) generally searches the
targets by the technology of satellite and radar. There are
some new technologies that have been applied to MSR, such
as machine vision. However, the search work is dependent
on the effort by the search and rescue party, and the rescue
targets can only passively wait for the search and rescue. In
recent years, with the development of the wireless sensor
network (WSN), there are improvements both in computing
ability and energy consumption of sensor nodes. This will
be helpful for its application in MSR. In MSR-WSN, the
sensor nodes were put in the life jackets and can be organized
into an ad hoc network. The network locates its nodes and
transmits the data of position to the sink nodes which
were put on the survival craft. The sink nodes transmit
the data to the base station of the SAR ships first, and
then the search and rescue network center can receive the
information about the targets. By this way, it will be much
more quickly and accurately for the rescuers to find the
targets.

Wireless sensor networks are suitable for the application
of maritime search and rescue because of its features such
as self-organization, self-adaptive, multihop, and robustness.
In the circumstances of MSR, there is not have any base
station, and nodes are highly dynamic and requires smaller
size and longer lifetime. However, related researches do not
pay enough attention to the application environment of MSR
where WSN’s nodes could not be replaced and they are
moving all the time at sea. Therefore, it is crucial for nodes
that their transmit power can adapt to dynamic environmen-
tal changes, the network lifetime can be extended, and the
connectivity can meet the requirements at the same time.

Evolution algorithm (EA) is a bionic algorithm based on
nature selection in biological evolution theory. EA has a good
adaptability to complex engineering optimization problems.
There are many researches about the EAs in topology control
and covering algorithm of WSN. In MSR-WSN, the topology
will change and the energy deployment will not be suitable for
the topology when the environment changes. The most sim-
ple and direct way of energy deployment is to restart the EAs
from scratch in case that an environmental change is detected.



But it is more efficient to develop other solutions which make
use of knowledge gathered from the original environments.
Elitism-based immigrant scheme is a representative one in
dynamic environments.

The remainder of the paper is organized as follows.
Section 2 introduces the related topology control and is opti-
mized by EAs and energy-based topology control in WSN.
Section 3 presents the proposed WSN energy distribution
and optimization solution at sea which is based on the genetic
algorithm (GA) in EAs. Section 4 introduces the setup of the
simulation and the results of analysis. Section 5 concludes this
paper and suggests some topics for future research.

2. Related Work

Many studies in MSR research the runaway boat drift model
or the best search area via applying the operations research,
fuzzy mathematics, fluid mechanics, simulation theory, and
so on. There are also some methods which introduce the
new information techniques into MSR, for instance, the
computer simulation method based on Monte Carlo. Others
about multispectral analysis, machine vision, and satellite
remote sensing technology are also explored in MSR [1, 2].
A common defect exists in this technology that the targets
can only passively be searched; the searching objects cannot
send their location information to the search and rescue
party.

WHSN is capable of real-time monitoring and collecting
the objects information and can send the information to
gateway nodes. The rapid and self-organization deployment
and network survivability features of WSN will meet the
environment and application characteristics in MSR. Kim
et al. [3] designed a kind of equipment which can send
GPS location information and mayday distress signal to help
locate victims in offshore area; they also referred to WSN
technology, but the key technical issues, such as how to
organize the network, are not addressed.

An important purpose of wireless sensor networks topol-
ogy is to extend the life cycle of the network as possible. In
MSR-WSN, the lifetime of the network is also very important.
In [4], the optimal coverage problem was taken as a 0/1
sequence problem in which “0” stands for the node was sleep-
ing, “1” stands for the node was working, and the evolution
algorithm was adopted to optimize the 0/1 sequence. This
method can save the energy effectively, while in MSR-WSN
there will not be so many nodes to make some of them sleep,
and no one in water can lose the connectivity with others; thus
the sleeping mechanism is not the best one. Konstantinidis
and Yang [5] defined the dense deployment and power
assignment problem (d-DPAP) in WSNs and proposed a mul-
tiobjective evolutionary algorithm based on decomposition
(MOEA/D) hybridized with a problem-specific generalized
subproblem-dependent heuristic (GSH). In their method, the
d-DPAP is decomposed into a number of scalar subproblems,
and the subproblems are optimized in parallel by using neigh-
borhoods information and problem-specific knowledge. But
this method does not take full account of the dynamic of the
nodes.
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The algorithms DRNG and DLMST were proposed in
[6], and they are based on the proximity graph theory.
In both algorithms, each node collects the information of
the surrounding neighbors and then determines their own
transmit power to ensure the connectivity of network. Chen
et al. [7] proposed the SPAN protocol in which each node
can sleep if its two random neighbors can communicate with
each other; otherwise the node must be in working state. In
the ASCENT [8] protocol of Cerpa and Estrin, the nodes
can determine the working state of their own according to
the detected local communication situation and decide the
transmit power according to the packet loss rate.

Glauche et al. [9] defined critical node degree as the
required size of the node degree that can keep network full
connectivity. On the account that they proposed a distributed
algorithm to ensure that the ad hoc network can communi-
cate, the algorithm adjusts nodes’ communication radius to
guarantee the satisfaction of the critical node degrees. Jiang
and Bruck [10] controlled the network topology by adjusting
the radius of nodes communication and proposed an algo-
rithm to ensure that any source node can communicate with
the sink node. But in this paper, the algorithm does not take
account of the energy savings and the network lifetime. Liqun
etal. [11] proposed a power control method based on contin-
uous time slot scheduling and proved the NP-completeness
of it. This method requires the network to maintain strict
time synchronization, and the fairness between the nodes
is not considered. The application-oriented fault detection
and recovery algorithm (AFDR) [12] is mainly to limit the
impact of critical node failure on coverage and connectivity in
wireless sensor and actor networks (WSANS). The algorithm
needs a moving backup actor to detect the critical node
failure, and then the recovery process is initiated, yet the
backup actor in MSR-WSN is not practicable because sensor
nodes cannot move by themselves and cannot be replaced.

All of these researches are very helpful for the topology
control of our MSR-WSN, but they are mainly for static
wireless sensor networks and have a poor adaptability for
MSR-WSN. For instance, the methods in [4, 7] could extend
the lifetime of the network, but sleeping mechanisms is not
suitable for MSR-WSN. Therefore, it is necessary to carry
out specific research related to the two requirements that
are higher dynamic adaptability and longer lifetime of MSR-
WSN.

3. Model and Algorithm Design

3.1. System Model. In this section, we present our network
model and then formulate the problem of energy dynamic
distribution and optimization of nodes in the MSR-WSN.

In the MSR-WSN, there have been a certain number
of homogeneous sensor nodes and a small amount of sink
nodes. The sensor nodes are placed in lifejackets with limited
energy, and the number of them is N. The sink nodes are
placed in survival crafts with unlimited energy, and they can
move by themselves. Sensor nodes can be organized into a
network and identify the sink node which has entered the
convergence range of the network. The sensor nodes transfer
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data to the sink node after identifying the sink node. The
sensor nodes are responsible for regularly transmitting the
information, such as nodes’ location or monitoring data, to
the sink node. Each sensor node communicates to the sink
node directly or in the form of a multihop. The network
topology dynamically changes as the movement of sensor
nodes and sink nodes. Then the energy distribution should
change with the topology, so that the energy can be saved,
and consequently the lifetime of network can be extended.
We assume a perfect medium access control, such as
SMAC [13], which ensures that there are no collisions at any
sensor during data communication, and we adopt the simple
but relevant path loss communication model as in [14]. In this
model, the transmit power level that should be assigned to a
sensor i to reach a sensor jis P, = f3 x dfj‘., where o € [2,6] is
the path loss exponent and 3 = 1 is the transmission quality
parameter. The energy loss due to channel transmission is
d;, d;; is the Euclidean distance between sensors i and j, and

i . . . . i
R- = d,-]- is sensor i’s communication range, s.t. Rp < R,
where R, is a fixed maximum communication distance,
which is constrained by the maximum power that sensors can
transmit, that is, P, ..

The residual energy of sensor i, at time ¢, is calculated as
follows:

E (t)=E; (t-1) - [(7’;‘ (t)+1)><Pi><amp], (1)

where (r;(t) + 1) is the total traffic load that sensor i forwards
towards H at t, r;(t) is the traffic load that i receives and
relays, “+1” is the data packet generated by i to forward
its own data information, and amp is the power amplifier’s
energy consumption. In EDDO, we assume that the region A
is large and N is relatively small. Consequently, the sensors
should spread and communicate through long transmission
distances. Thus, the energy consumed by the transceiver
electronics is negligible and can be ignored because the
transmit power is the main factor on sensors’ total energy
consumption [15, 16].

3.2. Problem Formulation. The problem of energy distribu-
tion and optimization is given as follows:
(i) A:a2D plane, where the sensor nodes are distributed;
(ii) N: the number of the sensor nodes in region A;
(iii) E: the initial energy of sensor nodes;

(iv) R.: the maximum communication distance of the
sensor nodes;

(V) P . the maximum emission energy levels.

ax*
Decision variables of a network design X as follows:

(i) (xj, yj): the location of sensor j;

(ii) P;: the transmission power level of sensor j.

Objectives are to maximize connectivity and minimize
energy consumption of the network.

The network connectivity is defined as the fact that
each node can communicate with the sink node directly or

indirectly, and the network energy consumption is defined as
the sum of all sensor nodes’ emission energy.

Connectivity: for any ¢;; € c™M)1 < j < N, H is the
sink node, there is ¢ =1, C™ is the connectivity matrix of
the network, and ¢;; is the connectivity status of a sensor j,
which is denoted as:

p— 1’
Cipg = 0.

where sensor j directly communicates with H, or if it
sustains some neighbors with positive advance towards H
(i.e., neighbors are closer to H than j [17]), considering the
many-to-one communication nature of WSNs as follows:

if j is connected;
/ 2)

otherwise,

Energy consumption : E_;, =

3)

min {P, + Py + -+ P+ Pyl

During the process of EDDO, cj; = 0 represents that
sensor j is disconnected, then the transmit power P; of j
should automaticly convert to Py, ;. This process is repeated
until¢;y; = Lori = n.Ifi = nand ¢;y = 0, it means that sensor
j is not within the scope of cover. In this case, sensor j should
send information by the transmit power P, at intervals until

Cip = 1.

3.3. Solution Representation and Ordering. In this paper, a
candidate solution X consists of N items which correspond-
ing to the N sensor nodes. The jth item of X has two parts,
which represent the location (x;, y;) and the transmit power
P; of sensor j, respectively.

The location (x;, y;) is assumed that has been obtained
by the GPS, and it will change with the environmental
conditions. The moving of some nodes may lead to the
transmit power to be reallocated. The location information
in solution X will affect the local topology of node j, and it
can help the objective function to evaluate or select a new
solution. It mainly depends on the value of P;; that whether
X is the optimal solution, the nth transmit power of sensors
is the selection content of an operator, P; is the ith transmit
power of sensor j, and it belongs to n items which are from
PytoP, Py =0,P, = P,,.. P, = 0 means that sensorj is
disconnected. Dividing the transmit power into n levels is in
order to operate on the genetic coding conveniently.

3.4. The Energy Distribution Based on Genetic Algorithm. In
recent years, genetic algorithm (GA) is a popular optimized
method which has a parallel search and group optimization
features. GA is a kind of bionic algorithm; this type of
algorithms can solve many complex engineering problems
without the mathematical properties of them.

3.4.1. The Algorithm Coding Mapping and Population Initial-
ization. According to the real-coded ideological of K. H.
Jin, each individual represents a power allocation scheme of
MSR-WSN. The genome of the population of individuals is

g=1{C,,Cyy...,Cx}, (4)
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FIGURE 1: Initial solutions X of N individuals (Pareto charts).

where chromosome C; = P;, and P; is the transmission power
of the sensor node j. If C; = 0, then the chromosome is
empty which represents that sensor j is disconnected. The
genome can not only indicate node power allocation scheme,
but also indicate the number of the activity sensor nodes in
the communication network.

xj(t) is the jth individual in the population t, and xj(t)
contains # genes as follows:

x5 (1) = (215 (1), 25 (1), %, (1)), )

where j = 1,2,...,Nand t = 1,2,...,t,,.. # is the number
of the chromosome in the individual and the number of
variables in the vector, N is the population size, t,,,, is the
maximum evolution generation, and gene x;;(t) corresponds
to P;.

During the population initialization process, each node
determines its own transmit power according to the distance
of the sensor and H or the distance between sensors. Firstly,
the sensors are sorted based on their distance to H such as
Algorithm 1 referenced [18], where 1 is the closest and N is
the farthest sensor location with respect to H, respectively.
X is showed in Figure 1, where the transmission power of
each of the node j is proportional to the transmitting radius
RL,R. < R, R. needs to meet the condition that sensor j
can connect to its closest node k (k < j), and the X is initially
generated as follows.

Algorithm 1. 'The representation process for each solution Y

Input: A solution Y;
Output: A solution X;

Step 1: Calculate the dense-to-spread ordering of Y to
get X;

Step 2: for each (xj, yj) in X do

(24
(djn)
if (iCH’ yrr) is j’s closestlocation, d; 1y < Ry
Pi=1(du)
if (x4, ¥i) is j’s closestlocation, k < j, P, #0,
dj’k S Rmax-

(6)

This process of topology generating is simple and conve-
nient, but it does not have the dynamic adaptability and is not
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conducive to the followup topology control. In MAR-WSN,
the sink node H can move freely, and the sensor nodes will
move with water waves. Therefore, the distribution of node
power should be optimized constantly as the time goes by, so
that the energy consumption level of each node can adapt to
the network well.

3.4.2. The Selection of the Objective Function. For the given
solution, we need to accurately estimate its quality (fitness
value), which is determined by the fitness function. In this
paper, we aim at finding a solution which ensures the nodes
that can communicate with H with as little as possible of
the energy consumption. The quality of solution X(¢) mainly
depends on the connectivity and energy consumption.

F(C j) is the fitness value of chromosome C. which
represents the transmit energy level of sensor j, and F(C;) is
defined as the ratio of sensor j’s transmit power and the total
power of all nodes, as follows:

()= w5 )
j=17j

In addition, we made the value as the comparison
reference which is the ratio of the average power of all nodes
and the total transmits power. The comparison reference is
calculated and simplified as follows:

(Zﬁlpj)/N:l

L . (8)
sap N

The fitness function can select out the nodes whose
transmit power is less than the average power in the network.
Then the selected nodes will be the cross-object nodes which
instead of those nodes whose transmit power is more than
average power. By this way, the nodes whose transmit power
is overload will be optimized, and they will not be dead
quickly.

3.4.3. Selection Mechanism. Select operation can improve
the average quality of the population by selecting high-
quality chromosome into the next generation of the popu-
lation. Chromosome selection is based on the fitness value.
Selection operation selects the chromosomes according to
the constraint environment of each individual (that are the
distances between the sensor and its neighbors), the position
dynamically change information, and the fitness of X as
follows:

When F(C j) > 1/N, then the C i will be eliminated.
When F(Cj) < 1/N, then C; will be the cross-object.

3.44. Crossover and Evolution. The genetic algorithm is
based on two basic genetic operation that are cross-operation
and evolution operation. The cross-operation handles the
current solution in order to find a better solution. The evolu-
tion operation can help the GA to avoid falling into local opti-
mal solution [8]. The effect of the genetic algorithm depends
on these two steps. In this paper, we crossed the genes
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xlj(t), xzj(t), ... ,xnj(t) on the chromosome when the chro-
mosome C; needs to be evaluated. The cross-objects come
from the solution which is selected by the selection operation
and is the immigration solution selected (Section 3.5). Then
we crossed the binary coding that corresponds to the power.
We adopted single-point crossover, and the new chromosome
is updated.

The updating formula after crossover operation is such as

k(4 1) = {h,.j t+1), f(hE+1)<f(x;0)) ©)
x;; (), f(hit+1) 2 f(x;0)),
where hij(t + 1) is the new chromosome after the crossover
operation.

The new chromosome should be evaluated that it could
communicate with H, after that the updating operation can
be performed. The evaluation processed as the Algorithm 2.

Algorithm 2. The updating process

Input: The new chromosome h,-j (t+1);
Output: The external chromosome in this generation.

Step 1: Calculate the connectivity status of a sensor j.

Step 1.1: Generate the C™) by the new P of
h,.j(t +1).
Step 1.2: Return ¢y

Step 2:If ¢ = 1.

3.5. The Energy Dynamic Distribution and Optimization Based
on GA. For dynamic optimization problem, the GAs should
maintain a certain level of solution diversity to keep the
solution adapting to the changes in the environment; then the
convergence problem becomes very important. To address
this problem, the random immigrants approach is a quite
natural and simple way [19, 20]. It was proposed by Grefen-
stette with the inspiration from the flux of immigrants that
wander in and out of a population between two generations
in nature. It maintains the diversity level of the population
through replacing some individuals of the current population
with random individuals, called random immigrants, every
generation. As to which individuals in the population should
be replaced, usually there are two strategies: replacing ran-
dom individuals or replacing the worst ones [21]. In order
to avoid that random immigrants disrupt the ongoing search
progress too much, especially during the period when the
environment does not change, the ratio of the number of
random immigrants to the population size is usually set to
a small value, for example, 0.2.

However, if the environment of nodes changes slowly,
the introduced random immigrants may divert the searching
force of the GA and hence may degrade the performance.
On the other hand, if the environment of nodes only changes
slightly in terms of severity of changes, random immigrants
may not have any actual effect even when a change occurs
because individuals in the previous environment may still
be quite fit in the new environment. Based on the above

considerations, an immigrants approach, called elitism-based
immigrants [22], is proposed for GAs to address the energy
deployment problem.

For each generation ¢, after the normal genetic operations
(i.e., selection and recombination), the elite E(f — 1) from
previous generation is used as the base to create immigrants.
From E(t — 1), a set of r,; x N individuals are iteratively
generated by mutating E(t — 1) with a probability p/,, where
N is the population size and r, is the ratio of the number
of elitism-based immigrants to the population size. The
generated individuals then act as immigrants and replace the
worst individuals in the current population. It can be seen
that the elitism-based immigrants’ scheme combines the idea
of elitism with traditional random immigrants’ scheme.

The whole energy dynamic distribution and optimiza-
tion (EDDO) algorithm is described as Algorithm 3. In the
genetic operation of Algorithm 3, if the mutation proba-
bility p! is satisfied, the elite E(t — 1) will be used to
generate the new immigrants by the mutation operation;
otherwise, E(t — 1) itself will be directly used as the new
immigrants. It uses the elite from previous population to
guide the immigrants toward the current environment,
which is expected to improve GA’s performance in dynamic
environments.

Algorithm 3. The energy deployment general framework

Input: network parameters (A, N, 1, E, Py, Emax)s

max>

Output: the external population (EP)
Step 0-Setup: Set EP := @5t := 0; IP, := ®;

Step 1-Initialization: Generate an initial solution as
Algorithm 1: IP, = {X,,..., Xy}

Step 2: Fori=1,...,Ndo

Step 2.1-Genetic Operators: Generate a new
solution Y using the genetic operators.

Step 2.2-Perform elitism-based immigration:
Generate r,;x N immigrants by mutating E(t—1)
with p! .

Step 2.3-Update Populations: Update the pop-
ulation as Algorithm 2.

Step 3-Stopping criterion: If stopping criterion is
satisfied, i.e.

4. Simulation and Analysis

4.1. Simulation Setup. In the environment of MSR-WSN, we
designed the region A which is 1000 m x 1000 m, and 100
sensor nodes are randomly distributed in the region. The
medium access control, such as SMAC, is introduced in
Section 3.1, and its parameters were set according to [5]. In
our experimental studies, the parameters of algorithm are set
as in [9]. That is, the number of power levels n = 40, max
number of generations t,,, = 300, crossover rate v, = 0.9,
mutation rate r,, = 0.5, tournament size M = 10, and
neighborhoods size is 2. Moreover, in all simulation studies



the following network parameters are set [23]: R,/R
100/200,E = 10]J, d
100 pJ/bit/m?.

During the experiment, to imitate the dynamic nature of

the actual environment, we made the nodes move randomly
like

max

= 100m, a = 2, and amp =

min

x(T+1)=x(T)+ncos; y(T+1)=y(T)+#sin6, (10)

where #, 0 were randomly generated number and 0 < 77 < 1,
0 <0 < 2m, T represented time and it’s unit was second.

4.2. Simulation Scheme. The simulation experiments were
realized through MATLAB 7.0 to verify feasibility and validity
of the proposed algorithm.

We compared the EDDO algorithms with SGA and
Restart GA at first as in Section 4.2.1. After that we compared
the EDDO with other algorithms about energy as DRNG and
DLMST in Section 4.2.1.

4.2.1. Comparisons with SGA and Restart GA. Figure 2(a)
shows that average node power obtained from the proposed
EDDO algorithm, the SGA, and Restart GA. We can see
that with the increasing of the population generation, all the
algorithms could achieve the convergence solution. But the
EDDO algorithm is faster than the SGA and Restart GA
because of its elite scheme. And the final average node power
of the algorithm is lower than that of SGA by about 0.3] in
one convergence.

Figure 2(b) shows that the convergence time of the EDDO
algorithm would be much lower than the time of SGA
and the Restart GA. It indicates that the EDDO algorithm
can adapt to the dynamic movement of nodes because the
algorithm makes full use of the excellent solution in the
original environment and the immigrant also contributes to
the convergence speed. With time goes by, the convergence
time of the algorithm becomes relatively stable and is lower
than the SGA by about 13.7%.

4.2.2. Comparisons with Other Algorithms. Figure 3 shows
the comparison with the DLMST and DRNG algorithms [4]
in which every sensor determines its power based on the
information of neighbors. We can see that the average power
of three algorithms is almost the same in Figure 3(a) and the
average power of the whole time of the EDDO algorithm
is a little higher than the other two algorithms. However,
the running time of these three algorithms is different in
Figure 3(b) and the EDDO algorithm is the best one here. It
dues to the algorithm in this paper can seek the optimization
solution overall the nodes, while in the DLMST and DRNG
every node takes account of itself only. The local information
could help DLMST and DRNG to adapt the dynamic change
of networks in a certain extent, but it is not very helpful for
the whole network. And the two algorithms’ execution time
is not so stable than that in the EDDO algorithm.
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5. Conclusion

In this paper, the energy distribution problem of MSR-WSN is
defined as a deployment solution that should take account of
the connectivity and the lifetime of the network. The problem
is modeled in the environment at sea, and the appliance
process of the network has been described at first. In the
procedure of solving the problem, the dynamic nature and
energy consumption of the nodes is focused on in the harsh
environment of sea. Introducing the genetic algorithms with
elitism-based immigrants, we made the energy distribution
method adapt to the dynamic change of the nodes position
and convergent more quickly. In the future, we will study a
more efficient and perfect topology control method of the
MSR-WSN.
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Clustering provides an effective way to extend the lifetime and improve the energy efficiency of wireless sensor networks (WSNs).
However, the cluster heads will deplete energy faster than cluster members due to the additional tasks of information collection
and transmission. The cluster head rotation among sensors is adopted to solve this problem. Cluster head rotation strategies can
be generally divided into two categories: time-driven strategy and energy-driven strategy. The time-driven strategy can balance
energy consumption better, but it is not suitable for heterogonous WSNs. The energy-driven cluster head rotation strategy has
high energy efficiency, especially in heterogonous networks. However, the rotation will become increasingly frequent with the
reduction of the nodes residual energy for this strategy, which causes lots of energy waste. In this paper, we propose a hybrid cluster
head rotation strategy which combines the advantages of both energy-driven and time-driven cluster head rotation strategies. In
our hybrid rotation strategy, the time-driven strategy or energy-driven strategy will be selected according to the residual energy.
Simulations show that the hybrid strategy can enhance the energy efficiency and prolong network lifetime in both homogeneous
and heterogeneous networks, compared with either single time-driven or energy-driven cluster head rotation method.

1. Introduction

The advances in MEMS-based sensor technology and wire-
less communications recently have enabled the development
of low-cost, low-power, multifunctional sensor nodes that
are in small size and have short communication distance
and low computational ability in wireless sensor networks
(WSNs). These small sensor nodes are capable of sensing
the environment, storing and processing the collected sensor
data, and interacting and collaborating with each other within
the network [1]. The major challenge in the design of WSNs is
the energy management. Due to the strict energy constraint
and nonrechargeable energy provision, the energy resource
of sensors should be managed wisely to extend the lifetime of
networks. Therefore, much attention has been paid to develop
low-power hardware design, collaborative signal processing
techniques, and energy-eflicient algorithms at various WSNs
[2,3].

Neighboring sensor nodes usually have the data of similar
events because they collect events within a specific area. If

each node transmits the collected data to the sink individ-
ually, lots of energy will be wasted for transmitting similar
data. In order to achieve high energy efficiency and extend the
network lifetime, sensors are often hierarchically organized
into clusters, each of which has its own cluster head (CH).
Within each cluster, sensors transmit data to their CH over
a relatively short distance, which in turn forwards the data
(or it is further aggregated) to the sink via a single-hop
or a multihop path through other CHs like the illustration
in Figure 1. In hierarchical clustering protocol, network is
operated based on rounds. Each round begins with the cluster
set-up phase and follows with a steady-state phase. In cluster
set-up phase, sensor nodes elect themselves to be CHs at any
given time with a certain probability and local cluster network
is formed by each CH. In steady-state phase, each noncluster
head node, which we call a cluster member, collects events
and transmits them to its cluster head. After that, each cluster
head aggregates the collected data to prevent duplicated
transmissions of similar events and transmits the aggregated
data to the sink node.
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FI1GURE 1: Clustering scheme of wireless sensor network.

From the description above, we can see that CHs under-
take much heavier responsibilities than cluster members
including long distance communication to sink node, intra-
cluster data collection, and aggregation. Therefore, CHs
consume much more energy than cluster members, and
the fast energy depletion problem of them has become
a serious issue in the cluster-based sensor networks. In
traditional clustering schemes, powerful backbone nodes are
proposed to serve as the cluster heads [4], which may increase
the system deployment cost and is not suitable for many
scenarios, for example, the intrusion detection and large-
scale sensor networks which are often automatically deployed
by the vehicles or planes. In such cases, the cluster heads
are tiny and unattendant battery-powered sensors, which
require innovative design techniques to ensure high energy
efficiency. The only way to prolong the lifetime of CHs lies in
organization method. Then, CHs rotation strategy has been
exploited to balance the energy consumption among cluster
members and heads in hierarchical clustering WSNs.

The CHs rotation strategy is a technology of cluster
topology maintenance. It plays a very important role in the
reconstruction of the hierarchical cluster structure for avoid-
ing premature death of CH nodes and increasing network
lifetime. Many cluster head rotation strategies have been
proposed in the recent research literatures. Such strategies
can be divided into two categories: time-driven strategy and
energy-driven strategy. Heinzelman et al. [5] firstly proposed
LEACH cluster protocol in which cluster head is rotated
periodically among the sensor nodes to ensure the balanced
energy consumption of networks. By such periodical rotation
of cluster heads among the sensors, energy is evenly depleted
among nodes and the premature exhaustion of battery in
any sensor can be avoided. But the time-driven based CH
rotation method doesnot consider the residual energy of
cluster heads which will cause much unnecessary energy
waste and low energy efficiency when the network energy
is powerful, especially in heterogeneous WSNs. However,
time-driven CH rotation method can maintain fixed energy
efficiency at any time.

To better solve this problem, the CH rotation mechanism
based on energy driven is proposed in EDAC [6] and EDCR
[7, 8], where the cluster head candidacy election phase and
rotation phases are triggered only when the residual energy of
any cluster head falls below a dynamic threshold. This kind of
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energy-driven CH rotation strategy can mitigate the impact
of the cluster head rotation on the network and achieve high
energy efficiency in heterogeneous WSNs. But under this
rotation mechanism, the cluster head rotation will become
increasingly frequent along with the reduction of residual
energy of the nodes. As a result, more and more energy will be
used in rotation rather than data transmission, which will in
turn reduce the energy efficiency of the network even to zero.

We notice that the residual energy of nodes will become
almost equal in heterogeneous WSNs after a long period of
network operation. The heterogeneous WSNs will become
nearly the same as the homogeneous WSNs in terms of resid-
ual energy. Based on the respective features of time-driven
and energy-driven CH rotation strategies above, we can
develop new CHs rotation approach to achieve better energy
balance and higher energy efficiency. We can use the energy-
driven CH rotation strategy to achieve high energy efficiency
when the energy of WSNs is abundant and unbalanced. After
along time of network operation, the energy of WSNs nodes
is low and almost balanced, therefore; we adopt time-driven
CH rotation strategy to ensure stable data transmission
efficiency. This is the theoretical basis of our research. In
this paper, we build the energy consumption model for
contention-based CH selection and data transmission. By
analyzing the energy consumption relationship between the
cluster set-up phase and the steady-state data transfer phase,
we propose a hybrid cluster head rotation strategy for WSNs
in which the CH rotation strategy based on time or energy
will be selected according to the network energy efficiency.
We give the optimal mechanism that when we switch from
energy-driven CH rotation to time-driven CH rotation to
obtain the maximal energy efficiency for WSNs. Theoretical
analysis and simulation results show that hybrid CH rotation
strategy can successfully balance the energy consumption of
the network and prolong the network lifetime. Moreover, it
can obtain better energy efficiency and transfer more useful
data to sink than either time-driven or energy-driven CH
rotation method in both homogeneous and heterogeneous
sensor networks. As a fundamental technology of cluster
topology maintenance, our rotation strategy can be used in
any cluster protocols.

The remainder of the paper is organized as below.
Section 2 reviews research work in this area; Section 3 intro-
duces the system assumptions used in this paper; Section 4
establishes and analyzes energy consumption for contention-
based CHs selection and data transmission. Section 5 puts
forward hybrid energy- and time-driven CH rotation strat-
egy; Section 6 elaborates on our simulation efforts and the
analysis results we obtained; Section?7 offers concluding
remarks and points out future directions for research work.

2. Literature Review

As an important technology of cluster topology maintenance,
cluster head rotation strategy has a great signification for the
performance of cluster protocol in WSNs. By restoring the
current topology and building a new one, it prolongs the
network lifetime and prevents the premature death of sensors.
However, it doesnot attract enough attention and extensive
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research work is only dedicated to the study of cluster
organization and scheduling algorithms. In this section, we
briefly describe the most popular research that is most
relevant to our approach.

Clustering provides an effective way for extending the
lifetime of WSNs. Experiments have proved that the networks
based on cluster hierarchy structure protocol are 7~8 times
more efficient than traditional dispersed flat nodes protocol
in measuring the lifetime of nodes. So, more efficient hierar-
chical network algorithms based on cluster architecture are
designed to extend the network lifetime. Heinzelman et al.
[5] proposed the LEACH algorithm, in which the CH is
dynamically rotated among all sensors in the cluster for a
period of time. Although there are advantages in using this
distributed cluster algorithm, it doesnot consider the residual
energy of sensor nodes and creates lots of overhead frames.
Heinzelman also proposed the improved LEACH named
LEACH-C algorithm [5] that elects cluster head based on the
residual energy of sensor nodes.

SEP [9] extends the LEACH by adding a small percentage
of higher energy nodes than the normal nodes in the network.
HEED [10] elects CHs according to their total residual energy
and a secondary parameter such as node degree. It has a much
higher overhead compared with other algorithms because of
CHs selection and rotation. The energy-efficient clustering
method proposed in ANTCLUST [11] assumes that nodes
sense their locations either using GPS or some localization
techniques. Such an assumption is suitable for location-based
information gathering systems but less applicable to low-cost
ad hoc sensor networks. ACE [12] is an emergent algorithm
to produce uniform clusters. Meanwhile, many other cluster-
based hierarchy algorithms are improved based on LEACH
[13-20]. All of the above algorithms share a common feature
that their CH rotation mechanisms are all time driven. That
is, the CH will be changed after a predetermined number of
data gathering rounds. EDAC [6] and EDCR [7, 8] algorithms
use method based on dynamic energy threshold to initiate
a new CH election phase. This energy driven CH rotation
strategy can achieve better energy efficiency and produce less
overhead, especially in heterogeneous sensor networks.

Both energy-driven and time-driven CH rotations are
faced with an urgent issue that how to select the optimum
number of data transmission rounds. If a CH election phase
is triggered after a smaller number of data transmission
rounds, it will result in excessive overhead during the CH
election phase. On the other hand, after a large number of
data transmission rounds, the CH nodes will not have enough
energy to act as ordinary sensor nodes after relinquishing
the CH role. In [21], the authors proved that the energy-
driven CH rotation strategy is better than the time-driven
CH rotation strategy in a single cluster analysis model, and
they gave a suboptimal solution for rotation energy threshold
in the single cluster model. In [22], authors provided a
method to obtain the optimal energy threshold parameter
for energy-driven CH rotation strategy. For our hybrid CH
rotation strategy, the main challenge lies in the mechanism
how to select the best CH rotation strategy, energy driven
or time driven, to obtain the maximum energy efficiency
and extend the network lifetime. In the latter part, we will

study it theoretically and analyze the simulation result, which
constitutes the major part of this paper.

3. Preliminaries

Before describing our proposed algorithm in detail, we will
introduce the characteristics of the network model used
in our implementations. We consider a WSN consisting of
sensors and sink and make the following assumptions.

3.1. Assumptions on Node and Energy of the Network. As
Figure 2 shows, we consider a sensor network of N nodes
which is randomly dispersed in an M x M meters square
area to continuously monitor the sense area, and all nodes
including sink are stationary after disposition. Our assump-
tions about the sensor nodes and network are as below.

(1) Nodes are equipped with wireless transmission and
reception equipment and they have the capability of
data fusion and power adjusting.

(2) Time Division Multiple Access (TDMA) schedules
the data transmission from normal nodes to its cluster
head.

(3) Nodes can estimate the approximate distance to
another node based on the received signal strength.

(4) Links between nodes are symmetric.

(5) The network runs a periodic data gathering applica-
tion, in which the sensor generates traffic at an average
rate of A bits/second and sends it to its CH, which in
turn delivers it to sink.

3.2. Energy Consumption Model. A typical sensor node
includes three basic units: sensing unit, processing unit, and
transceivers. For our energy model of communication and
transmission scheme, we assume a free space propagation
channel model [23]. We ignore the power consumption of
node for sensing because it is constant at any time and cannot
be reduced with whatever means. Therefore, the energy
model of a sensor includes the power for data aggregating,
data receiving, and data transmission, in accordance with the
radio hardware energy dissipation, both the free space (d*
Power loss) and the multipath fading (d* Power loss) channel
models. If the distance is less than the fading threshold d,,, the
free space model is used; otherwise, the multipath model is
used. If Er, denotes the energy consumption of transmitting,
Er denotes the energy consumption of receiving, and Ep,
denotes the energy consumption of aggregating, the energy
for transmitting, receiving, and aggregating [ bits over dis-
tance d is computed as follows:

(Eelec + g dz) I, d<d,,
ETx = ( 4 (1)
Eqec + &mp *d*)1, d 2d,,
ERx = Eelecl’ (2)
Epy = EDAZ’

The amplifier energy & and ¢,,,,, are the energy required
for power amplification in the two models, respectively.
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FIGURE 2: Data collection sensor network model.

The electronics energy E... depends on the factors such
as the digital coding and modulation. Ep, is the energy
used for aggregating unit sensor data. The typical values for
the above parameters in current sensor technologies are as
follows: E,,. = 50nJ/bit, & = 10pJ/bit/m? Eamp =
0.0013 pJ/bit/m*, and E,, = 5 nJ/bit/signal.

3.3. Contention-Based Cluster Head Election Model. We
assume that N nodes are divided into x clusters. Then each
cluster includes n = N/k nodes. We can guarantee the
connectivity of clusters by adjusting the communication
range and the number x of cluster heads. One continuous
cluster set-up phase and steady-state data transfer phase are
regarded as a cluster round. Within a round, only one node
can be elected as the cluster head in a cluster. For the sake
of simplicity, we assume that the frame length of command
frame and data frame is [ bits. All sensor nodes initially
consider themselves as potential candidates CH. We donot
require that all sensor nodes are homogeneous in energy.
The probability of being a cluster head depends on nodes’
residual energy. Meanwhile, we assume that all nodes have
data to transmit during each round. To ensure that all nodes
die at approximately the same time, the nodes with more
energy should be cluster heads rather than those with less
energy. It means that a sensor node with more residual energy
has more opportunity to be the cluster head than those with
less residual energy in a neighboring circle within radius R.
This can be achieved by setting the probability of becoming
a cluster head as a function of a node’s energy and the total
energy of the network; thus
E.

Priz E = > (3)

rtotal

where E,; is the current energy of node i and

n
Ertotal = ZEri' (4)
i=1

When the cluster set-up phase is triggered, each cluster
head will send the residual energy information of all cluster
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members to the sink, and the sink node will calculate and
broadcast the total energy of the network E,,,,; to all nodes.
We assume that the CH advertisement phase is limited to a
time interval of T time units and the sensor node i announces
its candidacy within a radius of R at a time instance T,;:

T,,=T(1-P,;)+k,. (5)

Here, k; is a random time unit that is introduced to
reduce the collision possibility of among sensor node adver-
tisements, and P,; € [0, 1] represents the probability of being
electing the CH for node i among all nodes in its neighboring
circle in terms of its residual energy. Each sensor elects itself
to be a cluster head at the beginning of the round r (which
starts at time t) with a different probability. Hence, from (5),
the node with the highest residual energy will have the biggest
probability of being elected as a CH in a given neighborhood.
Those sensor nodes that receive an advertisement message
from any other sensor node will abandon their quest to
become a CH and join the corresponding cluster. Obviously,
only one node can be chosen as the CH in one cluster for this
round. Thus, if there are n nodes in the cluster, we have

E(CH)= )P, =1 (6)
i=1

We will not elaborate on the cluster head election. For
example, in HEED, the cluster heads are elected based on the
residual energy of nodes and node connection degree. The
major difference of these cluster head selection protocols lies
in the information exchange between the cluster head candi-
date and cluster members. Once the cluster protocol is deter-
mined, the energy consumption for cluster head election and
data transmission will be fixed regardless whether the energy-
driven or time-driven CH rotation strategy is adopted, which
only influences the time when we change the CH rotation
strategy. Therefore, our proposed hybrid cluster head rotation
strategy can be applied to various contention-based clusters
protocols so long as the head rotation strategy is adopted.

4. Energy Consumption Analysis for
One Cluster Rotation

In this section, we will analyze the energy consumption of in
contention-based cluster algorithm. By analyzing the energy
consumption ratio between data gathering and cluster head
selection in one CH round for both time-driven and energy-
driven cluster head rotation strategies, we will study more
efficient cluster head rotation methods.

4.1. Energy Consumption for Cluster Set-Up Phase. Once the
nodes have elected themselves to be CHs using the probabil-
ities in (3), the CH nodes must let all the other nodes within
their communication range know that they have chosen this
role for the current round. To achieve this purpose, each
CH node broadcasts an advertisement message (ADV) using
a nonpersistent carrier-sense multiple access (CSMA) MAC
protocol [24]. This message contains the necessary clustering
information such as the node’s ID, a frame header that
distinguishes this message as an announcement message and
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so forth. Noncluster head nodes determine their cluster heads
in this round in accordance with the priority and strength of
the received advertisement signal from cluster heads.

After every node has joined its own cluster, the CH
calculates its TDMA schedule and broadcasts it to its cluster
members. Then, the cluster set-up phase is finished and
the entire network is divided into many clusters. Then the
steady-state phase begins, in which the nodes collect data
periodically. Noncluster head nodes send their data to their
CH in the allotted time slot according to the TDMA schedule.
The CH uses a data fusion algorithm to merge the received
data and then send it to the sink. Next, we will analyze the
energy consumption used for cluster head election in cluster
set-up phase and data transmission in steady-state phase.

According to (3), in round r of cluster head set-up phase,
the probability of one node being successfully selected as a
cluster head within a time slot can be calculated as follows:

Pr,s:ZPri H (1_Prj)' (7)

=1 j=lj#i

Here, P, ; denotes the probability that no one node has
been selected as cluster head within a time slot in round r of
the cluster head set-up phase. There is a certain probability
that no nodes broadcast any cluster head advertisement
frames within a slot, and we call this probability as idle rate
of time slot denoted by P, ;:

P],’ f =1-P

1,82

n (8
Pr,i:H(l_Pri)' )
i=1
Within one cluster, the cluster head election process will
terminate when a node wins the election and becomes the
cluster head. The other cluster members will apply to join it.
We assume that P,(7) is the probability that the cluster head
is elected successfully in T time slot of round r. Consider

1

P()=P.P ", 1=1,23,.... 9)

From (9), we can calculate the average mathematical
expectation for the number of time slots 7 when the cluster
head is elected successfully. Consider

o0 (o] 1
E(@)=Y1P(1)= Y 1P P, ' = o (10)
=1 =1 7,8
Because each candidate node in the cluster set-up phase
sends a cluster head advertisement frame with probability
P, if we use F, to indicate the average expected number of
advertisement frames in each time slot of round r, it can be
given by

E(F,) = ipr,. w1=1. (11)
i=1

According to the formula (10), (11), we can calculate the
expected mathematical number of advertisement frames in
the whole cluster head election process of round r as follows:

1
Z?:l PriH;'l:l,j;&i (1 - Prj)

C (1’) = (12)

In fact, if N, , sensor nodes send their advertisement
frames, we have

E(F,)=N,,(1-PB,). (13)

In the cluster with n nodes, the remaining n — N,
nodes are responsible for receiving advertisement frames. The
probability of a time slot in nonidle rate is 1 — P, ;. Therefore,
we can calculate the average number of receiving cluster head
announcement frame in the cluster set-up phase of round r
as follows:

H(r) = (1’1 - Nr,a)ﬁrTr (1 - Pr,i)
_ n- ”H?:l (1 - Pri) -1 (14)
Z?:l Pn-l_ﬂ:l,j# (1 - Prj)

According to (12) and (14), the energy consumption of
cluster head election in one round can be given by

Ech-select =C (T) (Eelecl + 8ampdCH21) +H (1’) Eelecl' (15)

Here, dy denotes the average distance between the
cluster head and other members. The left part of expression
(15) represents the energy consumption of sending cluster
head frame and the right part is the energy consumption
of receiving cluster head circular frame. When cluster head
has been elected successfully, all cluster members will send
request frames to join it. Then, the CH broadcasts the TDMA
schedule among its members. It is obvious that the clusters
will consume the least energy if no conflict occurs. Therefore,
the lower bound energy consumption of a round in the cluster
set-up phase is

2
Ech-setup = Ech—select +2 (1’1 - 1) (Eelecl + sampdCH l)

+2(n—1)E,L

(16)

For the sake of simplicity, we omit the energy consump-
tion for acknowledgement frames in data or commands
transmission. This kind of packets is much smaller than the
data and commands packets.

4.2. Energy Consumption for Data Transmission Phase. After
the completion of set-up phase, the steady-state phase for
information collection and transmission begins. For one
round data collection, let dyg denote the distance from CH to
sink that can be estimated by CH according to signal strength
received from sink, the energy consumption for CH is given

by

Eg, = (Eatec + &ampdis) 1+ nEppl + (1= 1) Eg . (17)

elec

Here, the value of radio dissipation coefficient « = 2 or
4 is determined by the distance between the transmitter and
receiver according to (1). Let d-p; denote the average distance
from cluster members to CH which can be given by M*/2xm
[5], the energy consumption for all member nodes in cluster
for one round data collection is calculated as follows:

Enon—ch = (7’[ - 1) (Eelec + sampdgH) L. (18)



The number of data collection rounds depends on the
CHs rotation method. In time-driven CH rotation, the
number of data transmission rounds is predetermined at the
beginning of network operation. It is related to the properties
of the network such as nodes density and energy status.
We will provide the method to estimate it in the following
section. We assume that there are k rounds of data collection
and transmission, and then the energy consumption in one
steady-state phase based on time-driven CH rotation is

ETime-D, =k (Ech + Enon—ch) . (19)

However, in energy-driven CH rotation strategy, the
number of data transmission rounds is a function of the
remaining energy of CH node. The CH node i calculates a
dynamic energy threshold A; based on its residual before it
broadcasts its CH Candidacy. The threshold is defined by
A; = cE,,» where ¢ € [0,1] is a predetermined constant and
E,., is the residual energy of cluster head. When the residual
energy of cluster head has dropped below this threshold,
the steady-state phase will be over and new CHs rotation
process is triggered. If we let ¢, ; denote the number of data
transmission rounds that node i severs as a CH, we can
calculate the energy consumption in one steady-state phase
for energy-driven cluster head rotation method as follows:

EEnergy-D, =P (Ech + Enon—ch)

_ (1 - C) Eri - Echoh (20)
Ech

X (Ech + Enon-ch) .

Here, E,, denotes the energy consumption of CH
node i in cluster set-up phase. When no conflict occurs,
Eon includes the energy consumption for broadcasting
CH candidacy, receiving requests for joining from all of
its members, and broadcasting TDMA schedule among its
members. Therefore, its lower bound can be given by

EChOh =2 (7’1 - 1) (Eelecl + sampdéHl) + (1’1 - 1) Eelecl'
(21)

5. Hybrid Energy- and Time-Driven Cluster
Head Rotation Strategy

After analyzing the energy consumption in one CH round
for both time-driven and energy-driven cluster head rotation
strategies, we will deduce the hybrid cluster head rotation
strategy which combines the advantages of both energy-
driven and time-driven methods in this section. In the
cluster-based WSNs, energy consumption can be divided into
two categories. The first category is the energy consumption
used for topology construction and maintenance. We call
it additional energy cost E, which is mainly consumed in
cluster set-up phase. The second category is the energy con-
sumption used for data transmission and reception. We call it
efficiency energy cost E, which is mainly consumed in steady-
state phase. The main purpose of the WSNs is to collect as
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much useful information as possible in the monitoring area.
So, the more energy is used for information collection, the
better energy efficiency of cluster hierarchy protocol will be
achieved. We define the energy efficiency # as the proportion
of the effective energy cost in the total energy cost. Consider

E
= € . (22)
E,+E,

n

In time-driven CH rotation strategy, we get the energy
efficiency according to (15), (16), and (19):

ch-setup

_ k (Ech + Enon-ch)
k (Ech + Enon»ch) +E

(23)

ch-setup

In energy-driven CH rotation strategy, according to (15),
(16) and (20), we have the energy efficiency:

EEnergy—D,

r]Energy-D, =
EEnergy-D,. + Ech-setup

[(1 - C) Eri - Echoh] (Ech + Enon—ch)

[(I—C) Eri_Echoh] (Ech+En0n-ch)+EchEch-setup ‘
(24)

In (23), E,, E,on.ch» and Eg,,, are only related to the
cluster size and node density. E, s, Will change little if
cluster scale is under good control. That is to say, in a cluster
hierarchy WSNs with nodes distribution, the parameters
above can be nearly seen as almost constant. Normalizing
’/ITime-Dr’ we have

1
1+ ((Ech—setup) / (Ech + Enan—ch)) * (l/k)

From (25), we can see that the energy efficiency for
time-driven CH rotation is only related to the steady-state
phase. Once the data transmission rounds k is predetermined,
Mrime-p, Will be fixed. This is a significant feature of the time-
driven CH rotation method, which means that constant
energy efficiency can be maintained regardless of how long
;he network runs. Furthermore, normalizing #g,cqy-p,» We

ave

nTime-Dy = : (25)

E4E -1

ch-setup " 1 )
Ech+E (1 - C) Eri_Echoh

non-ch

nEnergy—D, =1x (1 +
(26)

In (26), we have that the restriction of (1-¢)E,; > E,,- €
is a predetermined constant which depends on the topology
of WSNs. The energy efficiency #g,ergy.p, for energy-driven
CH rotation is only related to the residual energy of cluster
head node E,;. The more residual energy of the cluster head
has, the higher energy efficiency we can obtain. The residual
energy E,; will decrease gradually along with the operation
of WSNs. It means that more energy will be used for frequent
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cluster head election and cluster topology construction when
NEnergy-p, becomes lower. Network can achieve good energy
efficiency if the remaining energy of CHs is abundant and
will get low energy efficiency if the residual energy of CHs is
inadequate. This is the major drawback of energy-driven CH
rotation strategy.

We set dpy and dgg as 30 meters and 87 meters, respec-
tively. The distribution density of sensor node is 0.02 and
each node is assigned with 0.5] energy. For the threshold
parameter ¢, without the loss of generality, we adopt the value
¢ = 0.644 according to the research results in [22] and let
k = 5. Advertisement set-up packets and data packets are
arranged with 256 bits in length. Then, we can get the change
in the energy efliciency with the network operation rounds
for energy-driven CH rotation and time-driven CH rotation
in clustering WSN as showed in Figure 3. We can see that high
energy efficiency can be achieved at the beginning of WSNs
if energy-driven CH rotation strategy is adopted. But as the
operation time of WSNs increases, the residual energy of the
selected CHs will decrease accordingly, which will result in
decrease in energy efficiency. When the residual energy of the
cluster head declines to a certain level, the energy efficiency
of the energy-driven CH rotation strategy will be lower than
that of the time-driven CH rotation strategy.

In order to collect as much useful information as possible
in the monitoring area and keep as higher energy efficiency
as possible, we can make use of the advantages of both the
energy-driven strategy and time-driven CH rotation strategy
in cluster hierarchy protocol. When the nodes have abundant
energy, we can adopt energy-driven CH rotation strategy to
achieve good energy efficiency and avoid excessive overhead
frames in time-driven CH rotation policy. When WSNs’
energy declines to the extent that the energy efficiency of
energy-driven CH rotation strategy is lower than that of
the time-driven CH rotation strategy, the CH rotation strat-
egy will switch to time-driven method to maintain energy
efficiency and data transmission efficiency. This adaptive
switch can optimize the energy efficiency of the network. The
analysis results above constitute the theoretical foundation
of our hybrid energy- and time-driven cluster head rotation
strategy in this paper.

According to the results above, when #gpepg.p >
Mime-p,» We will adopt the energy-driven CH rotation strat-
egy to obtain better energy efficiency. The time-driven CH
rotation strategy is adopted when #gpergy.p, < #Time-D,-
Furthermore, we can simplify this criterion. As indicated in
Figure 3, when the energy efficiency in energy-driven and
time-driven CH rotation is equal to NEnergy-D, = NTime-D,» W€
have

1
I+ (Ech-setup/Ech + Enon-ch) * (1/k)

E Eg,.
—1x <1 n ch™~ch-setup
E,+E

1 )’1
* .
(1 - C) Eri - Echoh

non-ch

(27)

From (27), we can calculate the energy of the cluster
head node when CH rotation strategy needs to switch from
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FIGURE 3: Energy efficiency in energy-driven and time-driven
strategies.

energy-driven strategy to time-driven strategy. We define this
energy of cluster head as critical energy value and it can be
given by

* kEch + Echoh

Eri (28)

1-c¢c

From (28), we can see that the critical energy value of CH
is only related to the intrinsic parameters of energy-driven
and time-driven CH rotation. Moreover, this result proves
that the hybrid CH rotation strategy does not depend on
homogeneous or heterogeneous characteristics of the net-
work and the exact cluster protocol. What is more is another
important issue is to estimate the optimal data transmission
rounds k for time-driven CH rotation method in (28). It
is an important parameter that determines the timing for
switching to the CH rotation strategy. For heterogeneous
WSNs, we notice that the energy balance between sensor
nodes has been greatly improved after the long time operation
of the network using the energy-driven cluster head rotation
strategy. It meets the network conditions for time-driven
protocol to maintain high energy efliciency, and therefore, it
is a good decision to switch to the time-driven cluster head
rotation strategy.

In time-driven CH rotation cluster protocol, the steady-
state phase should be as long as possible in order to increase
energy efficiency. On the other hand, since each node’s energy
is limited, it will drain the energy of the CH node if the steady-
state phase is too long. In [5, 18], authors have proved that if
each node can be ensured to act as CH once and noncluster
head node in the other rounds during network lifetime, a
suboptimal network lifetime for the time-driven CH rotation
cluster protocol can be achieved. Generally speaking, the
sensor node with the least residual energy will die first.
Let E_;, denote the residual energy of the node with the
minimum energy in WSNs when the time-driven rotation
strategy is selected. To ensure that each node has enough



energy to be a cluster head for one time and noncluster head
sensor node for (n — 1) times, according to (17) and (18), we
can get the following equation:

kE, + (n— 1)k@ =E (29)
"

1 min*

Therefore, we can obtain the suboptimal number of data

transmission rounds k when energy-driven CH rotation
method is switched to time-driven method:

k= Epin % ([(Eepee + sampdgs) I +nEpyl + (n—1) Eg.l|

+ (1= 1) (Eqjee + €ampd®s) 1)
(30)

We can see that the parameter k will change along with the
gradual decrease of E ;.. From (28) and (30), we can calculate
the corresponding k for each round of CH rotation and then
get the critical energy value E;. When the residual energy of
each CH E,; > E,, the energy-driven CH rotation strategy
will be adopted; otherwise, the time-driven CH rotation
strategy will be selected.

The pseudo code of hybrid energy- and time-driven clus-
ter head rotation strategy is presented in Algorithm 1. First, in
cluster set-up phase, each node computes its P,; using imme-
diate neighbor information to run for cluster head. At the
same time, the sink node computes and broadcasts parameter
k to the whole network according to the Res_Energy_List that
is collected and sent back by all CHs. After successtul election,
each CH calculates E;; and compares it with its own residual
energy. If CHs  residual energy is larger than E; or even equal,
energy-driven CH rotation strategy is adopted; otherwise,
time-driven CH rotation strategy will be used. When the
network is worked based energy-driven CH rotation strategy,
if the cluster head rotation is triggered, CHs will send the
residual energy list Res_Energy_List of all cluster members
back to the sink node. Once WSNs switch to time-driven CH
rotation strategy, there is no longer any need to calculate the
parameter k, and the network will operate based on time-
driven CH rotation strategy until the network dies.

From Algorithm 1, we can see that the hybrid CH rotation
strategy increases the message exchange of cluster protocol in
cluster set-up phase. Since the cluster head selection process
is message driven, we will discuss the message complexity of
algorithm. We will validate that our hybrid rotation strategy
does not add the complexity for all clustering protocol
through the complexity analysis. When energy-driven rota-
tion strategy is selected, at the beginning of the cluster head
election phase, the sink node will broadcast system frame
with parameter k included. Then « tentative cluster heads are
elected and each of them broadcasts election header frame
COMPETE_HEAD_MSG. Later on, they make a decision to
act as a final cluster head by broadcasting election frame
FINAL_HEAD_MSG, or an ordinary node by broadcasting a
quit election frame QUIT_ELECTION_MSG. They send out x
cluster heads to confirm acknowledgement CH_.ADV_MSGs,
and then (N —«) ordinary nodes transmit (N —«) join cluster
frames JOIN_CLUSTER_MSGs. Thus, the messages add up
toN+x+x+x+N-x = 2(N + x) in the cluster
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formation stage per round, thatis, O (N). When time-driven
rotation strategy is selected, the network will not select cluster
head rotation strategy any longer and the message complexity
is the same as that of time-driven CH rotation strategy
cluster protocol. Analysis above shows that the hybrid CH
rotation strategy will not increase the complexity of cluster
protocol compared with single energy-driven or time-driven
CH rotation strategy.

6. Simulation Results

In this section, both the numerical results and the simulation
results will be presented to evaluate the performance of
the hybrid energy- and time-driven cluster head rotation
strategy. The simulations are performed in Matlab 7.0, and
two scenarios are chosen. We will firstly discuss the influence
of the threshold parameter ¢ on network and find a suitable
value for our sensor networks model. Then, we will apply our
hybrid CH rotation strategy, time-driven and energy-driven
CH rotation methods, respectively, to reform LEACH, which
is a famous and successful cluster hierarchy protocol recently.
By comparing the lifetime and valid data transmission effi-
ciency for the three CH rotation strategies, we will prove that
our hybrid CH rotation strategy truly improves the energy
efficiency as well as prolongs the network lifetime in both
homogeneous and heterogeneous networks. In order to con-
duct the experiments, proper parameters for both the sensor
nodes and the network should be defined. The simulation
parameters for our proposed mechanism are given in Table 1.
In the following simulation, we evaluate the three CH
rotation strategies in both homogeneous and heterogeneous
network. In homogeneous WSNs, 200 nodes each with 0.5]
energy are randomly dispersed in a 100 x 100 region with BS
located at (50, 50). In heterogeneous WSNs, 200 nodes each
with 0.3] to 0.8] energy (randomly assigned) are randomly
dispersed in a 100 x 100 region with BS located at (50, 50).

6.1. The Analysis of Energy Threshold. As we have explained
in the previous section, the energy efficiency is the standard
to judge whether energy-driven and time-driven CH rotation
mechanism should be selected in our hybrid CH rotation
strategy. When energy-driven CH rotation is selected, the
residual energy of each existing CH will determine when a
network calls for a new CH selection phase. The selection
phase will be triggered once the residual energy of any
of CHs falls below a predetermined threshold value. This
energy threshold influences the energy efficiency of energy-
driven rotation method and decides when the cluster head
selection policy should turn from energy-driven to time-
driven mechanism. Therefore, it is vital to find out the suitable
energy threshold parameter ¢ for energy-driven CH rotation
strategy based on the above network model and parameters
before performance evaluation.

Figure 4 illustrates the network lifetime of LEACH based
on our hybrid energy- and time-driven CH rotation strategy
in homogeneous WSNs with the energy threshold parameter
¢ increasing from 0.4 to 0.8. Figure 5 shows these results in
heterogeneous WSNs. From these two figures, we can see
that network lifetime will change with different threshold
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1: Setup ()
2: if Initial round then

4: end if

8: CHs compute E,

17: else goto 18

19: if Initial round then
21: end if

23 Data_Round =k

24: while (Data_Round > 0)

27: else goto 19

Algorithm: Hybrid cluster head rotation mechanism

3:  Compute P,; using immediate neighbor information

5: Sink computer k and broadcast CH Selection Command

6: CHs Selection (COMPETE_HEAD_MSG, FINAL_HEAD_MSG,
QUIT_ELECTION_MSG)

7: CHs Construction (CH_ADV_MSGs, JOIN_CLUSTER_MSGs)

9:if E, > EJ,

10: {while (E,.,, > cE,;)

11: {data_collection ()

12: data_transmission ()}

13: CH Request BS for a CH Change
14: CHs Sent Res_Energy_List to Sink
15: goto 2

16: }

18: Sink broadcast Switch to Time-driven CH Rotation
20:  Compute P,; using immediate neighbor information

22: CHs Selection () and Construction ()

25:  {data_collection () and data_transmission ()
26:  Data_Round = Data_Round-1}

AvrGoriTHM l: Hybrid energy- and time-driven cluster head rotation strategy.

TABLE 1: Parameters and characteristics of the network.

Parameter Value
Network size (square) 100 x 100 meter
Sink location (50, 50)
Command frame and data packet size 256 bits
Number of nodes 200
Cluster head probability 0.05
Aggregation ratio 0.1

parameters. When energy threshold is small, nodes die evenly
as time passes by. When energy threshold is larger, we can see
that the lifetime curve trends to right angle. Most of nodes
will have a longer life and die almost simultaneously within
a short time interval. When ¢ is small, the elected cluster
head node will consume most of its energy on cluster head
position. After rotation, it has little residual energy and will
die quickly. When c is larger, the cluster heads can still reserve
some energy to act as regular nodes after fulfilling their role
as cluster heads. Since noncluster head nodes consume less
energy than cluster head nodes, the reserved energy can help
it to last for a longer time. Nodes die almost simultaneously
because all the nodes have little energy left after rotating for
several times. Meanwhile, if ¢ is larger, the CH will rotate
frequently and waste lots of energy compared with sleep-
listen model in steady-state phase. This result can be seen

from Figures 4 and 5. It shows that network lifetime is longer
when ¢ = 0.6 rather than ¢ = 0.7.

In [7], the authors have proved that the optimal value ¢
mainly varies with the distance from nodes to their CHs and
with the distance from CH to sink node in a single energy-
driven CH rotation. In other words, it is mainly determined
by network topology structure. The network will switch to
time-driven CH rotation model in the late stage of network
in accordance with our hybrid rotation method. It can be
seen in Figures 4 and 5 that the energy threshold parameter
acquires almost the same value when the network gains
the optimal lifetime no matter whether in homogeneous or
heterogeneous WSNs, so long as they have the same network
topology. From the simulation and analysis results above, we
find that the network will achieve better lifetime when ¢ =
0.6. We will adopt this threshold value in the following part.
For single energy-driven CH rotation, we use the optimal
value ¢ = 0.644 according to the research results in [22].

6.2. Performance Comparison in Network Lifetime and Energy
Efficiency. In this part, we verify the network lifetime and
energy efficiency of our hybrid CH rotation strategy by
LEACH cluster protocol. To estimate the lifetime of the
WSNs, the metrics of First Node Dies (FNDs), Percent of
the Nodes Alive (PNA), and Last Node Dies (LNDs) are
always used [9, 20]. FND is useful in sparsely deployed WSNs.
However, PNA is more suitable to measure the network
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FIGURE 5: Comparison of lifetime for threshold parameter ¢ in
heterogeneous WSNs.

lifetime in densely deployed WSNs. LND is not suitable
for practical application. Hence, in this paper, we use the
END and PNA metrics to measure performance of our CHs
rotation strategy. In the case of PNA, we have assumed 95%
of nodes alive in the network.

Figures 6 and 7 present the comparison of network
lifetime for LEACH based on three CH rotation strategies
both in homogeneous and heterogeneous WSNs. We can see
that our hybrid energy- and time-driven CH rotation strategy
is better than either the single energy-driven or time-driven
CH rotation method both in FND and PNA. In homogeneous
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FIGURE 6: Lifetime in homogeneous WSNs for LEACH based on
three rotation strategies.
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FIGURE 7: Lifetime in heterogeneous WSNs for LEACH based on
three rotation strategies.

network, the initial energy of each node is equal, so the time-
driven cluster head rotation strategy can also achieve a better
balance on energy consumption among nodes. The advantage
for hybrid CH rotation strategy in the network lifetime is not
obvious in FND, but there is still a lot of improvement in PNA.
However, in heterogeneous network, our hybrid CH rotation
approach is remarkably better than both the time-driven CH
rotation strategy and the energy-driven CH rotation strategy
in terms of FND and PNA. For the time-driven CH rotation
strategy, the initial energy is not equal in heterogeneous
WSNs and it cannot achieve the energy consumption balance
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among sensor nodes. On the other hand, for the energy-
driven CH rotation strategy, the frequent rotation of cluster
head may make all nodes always in active stage and lead to
premature death in the final stage of WSNs, thus reducing the
network lifetime.

The mechanism for prolonging the network lifetime by
hybrid CH rotation strategy can be explained as follows. After
clusters have been built successfully, the cluster head creates a
TDMA schedule and tells each member node the exact time
for transmission data. This allows sensor nodes to remain
in the sleep model in other nodes” time slot in steady-state
phase. If the node is in the sleep state, the radio and processor
modules are turned off which can save considerable energy.
But in cluster set-up phase, all nodes must keep active with
all modules which will consume much energy especially for
the radio communication module. If the energy-driven CH
rotation strategy is adopted, when the nodes have abundant
energy, the steady-state phase for data transmission is longer
than that of time-driven CH rotation strategy, which means
less cluster head frames and longer sleeps state. When the
energy of nodes is scarce, if we continue to use energy-driven
CH rotation method, frequent cluster head selection will
happen, which will result in lots of energy waste. However,
if we switch to the time-driven CH rotation strategy, frequent
cluster head selection can be avoided and the network lifetime
can be prolonged.

When the energy level of network is low and energy
of nodes is balanced, time-driven CH rotation method can
achieve higher energy efficiency than energy-driven CH rota-
tion method. Table 2 shows the energy distribution between
sensors when we switch from energy-driven CH rotation
to time-driven CH rotation in heterogeneous network for
LEACH. It shows that the energy of sensor nodes is quite
evenly distributed among them. So, switching to time-driven
CH rotation is a good choice when #g,ergy-p, < #1ime-p, and
it also proves the rationality of the hybrid energy- and time-
driven CH rotation strategy indirectly.

In addition to network lifetime, energy efficiency is
another important performance indicator of WSNs. As
replacing or recharging batteries is difficult or even impossi-
ble for sensor nodes in many cases, the cluster protocol needs
to maintain high energy efficiency of networks in order to
collect as much useful information as possible. According
to the algorithmic details of our hybrid energy-time driven
CH rotation, energy efficiency of the network is used as the
criterion to select CH rotation strategy. In the next simulation
test, we use the data transmission rounds that 95% of nodes
are alive in the sensor network to measure and compare the
energy efficiency.

Figures 8 and 9 illustrate the energy efficiency compari-
son among the three CH rotation strategies in both homo-
geneous and heterogeneous networks for LEACH. It can be
seen that even though there is no big difference in network
lifetime in homogeneous sensor network, our hybrid energy-
and time-driven CH rotation strategy is about 1.3 times and
1.1 times more efficient in data transmission than time-driven
CH rotation and energy-driven CH rotation, respectively.
But in heterogeneous WSNs, the hybrid energy- and time-
driven CH rotation strategy can achieve 2 times and 1.2 times

1

TABLE 2: Node energy distribution between sensors in heteroge-
neous network.

Nodes Energy When energy-driven When time-driven
Distribution (J)  CH rotation begins CH rotation begins
0-0.1 0 8
0.1-0.2 0 147
0.2-0.3 0 41
0.3-0.4 42 4
0.4-0.5 40 0
0.5-0.6 43 0
0.6-0.7 39 0
0.7-0.8 36 0
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FIGURE 8: Data transmission rounds with PND for LEACH in
homogeneous networks.

more efficient in data transmission than time-driven CH
rotation strategy- and energy-driven CH rotation strategy,
respectively. Such results are mainly attributable to the fact
that time-driven CH rotation strategy does not consider
the energy imbalance of nodes. Under such a circumstance,
cluster head selection is triggered after a constant number
of data transmission rounds no matter whether the node’s
energy is abundant or not, thus resulting in unnecessary
energy waste. At the same time, for energy-driven CH
rotation strategy, the energy efficiency will decrease sharply
when the energy of network reduce to some degree. The
hybrid CH rotation strategy takes full account of such a
situation and can achieve good energy efficiency by selecting
either energy-driven or time-driven CH rotation according
to the residual energy of network in real time.

7. Conclusion

In this paper, we have proposed a hybrid energy- and time-
driven CH rotation strategy for distributed wireless sensor
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FIGURE 9: Data transmission rounds with PND for LEACH in
heterogeneous networks.

networks. The main objective of our algorithm is to improve
the energy efliciency and prolong the lifetime of WSNs by
optimizing the CH rotation strategy in cluster hierarchy pro-
tocol. By analyzing energy consumption ratio between data
gathering and cluster head selection for the time-driven clus-
ter head rotation and energy-driven cluster head rotation, we
propose the hybrid cluster head rotation strategy for WSNs, in
which the CHs rotation mechanism based on time or energy
will be selected according to the change of energy efficiency.

By comparing the simulation results, we find that our
rotation strategy integrates the advantages of both the energy-
driven CH rotation strategy and the time-driven CH rotation
strategy in cluster hierarchy protocol and can enhance the
energy efficiency and prolong network lifetime in both
homogeneous and heterogeneous networks. As an important
technology of cluster topology maintenance, our rotation
strategy can be used in any cluster protocol for the topology
reconstruction of the hierarchical cluster network.

The energy threshold parameter c plays an important role
in our hybrid CH rotation strategy and it is mainly decided
by network topology structure. In this paper, we only obtain
a suitable value by simulation analysis. How to find out its
optimal value in a different network topology structure for
WSNSs is an issue of great importance for our hybrid CH
rotation strategy. We will try to find a solution that could
determine the optimal value of these parameters according
to different cluster topology structures in our future work.
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Disasters often result in a tremendous cost to our society. Previously, wireless sensor networks have been proposed to provide
information for decision making in postdisaster relief operations. The existing WSN solutions for postdisaster operations normally
assume that the deployed sensor network can tolerate the damage caused by disasters and maintain its connectivity and coverage,
even though a significant portion of nodes have been physically destroyed. Inspired by the “blackbox” technique, we propose that
preserving “the last snapshot” of the whole network and transferring those data to a safe zone would be the most logical approach to
provide necessary information for rescuing lives and control damages. In this paper, we introduce data evacuation (DE), an original
idea that takes advantage of the survival time of the WSN, that is, the gap from the time when the disaster hits and the time when
the WSN is paralyzed, to transmit critical data to sensor nodes in the safe zone. Numerical investigations reveal the effectiveness of

our proposed DE algorithm.

1. Introduction

While disasters could result in a tremendous cost to our soci-
ety, access to environment information in the affected area,
such as, damage level and life signals, has been proven crucial
for relief operations. Hundreds of disasters in various scales,
including earthquakes, flooding, tornadoes, oil spilling, and
mining accidents, happen around the world each year. Not
only do they bring in huge economic lost by destroying assets,
but also they can take lives in large quantities. According to
a disaster statistic report [1], the average number of people
affected by disasters is more than two hundred million per
year from 1991 to 2005, and thousands of them lost their lives.
When disasters hit, relief operations often focus on saving
lives and reducing property damages. Given the chaos in
the affected areas, effective relief operations highly depend
on timely access to environment information. For example,
the life vitals of survivors would be extremely helpful for
rescue workers to determine where to dig a tunnel to the
spot. Previously, wireless sensor networks [2-4] have been

proposed to gather useful information in disasters such as
earthquake, volcano eruption, and mining accidents.

However, even with sensor networks, gathering crucial
information in postdisaster relief operations turns out unpre-
dictably challenging. When a disaster strikes, the commu-
nication facilities, power units, and roads will usually be
destroyed, which, along with some concomitant accidents,
for example, building collapse, fires, and gas explosions, and
so forth, may disrupt the normal functionalities of sensor
networks. For example, sensor nodes could be damaged in
the event of a fire and communication channels are thus
disconnected. Previous researches [5-10] tend to overlook
at this possibility and thus result in relief solutions that
are inherently impractical. As a result, the decision-making
process could be paralyzed with incomplete information.

In this paper, inspired by the “blackbox” solution in flight
industry, we propose data evacuation (DE): an original idea
which utilizes the surviving time interval of sensor nodes,
namely, the duration in which WSNs still function after the
disaster, to transmit vital data to the sensor nodes in the safe



zone. Our idea relies on the following observation. It is quite
possible that the buildings or local resources do not get
damaged or destroyed at the beginning of most disasters. As
a result, the deployed sensor network can keep working for
a while before it becomes completely paralyzed. This grace
period can be used to transit vital data gathered by the WSN.

Our proposed data evacuation works under extreme sit-
uations, thus requiring different design metrics from normal
wireless sensor networks. From an engineering perspective,
one would like to gather as much information as possible,
preferably within short period as much as possible. The
former metric corresponds to the evacuation ratio, defined as
the amount of successfully rescued information in respect to
the whole amount of information gathered by the network;
the latter corresponds to the evacuation time, defined as
the amount of time spent in rescuing all the information.
However, as with any engineering design problem, these two
metrics are competing with each other. Since maximizing
evacuation ratio and minimizing evacuation time cannot
be achieved simultaneously in any design of DE, it is our
responsibility to judicially balance a tradeoft between the two
metrics in a realistic solution of DE.

In this research, we first reveal a mathematical structure
of our problem, and then our main focus turns to develop
and evaluate scalable distributed algorithms for our proposed
DE strategy. If one would trace the path of each bit of data
transits in the network, this problem can be modeled as a
non-linear programming problem with multiple minimums
in its support. Rather than seeking the analytical solution for
such a formulation, we take a pragmatic approach to design
distributed protocols to route the vital data to safe zones in
an affected region. We will propose two distributed data-
rescuing protocols, namely, a gradient-based (GRAD-DE)
one and a gravitation-based (GRAV-DE) one. The former
is related to Newton’s method [11] for non-linear program-
ming and the latter is related to Newtons law of physics
[12]. In addition, we will evaluate their efficacy under the
aforementioned design metrics with extensive simulation.
Evaluation shows the significant effectiveness of DE strategies
for postdisaster applications. The major contributions of this
works are as follows.

(i) To the best of our knowledge, we are the first to
propose the idea of data evacuation for postdisaster
applications. The basic operation of DE is to send
sensitive data from the whole network to the nodes in
the safe zone; in that case, the relief efforts of rescue
group will benefit a lot from the reproduction of “the
last shot” of the monitoring region based on the saved
sensitive data.

(ii) Building the mathematical structure of our problem,
we propose two distributed data-rescuing algorithms.
Our algorithms are mathematic avatars of Newton’s
method on non-linear optimization and Newton’s law
of physics.

(iii) Extensive simulation has been conducted to verify the
efficacy of GRAD-DE and GRAV-DE and illustrate
the fundamental tradeoft between the two design
metrics: evacuation time and evacuation ratio.
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The remainder of this paper is organized as follows.
Section 2 discusses the related work. Section 3 gives the
definitions and assumptions about disaster scenario and
network model. Section 4 presents the detailed design of
GRAD-DE and GRAV-DE, followed by their evaluations in
Section 5. Section 6 concludes the paper.

2. Related Work

One of the critical tasks for postdisaster relief is to collect
urgent information quickly and safely to rescue lives and
control damages. There have been a lot of research works
on data collection with wireless sensor networks. However,
research on vital data collection in disaster circumstances has
been rare.

Some previous research employ wireless sensor network
to gather useful data in a hostile environment like earth-
quake or volcano [2-5]. Suzuki et al. present a high-density
earthquake monitoring system in [2]. The raw data about
earthquake is gathered by a sink node and can be used for
further analysis after earthquake. But the collected data is just
about earthquake rather than survivors. To estimate the indi-
vidual damage in personal area, a WSN system is proposed
in [3] to provide useful information to predict the individual
damage, which is not accurate to serve for rescuing. In [5],
Cayirci and Coplu presents a wireless sensor network (i.e.,
SENDROM), in which nodes are randomly deployed before
disaster occurs, for disaster relief operations management. In
postdisaster relief, rescue teams use mobile central nodes to
gather information such as survivor’s location by querying
the sensor nodes.

To collect data more efficiently, some works have studied
hybrid networks for data collection in disaster situations [6-
8]. These systems employ cellular systems (or wires systems)
and sensor networks in parallel to achieve a superior per-
formance, such as, high speed, high capacity, and wide area
coverage. A hybrid network model in [9] collects damage
assessment information from a large number of nodes, and
its connectivity is maintained by an alternative route in the
event of disasters. Fujiwara et al. employ a hybrid of sensor
and cellular networks in [10]. They present a data collection
system to detect damage in a disaster and to transmit the
data to an emergency operation center. It applies the network
scheme to a versatile data collection system using sensor
networks for damage assessment and for victim detection
beneath the rubble of collapsed buildings. However, in the
hybrid network, the cellular network could be paralyzed by
disasters quickly or congested by the sudden high load even
if it survives so that the data collection system breaks down.

Among these works, they did not consider the possi-
bility that some base stations of cellular networks or the
sensor nodes might be collapsed or unreachable during or
after disasters. In [13], authors presented a data collection
framework which employs Ad hoc Relay Stations (ARSs). It
can convey data from the collapsed area by sending them to
the nearest ARSs. However, it is built on cellular networks,
which would be destroyed immediately during disasters. Li
and Liu present SASA [14], a Structure-Aware Self-Adaptive
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wireless sensor network, for underground monitoring in coal
mines. By regulating the mesh sensor network deployment
and formulating a collaborative mechanism based on the
regular beacon strategy, SASA is able to rapidly detect
structural variations caused by underground collapses. The
collapse holes can be located and outlined and the data
can be transferred outside of the collapsed region. However,
the stationary mesh network could be ruined and become
unreliable when a collapse occurs.

To the best of our knowledge, this paper is the first one
that considers a wireless sensor network under stress and
evacuates the critical data to the safe zone for postdisaster
relief operations.

3. System Models and Problem Description

3.1. Network Model. In this paper, we assume that N sensor
nodes are randomly uniformly deployed in an M x M square
area A, and the communication radius of sensor node is 7. The
network can be modeled as an undirected graph G = (V, L),
where V is the set of sensor nodes in the network, |V] is the
number of sensor nodes, and L is the set of links between
sensor nodes in the network. For any two nodes v; and v,
if dist(v;, v j) <r,v;and v j are neighbors and there is a link
I(v;, v;) between them. For any node v;, its neighbor node set
is neighbor(v;).

In the event of a disaster, the capability of sensor nodes is
assumed to be as follows.

(i) It can sense some meaningful event around. For
example, sensor node can sense human vital signs
through sound, infrared rays, temperature, image,
and vibration sensors.

(ii) Sensor node can sense and measure the surrounding
physical intensity (like the intensity of earthquake
shock, temperature and smoke density in the fire, gas
density before gas explosion, etc.) variation caused by
a disaster.

(iii) Sensor node can rank itself as safe, critical, or dan-
gerous, according to a predefined algorithm using the
physical intensity variation it senses as inputs.

We do not assume the existence of a sink node that gathers
all the data and routes to the relief center. When a serious dis-
aster occurs, original communication infrastructure may be
destroyed; even if some of them survive, they usually cannot
provide effective service for disaster relief applications. In our
approach, data evacuation is accomplished by collaborative
efforts of every sensor node in the network to route the critical
information to a few safe zones in the affected region.

3.2. Disaster Model. In this subsection, summarizing a set
of common characteristics in most disasters, we construct a
simplified disaster model, as follows.

Definition 1 (devastating event). We use a Quaternion
(C;, I;,T;, and A;) to represent a devastating event E;, where
C, is the centre point of the zone where the devastating event
occurs, given by the coordinate (x;, y,); I; is the intensity
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FIGURE 1: Devastating event intensity distribution in disaster.

of the devastating event; T; is the attenuation coeflicient of
disaster propagation; A, is the region that the devastating
event affects.

Definition 2 (disaster). Disaster is a set of devastating events
and could be denoted by D = {E; | 0 <i<d-1,d € N}.

Let us look at an example. When a coal-mine accident
(disaster) occurs, it probably consists of several gas explosions
and water leak accidents, each of which corresponds to a
devastating event. Each devastating event could be described
by four elements: the position of event occurrence, the
intensity of this event, the attenuation coefficient of this
event, and the region affected by this event. The intensity I;
is the highest in the centre point of a devastating event and
weakens as it gets further away from the center point. Usually
T; reflects the change of I; in the region where disaster affects.
There is no common attenuation coefficient for disasters.
For simplicity, we assume a linear attenuation coefficient
denoted as T;. Under the impact of T}, a devastating event
can be depicted as a subarea of which the intensity is
linearly descending from a centre point. As an example,
Figure 1 illustrates a typical intensity distribution of a disaster
with four devastating events, and the intensity is collected
by sensors in the affected region. The centers of the four
devastating events are (15, 25), (25, 40), (55, 85), and (85, 60).
It can be seen that the intensity function has multiple sets of
minimum points in its support (i.e., the affected region).

In this paper, according to the data that the sensor
nodes collect, we define an algorithm to classify the state
of the sensor node into three categories: safe, critical, and
dangerous. Let intens(v;) be the intensity that the node v;
senses; I, I, (I, < 1I,) are two thresholds which are
predefined according to the disaster scene. Then, we have

safe, intens (v;) < I,
Is <intens(v;) <Ip, (1)
dangerous, I}, < intens(v;).

rank (v;) =

critical,

Let Vs, V-, and V|, represent the set of safe nodes, critical
nodes, and dangerous nodes, respectively.

When a disaster occurs in a certain place, the disaster
usually only affects a limited area near the center, and similar
disaster damage often shares the same zone. According to



FIGURE 2: Vertical view of three zones distribution.

this, the three sets Vg, Vi, and V[, will have their own
zones geographically, and since, after a disaster happens,
there exists a short period of time when the sensor nodes
collect the intensity data and rank themselves, the disaster
area will be divided into several zones, which could be safe,
or critical, or dangerous.

Definition 3 (zone). The sensor nodes in a zone has the same
rank level, and they are connected. Consider the zone to be
a connected subgraph G; = (V;,L;), V; €V, L, € L, 0 <
i < g—1, gisa positive integer and it represents the total
number of zones in the whole area. For arbitrary two zones
G,-,Gj,thereareVl-ﬂVj = ¢, LinLj =¢, 1<i<N, 1<
j < N,and U, V; = V. According to the rank level of
each zone, we call it safe zone, or critical zone, or dangerous
zone.

Figure 2 gives a vertical view for the disaster shown
in Figure 1. Without the loss of generality, we adopt a
normalized threshold of 0.5 for nonsafe zone in this paper
and the threshold can be any value that manifests the physical
meaning of a specific disaster (e.g., the Richter magnitude in
earthquakes). In Figure 2, most area is covered by dangerous
zone and critical zone (intens(v;) > 0.5, for all v; € VUV ),
due to the devastating event’s influence, and only a small area
is covered by safe zone (intens(v;) < 0.5, for all v; € V).

Sensor nodes in different ranks have varying surviving
time, resulting in different roles in our data evacuation
strategy. Sensor nodes in the dangerous zone have the
shortest life time, only several seconds or dozens of seconds.
Sensor nodes in the critical zone live longer, usually minutes
or hours, because of less damage the devastating event causes
in this zone, but the continuous damage will make the sensor
nodes in critical zone ultimately destroyed. Sensor nodes in
safe zone can live much longer, usually hours or days or
longer, because of the long distance from the dangerous zone
and the least damage the devastating event causes, so the
sensor nodes in this zone are suitable to store valuable data
for assisting personnel rescue and disaster analysis.

In our scheme, if one follows a piece of information, it
normally traverses from dangerous zones, with possible route
via critical zones, to two alternative destinies. It either arrives
at some safe zone, or is trapped in dangerous/critical zones
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(lost in the end). For the former case, we adopt a definition for
the path through which the information traverses, as follows.

Deﬁmtzon 4 (effectlve evacuatlon path). If a path P =
vov1 vl 1v,, 1<i<n, vO € VCUVD, andv € Vs and

suchhnkl(v v]H) 0<j<i-1, UJ € V4uV,, and v]+1 €
V, do not ex1st in path P, then P is the effective evacuation
path.

3.3. Problem Formulation and Its Mathematical Structure.
The end goal of our proposed data-rescuing strategy is to
route the critical data sensed in the dangerous zone and
critical zone to the safe zone for disaster relief and disaster
analysis. The process of data evacuation can be expressed like
this: for every sensitive data in any sensor node v, v € VU
V p, data evacuation is to find an effective path and transmit
the data to the safe zone. Any solution in this domain should
have at least two desirable features. First, it should route
as much information as possible. Second, data evacuation
should be fast; otherwise the sensor nodes in the dangerous
zone and critical zone could lose their data, or the sensor
nodes in the effective evacuation path could be inactive.

As a manifest of the aforementioned features, we will
focus on the following two performance metrics: (a) evacu-
ation time: the time to complete the data evacuation process
and (b) evacuation ratio: the percentage of whole sensitive
data preserved in safe zone after finishing the data evacu-
ation process. Data evacuation should be quick; otherwise
the sensor nodes in the dangerous zone and critical zone
could be damaged. As a result, some effective evacuation
paths could fail to send the sensitive data to the safe zone.
The data evacuation protocols need to guarantee that the
amount of preserved sensitive data can provide enough useful
information for postdisaster applications.

This formulation renders itself an elegant mathematical
polymorphism. For each piece of information, it should
strive to follow a path to any safe zone as fast as possi-
ble. If one considers the disaster intensity map as a two-
dimensional function and any safe zone as a set of points
with a minimum value, the data evacuation problem is equiv-
alent to a non-linear programming problem with multiple
(usually unknown) minimums in its support. This structural
polymorphism with non-linear optimization will inspire the
development of two efficient data-rescuing algorithms, both
of which will be elaborated in the next section and are
distributed in nature.

4. Data Evacuation Protocols

In this section, we present two alternatives DE protocols,
each of which is a greedy algorithm seeking to optimize
one design metric. The first protocol routes the critical
information through effective evacuation paths following
the highest gradient in the disaster intensity map, and thus
denoted as GRAD-DE. The second protocol routes the critical
information by effective evacuation paths leading to the
closest safe zone with the largest storage capacity. Intuitively,
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the information is attracted by the gravitation (proximity
and capacity) of the safe zone, and thus the protocol is
denoted as GRAV-DE. The GRAD-DE protocol performs
better in minimizing the evacuation time, while the GRAV-
DE protocol excels in maximizing the evacuation ratio.

4.1. GRAD-DE Protocol

4.1.1. Detailed Design of GRAD-DE Protocol. The GRAD-DE
protocol stems from the Newton’s method (gradient based)
for non-linear programming problems. One of the potential
issues with Newton’s method is that it could converge to local
minimums. In our protocol, we allow a few steps to route the
information to nodes with higher intensity, so that the critical
message will not be trapped. Here is how the protocol works.
First, each sensor node obtains the intensity and the rank
level of all its neighbors through a round of hello-message
exchange. In the event of any disaster, a sensor node first
senses the intensity of devastating event and determines its
rank level based on the predefined I, and I ;. After that, it will
broadcast a hello message, including its sensed intensity and
self-determined rank level, to all neighbors.
Second, as water always flows downwards, in the GRAD-
DE protocol, each sensor node forwards the sensitive data
sensed locally or received from other nodes to its neighbor
with the minimum sensed intensity. Obviously, in most cases,
it is reasonable to send the sensitive data to the node with
lower sensed intensity because it is the most logic step toward
the safe zone (also suggested by the Newton’s method). In
order to avoid collision and reduce the communication cost,
we adopt a single-copy forwarding strategy in the design.
This simple gradient-based forwarding strategy, however,
could result in data trapped in stressed zones. For example, if
a disaster consists of several devastating events, the sensed
intensity (>I,) of nodes in a certain region could be lower
than the sensed intensity of any other nodes that surround
this region. In this situation, the sensitive data of surrounding
nodes may be forwarded to the “Highland Basin” as shown in
Figure 3, and all sensitive data in this region will be trapped.
In order to avoid this problem (equivalently, the local
minimums in non-linear programming problems), the
GRAD-DE algorithm consists of three correction steps as
follows.

Step 1. Upon receiving all the hello messages from its neigh-
bors, each node marks itself if its intensity is lower than that
of any other neighbor and broadcasts a warning message to
prevent all its neighbors from sending sensitive data to it.

Step 2. When a node receives a warning message, if its all
neighbors with smaller intensity have send warning messages
to it, it will mark itself and broadcast a warning message to
inform that it cannot play a relay role in an effective path.
Otherwise, it just drops the received warning message.

Step 3. When a node has sensitive data to forward, it will
check whether it has been marked. (a) If yes, it will send the
sensitive data to the unmarked neighboring node with the
lowest intensity. If it cannot find any unmarked neighboring

oo
otk oo —
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FIGURE 3: “Highland Basin” phenomenon caused by the coactions
of devastating events.

node, it will send the sensitive data to the neighboring node
with the highest intensity, with the hope that the data will
escape from the trapped region from the trapped region as
soon as possible. (b) If not, it means that this node is not
located in a “Highland Basin” region, so the sensitive data can
be sent to the unmarked neighboring node with the lowest
intensity.

4.1.2. Pros and Cons of GRAD-DE Algorithm. In this subsec-
tion, we will discuss the advantages and disadvantages of the
GRAD-DE protocol, respectively.

On one hand, the GRAD-DE protocol comes with a few
desirable characteristics. First, the control-message overhead
for the GRAD-DE protocol is limited and upper bounded
by two times of the total number of sensor nodes. In most
cases, each node broadcasts a one-hop hello message to all its
neighbors. Only when a “Highland Basin” problem appears
will the nodes in this region broadcast an extra one-hop
warning message to prevent sensitive data being transmitted
to this region. As a result, even in the worst case, the number
of control messages sent by one node is 2. Second, the
GRAD-DE protocol does not rely on detailed information of
the network topology. Specifically, each node simply sends
sensitive data to its neighbor with the minimum intensity. As
a result, the evacuation time will not be too long since we do
not incur additional delay in topology discovery. Third, the
GRAD-DE protocol is a scalable and distributed algorithm
for data rescuing under stress, with some resemblance to
the famous Newton’s method in non-linear programming
domain.

On the other hand, the GRAD-DE protocol has several
drawbacks. For example, any effective evacuation path is
predetermined by the intensity distribution in the affected
region. If a relay node is damaged by devastating events,
sensitive data transmission cannot be adapted to a new
path. Although such an issue can be avoided by periodically
sending hello messages, the control-message overhead would
increase. Collision is another issue, which is caused by no
topology control for the GRAD-DE protocol and cannot be
solved thoroughly by relying on the IEEE 802.15.4 MAC
protocol. Adjusting the time interval for data sending could
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TaBLE 1: Concepts mapping.

Concepts in physics Concepts in data evacuation

Description

Object 1 Single sensitive message of v,-(Df ) Single sensitive message can been seen as an object with unit mass
Object 2 Space of certain safe zone (space(Gj-)) The mass of G; is the storage size (messages) of this safe zone
|D| Hops from v, to G; Distance can be expressed as hops of evacuation path
Ge L T P e = For this object, the GRAV-DE protocol follows a three-step
o 4@ e . & ° 4 e o | procedure.
® .
. . S .
¢ 4 * U ® ‘ (1) Safe zone organization: in our design, each connected
° o‘ .,.’ " e o' ¢ - » o component or isolated node with maximum sensed
i N ¢ - e e intensity <I; can be seen as a safe zone.
® o o .
.‘ ,.’. & .2 Y 8 Gs (2) Safe-zone/evacuation-path broadcast: after safe zones
! ’ . e o '@ o o ° have been identified, they will advertise their exis-
% ® o L@ Y .° . tence by broadcasting announcement messages to all
° ® ° nodes in critical or dangerous zones.
. e ® o .

FIGURE 4: Buffer overflow due to blindly sending.

be a way to avoid collisions; however, such a strategy
would pay the penalty of prolonging evacuation time. Buffer
overflow is also a problem for the GRAD-DE protocol. As
shown in Figure 4 where Gj, G;, and Gj are three safe
zones, the number of member nodes of these three safe zones
are 2, 11, and 3, respectively. Unfortunately, the GRAD-DE
protocol does not provide any information about safe zones,
such as the number of safe zones and the storage capacity of
safe zones. As a result of the blind data forwarding, Figure
4 illustrates that too many nodes blindly send their sensitive
data to G] and G3, although the storage capacity of these two
zones is limited.

4.2. GRAV-DE Protocol

4.2.1. General Principle. The GRAV-DE protocol is proposed
to avoid the buffer overflow problem in the GRAD-DE
protocol, which happens because each sensor node blindly
forwards its data to a random safe zone. Indeed, we believe
that the protocol would better off if the data is forwarded
to the closest safe zone with the maximum storage capacity.
Such a principle is similar to Newton’s theory of gravitation.
Intuitively, the movement of every single sensitive message
to a certain safe zone can be regarded as it is attracted by
the safe zone and moves to this zone along the direction of
gravitational force between them if this gravitational force is
bigger than that of any other force caused by different safe
zones. As a result of this parallelism, one can see a natural
mapping between concepts in data evacuation and those in
physics, as summarized in Table 1, where D/ denotes the
jth sensitive message of node v;, and space(G;») denotes the
storage size of certain safe zone G;».

The key for the GRAV-DE protocol is for each node
in dangerous or critical zones to discover the information
and distribution of safe zones, and then it can make a
decision to send their sensitive data to an appropriate zone.

(3) Evacuation path decision: nodes under stressed zones
can determine the effective evacuation path for data
evacuation, similar to the Newton’s law of gravitation.

In next three subsections, we investigate the detailed
implementation for the three steps in our proposed GRAV-
DE protocol.

4.2.2. Safe Zone Organization. In this phase, the major task
is to identify all connected components with the maximum
sensed intensity <I. Each component will be organized as a
cluster with one head, and the head node has the knowledge
of the storage size of its cluster. This problem exhibits a strong
resemblance to the gossip problem in [15].

Leveraging the rich set of results from the gossip pro-
tocols, we propose the following distributed algorithm for
safe zone organization. At the initiation phase, each node
v; with intens(v;) < I, sets its IDi as its component
ID and broadcasts it to its all neighbors. Upon receiving
other component IDs broadcasted by its neighbors, it will
set its component ID to the minimum of its ID and all of
its neighbors. Finally, the component ID of every node in
the same connected subgraph will converge to a fixed ID.
Algorithm 1 illustrates the safe zone organizing algorithm.
The convergence and the correctness of this algorithm is
omitted in this paper due to space limitation.

4.2.3. Safe-Zone/Evacuation-Path Broadcast. The next logical
step is for each sensor node to obtain an evacuation path to
all valid safe zones. Intuitively, this problem is equivalent to
finding the set of the shortest paths from each sensor node in
stressed zones to the list of safe zones. A rich set of research
existed for this problem [16-18], among which the famous
Dijkstra’s algorithm [19] inspires us the following distributed
implementation for the evacuation-path broadcast protocol.

The protocol works as follows. After the safe-zone orga-
nizing phase is completed, the head node will broadcast an
announcement message, including its unique component ID,
its storage size, and hops with initial value 0, to all nodes
in critical or dangerous zones. When a node receives an
announcement message, it will check whether it receives
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(1) if (intens(v;) < I,) then
(2)

(4)
(5)
(6)
(7) endwhile

©)

component_id = i and broadcasts M’ message
(3) while (v, receives Mi from its neighbors) do

if (component_id > j) then

component_id = j and broadcasts M/ message
else drop M/ message

(8) if (i # component_id) then
send a join_msg to node with id = component_id
(10) else reveives join_msg from all members

ALGORITHM 1: Safe zone organizing algorithm.

a message from the same safe zone. If yes, it will compare
the value of hops in this new message with that of former
messages and record the announcement message with lower
value and the forwarding neighbor; otherwise, it will record
the message and the forwarding neighbor. After this step, it
will rebroadcast its own record of safe zones. At last, every
node in danger area will have the knowledge of evacuation
paths to all safe zones.

4.2.4. Evacuation Path Decision. This step addresses how
each node should choose its evacuation path to one of the
safe zones, by adopting a similar criterion as in the Newton’s
theory of gravitation. When a node v; with intens(v;) >
I, receives announcement messages from all safe zones
(forall G}, 1 < j < m), the gravitational force between

one sensitive message D/ and Gj can be calculated using the
following equation:

G- space (G;)
- (dist (v, G3))”

where G is a constant called the universal gravitation
constant; space(Gj-) denotes the storage size of G;, and

F(D.G)) 2)

dist(v,-,Gj-) denotes the hops from v; to the corresponding

border node of G:. It then chooses the safe zone with
maximum gravitational force as the destination for sensitive
data evacuation of v;. Note that there are other possible
decision criteria, as long as it generates an index increasing
with higher storage capacity and decreasing with longer
distance. In our research, we focus on one representative
criterion, derived from Newton’s law of physics, but it is not
necessarily optimal.

Notice that the location of head could affect the perfor-
mance of the GRAV-DE protocol significantly. For example,
as illustrated in Figure 5, the sensitive data of node A can
choose an evacuation path from path 1 or path 2 to evacuate
its sensitive data to a safe zone. If the head node is the
destination of an effective evacuation path, the distances of A
to G| and G; are 4 and 2 hops, respectively, and our criterion
indicates that the sensitive data of A will be transmitted to
G, although the mass of Gj is 2.5 times the mass of G5. A
corrective measure we can apply is for the border nodes in a
safe zone to reincarnate itself as the head one of its associated

Head node of G5
()
@)

Border node

Pathl:A-B—-D—>F—>G
Path2: A C— H

Head node of G}

FIGURE 5: The impact of the location of head.

safe zone. In the same situation as in Figure 5, if we allow D, a
border node, to be the destination of an evacuation path, the
critical information will be transmitted along path 2.

5. Numerical Studies via Simulations

In our numerical study of data-evacuation strategies, we have
implemented GRAD-DE and GRAV-DE protocols on an ns-
2.33 simulation platform. We compare the performance of
GRAD-DE and GRAV-DE protocols to a simple flooding
approach in terms of evacuation ratio and evacuation time. In
addition, we analyze the impacts of experimental parameters
on the two proposed protocols.

5.1. Simulation Setup. In our simulations, the network size
varies from 100 nodes to 900 nodes, and the area of
monitoring region varies from 100 x 100 to 500 x 500. All
sensor nodes have the same communication radius. Due
to the limited bandwidth and the weakness of the collision
avoidance mechanism of IEEE 802.15.4 MAC protocol,
the sensitive message evacuation velocity of each sensor is
assumed to follow a Poisson process with an average arriving
interval of 1.5s. To simulate the influence of disasters, we
divide the whole network area into 2 x 3 small rectangles
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and put a devastating event in every small rectangle. The
location of each devastating event is randomly chosen in the
corresponding small rectangle. For simplicity, we presume
that the intensity of the centre place of any devastating event
is a real number between [0.8,1]. For any point P(x, y) in
network, the intensity of P caused can be calculated according
to

T LT
M

0, dist > M,

intens (p) = 3)

where dist denotes the Euclidean distance between P and D;
M is the longer side of the small rectangles.

5.2. Impact of the Number of Sensitive Messages. We first look
at the performance of our proposed algorithms, with a rising
number of sensitive data messages ranging from 1 to 10, for
two network topologies (100 nodes, 100 x 100 m* and 600

nodes, 300 x 300 mz). As a benchmark, we have also included
a simple flooding protocol in our simulation.

Simulation results are summarized in Figure 6, which
verifies our intuitions. First, we notice that the GRAV-
DE protocol reaches a higher evacuation ratio, which out-
performs both the GRAD-DE protocol and the flooding
protocol. Specifically, the evacuation ratio for the GRAV-
DE protocol is stabilized over 0.8, even in the worst case,
as the number of message varies from 1 to 10. The reason



International Journal of Distributed Sensor Networks

B e
Sl R TIERS =1 R
0.9 |- \‘%~~“ ) EEEERRS 1 0V ]
S-3 M
08 S~ ]
g 7T \\‘\x\ ’
2
c 0T X
S
s 05 4
=1
Q
S 04 i,
m
0.3 R
02 -
0.1 1 1 1 1
1 2 3 4 5 6
Number of devastating events
-*%- GRAD_DE
B GRAV.DE
(@)
lgg T T T T
R T
\‘X~\\ | CEe i
0.8 | Tk E
° 0.7 RN R
£ o6 K-
£ X
£ 05} ]
=1
g 0.4 - B
LE B
0.3 R
0.2 B
0.1 1 1 1 1
1 2 3 4 5 6
Number of devastating events
-%- GRAD_DE
£~ GRAV_DE

()

50 . :
40 |
O 0 B 2l
o -
£
g 30r i
k]
S k-¥eooC ¥ --mmm Ko ¥om oo X
s X---—7°
>
s}
20 | |
10 1 1 1 |
1 2 3 4 5 6
Number of devastating events
-%- GRAD_DE
B GRAV_.DE
(b)
50 ; :
40 +
=z R m
) i I ]
L
£
g 30} i
5]
- N OIS St s %
3 K- X -
3
i
20 + |
10 L 1 | |
1 2 3 4 5 6
Number of devastating events
-*¥- GRAD.DE
1+ GRAV_.DE

(d)

FIGURE 7: Impact of devastating event number on evacuation ratio and evacuation time with different network sizes: (a) average evacuation
ratio (100x100), (b) average evacuation time (100x 100), (c) average evacuation ratio (300x300), and (d) average evacuation time (300 x300).

why the evacuation ratio of the GRAD-DE protocol is low is
because too many messages could be forwarded to safe zones
with smaller storage space. Second, the flooding algorithm
has a higher evacuation ratio than the GRAD-DE protocol
when the number of messages needed to be evacuated is
very small. However, the evacuation ratio of the flooding
approach drastically decreases and is lower than that of the
GRAD-DE protocol as the number of messages increases.
This observation can be traced back to two effects of the
flooding algorithm. First, the chance of wireless collision is
higher when flooding a lot of messages into the network;
second, the storage space in safe zones will be occupied
by replicated message soon. Third, as expected, the GRAV-
DE protocol has a higher evacuation time than other two
protocols, because it has to pay some time penalty in the

two phases of safe-zone organization and evacuation-path
broadcast.

5.3. Impact of the Number of Devastating Events. For sim-
ulating the different destruction degrees of disaster, we set
a different number of devastating events on the network.
Specifically, we randomly pick out n from 2 x 3 small
rectangles and set a devastating event into each of the n small
rectangle(s), where 1 < n < 6.

From Figure 7, we see that both the GRAV-DE protocol
and the GRAD-DE protocol obtain high evacuation ratio
when the number of devastating events is small. As the
number of devastating events increases, the evacuation ratio
for the GRAD-DE protocol decreases faster than that of the
GRAV-DE protocol. As a result, we argue that the GRAV-DE
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protocol should be considered for efficient data evacuation
in grievous disasters. We also notice that the increment of
the number of devastating events brings about an increasing
number of data messages need to be evacuated, and thus the
completion time of data evacuation goes up slightly.

5.4. Impact of Communication Radius. The network connec-
tivity is related to the communication radius of sensor nodes.
In this subsection, we characterize the performance of the
GRAV-DE algorithm and the GRAD-DE algorithm under
different communication radius.

As shown in Figure 8, our proposed algorithms expe-
rience different performance trends as the communication
radius increases. For the GRAD-DE algorithm the evacu-
ation ratio increase monotonically as network connectivity
improves. For the GRAV-DE algorithm the evacuation ratio

first increases and then decreases as the communication
radius increases. The main reason is that the rising commu-
nication radius increases the chance of wireless collision at
the phase of organizing safe zones, which in turn results in
a partial loss of the information of safe zones. From Figure
8, the evacuation time of both of the two proposed schemes
descends slightly with the larger communication radius, since
the average hop number from the node under stress to safe
zones decreases.

5.5. Impact of Nodes’ Survival Time. The performance of our
proposed algorithm highly depends on the survival time
of sensor nodes. In different types of disasters, nodes have
different survival time in dangerous and critical zones. To
evaluate the impact of nodes’ survival time on the data
evacuation performance, we vary the lifetime of nodes in
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dangerous and critical zones from 10 s to 40 s. The results are
shown in Figure 9.

When the nodes’ survival time in dangerous and critical
zones is too short, a large number of data messages cannot
be evacuated to safe zones timely, so that both the GRAV-
DE protocol and the GRAD-DE protocol have very low
evacuation ratios. With the rising survival time, the data
evacuation performance of both of the two schemes clearly
improves. Because the evacuation time of the GRAD-DE
protocol is much shorter than that of the GRAV-DE protocol,
the evacuation ratio of the GRAD-DE protocol does not go up
any more after the node’s survival time reaches 25 s, whereas
the evacuation ratio of the GRAV-DE protocol increases till
the node’s survival time rises to 40 s. As far as the evacuation

time is concerned, the longer survival time of nodes in
dangerous and critical zones means the larger number of data
messages needed to be evacuated. Therefore, the evacuation
time of both of the two schemes gently goes up as the nodes’
survival time increases.

5.6. Blancing Raito-Time Tradeoff. As verified in Sections
5.2-5.5, the tradeoff between the evacuation ratio and the
evacuation time can be balanced by judicially applying either
the GRAD-DE algorithm or the GRAV-DE algorithm. The
GRAD-DE algorithm outperforms the GRAV-DE algorithm
in minimizing the evacuation time, while the GRAV-DE
algorithm dwarfs the GRAD-DE algorithm in maximizing
the evacuation ratio.



12

6. Conclusion

In this paper, motivated by the serious damages incurred by a
few recent disasters around the globe, we have investigated on
how to apply wireless sensor networks for postdisaster relief
operations in a more realistic situation, where the sensor
nodes could be paralyzed by the devastating events. Rather
than relying on the sensor network for information gathering
for a long time, we believe that a more relevant strategy
would be to exploit the survival time of sensor nodes for
transmitting critical information, for example, a snapshot of
the affected region before the network is destroyed (similar
to what blackbox preserves in flight accident), to safe zones
in affected regions.

In this context, we formulate the data-evacuation prob-
lem with two competing design metrics: the evacuation ratio
and the evacuation time. The former captures the amount of
information rescued and the latter captures the time incurred
in data rescue. Mathematically, this problem is similar to
a non-linear programming problem with multiple mini-
mums in its support. This structural parallelism inspired two
alternative data-rescuing algorithms, both of which manifest
some kind of principle derived by Newton. The GRAD-DE
algorithm, named after its gradient-based approach, provides
a superior time performance, but suffers from a throughput
perspective, whiles the GRAV-DE algorithm, named after
its resemblance to the law of gravitation, exhibits a higher
throughput, but only takes much longer to rescue critical
data. Our numerical study verifies the tradeoff between
these two metrics. It is the field engineers’ responsibility to
judicially apply either algorithm in a realistic situation to
rescue lives and/or control damages.

For future research, a direct extension of this work would
be to compare different criteria to decide which evacuation
paths to take. Another possible topic would be to make it
possible to multiply evacuation paths for each sensor node
and evaluate the associated tradeoff between the evacuation
time and the evacuation ratio.
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Delay tolerant mobile networks feature with intermittent connectivity, huge transmission delay, nodal mobility, and so forth. There
is usually no end-to-end path in the networks and it poses great challenges for routing in DTMNS. In this paper, the architecture
of DTMN:s is introduced at first, including the characteristics of DTMNS, routing challenges, and metric and mobility models.
And then, the state-of-the-art routing protocols for DTMNs are discussed and analyzed. Routing strategies are classified into three
categories: nonknowledge-based approach, knowledge-based approach, and social-based approach. Finally, some research issues

about DTMNS s are presented.

1. Introduction

With the rapid development of low-power wireless commu-
nication technology and integrated circuit technology, there
emerge a large number of low-cost, portable wireless devices.
These devices are organized into a wireless ad hoc network
and communicate with each other by multihop transmis-
sions, which have great potential for many applications. For
example, wireless sensor networks (WSNs) [1], composed of
densely deployed low-power, low-cost sensor nodes, could be
applied in scenarios such as military surveillance [2], disaster
relief [3], health monitoring [4], environment monitoring
[5], and smart home [6]. Another example is vehicular ad
hoc networks (VANETS), in which vehicles equip with short
range RF modules and exchange data when they meet, widely
used in traffic safety [7], traffic efficiency [8], and information
service [9].

Data gathering and routing is one of the fundamental
functions of the low-power wireless ad hoc network and
there have been lots of research works on routing issues
[10-14]. However, authors assume that the network is full
connected in these works, that is to say, there exists an
end-to-end path between the source node and destination
node, which is unreasonable in the real environment. In fact,
if nodes are deployed randomly in the region, the density
of nodes in some subregions would be higher than other
subregions, leading to the phenomena of network partition,

as shown in Figure 1. Once the network is partitioned, it is not
fully connected any more. Secondly, the environment often
has great impacts on the low-power communication. For
instance, if there are electromagnetic fields or some obstacles,
nodes will not communicate with each other even if they are
within the transmission range, disconnecting the network.
Thirdly, nodes are often powered by batteries, which is hard
to rechargeable. When the energy of the battery exhausts,
nodes cannot transmit data any more, degrading the network
connectivity. Moreover, if nodes move with animals such
as ZebraNet [15] and SWIM [16], data transmission only
occurs when nodes meet each other. The mobility of nodes
introduces opportunistic connectivity and there is not a
stable end-to-end path in the network, leading to partially
connected network.

Above all, the network is often not fully connected
in the real environments and the network connectivity is
intermittent and opportunistic, which is the characteristic
of delay tolerant networks (DTNs) [17]. DTNs feature with
sparse and intermittent connectivity, long and variable delay,
high latency, high error rates, highly asymmetric data rate,
and no stable end-to-end path. Obviously, traditional routing
protocols are not well suitable for DTNs. For example, on-
demand routing protocols such as AODV [18] and DSR [19]
for MANET try to find an end-to-end path and table-driven
routing protocols such as DSDV [20] and WRP [21] need
to build route table. They are both hard to be adaptive to
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FIGURE 1: The phenomena of network partition.

the intermittent connectivity and dynamic network topology.
New protocols must be designed for delay tolerant networks.

With the improvement of the portability of the wireless
nodes, the mobility of nodes has been greatly improved. The
enhanced mobility deteriorates the network connectivity fur-
ther and challenges network routing. Harras et al. discuss the
characteristics of delay tolerant mobile networks (DTMNs)
and present routing issues of DTMNs in [22]. However,
DTMNs are application specific and there are different types
of DTMNs such as delay tolerant mobile sensor networks
(DTMSNSs) [23] composed of tiny sensor nodes, mobile
social networks (MSNs) [24] when nodes attached to the
human, and vehicular delay tolerant networks (VDTNs)
[25]. Undoubtedly, there is not a universal routing protocol
running in different types of DTMNs and routing protocols
should be application specific, too.

The key issue of routing for DTMNs is to find an
opportunistic connectivity between the nodes and transmit
data to the nodes when they meet with each other if
possible. Some methods have been proposed to achieve
opportunistic communication in such challenged networks,
trying to achieve the higher delivery ratio with the shorter
delivery delay. Each of them has its own pros and cons and
is just suitable in certain domains. Flooding is the simplest
approach to transmit data to the destination but it wastes
network resources extremely. In order to reduce the network
overheads, some of them employ the history of contacts
made by the nodes to route the data. Some other schemes
try to forward messages to the neighbor node with the
higher probability to communicate with the destination node.
There are also some approaches that predict the behavior
of the nodes and assist to route messages by the predic-
tion knowledges. In addition, some other mechanisms are
proposed, including infrastructure assisted method, that is,
placement of stationary waypoint stores, using some mobile
nodes to bridge the disconnection in the network, message

replication, network coding, and leveraging prior knowledge
of mobility patterns. Authors classify the routing protocols for
delay tolerant networks into two categories: flooding-based
approach and forwarding-based approach [26-28]. In [29],
authors categorize the routing protocols into flooding-based
method, history-based method, and special device-based
method. In our opinions, the routing protocols should be
divided into two categories: nonknowledge-based protocols
and knowledge-based protocols. The former is to transmit
messages to the next hop without any information indicating
whether the next hop is an appropriate relay node. The latter
relays messages with the assistance of the collected informa-
tion about the network state and chooses a suitable next hop
based on the knowledge. Moreover, social behavior analysis
has been introduced to resolve the routing issues when the
nodes are attached to the human and could achieve better
performance by using social relationship or human mobility
in real life environment, in which the routing schemes
are called social-based protocols. In fact, the social-based
protocols often utilize the knowledge of the social structure
of the network and should be classified into the knowledge-
based protocols. However, we discuss them separately from
the former two categories in order to present routing schemes
by using the social interaction of the nodes more clearly.
In this paper, we study the existing routing protocols for
DTMNs and give an analysis of them with respect to the
important challenging issues and performance metrics.

The rest of the paper is organized as follows. Section 2
presents the architecture of DTMNs, including the charac-
teristics of the DTMNSs, routing challenges for the DTMNSs,
evaluation metrics of routing protocols for the DTMNs, and
mobility model of the nodes. In Section 3, the states-of-the-
arts of previous routing protocol for DTMNs are introduced
and the existing problems are discussed. Section 4 presents
some open issues about the DTMNs and Section 5 concludes
the paper.



International Journal of Distributed Sensor Networks

Tl ®
- ©

. ®
Contact,

send datag
(®)
)

(a)

(b)

T Comart [0 @
(®)

®

T4 Destination

(c)

(d)

FIGURE 2: Data transmission in DTMNs.

2. Network Architecture

The concept of delay tolerant networking was initially
proposed as an approach for the interplanetary Internet
(IPN) [30]. Deep space communication suffers from very
long latencies, low bandwidth, and intermittent scheduled
connectivity. Fall proposes an overall architecture of DTN
in [17], and it operates as an overlay above the transport
layer to provide services such as in-network data storage
and retransmission, and data forwarding. DTN technology
has been introduced into wireless ad hoc network in the
past few years. According to the mobility of the nodes, the
network can be classified into two categories. (1) Network
with some controllable nodes. In the network, most of the
nodes are static and only a few movable nodes. The managed
mobile nodes bridge the sparse disconnected network, store
data from static nodes, and carry data to the destination.
This method substantially saves the energy of the nodes as
they only transmit over a short range. (2) Network with
mobile nodes. In the second category, most of the nodes are
movable and they have to transmit data occasionally when
they contact with each other, introducing more challenges
for routing messages. In this section, we firstly describe the
characteristics of DTMNs, then analyze the routing chal-
lenges in DTMNs and metrics to evaluate the performance
of the routing protocols, and finally discuss some mobility
models, which have great influence on the network perform-
ance.

2.1. Characteristics of DTMNs. DTMN distinguishes itself
from conventional networks by the following characteristics.
(1) Intermittent connectivity. The connectivity of DTMNs
is very poor. In most cases, it is impossible to have an
end-to-end path. A node connects to other nodes only
occasionally and the link is the scarcest resource in the
network. (2) Delay tolerable. The end-to-end transmission

latency is dominated by the queuing delay. Messages have
to be stored in the message queue until the node meets
a neighbor node. Obviously, opportunistic connection will
lead to long latency so that applications have to tolerate the
large transmission delay. (3) Sparse density. Node density is
normally much lower in DTMNs compared with the tradi-
tional densely deployed networks, which further deteriorates
network connectivity. (4) Node mobility. Since the nodes are
attached to randomly moving objects, the network topology
changes frequently. Besides, the buffer size of sensor nodes
is usually limited. Since data messages may be stored in the
buffer queue for quite a long time before being sent out, queue
management is a challenge.

Clearly, a node only transmits its messages to the next
hop when it meets other nodes and chooses an appropriate
neighbor. As shown in Figure 2, node A wants to send
message to node D at T1 but there is no connection between
them. Node A has to store the messages and carries them
while moving. Then node A contacts node B at T2 and node
A will send the messages to node B because node B moves to
node D. And then, node B meets node C at T3 and relays the
messages to node C. Node C carries the messages and meets
node D at T4, then the messages are sent to the destination
node.

2.2. Routing Challenges. One of the main design goals of
DTMNSs is to exchange data between the nodes and employ
the opportunistic links among the nodes for transmission.
Clearly, the design of routing protocols in DTMN:s is influ-
enced by many challenging factors. In the following, we
summarize some of the routing challenges that affect routing
and forwarding in DTMN.

2.2.1. Intermittent Connectivity. As mentioned before, inter-
mittent connectivity is the inherent property of DTMNs.
DTMN is a partially connected network because of node



mobility, sparse deployment, and poor communication qual-
ity. The network connectivity varies with time. Consequently,
it is hard to find an end-to-end connection between the
source node and the destination node so that routing
techniques in conventional network are not well suitable
for DTMNEs. Intermittent connectivity means that the links
between the nodes are opportunistic. How to get an oppor-
tunistic link and transmit a message is a challenging issue in
DTMN:s.

2.2.2. High Latency. High latency is also a fundamental
property of DTMNS. In general, the transmission delay from
a source node to a destination node is composed of four
components: waiting time, queuing time, transmission delay,
and propagation delay [31]. The waiting time is the interval
that a message carried by node until it meets another node,
depending on the contact time and the message arrival time.
The queuing time is the time it waits for the higher priority
messages to be sent out. This depends on the data rate and
the traffics in the network. The transmission delay is the time
it takes for all the bits of the message to be transmitted, which
is determined by data rate and the length of message. The
propagation delay is the time a bit takes to propagate across
the connection, which depends on the distance between two
nodes. Obviously, messages have to be buffered in the queue
of the nodes due to intermittent connectivity, incurring more
waiting time and queuing time. Moreover, the low data rate
of DTMNs introduces more transmission delay. The design
of routing protocols for DTMNs should reduce the delivery
latency as shorter as possible.

2.2.3. Limited Resources. The nodes in DTMNs are often
equipped with low-power RF module, limited buffer size,
irreplaceable battery, and low computation capacity, that is
to say, the resources of the nodes are limited. The scarce of
resources degrades the performance of the routing protocols.

(1) Buffer Size. When a message is generated, the message is
buffered in the message queue of the node. Once the node
contacts other nodes, it chooses the next hop and delivers
the messages in its queue. However, the node usually waits
a long periods of time until it meets another node so that
the messages have to be buffered in the queue. If the queue
is full, some messages would be dropped off, which decreases
the delivery ratio. Routing strategies might need to consider
the limited buffer space when making routing decisions. In
addition, there must be a scheme to manage buffer.

(2) Energy Efficiency. Nodes in delay tolerant mobile networks
are usually powered by the battery, which cannot be replaced
easily. Lots of energy will be consumed for sending, receiving,
and computing. While researchers have investigated general
techniques for saving power in delay tolerant networks [32],
none of the routing strategies has incorporated energy-
aware optimizations. In fact, most of the previous routing
techniques do not consider the energy efficiency. In these
works, the RF module of the nodes has to work all the time
so as to find the possible links (opportunistic connectivity)
to their potential neighbors. Then, the nodes will drain oft
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their battery quickly and cannot contribute any more for
routing, while degrading the performance of DTMNSs. There-
fore, there is a tradeoff between the energy consumption
and network connectivity. How to maintain an acceptable
connectivity while keeping the energy consumption slowly is
a challenging routing issue for DTMNs.

(3) Process Capability. The nodes in DTMNs may be very
small and have small processing capability, in terms of CPU
and memory. These nodes will not be capable of running
complex routing protocols. To design routing protocols for
DTMSN, we must consider the computing capability of the
nodes.

2.2.4. Replication Management. Since the connectivity
between mobile nodes is poor, it is difficult to form a well-
connected network for data transmission. The nodes deliver
the message to their neighbors opportunistically when they
contact. In order to achieve certain success delivery ratio in
such an opportunistic network, data replication is necessary
[33]. However, multiple copies of messages will increase
transmission overhead, which is a substantial disadvantage
for energy limited sensor networks. Replication management
mechanism is necessary to control the number of message
copies in order to reduce the overhead caused by redundant
copies.

2.2.5. Network Topology. Due to nodal mobility or link qual-
ity, the network topology of DTMNs may change dynamically
and randomly. It is impossible to maintain a stable end-to-
end path in the networks, and routing in DTMN:s is often
on demand. Routing strategies designed for delay tolerant
networks must be adaptive to the frequent change of network

topology.

2.3. Routing Metrics. To evaluate the performance of the
routing protocols for DTMNSs, there are two main metrics:
data delivery ratio and data delivery delay. Moreover, there
are some other metrics to evaluate the performance of the
routing strategies for application of specific DTMNs such
as energy consumption, the number of replications, and
network overhead.

2.3.1. Delivery Ratio. The most important performance met-
ric is the data delivery ratio. Delivery ratio is defined as
the fraction of all generated messages that are successfully
transmitted to the destination within a specific time interval.
In DTMNEs, there are two factors to cause data loss. One
is that the TTL of message exceeds the tolerable delay of
the application. The network is unable to deliver messages
within an acceptable amount of time. The second factor
is that the queue of the node is full and some messages
have to be dropped. If there are no any other copies of
the dropped messages, these messages will not arrive at the
destination forever. Routing protocols should achieve higher
data delivery ratio.

2.3.2. Delivery Delay. Data delivery delay is another metric
to evaluate the performance of routing strategies of DTMNES,
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which is the time interval between when data is generated by
the source node and when it is received by the destination.
Due to the intermittent connectivity, the delivery delay
of DTMNs is much longer than that of the conventional
networks. Though applications in DTMNSs can tolerate high
latency, they can benefit from a short delivery delay. Some
applications also have some time window where the data is
useful. For example, if a DTN is used to deliver e-mail to a
mobile user, the messages must be delivered before the user
moves out of the network.

2.3.3. Energy Consumption. As described before, most of the
existing routing protocols for DTMNs do not consider the
energy efficiency. The RF module of node works all the time
to search the possible links to other nodes, which exhausts
the battery energy quickly. Once the battery is exhausted, the
node is dead and cannot deliver any more data. However,
for some data-centric applications, they want to gather data
from the network as much as possible. That is to say, energy
consumption of the node must be considered to design
routing protocols in order to achieve longer network lifetime.
The longer the network lifetime is, the more data the network
collects. Routing techniques should make a tradeoff between
the energy consumption and data delivery ratio.

2.3.4. Number of Replications. In order to get higher data
delivery ratio, some routing protocols employ replication
strategies and they transit more messages than others. The
intuition is that having more copies of the message increases
the probability that one of them will find its way to the
destination and decreases the average time for one to be
delivered. Unfortunately, the redundant replications waste a
number of network resources such as buffer, bandwidth, and
energy. The more the number of replications is, the more
the wasted resources are. Routing protocols should achieve
higher data delivery ratio with less replications.

2.3.5. Network Overhead. Usually, there are some control
messages to assist in forwarding messages efficiently. These
messages are network overheads. A good routing protocol
should create little network overhead and it makes tradeoft
between the data delivery ratio/delay and the delivery over-
head.

2.4. Mobility Model. The mobility model is designed to
describe the movement pattern of mobile users, and how their
location, velocity, and acceleration change over time. Since
mobility patterns may play a significant role in determining
the performance of the routing protocols, it is desirable for
mobility models to emulate the movement pattern of targeted
real life applications in a reasonable way [34]. We classify the
mobility models into four categories: random-based mobility
model, social mobility model, map-based mobility model,
and real dataset-based mobility model.

2.4.1. Random-Based Mobility Model. In random-based
mobility models, the nodes move randomly without any
restrictions. More specifically, the nodes choose their

destination, speed, and direction randomly and indepen-
dently of other nodes.

The simplest mobility model is the random walk mobility
model [35], also called Brownian motion; it is a widely used
model to represent purely random movements of the entities
of a system in various disciplines from physics to meteorol-
ogy. However, it cannot be considered as a suitable model
to simulate wireless environments, since human movements
do not present the continuous changes of direction that
characterize this mobility model.

Another example of random mobility model is the ran-
dom waypoint mobility model [36]. This can be considered
as an extension of the random walk mobility model, with
the addition of pauses between changes in direction or
speed. When the simulation begins, each node randomly
chooses a location in the field as the destination. It then
moves towards the destination with constant velocity chosen
randomly from [0, V']. The velocity and direction of the nodes
are chosen independently of each other. On arriving at the
destination, the node stops for a period of time and then
chooses another random destination in the simulation field
and moves towards it, as shown in Figure 3. The whole
process is repeated again and again until the simulation
ends.

The random waypoint model and its variants are designed
to emulate the movement of mobile nodes in a simplified way.
They are widely used due to their simplicity. However, they
may not adequately capture certain mobility characteristics
of some realistic scenarios, including temporal dependency,
spatial dependency, and geographic restriction.

2.4.2. Social Mobility Model. In some types of DTMNSs such
as mobile social networks, the nodes are usually attached to
the humans and carried by them. Apparently, the mobility
of the nodes is determined by human decisions and social
behavior. In order to emulate the social behavior, researchers
propose social mobility model which is dependent on the
structure of the relationships among people carrying the
node.

Musolesi and Mascolo propose the community-based
mobility model based on social network theory [37]. They
think that a network consists of several communities, and the
nodes are grouped into one community according to their
social relationships among the individuals. The mobility of
the nodes is also based on the social relationships. The model
also allows for the definition of different types of relationships
during a certain period of time (i.e., a day or a week). For
instance, it might be important to be able to describe that in
the morning and in the afternoon of weekdays, relationships
at the workplace are more important than friendships and
family ones, whereas the opposite is true during the evenings
and weekends.

The idea of using communities to represent group move-
ments in an infrastructure-based WiFi network has also
been exploited in [38] and in its time-variant extension is
presented in [39]. More specifically, this model preserves
two fundamental characteristics, the skewed location visiting
preferences and the periodical reappearance of nodes in the
same location.
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FIGURE 3: Random waypoint mobility model.

An agenda-based mobility model is proposed in [40], in
which authors predict the movement of humans based on the
trace of the people in the city. Then routing decision is made
according to these information.

2.4.3. Map-Based Mobility Model. Map-based mobility
model is designed for a specific type of DTMNSs, vehicular
delay tolerant networks. Different from the random-based
mobility model, the movement of the nodes in vehicular
delay tolerant networks is not random. The mobility is
restricted by the road in the map and the nodes move
regularly.

Freeway mobility model is proposed in [41] to emulate
the motion behavior of mobile nodes on a freeway. It can
be used in exchanging traffic status or tracking a vehicle on
a freeway. The freeway mobility pattern is expected to have
spatial dependence and high temporal dependence. It also
imposes strict geographic restrictions on the node movement
by not allowing a node to change its lane.

Manhattan mobility model is also introduced in [41] to
emulate the movement pattern of mobile nodes on streets
defined by maps in the city. The map is composed of a
number of horizontal and vertical streets. Each street has
two lanes for each direction. The mobile node is allowed
to move along the grid of horizontal and vertical streets on
the map. At an intersection of a horizontal and a vertical
street, the mobile node can turn left, right, or go straight.
The Manhattan mobility model is also expected to have
high spatial dependence and high temporal dependence,
but differs from the freeway model in giving a node some
freedom to change its direction.

The obstacle mobility Model [42] takes a different
approach in the objective to obtain a realistic urban network
in presence of building constellations. Instead of extracting
data from TIGER files, the simulator uses random build-
ing corners and Voronoi tessellations in order to define
movement paths between buildings. It also includes a radio

propagation model based on the constellation of obstacles.
According to this model, movements are restricted to paths
defined by the Voronoi graph.

2.4.4. Real Dataset-Based Mobility Model. In order to reflect
the node behavior in real environment, some institutes try
to collect a large number of real data reflecting the mobility
of the nodes and their behavior. Based on these data, a real
life mobility model could be built. For example, the reality
mining project proposed by MIT [43] builds a system for
sensing complex social systems with data collected from
100 mobile phones over the duration of 9 months. The
collected data can be used to recognize social patterns in daily
user activity, infer relationships, identify socially significant
locations, and model organizational rhythms.

Haggle project proposed by Cambridge University [44]
is an innovative paradigm for autonomic opportunistic com-
munication. Students carry a tiny iMote with Bluetooth to
record the contact history. Similarly, Hui and Crowcroft [45]
created a human mobility experiment during IEEE Infocom
2006, with the participants labelled according to their aca-
demic affiliations. After collecting 4 days of data during the
conference period, they replay traces using an emulator and
discover that a small label indicating affiliation can indeed
effectively reduce the delivery cost, without trading off much
against delivery ratio. The intuition that simply identifying
community can improve message delivery turns out to be true
even during a conference where the people from different
subcommunities tend to mix together.

3. Nonknowledge-Based Routing Protocols

In the nonknowledge-based routing approach, it tries to relay
messages to the neighboring node without any information
about the next hop. For example, the node does not know the
likelihood that the next hop meets with the destination node,
and the node chooses the next hop randomly or broadcasts.
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Flooding is a mechanism which needs relay nodes to
store and forward message copies independently through
creating multiple duplications of a message in the network.
This method could dramatically enhance delivery ratio and
reduce average delivery delays at the cost of huge network
resource consumption. Numerous optimization approaches
have been presented based on flooding striving for reasonable
resource consumption.

Direct transmission [46] is a typical nonknowledge-based
routing technique. When source node generates messages, it
carries the messages moving in the field. Once it contacts
with the destination node, the messages are directly sent to
the destination. Direct transmission is very simple and there
is only one message copy and one transmission. However,
the scheme does not employ the opportunistic links and
suffers long delivery ratio due to the long waiting time in the
buffer, especially when the source node is hard to meet the
destination node.

In two-hop relay mechanism [27], the source node will
send a message copy to the first n nodes it contacts. Then
there is # + 1 node carrying the message and moving on.
If any node holding the message encounters the destination
node, the message will be delivered to the destination. Obvi-
ously, this method consumes more network resources, but it
achieves better performance than direct transmission since
it has better chance to communicate with the destination.
For example, assuming that each node has an independent
probability P to contact with the destination, then two-hop
relay mechanism will deliver the message to the destination
node with the probability 1 — (1 — P)"*', which is far more
than the probability of direct transmission when P is small.
Moreover, it can choose the number of copies to control the
resources consumption. However, two-hop relay mechanism
has the same disadvantage as direct transmission, that is, if all
the n + 1 nodes cannot encounter the destination node, the
message cannot be transmitted.

Tree-based flooding method [27] improves two-hop relay
by distributing the task of making copies to other nodes.
When a message copy is transferred to a relay node, it will tell
the relay node the number of copies it will generate. Because
the relay nodes form a tree rooted at the source, the method
is called tree-based routing. There are many ways to decide
the number of copies the relay node will make. A simple
scheme is to allow each node to make unlimited copies,
but to restrict the message to travel a maximum of n hops
from the source. Tree-based flooding can deliver messages
to destinations that are multiple hops away, unlike direct
contact or two-hop relay. However, tuning the parameters is
a challenging problem.

Vahdat and Becker present epidemic routing in [47].
Epidemic routing works as follows. When a message is
sent, it is still in the buffer with a unique ID. Once two
nodes contact with each other, they exchange a summary
vector including the list of all the messages IDs they have
in their buffers. Then they exchange the message they do
not have. Though Epidemic Routing uses the knowledge of
summary vector, the knowledge does not indicate whether
the next hop is the appropriate relay node. So we classify it

into nonknowledge-based category. Epidemic Routing relies
upon carriers coming into contact with another connected
portion of the network through node mobility. At this point,
the message spreads to an additional island of nodes. Through
such transitive transmission of data, messages have a high
probability of eventually reaching their destination. If the
buffer size is large enough, the message will be distributed
over the network like epidemic viruses until it arrives at
the destination node. Epidemic Routing is relatively simple
because it requires no knowledge about the network. Simi-
larly to flooding, the disadvantage of Epidemic Routing is that
a great amount of resources are consumed due to the large
number of copies and requires large amount of buffer space,
bandwidth, and energy.

Authors introduce the idea of immunity to improve
the basic Epidemic Routing strategy in [48]. Each node
maintains a list of delivered messages, called the immunity
list. When two nodes contact with each other, they exchange
their immunity lists at first, and then those messages in the
immunity lists will not exchange in the future. It is expected to
increase the number of delivered messages due to improved
buffer and network utilization. Simulation shows statistically
significant performance improvement both in delivery ratio
and delay for immunity-based epidemic as compared to the
basic epidemic protocol.

PREP is another improvement of Epidemic Routing
proposed in [49]. The key idea of PREP is to impose a partial
priority on the messages for transmission and dropping.
The priority calculation is based upon four inputs: the
current cost to destination, current cost from source, expiry
time and generation time. Each link’s average availability is
epidemically disseminated to all nodes. As a result of this
priority scheme, PREP maintains a gradient of replication
density that roughly decreases with increasing distance from
the destination. PREP is derived from the recognition that
Epidemic routing is unbeatable from the point of view of
successful delivery as long as the load does not stress the
resources (bandwidth, storage).

Gossip [50] is also nonknowledge-based routing tech-
nique. Compared with flooding, Gossip tries to reduce net-
work resources consumption by randomly choosing the relay
node rather than delivering message to all nodes it meets.
Clearly, the number of message copies is controlled and
the resource consumptions decrease. However, randomly
selected next hop might not be a suitable relay node and
would make negative influence on the performance.

To significantly reduce the overhead of flooding-based
schemes, Spyropoulos et al. propose spray and wait (SW)
[51], which “sprays” a number of copies into the network
at first, and then “waits” till one of these nodes meets the
destination. SW routing strategy consists of two phases: spray
phase and wait phase. In the spray phase, once a message is
generated at source node, the number of message copies is
confined by L. L message copies are forwarded by the source
node and other relay nodes. If the L nodes with the message
copies do not encounter the destination, then enter in to the
wait phase. In the wait phase, the L nodes with the message
copies performs direct transmission, that is to say, the L nodes
carry the message copy till one of them contacts with the



destination. SW combines the speed of epidemic routing with
the simplicity and thriftiness of direct transmission. At first,
it spreads message copies in a manner similar to epidemic
routing. When there are enough copies that at least one of
them will find the destination quickly with high probability,
it stops flooding and performs direct transmission.

Besides flooding-based routing techniques, there are
other two types of nonknowledge-based routing strategies:
special node-based approach such as SWIM [16] and data
MULE [52], and coding based approach [53, 54].

The Shared Wireless Infostation Model (SWIM) architec-
ture proposed by Small and Haas [16] employs the special
node called Infostations at various locations. The Infostations
are static, and the nodes are attached to moveable whales.
Each Infostation is considered as a destination and they are
connected. The mobile nodes forward data to the Infostations
when they contact with any of the Infostations. So in effect,
SWIM is similar to the epidemic scheme, except that in the
SWIM, each Infostation is a destination.

Shah et al. [52] present a system called Data MULE. The
special node in the system is called MULEs. The MULE:s are
mobile nodes and move around the sensor area randomly.
The MULES try to collect data from the static sensor nodes
and carry data back to the base station. Furthermore, there
are some other routing schemes using special node to assist
in forwarding message [55-61].

There are two types of coding-based strategies: network
coding [53] and erasure coding [62]. The former embeds the
decoding algorithms into the coded message blocks and the
latter adds redundancy into the message blocks. In network
coding-based strategies [53, 54], fragmentation and network
coding taken are used to reduce resource consumption. In
these strategies, each message is partitioned into K fragment
packets when it is originated. Those fragments are flooded in
the network, and relay nodes firstly combine the fragments
and encode them into a new packet then forwarding. At last,
when the destination obtains coded packets which collect
all the K fragments, it attempts to decode the K source
packets and the message is delivered. This method reduces
the buffer and transmission consumption at the cost of long
time waiting for the destination to receive a sufficient number
of coded packets.

Chen et al. [62] apply erasure coding, but combine it with
some replication techniques. Liao et al. [63] also propose a
method where the message is erasure coded and then routed
using estimation-based routing. The same authors further
improve this approach in [64] by utilizing the knowledge of
the mobility pattern of the network to route the erasure coded
blocks.

4. Knowledge-Based Routing Protocols

Nonknowledge-based routing strategies relay message
blindly and consume huge network resources. To forward
messages efficiently, knowledge about the network could
be used to optimize routing strategies and improve the per-
formance. Knowledge about the network include link metric,
history contact, mobility pattern, and network topology.
According to the knowledge, a node can select the next hop
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which has the highest likelihood to communicate with the
destination node.

4.1. Link Metric-Based Approach. Similarly to traditional
networks, DTMNs can be considered as a graph and each link
is assigned a weight. Then the shortest path algorithm such as
Dijsktra’s algorithm is run to get a best route. Link weights are
based on some performance metric: the highest bandwidth,
lowest latency, and the highest delivery ratio. In DTMNs, the
most important metric is the delivery ratio, since the network
must be able to reliably deliver data. A secondary metric is the
delivery latency. Thus, the challenge is to determine a system
for assigning link metrics that maximize the delivery ratio
and minimize the delivery latency. Some metrics may also
attempt to minimize resource consumption, such as buffer
space or power.

Jain et al. utilize link metrics for routing in delay tolerant
networks in [65]. Their object is to minimize the end-to-
end delivery latency. The intuition is that this minimizes the
amount of time that a message consumes to buffer space, and
thus it should also maximize the delivery ratio since there is
more space available for other messages. Their work uses a
metric, that is, the time it will take for a message to be sent
over each link. Since this value may depend on the time a
message arrives at a node, the authors present a time-varying
version of Dijkstra’s shortest path algorithm.

Feng et al. propose minimum expected delay-based
routing (MEDR) [66] protocols for delay tolerant mobile
sensor networks. In MEDR, each sensor maintains two
important parameters: minimum expected delay (MED) and
its expiration time. According to MED, messages will be
delivered to the sensor that has at least a connected path
with their hosting nodes and has the shortest expected delay
to communicate directly with the sink node. Because of the
changing network topology, the path is fragile and volatile, so
MEDR uses the expiration time of MED to indicate the time
of the path and avoid wrong transmissions.

Jones et al. present a metric called the minimum esti-
mated expected delay (MEED), where the weights are based
purely on the history contact record [67]. MEED estimates
the transmission delay to the next hop and assumes that the
future delay will be similar to the past. The delay metrics
are distributed over the network by an epidemic protocol.
The node computes the shortest path based on all received
link states of the network. MEED maintains a single message
copy and selects the next hop with the shortest delay to
the destination. Compared to direct transmission, MEED
reduces the delivery delay efliciently. But MEED introduces
more network overheads when distributing the link states
over the network, especially when the network topology
changes frequently.

Tan et al. [68] present a shortest expected path routing
(SEPR) for DTN scenario. The forwarding probability of the
link is calculated from the history of encounters. Based on
this, the shortest expected path is calculated. The meet and
visit routing (MV routing) proposed by Burns et al. [69]
improves SEPR by using only the frequency of node contacts.
It uses the frequency of the past contacts of nodes and also
the visit to certain regions.
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Moreover, Wang and Song propose a distributed real-
time data traffic statistics assisted routing protocol (DRTAR)
[70] for vehicular ad hoc network. In DRTAR, each vehicle
estimates the state of the partitioned network of each road
by the real-time statistics of records of neighbors. Based on
the estimated delay of all roads, each vehicle can compute the
appropriate routing path for message forwarding.

4.2. Prediction-Based Approach. To improve routing per-
formance in opportunistic scenarios, prediction-based
approaches have been designed for DTMNs. These
approaches calculate and predict the state of network
(i.e., message delivery probability, nodes” contact schedule,
etc.) based on history information.

ZebraNet [71] is one of the earliest schemes to make
routing decisions by the history of encounters. The object of
the project is to monitor zebra movement in their habitat and
wireless nodes are attached to the zebras. Each mobile node
has a hierarchy level, which is calculated from the frequency
of its contact with the base station. The hierarchy level of each
node varies with time, depending on its frequency of contact
with the base station. When a node encounters other nodes, it
transmits the messages to another node with higher hierarchy
level. In this way, the history of the node’s encounter with the
base station becomes the metric for data forwarding.

PRoPHET is probabilistic routing protocol proposed by
Lindgren et al. [72]. PROPHET uses the history of encounters
to compute the delivery predictability of the nodes. The
delivery predictability indicates the likelihood to meet the
destination node. Each node maintains the delivery pre-
dictability of every other node for all known destinations.
When nodes meet each other, they exchange the information
of delivery predictability. Moreover, it also incorporates
transitivity information to decide the next hop. PRoOPHET
has a higher delivery ratio than epidemic, with much lower
communication overhead.

Spray and focus (SF) proposed in [73] improves spray and
wait by substituting wait phase for focus phrase. The works
of SF in the spray phase are the same as that of SW. In the
focus phase, message carriers would select appropriate relay
node based on predicted utility and then forward it. Spray and
focus are demonstrated to achieve both good latency and low
bandwidth overhead, thereby significantly reducing resource
consumption in flooding routing.

PER proposed by Yuan et al. [74] predicts messages’
delivery on the ground of probability distribution of future
contact schedules and chooses a suitable next hop in order
to improve the end-to-end delivery probability. In PER, a
model based on a time-homogeneous semi-Markov process
is designed to predict the probability distribution of the time
of contact and the probability that the two nodes encounters
in the future. When making decision, there are three metric
functions for nodes in PER, which means nodes could select
one of them to choose relay nodes.

Wang and Wu [75] present a replication-based efficient
data delivery called RED, which consists of two compo-
nents for data delivery and message management. Firstly,
data delivery uses a history-based method like ZebraNet to
calculate the delivery probabilities of sensor nodes. Secondly,

the message management algorithm decides the optimal
erasure coding parameters based on sensor’s current delivery
probability to improve the data delivery ratio. However, the
optimization of erasure coding parameters used in [75] is
usually inaccurate, especially when the source is very far
away from the sinks. They also propose a FAD protocol in
[76] to increase the data delivery ratio in DTMSNs. Besides
using the same delivery probability calculation method as
RED, FAD further discusses how to constrain the number
of data replications in the sensor network by using a fault
tolerance value associated with each data message. However,
that protocol still has a quite high transmission overhead.

Xu et al. present a novel data gathering method named
relative distance-aware data delivery scheme (RDAD) in [77].
RDAD introduces a simple non-GPS method with small
overhead to gain the relative distance from a node to sink and
then to calculate the node delivery probability which gives a
guidance to message transmission. RDAD also employs the
message survival time and message maximal replication to
decide message’s transmission and dropping for minimizing
transmission overhead. Simulation results have shown that
RDAD does not only achieve a relatively long network
lifetime but also gets the higher message delivery ratio with
lower transmission overhead and data delivery delay than
FAD approach.

Similarly, a distance-aware replica adaptive data gath-
ering protocol (DRADG) is proposed in [78]. DRADG
economizes network resource consumption through making
use of a self-adapting algorithm to cut down the number of
redundant replicas of messages and achieves a good network
performance by leveraging the delivery probabilities of the
mobile sensors as main routing metrics.

So far, the routing techniques we discussed do not
consider the energy efficiency of the network. However, for
some data-centric applications, they want to gather data from
the network as much as possible. That is to say, energy
consumption of the node must be considered to design
routing protocols in order to achieve longer network lifetime.
The longer the network lifetime is, the more data the network
collects. Routing techniques should make a tradeoff between
the energy consumption and data delivery ratio.

Wang et al. develop a cross-layer data delivery protocol
for DFT-MSN in [79]. They think that there is a tradeoff
between link utilization and energy efficiency. The goal
is to make efficient use of the transmission opportunities
whenever they are available, while keeping the energy con-
sumption at the lowest possible level. But the sleeping period
of sensor nodes is determined by their working cycles and
their buffered message. If a node moves around the sink and
its sleeping period is too long according to [79], it will not
deliver any data to the sink.

To make tradeoff between opportunistic connectivity and
energy consumption, a data delivery protocol with periodic
sleep (DPS) tailored for DTMSN is proposed in [80]. Based
on their delivery probability and their distance to the sink,
sensor nodes choose their sleep schedule to save the energy.
The higher the delivery probability and the shorter the
distance to the sink, the less the time they sleep in order to
improve the connectivity around the sink. Simulation results
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show that DPS achieves acceptable delivery ratio and delay
with a very long network lifetime. In the long lifetime, the
network can gather more data from sensor nodes than other
approaches.

4.3. Context-Aware Approach. Some other protocols use the
context information to aid in data forwarding. Musolesi et al.
propose a context-aware adaptive routing (CAR) in [81], in
which some context information such as the energy, moving
speed, location, and communication probability are used to
calculate utility. The node chooses the next hop that has
the highest utility to transfer the messages. Based on CAR,
Mascolo et al. present SCAR (sensor context-aware routing)
[82], a routing approach which uses the context of the sensor
node (history neighbors, battery level, etc.) to foresee which
of the neighbors are the best relay nodes for data forwarding.
In addition, SCAR controls the number of message copies like
spray and wait.

Leguay et al. propose MobySpace [83], which utilizes
the mobility pattern of nodes as context information. A
MobySpace consists of Mobypoints. Each Mobypoint sum-
marizes some characteristics of a node’s mobility pattern.
Nodes with similar mobility patterns are close in MobySpace.
They are the optimum carriers of messages. The same concept
on multicopy routing schemes is presented in [84].

Opportunistic routing with window-aware replication
(ORWAR) is a resource-efficient protocol for opportunistic
routing in delay-tolerant networks presented by Sandulescu
and Nadjm-Tehrani [85]. ORWAR exploits the context of
mobile nodes (speed, direction of movement, and radio
range) to estimate the size of a contact window. This knowl-
edge is exploited to make better forwarding decisions and to
minimize the probability of partially transmitted messages.
As well as optimizing the use of bandwidth during overloads,
it helps to reduce energy consumption since partially trans-
mitted messages are useless and waste transmission power.
Another feature of the algorithm is the use of a differentiation
mechanism based on message utility. This allows allocating
more resources for high utility messages. More precisely,
messages are replicated in the order of the highest utility first
and removed from the buffers in the reverse order.

Grossglauser and Vetterli [86] propose another algorithm
that was based on context information. Here the context
information was the time lag between the last encounter with
the destination. The main purpose of the work is to show that
node mobility can be exploited to disseminate destination
location information without incurring any communication
overhead. To achieve this, each node maintains a local
database of the time and location of its last encounter with
every other node in the network. The database is consulted
by packets to obtain estimates of their destination’s current
location. As a packet travels towards its destination, it is able
to successively refine an estimate of the destination’s precise
location, because node mobility has “diffused” estimates of
that location.

4.4. Position-Based Approach. Position-based routing (also
called geographic routing) is a routing principle that relies on
geographic position information, which is based on the idea
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that the source sends a message to the geographic location
of the destination instead of using the network address.
Position-based routing requires that each node can determine
its own location and that the source is aware of the location
of the destination. With this information, a message can be
routed to the destination without knowledge of the network
topology or a prior route discovery.

Greedy perimeter stateless routing (GPSR) presented by
Karp and Kung [87] is a typical routing protocol for wireless
ad hoc networks that uses the positions of routers and a
packets destination to make packet forwarding decisions.
GPSR makes greedy forwarding decisions using only infor-
mation about a router’s immediate neighbors in the network
topology. When a packet reaches a region where greedy
forwarding is impossible, the algorithm recovers by routing
around the perimeter of the region.

Geographic source routing (GSR) [88] combines pos-
ition-based routing with topological knowledge, as a promis-
ing routing strategy for vehicular ad hoc networks in
city environments. Greedy perimeter coordinator routing
(GPCR) [89] is a position-based routing protocol. The main
idea of GPCR is to take advantage of the fact that streets
and junctions form a natural planar graph, without using any
global or external information such as a static street map.
GPCR consists of two parts: a restricted greedy forwarding
procedure and a repair strategy which is based on the
topology of real-world streets and junctions and hence does
not require a graph planarization algorithm.

5. Social-Based Routing Protocols

In the recent years, social structures have been used to
help forwarding in intermittently connected networks. Social
behavior analysis has been introduced to resolve the routing
issues when the nodes are attached to the human and could
achieve better performance by using social relationship or
human behavior in real-life environment.

5.1. Social Relationship-Based Approach. In society, there are
inherent social relationships between people such as relatives,
friends, colleagues, and schoolmates. The relationships usu-
ally remain stable in a long period of time. Based on the social
relationships, message could be forwarded efficiently.

Hui and Crowcroft have proposed a routing algorithm
called LABEL which takes advantage of communities for
routing messages [45]. LABEL partitions nodes into commu-
nities based on only affiliation information. Then ach node
in the network has a label telling others about its affiliation. A
node only chooses to forward messages to destinations, or to
the next-hop nodes belonging to the same group (same label)
as the destinations. LABEL significantly improves forwarding
efficiency over oblivious forwarding using their dataset, but it
lacks a mechanism to move messages away from the source
when the destinations are socially far away.

BUBBLE combines knowledge of the community struc-
ture with knowledge of node centrality to make forward-
ing decisions [90]. Centrality in BUBBLE is equivalent to
popularity in real life, which is defined as how frequently
a node interacts with other nodes. People have different
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popularities in the real life so that the nodes have different
centralities in the network. Moreover, people belong to small
communities like in LABEL. When two nodes encounter,
the node forwards the message up to the node with higher
centrality (more popular node) in the community until it
reaches the same level of centrality as the destination node.
Then, the message can be forwarded to the destination
community at the same ranking (centrality) level. BUBBLE
reduces the resource consumption compared to epidemic
and PRoPHET. However, this reduction may not be large
since the ranking process creates significant communication
overhead. In addition, this protocol still uses multicopy
forwarding which means that it is not efficient in terms of
resource consumption.

SimBet presented in [91] makes routing decisions by
centrality (betweenness) and similarity of nodes. Centrality
means popularity as in BUBBLE. More specifically, the
centrality value captures how often a node connects nodes
that are themselves not directly connected [7]. Similarity
is calculated based on the number of common neighbors
of each node. SimBet routing exchanges the preestimated
centrality and locally determined similarity of each node in
order to make a forwarding decision. The forwarding decision
is taken based on the similarity utility function (SimUtil)
and betweenness utility unction (BetUtil). When the nodes
contact with each other, the node selects the relay node with
higher SimBet utility for a given destination.

SimBetAge [92] improves SimBet by introducing a new
parameter, freshness. Routing decision is made based on
freshness, betweenness, and similarity. Betweenness and sim-
ilarity are the same as in SimBet and they are proportional to
the freshness in SimBetAge. SimBetAge employs a weighted
time-dependent graph, in which the weight of an edge is
called the edge freshness, where w(e, t) = 0, e = (A, B) means
that nodes A and B have not been connected from the initial
time ¢, to time t and w(e,t) = 1 represents a permanent
connection between A and B. The similarity of two nodes
in SimBetAge is proportional to the freshness of a common
neighbor between the two nodes. In order to have a more
accurate calculation of betweenness compared to SimBet,
SimBetAge takes all possible paths in a network into account,
whereas SimBet only uses the shortest path between nodes.

LocalCom proposed by Li and Wu [93] is a community-
based epidemic forwarding scheme in disruption tolerant
network. LocalCom detects the community structure using
limited local information and improves the forwarding effi-
ciency based on the community structure. It defines similarity
metrics according to nodes’ encounter history to depict the
neighboring relationship between each pair of nodes. A
distributed algorithm, which only utilizes local information,
is then applied to detect communities and the formed
communities have strong intracommunity connections.

In social greedy [94], forwarding decision is made by
the closeness and social distance. Closeness is calculated by
the common attributes (address, affiliation, school, major,
city, country, etc.) of the two nodes. The more common the
attributes, the closer the two nodes. Social greedy forwards
a message to the next node if it is socially closer to the
destination. Social greedy outperforms the LABEL protocol.
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However, the delivery ratio of Epidemic and BUBBLE is
better than social greedy.

PeopleRank approach [95] uses a tunable weighted social
information to rank the nodes. PeopleRank is inspired by the
PageRank [96] algorithm employed by Google to rank web
pages. By crawling the entire web, the algorithm measures
the relative importance of a page within a graph (web).
Similar to the PageRank idea, PeopleRank gives higher weight
to nodes if they are socially connected to other important
nodes of the network. With the emergence of Online Social
Network platforms and applications such as Facebook, Orkut,
or MySpace, information about the social interaction of users
has become readily available. Moreover, while opportunistic
contact information is changing constantly, the links and
nodes in a social network remain rather stable. The idea of
PeopleRank is to use this more stable social information to
augment available partial contact information in order to
provide efficient data routing in opportunistic networks.

5.2. Human Behavior-Based Approach. Another social-based
routing strategy employs the regularity of human behavior to
aid in routing decision.

Liu and Wu present a cyclic MobiSpace [97], which is a
MobiSapce where the mobility of the node exhibits a regular
cyclic pattern as there exists a common motion cycle for
all nodes. In a cyclic MobiSpace, if two nodes were often
in contact at a particular time in previous cycles, then the
probability that they will be in contact around the same time
in the next cycle is high. Cyclic MobiSpace is common in
the real world: (1) most objects’ motions exhibit regularity
as they are repetitive, time sensitive, and location related; (2)
a common motion cycle usually exists because most objects’
motions are based on human-defined or natural cycles of
time such as hour, day, and week nodes. Based on this
phenomenon, routing in cyclic MobiSpace (RCM) scheme
is proposed. Routing decision is made by the expected
minimum delay (EMD), which is the expected time that an
optimal forwarding scheme takes to deliver a message at a
specific time from a source to a destination, in a network with
cyclic and uncertain connectivity. When nodes contact, mes-
sages would be relayed to the next hop with minimum EMD.

Liu et al. consider that there are preference locations that
people visit frequently and they propose preference location-
based routing strategy (PLBR) [98]. Firstly, PLBR provides
the approach of acquiring one’s preference locations and then
calculates the closeness metric which is used to measure
the degree of proximity of any two nodes proposed. On the
basis of that, the data forwarding algorithm is presented.
The closeness is defined to indicate the similarity of the
preference locations that the two nodes visit. The higher
the closeness of the two nodes, the more the common
preference locations. If the closeness of the two nodes is
high, the probability of the two nodes to contact is high. The
messages would be forwarded to the next hop with the highest
closeness. However, the calculation of the closeness requires
the preference locations of the destination node, introducing
large network overheads.

An expected shortest path routing (ESPR) [99] scheme
improves PLBR by utilizing the stable property of human
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that they have preference locations in their mobility traces,
and the direct distance between node pairs can be calculated
according to the similarity of their location visiting prefer-
ences. Then an expected shortest path length (ESPL) can be
achieved by Dijkstra algorithm. Messages are forwarded to
nodes which are closer to the destination than the previous
nodes in the message delivery history. In addition, ESPR also
employs the priority of message in the queue management.

CSI [100] is a behavior-oriented service as a new par-
adigm of communication in mobile human networks, which
is motivated by the tight user-network coupling in future
mobile societies. In such a scenario, messages are sent
to the inferred behavioral profiles, instead of explicit IDs.
At first, user behavioral profiles are constructed based on
traces collected from two large wireless networks, and their
spatiotemporal stability is analyzed. The implicit relationship
discovered between mobile users could be utilized to provide
a service for message delivery and discovery in various
network environments. CSI shows that user behavioral pro-
files are surprisingly stable. Leveraging such stability in user
behaviors, the CSI service achieves delivery rate very close to
the delay-optimal strategy with minimal overhead.

Hot area-based routing protocol (HARP) scheme pre-
sented in [101] is based on the observation that there are
some hot areas with higher nodal density and the node in the
hot area has higher delivery probability to the destination.
In HARP, the delivery probability is determined by the
transmission ranking and the popular degree. Transmission
ranking indicates the likelihood that sensor nodes commu-
nicate with the sink nodes. And popular degree reflects the
popularity of sensor nodes. In the real world, some nodes may
be more popular and interact with sink nodes more often than
others in the network. The more hot areas a sensor node visits,
the higher its popular degree is.

6. Open Issues

6.1. Energy Efficiency. Energy efficiency is an important
issue for wireless ad hoc networks and there are lots of
researches on energy efficiency in traditional wireless ad
hoc networks such as WSNs. However, the existing routing
strategies for delay tolerant networks seldom consider the
energy consumptions of the nodes, shortening the network
life time. In the previous works for DTMNSs, the RF module
of nodes has to work all the time so as to find the possible links
(opportunistic connectivity) to their potential neighbors.
Then, the nodes will drain off their battery quickly and
cannot contribute any more for data gathering. Therefore,
routing protocol should make a tradeoff between the energy
consumption and data delivery ratio. In DTMNs with inter-
mittent connectivity, it is helpful to find the link to keep the
radio working all the time at the cost of rapidly exhausted
battery. On the contrary, periodically working of the RF
module saves energy but leads to lower connectivity. How to
maintain an acceptable connectivity while keeping the energy
consumption slowly is a challenging issue for DTMNs.

6.2. Security Routing. Existing routing protocols for DTMNs
focus on improving the delivery ratio and reducing the
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delivery delay, but do not consider security issue. To our
knowledge, there is little study on the security of data delivery
in DTMNs. In DTMNs with intermittently connectivity,
it is argued that the issue of security and privacy is not
so important. In fact, DTMNs face all the security threats
that a traditional network faces. Just like PC, the nodes in
DTMNs are often controlled by people. There might be some
malicious attackers using the nodes to transmit bad data in
the network. So, security routing is a promising issue for
DTMNE.

6.3. Selfish Routing. In the previous routing techniques, there
is a common assumption that all nodes in the network are
unselfish and coordinated. Each node is willing to receive and
relay the messages sent by other nodes. In fact, there would
be some selfish nodes, which want to preserve their own
resources while using the services of others and consuming
the resources of others, especially in social network. In the
real world, most people are socially selfish, that is, they are
willing to forward packets for nodes with whom they have
social ties but not others, and such willingness varies with the
strength of the social tie. Social selfishness will affect node
behaviors. As a forwarding service provider, a node will not
forward packets received from those with whom it has no
social ties, and it gives preference to packets received from
nodes with stronger ties when the resource is limited. Thus, a
DTMNs routing algorithm should take the social selfishness
into consideration.

6.4. Social Routing. Utilizing the social behavior and rela-
tionship of humans is still a very promising research area.
In fact, the handheld devices are more and more popular
today so that most of people carry some handheld devices.
Knowledge of the social structure of people can enable these
devices to be the bridge between the disconnectedness and to
forward message more efficiently.

6.5. Cross-Layer Design. Generally speaking, cross-layer
design refers to protocol design done by actively exploiting
the dependence between protocol layers to obtain perfor-
mance gains. This is unlike layering, where the protocols at
the different layers are designed independently. Knowledge
has to be shared between layers to obtain the highest possible
adaptivity. So, how to use the information of other layers to
assist in routing decision and optimizing forwarding is an
interesting topic.

7. Conclusion

In this paper, we introduce delay tolerant mobile networks
and discuss the characteristics of the DTMNs. The inter-
mittent connectivity of DTMNs influences the routing per-
formance significantly. Then routing challenges and routing
metrics are analyzed. Moreover, mobility models are also dis-
cussed because they affect the forwarding efficiency directly.
Then we study the existing routing protocols for delay tolerant
mobile networks in depth. The routing strategies for DTMNs
are categorized into nonknowledge based, knowledge based,
and social based. In fact, it is not possible to classify each
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of the schemes into exactly one of the many classes. More
and more routing techniques are hybrid in nature and may
be categorized into more than one category. Finally, we give
some research issues about routing for DTMNSs, including
energy efficiency, security routing, selfish routing, social
routing, and cross-layer design.
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A game theoretic method was proposed to adaptively maintain the energy efficiency in distributed wireless sensor networks. Based
on a widely used transmission paradigm, the utility function was formulated under a proposed noncooperative framework and
then the existence of Nash Equilibrium (NE) has been proved to guarantee system stability. To pursuit NE, an NPC algorithm was
proposed to regulate heterogeneous nodes with various communication demands given the definition of urgency level. Results
from both simulation and real testbed presented the robustness and rapid convergence of NPC algorithm. Furthermore, the
network performance can remain in a promising state while the energy consumption is greatly decreased.

1. Introduction

Power control is one of the critical issues in wireless sensor
networks (WSNs), especially when node is battery-powered.
In wireless network, both throughput and bit error rate
(BER) depend on the signal to interference and noise ratio
(SINR) on receiver side, which will result in the transmission
dilemma in wireless sensor networks. If transmitter raises its
transmission power p; to increase SINR, it will inevitably also
act as noise to other nodes which are on the same channel.
Therefore, power control in WSNs has been targeting to find
certain appropriate strategies to alleviate the effect.

Most of solutions focus on regulating transmission power
to increase the network capacity and prolong the battery life.
To better manipulate transmitter power, Yates proposed an
analytic method for power iteration, which is based on the
satisfaction of signal to interference ratio (SIR) requirement
[1]. A SIR balancing algorithm was developed by Zander
that each and every terminal, by using this algorithm,
would periodically adjust their power to converge to the
corresponding SIR equilibrium [2].

As wireless sensor network has been evolving as the
popular platform for large-scale applications, an alternative
approach to the power control problem based on the

game theory has been discussed. For example, in military
and emergency scenarios, wireless sensor nodes under the
same authority tend to work with each other in a fully
cooperative way. Wu et al. proposed a fill-fledged cross-layer
optimization design, which operated in a bandwidth-limited
regime and in an energy-limited regime. The significant
performance could be achieved by making a tradeoft between
throughput and energy efficiency [3]. Wu and Bertsekas
pointed out that generally power levels are assigned from a
discrete set, and each mobile node holds its own interest so
that the acceptable signal quality would individually not be
the same. Eventually, the optimal solution could be found in
a finite number of iterations [4]. To effectively communicate
in energy-constrained network, Zhou et al. investigated the
minimum energy relay selection mechanism jointly with
transmission power control [5].

Recently, the applications of wireless sensor networks
tend to focus on civilian usage that lacks of authority for any
single node. In this situation nodes can not fully cooperate
with each other, therefore noncooperative frameworks for
solving the power control problem have been proposed. Long
et al. featured the network that each individual held its
own independent decision for the power selection. Based
on the theory of stochastic fictitious play, a pure Nash



Equilibrium was realized with QoS requirement [6]. Altman
et al. taken SINR as objective function and characterized
both cooperative scenario and noncooperative one, while in
noncooperative scenario, the system is modeled in a Hawk-
Dove game form and each individual can choose either
conciliation or conflict fighting for shared subcarriers [7].
Considered both SINR and network capacity, Sun et al.
presented a distributed noncooperative game algorithm for
the system to reach the proved unique NE [8]. Shi et al.
consider the problem of power control for two independent
relay-assisted wireless systems that that once both systems
act noncooperatively to optimize their own rate, they can
always reach a unique Nash equilibrium [9]. Tsiropoulou et
al. studied the distributed power control problem via convex
pricing of nodes’ transmission power in the uplink of COMA
wireless networks and proved that their formulated MSUPC-
CP game had a unique Pareto optimal Nash equilibrium.
Finally a distributed iterative algorithm is proposed to
compute the game’s equilibrium [10]. Kesselheim analyzed
the SINR capacity maximization problem, the proposed
algorithm, under the SINR constraints, can maximize the
number of simultaneous communications [11]. Lu et al.
emphasized on noncooperative distributed power control
in Gaussian interference channel and provide two types
of power control schemes: gradient projection type and
nonlinear type, both of which, however, were on the same
propose of utility maximization. Convergence requirements
were finally studied to supplement the utility function [12].

Those previous works, however, either did they not
systematically analyze the convergence or did they not
propose a reasonable solution to attain that convergence. For
that matter, we have been fundamentally concerned about
constructing a noncooperative game model for wireless
sensor networks. Based on the importance levels of various
messages, nodes in the game can define their own utility
function individually. Because there is no central controller
or infrastructure, the information of each node cannot be
knowledgeable by others. Thereby, even if Nash Equilibrium
(NE) exists, it may not be achieved directly through the Best
Response (BR) choice. In this case a convergence algorithm is
proposed so that nodes can be guided and quickly converge
to the NE point with a stable network performance.

The remainder of the paper is organized as follows.
Section 2 builds up system model and defines the utility
function. Convergence analysis and detailed description
of NPC algorithm are given in Section 3. Experiments
from both the simulation and real testbed are evaluated
in Section 4. Finally, Section 5 concludes the paper and
discusses future work.

2. System Model and Utility Function

2.1. Preliminaries. In wireless communication, Energy is
consumed by both receiver and transmitter denoted as p,x
and pyy, respectively. During communication, the transmis-
sion power p; also plays as noise to other nodes that share
the same channel. Hence, the utility function can be defined
as Uj(pi, P—;), where p; denotes power usage on link i which is
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comprised of both p;, and p,y, and P_; = Z]- +i Pjihji denotes
the interference power from other transmission links, where
pj¢ is the link j’s transmission power at time ¢ and hj;
represents the link gain from link j’s transmitter to link 7’s
receiver. To ensure power convergence of this noncooperative
system, the existence of NE should first be guaranteed. The
condition for the existence of NE points in noncooperative
game was proposed in [13]. Let G = [N,{P;},{U:(*)}]
denote power control game for every i € N. If the power
strategy tuple P* = (p{, p5, p3 - - - pJ¥) is NE of game G, the
following condition should be satisfied for every i € N and
pi>pi" € Pi:

Ui(pfs P%) = Ui(pj, PXy). (1)

Nash Equilibrium is a fixed point of best response power
strategy profile that everyone chooses its BR power based on
the choices of others which builds up internal connection for
everyone.

Lemma 1. An NE point exists in the game G if

(1) Power strategy set P; is a nonempty, convex, and com-
pact subset of some Euclidean space R,,;

(2) Ui(*) is continuous in p and quasiconcave in p;.

In order to be compatible with the NE requirements,
power strategy should first be quantified. The smallest unit
is defined as (Pimax — Pimin)/E; where E; denotes the degree
of quantification which should not be infinite.

pi and P_; are variables of Utility U;. In order to achieve
the maximum Uj, its partial derivative with respect to p;
should first be made, then let dUi/dp; = 0 to calculate
the extreme value strategies {pg}. After that we bring those
extreme values into the second-order partial derivative of
U; with respect to p; and ground on the requirements of
02Ui/0? pil p=p; < 0 to decide which one of them can make
the max value for U;. And, if the max value does exist,
we denote this extreme value as pgy. Because of possible
irrational players and unexpected stimulus, power stability
of the game model G should be taken into consideration.

Theorem 2. Define F as the interference power, then game G
will be power stabilized, if and only if dpigm/0F < 0 and —1 <
2.i+i(0pjem/OF) % hj; < 0, for everyi € N.

Proof. Consider a scenario that each transmitter has already
reached to its balance point, and because of some unknown
stimulus, there is an increment of p to the background noise
of every node. If the system is power stabilized, there must
be another balance point for each and every transmitter to
assign its power strategy. Now let us define pjpay as link j’s
extreme power value at time k, and each transmitter refreshes
its piem synchronously based on its interference power F that
is composed by P_; and background noise A. Because of this,
we take it as a Markov Process with memory only to the
situation one step before.
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Let K(F) denote dpigm/0F, then we can initiate piga, p—i
as

P_jp+A
Piemo = Jo K(x)dx + piem |, a=0>

)
p-io = Z PjEMOhji~
j#i
After p was added into the system, during the first
iteration we have

P,io+A+p
piem1 = Jo K(x)dx + piem |, a=0>

(3)
p-n = Z PjEMlhji-
j#i
Firstly, K(F) < 0 should be the prerequisite of the fol-
lowing deduction. According to the Mean Value Theorem for
Integrals, pigari can be expressed as

piem1 = piemo + pK(A;), (4)

where A; € (p—iO + A,‘D,io + A+ p) If K(A,) > 0, PiEM1
will be larger than pigamo after first iteration. For the following
iterations, because each link does the same process, pieak k=2
would continue boosting up to its new balance level as shown
in Figure 1. However, this new level may be beyond p;max;
therefore this power strategy will not be adopted for the
energy saving matter. For the situation when K(F) < 0,
piem 1s inversely proportional to the interference F. We need
to make sure that the iterations sequence are convergent
other than divergent, therefore, two more cases need to be
considered. One is when p_ijy — p < p_ii < p—io as shown
in Figure 2, which means Fy < F; < Fj + p. Because of this,
we have pippn1 < piema2 < piemo- For the rest of iteration, as
a Markov Process, pieumi|k>2 should be somewhere between
piemo and pigai. As for another case when p_j; < p_jp — p
as shown in Figure 3, which means F; < Fy. In order to be
convergent, p_» < p—j should be guaranteed based on the
Markov Process. pipmkli>2 would gradually be stabilized at
the following iterations, otherwise the iteration sequence is
divergent. Also because we have p_j, = Zj#ijMzhj,», the
condition pipm2 < piemo should first be satisfied, and then
we have following deduction.
For

pin = pipmihji = p-io+p > K(A;)hji (5)
j#i j#i

we have

P_ii+A+p
Diem2 = Jo K(x)dx + piem |, a=o

(6)
= PiEMO +p(1 + Z K(AJ)]’!JI)K(BI)

j#i
Because Pigama < Pigmo, we derive p(1 + Zj#iK(Aj)hj,')
K(B;) < 0 in which

B; € (pio +A, P +A+p(1 +> K(Aj)hjl-)) (7)

j#i

P-iB3+A+p |

g
é sz.2+A+p L
= P-il+A+p}|
2 P-i0+A+p
g
=
g
[_4
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FiGURE 1: The escalation of interference.
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FIGURE 2: System converged with low magnitude of fluctuation.

Thus for K(B;) < 0, we have

1+ZK(Aj)hji>0=> zK(Aj)hj,‘>—1. (8)
j#i j#i

This completes the proof of theorem. O

Based on the Theorem 2 one can verify whether the game
model will be power stabilized.

2.2. System Model. In order to formulate a noncoopera-
tive framework, the utility function should first be made.
According to the Shannon Theorem, channel capacity can be
expressed as C = W log,(1+S/N), which reasonably indicates
the benefits that a link can achieve during communication.
However, Shannon Capacity is more easily calculated than
realized. In addition to different types of modulations, the
maxima capacities approaching to the Shannon Capacity are
numerically quite distinct. We choose the capacity model
presented in [14] so that the achievable rate can be well
approximated by F(y) = Wlog,(1+y/I'), where I represents
the gap to the Shannon capacity and y denotes SINR.
During transmission, energy consumed by transmitter
and receiver makes up the link consumption p;. According to
the data revealed in [15, 16], transmitting and receiving have
so comparable power consumption that it is acceptable to
assume py, = pry approximately. p;, can simply be expressed
as pi = ap; + ), where « and y are constants depending on



process topology and architecture. Thereafter we have p; =
np: + w, where 1, w are constants depending on hardware

property.

2.3. Utility Function. Power consumption is taken as the cost
for the game model, and the utility function is proposed as
follows:

i P—i
y(pr)> —aipiy = Ymin> (9)

Ui(pi, P-i) = Wlog, (1 +
where a; is urgency index which represents the urgency
level of the transferred information, y(p;, P—;) is the SINR
on link 7’s receiver, and ymin is the minimum SINR that
transmission can tolerate. In our system, we choose the path-
loss model used in [17] with free space propagation model
and Omnidirection antenna, the path-loss function can be
described as p, = ptK[do/d]ﬁ = p:hi, where dy is the
reference distance for the antenna,  denotes the path-loss
exponent determined by the environments, and h; is path
gain from link 7’s transmitter to receiver. When d > dj, K can
empirically approximate as KdB = 20log,,(A/4md,), where
A is the signal wavelength.

Supposing that the background noise is AWGN with the
same thermal noise power ¢ for every receiver, (9) could be
rewritten as

Ui(pit, P-i)

.
= Wlog2<l + (P_‘?#)F) —ai(npu+©) Y= Ymin.

(10)

In order to find out whether (10) is qualified for non-
cooperative power control game; the existence of NE should
firstly be proved [13]. Since we already quantified the power
strategy set {P;} and the given conditions shows that {P;} is
nonempty, convex, and compact set of some Euclidean space
Ry, the first condition of Lemma 1 is satisfied. Additionally
from (10) we can see that U; is continuous in P, so it remains
to show the quasiconcaveness of U; in p;. Firstly let us define
the quasiconcaveness.

Definition 3. A function f : A — R defined on a convex
subset A of a real vector space is quasiconcave if it satisfies
(11) where every x,y € Aand u € [0,1]:

flux+ (1 —p)y] = min[f(x), f(y)]. (11)

According to [13] we can prove the quasiconcaveness of
U; by demonstrating that the local maximum of U; is, at the
same time, the global maximum.

The local maximum can be calculated from 0U;/dp; = 0.
Here we only modify p; to be pj, thus

i Wh;

api [P+ )T+ puhi]Inz 1

=0

12
W I(P+0) 12

hi
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where pir is the best response (BR) power strategy that is
either global maximum or minimum. However,

0*U; -Wh
7 = 2 <
apit [(P_i+G)F+p,-h,-] In2

0. (13)

Therefore p;r is global maximum, and Lemma 1 is
satisfied. We conclude that NE exists in this noncooperative
power control game G.

Theorem 4. NE in game G is unique.

Proof. Since P_; = Zj%,»pj,hji, where hj; denotes the path
gain form link j’s transmitter to link 7’s receiver, the power
vector p = {Pig, P2E> P3E>- - - ,p,,E)T can be written in matrix
notation that

p'=QMp+S. (14)
In which p’ is the BR power strategies of p of the next

time step, Q equals to —I', M is a N X N matrix of path-gain
expressed as follows:

hy  h h
hy hy hy

M= . . e (15)
e h B 0

The above matrix makes up a seamless connection for
each node within the network. And

w ol
where S,‘ = m — h71 (16)

S= (SI)SZ)- L )SVI)T>

Since the existence of NE has been proved in game G, we
have p = QM p + S at NE points. Thus, we derive (17) where
E is an identity matrix of size N:

p=(E-QM)'s. (17)

Since E, Q, M, and S are constants, the solution of (17) is
unique, and NE is unique in game G.

Based on the two conditions in Theorem 2, the first
condition dpigm/0F = —I'/h; < 0 is satisfied and the second
condition can be expressed as 0 < 3. ;(hji/h;) < 1/T, which,
depending on the real situations, cannot be proved directly.
However, it can act as a constraint for node density scale. If it
is not satisfied, the transmitter will not finally be stabilized.
Our experiment results in latter section show that if the link
satisfies the condition of y > ymin, system will eventually be
stabilized. O
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3. Convergence Analysis and NPC Algorithm

3.1. Urgency Index. Game model formulated in (10) can be
applied individually. Generally the tradeoff making during
the transmission is not merely about energy consumption
and network capacity, but the urgency of information
should also be taken into consideration. Here we define a
parameter g; to indicate the urgency level of data for different
individuals.

According to (12) P_; ranges from maximum {P_;} to 0,
thus, we have

w B I'(max{P_;} + o)
ainln2 h;

< w_ _Io >y
Tanln2  hy Y= Ymin,

=< piEMm
(18)

where max{P_;} is the maximum interference that link i can
tolerate. It can be expressed as max{P_;} = (pimaxhi/Ymin) —
.

Since 0 < pigm < Pimax> We have (19)

w I'(max{P_;} + o) -

~anln2 B h; = Piem
(19)
< W — rj < :
T anmln2 b T Pimax.
For y = ymin because
piemh )
(P,,' +0) = Ymin- (20)
We also have (21)
P+
PiEM = Vmin (TU)- (21)

Thus, from (12), (19), and (21) we get inequality set as
follows:

w T'(max{P_;} +0)

~ anln2 - h; ’
W T(P_;+0) (Poito)
ain In2 ]’ll‘ = Ymin l’li ’ (22)
W To
-5 = pimax-
ainln2  h;
And then, we have (23)
Wh; -
(pimaxhi + To)yln2 = ™
(23)

< Min W))min Whl
- IpimactiIn2’ (Ymin +T)(P-i+0)yln2 )’

Transmission power

Iterations

FIGURE 3: System converged with high magnitude of fluctuation.

From (19) we notice that in any circumstances (24) is
satisfied, thus (25) is always satisfied:

w B I'(max{P_;} + o)

“ainln2 h;
(24)
a,nan hi - plmax>
Whi w min
L (25)

(Pimaxhi + FO’)I’]IHZ =& = I‘pimaxr]lnz‘

Therefore in (23) the communication can be well
established if

(Pimaxhi + Fa) > ()’min + r) (P_i+o0). (26)

Otherwise the communication will shut down.
So players, based on their needs, could adjust the value of
a; under the restriction of (23).

3.2. NPC Algorithm. Assuming that each transmitter knows
its SINR before making their self-fulfilling choice based on
the feedback of the receiver. Let p, denote power strategy
on step n and p;f denote BR power strategy of step n based
on (12). Because we took it as Markov process, the power
strategy selection is given in (27) to avoid highly fluctuation
of the system during iterations, where y is a preset parameter
that guarantees the smoothness of variation during power
updating. In order to be eligible, ¥ should be at least in the
same order of magnitude of Pp,y:

_ o dpn—piltnty L Pmac— | pa—pr |
Prt1 = Pn Pmax + 1+ Y T Pn Pmax +n+Y
n=0.

(27)

Figure 4 presents the whole process of NPC algorithm in
details.

Each time step transmitter update its power strategy
based on (27). Cry is a threshold that is defined individually.
Transmission power is stable when Counter = Cry is
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Counter = 0;
transmission power = 0

Calculate power strategy based on (16)

[

Current power = previous power?

Counter = 0

Counter = counter + 1

[

Counter = Cry?

P

Detecting the interference power" i

. E

[

Is criterion (7) satisfied?

Shutdown the transmission

Detecting the BER

|

Is BER changed?

F1GURE 4: The process of NPC algorithm.

satisfied. n is the time step that has the same order of quantity
as the smallest unit of transmission power. When power is
stable, node will check if the criterion (26) is satisfied. If not,
node will turn off transmission immediately, because in this
case it is too much costly for node to communicate with high
BER. After that node will wait until the above criterion is
satisfied and starts the transmission again.

4. Experimental Results

4.1. Theoretic Simulation. We simulated a network on the
MATLB platform ina 500 X 500 square meters area with 100

nodes randomly placed on it. Two nodes can communicate
normally if their SINR level is higher than pmi,. Without
loss of generality, the utility function is parameterized
conservatively as follows to model the typical environment
outside.

The bandwidth W = 2 x 107 Hz, the AWGN power
o = 107'%w, SINR boundary ymin = 50, and T = 1.5. For
pr = ptK[do/d]B, K,dy, and f were given by K = 1074,
dyp = 10m, and § = 4, respectively. Transmission power p;
was quantitatively ranged from 0 mw to 200 mw, and urgency
index a; was given with the boundary of (23). Finally the
parameter ¥ and 7 were defined as 400 and 5.
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Transmission power (W)

FIGURE 5: Transmission power of each link during iterations.

F1GURE 6: BER of each link during iterations.

We randomly chose N links in the above scenario, and
each link with it own utility function working successfully if
SINR = Ymin. The results were evaluated by stability of the
system as well as network performance.

We chose 12 different links. On the first stage 10 links
started working at the same time under the highest data
urgency level. After that each link defined its own unique
urgency index asynchronously while link 11 and 12 joined
the network. Finally the background noise was raised to
examine robustness of the system.

Figure 5 shows that on the first stage (0-300), for approx-
imately 200 iterations, nodes could be power stabilized with
smooth changes. However, for link 3 it was so unsustainable
to its current BER that the communication will be shut
down. The second stage (300-800) reveals that no matter
new links access joined or the existing links changed their
data urgency level, the system can still reach to the balance,
and it is the same truth that those cannot afford the high BER
will do the same as link 3 did. Finally on the last stage (800—
1200), we raised the background noise and the result shows
that the system was sustainable for the sudden changes. The
respective BER for each node during the whole process is
shown in Figure 6. When system is stable, the BER of each
node which remains in the system is in a relatively low level.

The links showed in Tables 1 and 2 are typical to represent
the quality status of all the experimental links. From Table 1

iy

FiGURre 7: Network topology of the experiment.

TABLE 1: Power strategies of certain links during the iterations.

Iterations Link
1 5 6 11
100 0.1251 0.1607 0.1916 0.0000
300 0.1976 0.1985 0.1945 0.0000
400 0.1196 0.1475 0.1834 0.1034
600 0.1051 0.1462 0.1825 0.1463
800 0.1035 0.1460 0.1824 0.1469
900 0.1041 0.1477 0.2000* 0.1574
1200 0.1041 0.1471 — 0.1276
TasLE 2: BER of certain links during the iteration.

Iterations Link

5 6 11
10 8.77e — 2 8.92e — 2 8.91e — 2 —
30 1.18e — 2 2.5le -2 2.32¢ -2 —
100 9.83e — 7 1.51e -3 1.42e -2 —
300 8.95¢ — 9 4.59 — 4 1.64e — 2 —
350 1.22e -7 8.2le — 4 1.51le -2 1.13e -1
400 1.24e - 5 51le—4 1.44e — 2 2.73e — 2
600 9.74e — 8 4.59¢ — 4 1.45e — 2 1.62e — 2
800 1.19¢ - 8 4.47e — 4 1.45e — 2 1.6le — 2
900 5.98e -7 7.57e — 4 1.83e — 2* 1.66e — 2
1200 5.54e -7 6.2le — 4 — 1.48¢e — 2

we can see that link 1’s quality was good because its BER
was constantly at a low level, which means link 1 was
rarely affected by the neighbors. However, for link 6, it was
always with a high transmission power. Finally when the
power stabilized BER was unaffordably high as marked with
asterisk token, the transmitter of link 6 chose to shutdown
transmission immediately. For link 5 it did not perform as
good as link 1 did, because its noise was much higher. Link
11 accessed into the network after 300 iterations, despite the
fact that the (26) is satisfied, its BER was constantly high.
The reason for this is that link 11 was under a relatively low
urgency level, so it was unnecessary for link 11 to raise its
transmission power.

4.2. Real Testbed. To analyze the feasibility of our app-
roaches, a SOC solution, CC2530, tailored for IEEE
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802.15.4/ Zigbee applications, was used in our implementa-
tion for real testbed. The transmission power cannot be
quantized into as many as the theoretic analysis did, but by
connecting with the RF front-end, CC2591, there were 20
available levels of transmission power to operate.

The network was made up of 5 pairs of nodes with each
pair consisting of one transmitter and receiver. Nodes were
placed in a mesh form as shown in Figure 7. The distance
from transmitter to receiver of each pair was 5m. And any
adjacent pair was 6 m away from each other. Each node was
working in the same channel, and message was delivered with
only one hop.

The receivers at each end got the best quality of signal
for the reception, while the receivers at middle got the
signal with most interference. The transmitter can adjust its
transmission power according to the feedback of its SINR,
which was detected by its own pair of receiver.

The parameters of the node and algorithm were defined
as follows.

The maximum transmission power was 20 dbm and the
minimum interval of the transmission power was 1 dbm, the

bandwidth was 5 x 10°Hz, and we defined v as 40 dbm.
Since path-loss exponent cannot be detected directly, we used
SINR as an alternative way to calculate the extreme value of
transmission power in (12). The rest parameters were same
as that in simulations.

To evaluate performance of NPC, 5 transmitters were
initialized with the maximum transmission power which was
20 dbm. Two other counterpart methods were applied as
comparison. The Default is a default setting of transmission
power recommended by Manufacture Company. BRF is a
strategy selection method directly based on the best response
function (12) that is applied by [8].

We compared the performance of two pairs of links
which had the highest interference and lowest interference,
respectively.

Figure 8 shows that in less than 50 iterations the
transmission power was stabilized by NPC algorithm, and
the transmission power of the least interfered link pair ended
up to be 11 dbm with packet error rate (PER) of 4%. While
on default setting, the power level was 17 dbm, and placed on
the same position, the PER was 2.7%. BRF ended up with the
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same power as NPC did. However on default setting the PER
was not much lower than NPC but the power consumption
was exaggeratedly higher. While on BREF, the fluctuation of
the transmission power would greatly jeopardize the stability
of the network. Our network scale was not big enough;
otherwise the transmission power would risk to be evolved
divergently.

Figure 9 shows the comparison of PER and Transmission
power of each methods on link pair with the heaviest
interference. The whole process is the same like Figure 8
illustrated. As we can see, because of the high interference,
the transmitter had a great cutback in its power, and
compared with the default setting, PER was only less than
2%, but the amount of power diminished was 17 dbm—
6 dbm, which on a great extent, conserved the energy for the
node. To the BRF, the Transmission power ended up to be 1
level lower than on the NPC algorithm, the result may due to
the variation of the environment.

To analyze the energy efficiency of NPC algorithm, we
evaluated the performance of each pair under the three
different methods with PER/Consumption as measurement
of energy efficiency and stabilization time as convergence
speed.

During the experiment, consumption was measured as
total consumption of link pair. Figure 10 shows that NPC
and BRF were with almost the same energy efficiency which
was much better than default setting, however according
to Figure 11 BRF iterated with twice more time than
NPC and as interference increased convergence speed will
become smaller. Thus, energy efficiency has been remarkably
enhanced by NPC algorithm, while the convergence speed
was a little less than default setting and was much faster than
BREF offered. Therefore, the superiority of the NPC algorithm
is that without accessing into the profile of others, the power
selection strategy can optimize the energy usage of each node
with guaranteed smooth changes without which the sudden
burst of interference is inevitable.

5. Conclusions

In wireless sensor network, nodes prefer to form and
organize the system in a distributed way. Without central
node, it is quite recommendable to take Noncooperative
behavior into consideration. The conditions of formulating
a NPC game were firstly proved in the paper. After that we
presented a utility function based on the dilemma of power
usage and proved the existence of unique NE in this specific
game model. The notion of urgency index was given for node
to define its utility with the consideration of data urgency
level. For system convergence, NPC algorithm was presented
and compared with other methods. The experiments showed
that, without inquiring the profile of each node, NPC algo-
rithm can quickly lead the system to stabilize with relatively
smooth changes as well as good network performance.
For those qualities, NPC algorithm can be applied to the
scenarios where nodes do not share information together
while the system design requires energy efficiency. Currently
the design, however, mainly concentrates on the physical
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FiGure 11: Convergence Speed of 5 nodes under different methods.

layer for transmitter to choose its transmission power based
on the SINR that makes the network performance not quite
good at the beginning. For this reason the next step of our
research will focus on the cross-layer power control design
with noncooperative game approaches.
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It has been pointed out that about 30% of the traffic congestion is caused by vehicles cruising around their destination and looking
for a place to park. Therefore, addressing the problems associated with parking in crowded urban areas is of great significance.
One effective solution is providing guidance for the vehicles to be parked according to the occupancy status of each parking lot.
However, the existing parking guidance schemes mainly rely on deploying sensors or RSUs in the parking lot, which would incur
substantial capital overhead. To reduce the aforementioned cost, we propose IPARK, which taps into the unused resources (e.g.,
wireless device, rechargeable battery, and storage capability) offered by parked vehicles to perform parking guidance. In IPARK,
the cluster formed by parked vehicles generates the parking lot map automatically, monitors the occupancy status of each parking
space in real time, and provides assistance for vehicles searching for parking spaces. We propose an efficient architecture for IPARK
and investigate the challenging issues in realizing parking guidance over this architecture. Finally, we investigate IPARK through
realistic experiments and simulation. The numerical results obtained verify that our scheme achieves effective parking guidance in

VANETs.

1. Introduction

Finding an available parking space in a crowded urban area
or a large parking lot is always time-consuming, which would
incur great economic losses, for example, searching for free
parking spaces causes total of 20 million Euros economic
damage per year in the district Schwabing of Munich, includ-
ing 3.5 million Euros for gasoline and diesel and 150000
hours of waiting time [1]. Moreover, a recent study [2]
discovers that about 30% of the traffic congestion is caused
by vehicles cruising around their destination and looking
for a place to park. Therefore, it is of great significance to
address the problems associated with parking in crowded
urban areas. Obviously, if drivers are provided with efficient
parking guidance services, the parking spaces searching costs
would be greatly reduced and the traffic congestion would be
also relieved to some extent.

In the last decade, many research efforts have been
devoted to designing efficient parking guidance systems [3—
7]. These works could be generally classified into two cate-
gories: sensors based scheme and RSUs based scheme. In the

sensors based scheme [3-5], fixed sensors are deployed in the
parking lot to monitor parking spaces, which provide real-
time parking space availability information for the drivers
looking for parking spaces. One of the biggest weaknesses
of this approach is that it necessitates a large installation
cost and operational cost in order to adequately monitor the
parking spaces at a city-wide level. According to a Depart-
ment of Transportation report [8], the installation cost of
typical per spot parking management systems ranges from
$250-$800 per spot. Moreover, the deployed sensors might
become invalid over a period of time owing to the power
exhaustion. In the RSUs based scheme [6, 7], it employs
the parking lot RSUs to monitor the whole parking lot and
perform parking guidance. This scheme is proved to be
efficient and effective. However, deploying RSUs at a large
scale also requires a large amount of investment and elabo-
rate design.

In view of the drawbacks of the existing schemes, we
put forward an intelligent parking guidance scheme IPARK,
which harnesses the free resource offered by parked vehicles
to perform parking guidance in urban areas. In IPARK,



the cluster formed by parked vehicles generates the parking
lot map automatically, monitors the occupancy status of
each parking space in real time and provides services for
vehicles searching for parking spaces. Overall, IPARK could
provide the drivers with two kinds of services: parking
availability information dissemination outside the parking
lot and real-time parking navigation inside the parking
lot. Specifically, our IPARK scheme is substantiated with a
distributed architecture. Over this architecture, the cluster
formed by parked vehicles establishes the parking occupancy
map according to the reported location of each parked
vehicle, and provide real-time navigation for vehicles enter-
ing this parking lot. Moreover, different parking clusters
in a specific area share their parking data periodically and
jointly response to the parking data query request. We try to
tackle the challenging issues in performing efficient parking
guidance over the proposed architecture, for example, how
to manage the parked vehicles to facilitate parking guidance
and how to generate the internal map of a parking lot. Finally,
we investigate our scheme through realistic experiments and
simulation. The results prove that our scheme achieves high
performance in parking guidance.

The original contributions that we have made in the
paper are highlighted as follows.

(i) To the best of our knowledge, we are the first to
consider the using of parked vehicles in parking
guidance. Our scheme aims at fully exploiting the
benefits of parked vehicles, without requiring any
infrastructure investment.

(ii) We propose a distributed architecture for parking
guidance over infrastructureless VANETs and tackle
the challenging issues in perform parking guidance
over this architecture.

(iii) We evaluate the proposed scheme through analyzing
realistic parking data and performing simulation in
NS-2.33. The numerical results obtained verify that
our scheme achieves effective parking guidance in
VANETs.

The remainder of this paper is structured as fol-
lows. Section 2 makes a brief overview of related work.
Section 3 describes the framework of IPARK. In Section 4,
we explain the design of IPARK step by step. Section 5 eval-
uates IPARK through realistic experiments and simulation.
Finally, Section 6 summarizes the paper.

2. Related Work

In recent years, many research efforts have been devoted
to developing effective parking guidance schemes for urban
areas.

Some researchers propose to exploit the wireless sensor
networks to achieve parking guidance. In [3], an optical
wireless sensor network is deployed in the parking lot,
which monitors the parking spaces and informs drivers of
the number of available parking spaces and in which area
should they be directed to. Similar scenario has also been
proposed in [4], which detects the presence of parked
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vehicles over parking spots using fixed sensors and provides
the parking statistics for vehicles searching for parking
spaces. Furthermore, the city of San Francisco is presently
installing a stationary sensor network to cover 6000 parking
spaces under the SFPark project [5]. This network detects the
presence of a vehicle using a magnetometer and delivers the
data to a centralized parking monitoring system, which then
carries out parking guidance based on the collected data. The
deficiencies of the sensors based schemes is as follows. First,
deploying sensors in a large parking lot can be very expensive.
Second, the sensors can become inaccurate and would stop
functioning easily when time passes.

Alternatively, approaches based on RSUs to accomplish
efficient parking management have also been considered.
SPARK [6] employs RSUs to surveil and manage the parking
lot. It provides the drivers with real-time parking navigation
service, intelligent antitheft protection, and friendly parking
information dissemination. In [7], Panayappan et al. also
provide a RSUs-based approach for parking space availability
monitoring. The parking lots are managed by RSUs, and
these RSUs can provide open parking space information to
the drivers, which is very similar as the proposed SPARK
scheme. However, deploying RSUs at a large scale also
requires a large amount of investment and elaborate design.

In addition, Caliskan et al. [9] propose a topology inde-
pendent scalable information dissemination algorithm for
free parking places discovery. With the friendly parking
lot information disseminated by the parking automats and
inter-vehicle broadcast, the drivers can conveniently find
their preferred free parking lot. However, this scheme relies
on the roadside parking fees payment terminal, which has
not gained popularization until now. ParkNet [10] collects
parking space occupancy information by moving vehicles.
Each ParkNet vehicle is equipped with a GPS receiver and
a passenger-side-facing ultrasonic rangefinder to determine
parking spot occupancy. The data is aggregated at a central
server, which builds a real-time map of parking availability
and could provide this information to clients that query the
system in search of parking. The drawback of ParkNet is that
periodically reporting the parking status to a central server
over cellular uplink would incur high communication cost.
In addition, it only focuses on the roadside parking, which
has limited practicality.

Finally, in [11, 12], the authors believe that the huge
amounts of vehicles on parking lots are an abundant and
underutilized computational resource that can be tapped
into for the purpose of providing third-party or community
services This means that more and more attention will be
paid to the parked vehicles, which inspires our motivation
to utilize parked vehicles to perform intelligent parking
guidance.

3. System Model

3.1. Assumptions and Design Goals. First, we assume that
vehicles are equipped with GPS and preloaded electric maps,
which are already popular in new cars and will be common
in the future. Second, we assume that some vehicle users will
share their devices during parking. This could be motivated
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by effective incentives. In view of the powerful resources
possessed by parked vehicles, the businessmen may be willing
to provide all sorts of incentives to make it attractive for
the owner of parked vehicles to share the resources in their
parked vehicles [12]. Finally, we assume that vehicles parked
within the same parking lot form one cluster, which is
feasible owing to the high occupancy of urban parking lot.

According to a real world urban parking report [13],
street parking, off-street parking and interior parking (gara-
ges or underground parking lots) account for 69.2%, 27.1%,
and 3.7% of total, respectively. Here, we mainly focus on
the outside parking lots, including roadside parking lots and
off-street parking lots. Our IPARK aims at exploiting the
cluster formed by vehicles parked within the same parkinglot
to surveil the whole parking lot and provide effective guid-
ance for vehicles searching for parking spaces. Specifically,
this intelligent parking scheme is designed to achieve the
following two goals: real-time parking navigation inside the
parking lot and efficient parking information dissemination
outside the parking lot.

3.1.1. Real-Time Parking Navigation. While a vehicle enters
a large parking lot, the parking lot cluster should send
the current parking occupancy map (a map showing each
parking spot as occupied or vacant) to it and help it find an
available parking space.

3.1.2. Efficient Parking Information Dissemination. While a
vehicle user is driving on a road and issues a parking data
query request, a parking lot nearby should respond to this
request and return the query results (the number of parking
spaces available on each parking lot nearby) at a small delay.

3.2. Architecture. 'To achieve the aforementioned two design
goals, the architecture of IPARK is elaborately designed,
which is as shown in Figure 1. It consists of three compo-
nents: parking lot clusters, intermediate nodes and end users.

Parking lot clusters are composed of vehicles parked
within the same parking lot. They work both as parking
monitoring units and data dissemination units, which gather
the information necessary for parking guidance and provide
services for the vehicles in search of parking spaces.

Intermediate nodes are the vehicles helping to connect
different parking lot clusters. They could be either vehicles
moving on the road or individual parked vehicles in a private
parking lot.

End users are the vehicle users who are seeking for an
unoccupied parking space while driving on a road or enter-
ing a large parking lot.

Over this architecture, each parking lot cluster monitors
the corresponding parking lot and establishes a parking
occupancy map in real time, based on which it provides
navigation services for the incoming vehicles. Moreover, the
parking lot clusters within a specified area share their real
time parking space availability information periodically,
which jointly respond to the parking data query request.

This proposed architecture has the following two distinct
advantages. First, it fully exploits the benefits of parked vehi-
cles, and does not require any infrastructure investment.

Thus, it is cost saving. Second, with the parking availability
information distributed to many parking lot clusters, a driver
seeking for an available parking lot could get a response
within short time. In addition, with the parking space
occupancy map in hand, a driver entering a large parking
lot could find a vacant parking space swiftly. Thus, it is time
saving. The above two merits make IPARK attractive to both
parking managers and vehicle users. Thus, it could easily
obtain supports from all participators.

4. The Design of IPARK

At a high level, the design goal of IPARK is to exploit the
parking lot cluster to realize efficient parking guidance over
VANETs. To achieve this goal, the following four issues need
to be addressed.

(1) How to manage the parked vehicles within a parking
lot to facilitate parking guidance?

(2) How to obtain the internal map of a parking lot?

(3) How to achieve effective parking navigation inside
the parking lot?

(4) How to realize efficient parking availability informa-
tion dissemination outside the parking lot?

In this section, we attempt to investigate feasible solu-
tions for the above issues.

4.1. Parking Lot Cluster. In IPRAK, we perform parking
guidance on the basis of parking lot cluster. Vehicles parked
within the same parking lot are considered to be one parking
lot cluster. A typical parking lot cluster is as shown in
Figure 2, which has one cluster head H and some cluster
members as M;—M,;. It is established as follows. At the
beginning, there is not any parked vehicle. Then, among
the earliest incoming vehicles, the one which provides PVA
(Parked Vehicle Assistance) service becomes the cluster head.
After the cluster head is determined, other parked vehicles
join the cluster and become the cluster members. We notice
that the parking lot cluster will malfunction at once if
the cluster head became invalid (e.g., the wireless device
is turned off suddenly or the cluster head is left). Thus,
we introduce a quasi-head, as QH in Figure 2, to ensure
fault-tolerance with respect to exception handling. A quasi-
head is the cluster member next to a cluster head, which
always keeps a copy of recent cluster status from the cluster
head. It becomes a special cluster member, working as a
“warm backup” for the management of the parking lot
cluster. While the cluster head is invalid, the quasi-head
becomes the new cluster head and a vehicle close to the
cluster head is appointed as the new quasi-head. Once the
cluster head is determined, it manages all cluster members,
act as local service access points, and perform parking
guidance. Whenever a parking lot becomes empty, the
parking lot cluster needs to be re-established and the parking
data needs to be gathered again. However, it has been proved
that the possibility for a parking lot in urban areas being
completely empty is very slim [14, 15]. Once a parking lot
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FIGURE 2: A typical parking lot cluster.

cluster is established, it could work steadily for a long period
of time.

4.2. Location-Aware-Based Map Generation. To realize effec-
tive parking guidance, the parking lot cluster needs to obtain
an internal map of the parking lot beforehand. This map
should include the total number of parking spaces and
their specific locations. The total number of parking spaces

indicates the capacity of the parking lot, while the specific
location could be either a physical location or a logical
location. As there is no way for a vehicle getting such a map
until now, we offer an automatic parking lot map generation
scheme.

To establish a parking lot map, one intuitive way is
letting the parked vehicles report the GPS readings at the
corresponding parking spots to the cluster head. However,
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the existing GPS technology is not accurate enough to
locate each parking space. Even the GPS reader corrected
by WAAS has an error of 3m (standard deviation), not to
mention the ones in the area without WAAS. Thus, instead of
utilizing the physical location, we record the logical location
of each parked vehicle. A vehicle estimates its logical location
according to the road topology of the parking lot and the
recorded GPS trajectory. Before turning off the engine, it
reports the estimated logical location to the cluster head,
based on which the cluster head detects the existence of a
parking space. We will explain how to get the accurate logical
location of a vehicle.

As demonstrated in Figure 2, a typical parking lot is
composed of many parking spaces and several roadways.
After entering a parking lot, the vehicle users have to drive
along the roadways and park in one of the vacant spaces.
While analyzing the GPS trajectories of different vehicles,
we observe the following two characteristics. First, when
a vehicle is turning from one roadway to another, the
trajectory direction displays a significant difference, as shown
in Figure 3. Second, the GPS error is highly correlated for
a long driving distance, which is reflected by the fact that
the vehicle trajectory is nearly paralleled with the real roads
in Figure 3. It is worth to note that, we are not the first
ones to make such observations, similar characteristics have
already been discovered and utilized by many works [10, 16].
We assume that the turnings in the GPS trajectories could
be matched to the road bends in the parking lot using the
existing map matching techniques [16, 17]. Then, according
to the first observation, the turning of a roadway and the
related GPS reading could be easily recognized from the
vehicle trajectory. Thus, we could take the roadway turnings
as the reference points of the parking lot, based on which
the relative locations of the parked vehicles are estimated.
According to the second observation, while a vehicle turns
from one roadway to another and drives on the new roadway;,
the GPS error could be deemed as identical within a certain
driving distance. That is to say, if we calculate a distance
on the basis of the GPS readings at the turning and a road
point within a certain distance, it could be used to represent
the relative distance from that road point to the turning
(referenced point). By this means, the logical location of the
parked vehicle could be obtained easily. The logical location
estimation algorithm is depicted in Algorithm 1.

The parking lot cluster generates the parking lot map
through the aggregation of reported logical location of differ-
ent parked vehicles. Theoretically, once each parking space is
occupied one time, the parking lot map could be generated.
However, the logical location reported by the parked vehicle
might not accurate occasionally owing to some unpredicted
errors. Therefore, we let the parking lot cluster remove the
ones with obvious derivation and correct the parking lot
map through long periods of time. An example of a parking
lot map is as shown in Figure 4. Each parking space is rep-
resented by (Referencepoint,Logicalnumber), which indicates
the logical location relative to the chosen reference point.
Although this location representation scheme is very simple,
it could uniquely identify a parking space. After each parking
space is occupied over a period of time, the capacity of the

FIGURE 4: An example of logical parking lot map.

parking lot could also be estimated. Assume that the parking
lot is divided into # blocks by the roadway, then, the capacity
of the parking lot could be calculated as follows:

C=>C. (1)

Additionally, as the GPS error is only correlated within
a certain driving distance, the threshold within which the
GPS error correlation could be utilized to compute the
logical location of a parked vehicle is of great significance. In
our simulation, we investigate this threshold through large
number of experiments under urban scenario. The results
show that within a driving distance of 100 m, 90% of the
error between the estimated distance and the real distance is
less than 1.5 m, which is small enough to uniquely determine
a parking space. Thus, we take 100 m as the threshold. Out
of this threshold, the reference point is redefined. While a
vehicle drives as long as 100 m along a road segment, the
average GPS reader at that point is selected as a new reference
point, based on which the relative distance is estimated.
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threshold ®

GPS_DATA[i + 2];

6 = angle(AB, BC);
5:  if 6 = O then

ordered set

vehicle drive on as

vehicle v; as

12 :return (R;, d;)

Require: GPS trajectory data GPS_DATA of vehicle v;,
road topology PARK_ROADS of the parking lot, a

Ensure: The logical location of the parked vehicle v;, represented

1: Preprocess the GPS trajectory data and remove the GPS
readers with large derivation as
GPS_DATA = preprocess(GPS_DATA);

2:fori = 1;i <= size(GPS_DATA) — 2;i + +do

3. A= GPSDATA[i], B = GPS.DATA[i +1],C =

4:  Find the angle between AB and BC as

6: Put B into the turning point linked list as
S.add(B);

7: endif

8: end for

9: Derive the trajectory path PATH of vehicle v; as an

PATH = (S[n—1]S[n]) | 1 < n < size(S)
10: Match the derived path PATH with the road segments
within the parking lot and find the last road segment the

R; = match(PATH, PARK_ROADS);
11: Compute the distance between the turning point of R;

and the road point corresponding to the parking space of

dj = distance(turningPoint(R;), roadPoint(v;));

ArcoriTHM 1: Logical location estimation within a parking lot.

4.3. Parking Navigation. In SPARK [6], the parking naviga-
tion is realized through recommending an available parking
space to the incoming vehicle and then guiding it to that
space step by step. However, this scheme is impractical for
the following two reasons. First, it neglected the demand
of vehicle users. For the vehicle user, compared with being
recommended with a vacant parking spot, they prefer to get
the occupancy status of the parking lot, and then choose
one available parking space according to personal preference
and driving proficiency. Second, considering the fact that the
vehicle driver might not adopt the recommended parking
space, it is unreasonable to guide the vehicle users to a
recommended parking space step by step.

In our scheme, we let the parking lot cluster establish a
parking occupancy map and send this map to the incoming
vehicles. To achieve this goal, a vehicle is required to report
the estimated logical location to the cluster head before
turning off the engine. For the cluster head, it detects the
occupancy status of each parking space and maintains a
record containing three fields as follows for it:

PID: the ID of this parking space.

OCC: the occupancy status of this parking space. 0
represents unoccupied, and 1 represents occupied.

VID: if this parking space is occupied, VID represents
the ID of the parked vehicle.

With the internal map of the parking lot and the
occupancy status of each parking space, it is not difficult to
derive the corresponding parking occupancy map. One part
of a parking occupancy map is as shown in Figure 5.

While a vehicle entering a large parking lot, it would
periodically broadcast a beacon message. After receiving this
beacon message, the cluster head sends the parking occu-
pancy map to this vehicle, and the vehicle user chooses to
stop in one of the vacant parking spot.

In order to reduce the transmission overhead, the cluster
head could determine whether to provide parking navigation
service according to the current occupancy ratio of the
parking lot. While the parking occupancy is less than a
certain threshold, it is easy for a vehicle user to find a vacant
parking spot, and there is no need for the cluster head to send
a parking occupancy map to it. While the parking occupancy
is higher than a certain threshold, the cluster head begins to
perform parking navigation.

4.4. Parking Availability Data Dissemination. To help a vehi-
cle moving on a road find an available parking space conve-
niently, we organize the parking lot clusters within a specified
area into a distributed parking database, and provide near
real-time parking data query services for the vehicle users.
According to the strategy used, this process could be divided
into two phases: parking data sharing among different
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FIGURE 5: An example of parking lot occupancy map.

parking lot clusters and parking data dissemination. We will
describe them in detail in the following part.

4.4.1. Parking Data Sharing among Different Parking Lot
Clusters. We assume that one parking lot cluster knows the
location of other parking lot clusters within a certain range.
This could be realized through a simple mechanism with the
help of intermediate vehicles, for example, each parking lot
cluster periodically broadcasts its location (the location of
cluster head) to the parking clusters within two hop (the
TTL is set as 2), and adjacent parking lot clusters exchange
the information (similar like {clusterID,location)) they obtain
with each other. This process is similar to Link-State
Broadcast [18]. Due to the high occupancy of urban parking
lots, a long broadcast cycle is enough.

Under this assumption, we abstract the parking lot
clusters within a specified area as a weighted connected graph
G(V,E), where V is the set of parking lot clusters, E is
the set of communication links between adjacent parking
lot clusters (which might be intermittently connected) and
weight D;; on E is the transmission delay of the link
between adjacent parking lot clusters. Figure 6 shows one
such weighted connected graph. We let adjacent parking
lot clusters periodically send a delay probe packet to each
other and estimate the transmission delay according to the
history record. As the transmission delay between two
parking lot clusters is affected by their mutual distance, the
traffic density, and other factors that changes slowly, this
approximation is reasonable.

After this weighted connected graph G is acquired,
each parking lot cluster periodically broadcast the parking
availability information to other parking lot clusters over the
minimum spanning tree MST of graph G. The minimum
spanning tree MST could be easily acquired at each parking
cluster through the classic Kruskal’s algorithm or Prim’s
algorithm, both of which are of polynomial complexity:

MST = arngnclgz D;;. 2)
ijeT

With this parking data sharing scheme, each packet only
needs to be replicated while new tree branch appears, which
greatly decreases the transmission overhead. Moreover, rout-
ing along the minimum spanning tree could guarantee that
total estimated data sharing delay is minimized. Although
routing along any one spanning tree could make sure that
the packet could be received by each parking cluster, routing
along the minimum spanning tree could realize the same goal
in a shorter time.

FIGURE 6: A minimum spanning tree.

4.4.2. Parking Data Dissemination. After the distributed
parking database is established, it is responsible to deal with
the parking data query request and disseminate the parking
availability data to the end user.

In regards to the end user, there is no determined
destination for query dissemination. However, some query
request may occur between vehicles and parking lot cluster
within mutual radio range. Since the vehicles can monitor
nearby beacons, query messages can be directly sent to the
parking lot cluster and the query results are returned imme-
diately. In regards to the vehicles outside the radio range,
we need a proper strategy to spread queries over VANETS.
Epidemic routing [19] ensures eventual message delivery via
random pair-wise exchanges of messages between mobile
hosts, which has decent performance, but often causes heavy
resource consumption in the network. GPSR [20] provides
a location-based scheme that all packets transmitted into the
network are marked by the originator with their destination’s
location. In greedy forwarding, intermediate nodes simply
choose to forward the packet to the neighbor located closest
to the destination, which is efficient and robust in straight
roads, but often causes extra transmission and delay in
complex topologies. In order to respond to a parking space
query quickly and efficiently, we develop an enhanced GPSR
to disseminate a query in a neighboring area around a
vehicle.

When a driver issues a parking space query request, it is
disseminated as follows. In the straight mode (as shown in
Figure 7(a)), this query message is forwarded to the furthest
neighbor along the driving direction. If the intermediate
forwarder encounters a parking lot cluster, it sends the query
message to the parking lot cluster, and the parking lot cluster
returns the query results along a revered path as the query
message using GPSR. If no parking lot cluster encounters, the
intermediate forwarder sends the query request to the next
intermediate node until a parking lot cluster is encountered.
In the intersection mode (as shown in Figure 7(b)), the
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FIGURE 7: Query dissemination in IPARK.

query message is replicated so that there is one copy at each
possible driving direction. While receiving a query request,
the parking lot cluster returns the query results along a
reversed path as the query message.

By this means, we could assure that the vehicle user
could get a reply with small delay regardless of which path
it would take at the crossing. Considering the fact that some
other vehicles driving within the same area might be also
seeking for parking spaces, we further improve our scheme as
follows: while the query message is delivered using Improved
GPSR, if the intermediate forwarder encounters a vehicle
which has already received the response message recently,
the results will be returned and the response message will be
dropped.

5. Performance Evaluation

In order to evaluate IPARK accurately, we collect realistic
parking data in a large parking lot and perform a series of
numerical experiments on these data. Furthermore, we also
examine the performance of IPARK in NS-2.33.

5.1. Numerical Experiments and Results. We collect realistic
parking data at a large parking lot of Chengdu, a city in
China. As shown in Figure 8, this parking lot has about 2000
parking spots. Due to the fact that this parking lot has a
high occupancy most of the time, we only choose a relatively
vacant subarea, as marked in Figure 8, for study. Our private
car is quipped with a Garmin 18-5Hz GPS, which has
12 channel receiver and provides 5 fresh GPS readings per
second. During the experiment, we repeatedly drive into
the parking lot. To simulate the real parking behavior of
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FiGure 9: Error distribution of the samples collected in the parking
lot.

different vehicles, we park at a different parking space in the
chosen subarea each time. Specially, the corresponding GPS
trajectory is recorded and the relative logical location (logical
number relative to the reference point) of the parked space
is recorded manually. Apart from this, the data collection
process was not controlled in any other manner (e.g., speed,



International Journal of Distributed Sensor Networks

200 T - - L

150 | b

Relative distance (m)
—
o
o
1

501 b

0’ ¥ 1 1 1
0 20 40 60 80

Space

(a) Data distribution

CDF

Error (m)

(b) CDF of the estimation error

FiGure 10: Error distribution of the samples collected in the virtual
parking lot.

obstacles, etc.). After the survey, the data provided by GPS is
accessed via an USB serial port and processed on a computer.

To verify the effectiveness of the proposed logical location
estimation algorithm, we analyze the collected data in the
following way.

Let V = [v1;v2;...;vn] denote the set of N locations on a
road corresponding to the mid-point of N different parking
spaces along this road segment, and Xy = [X15X2;...;XN]
the corresponding random variables describing the esti-
mated distance relative to the reference point at these
locations. Assume err(7) is a certain error function measuring
the distance between the real value and the estimate at the ith
location, which is denoted by err(i) = X; — X;. We assume
err(i) to be Gaussian and perform analysis.

10 T T T T

Searching time (minutes)

Occupancy

—— With IPARK
(a) With IPARK

Searching time (minutes)

1
‘

0
0 0.2 0.4 0.6 0.8 1

Occupancy

—s Without IPARK
(b) Without IPARK

FIGURE 11: Searching time under different parking occupancy.

Denote the mean error at the ith location by y;, i = 1;
2;...5N, then, the sample mean is i = (1/N) >/ ; w;, and the
sample variance is 02 = (1/N) 3", (u; — fi)*. The possibility
density function of err(i) is p(x) = (1/0+/2m)e 072",
and the cumulative distribution function is F(x,#,0) = (1/
0\2m) [*, e gy,

Based on the above analysis, we investigate the error
distribution of the collected samples, with the results are
shown in Figures 9(a) and 9(b). Figure 9(a) is a scatter plot
showing the estimated relative distance against the actual
relative distance of the sample spaces. Figure 9(b) is the
cumulative distribution function of the estimation error. We
find that about 90% of the estimation error is less than 1.5 m,
which is small enough to uniquely determine a parking
space.
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FIGURE 12: Searching time under different capacity.

The above experiment illustrates that our logical location
estimation scheme works extremely well in large parking lot.
As our parking lot map generation scheme directly relies on
the reported logical location of the parked vehicles, we could
conclude that the parking lot map could be automatically
establish over long periods of time using our scheme.

To determine the threshold for reference point selection,
we carry out another group of experiment. As the above
parking lot does not have more than 50 consequent spaces
along the same road segment, we take a road with a length of
200 m as a line of parking spaces. We assume that there are
80 parking spaces along this road (with each parking space
has a width of 2.5m) and sample similarly like the way in
the parking lot. Finally, we analyze the error distribution of
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FIGURE 13: Map used in our simulation.

these samples, with the results shown in Figures 10(a) and
10(b). We find that within 40 spaces (100 m), 90% of the
estimation error is less than 1.5 m. Within 60 spaces (150 m),
only 80% of the estimation error is less than 1.5 m. Within 80
spaces (200 m), the situation becomes even worse. Therefore,
we take 100 m as the threshold. Out of this threshold, the
reference point has to be redefined.

5.2. Simulations. In this section, simulations are conducted
in NS-2.33 to verify the effectiveness of the proposed IPARK
scheme, including the parking navigation inside the parking
lot and the parking data dissemination outside the parking
lot.

5.2.1. Parking Navigation. For the parking navigation, we
investigate the searching time of a vacant parking space with
and without the assistance of IPARK, respectively. The large
parking lot used in our simulation is the one in Figure 8.
For simplicity, we assume that a driver prefers to park in an
available parking spot close to the entrance. After entering
the parking lot, each vehicle is driving with a randomly
fluctuated speed in a range of 10 percent centered at the
parking lot speed limit. With SPARK, the driver will drive to a
vacant parking space closest to the entrance directly. Without
SPARK, the driver will be searching for a parking spot close
to the entrance of the mall and keep circling around until
finding the nearest available parking space.

First, we investigate the impact of the occupancy ratio
of the parking lot on the searching time. We test in the
parking lot with IPARK navigation and without IPARK
navigation. For each case, we test 20 times, and the average
searching time is considered. As shown in Figure 11, without
IPARK navigation schme, with the increase of the occupancy
ratio, the searching time (ST) for an vacant parking space
increases significantly after the occupancy ratio reaches 40%.
Especially, when the occupancy ratio is above 80%, the time
it takes a driver to find an vacant parking space is too
long. However, with the assistance of the proposed parking
navigation scheme, the searching time (ST) for an vacant
parking space becomes much lower. Second, we investigate
the impact of the capacity of a parking lot on the searching
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FIGURE 14: Searching time of an available parking lot.

time. We study the searching time under 1000 spaces and
2000 spaces, respectively. As shown in Figure 12, with the
assistance of IPARK, the searching time just increase slightly
with the capacity of the parking lot changing from 1000
to 2000. However, without the assistance of IPARK, the
searching time increase obviously with the capacity of the
parking lot varying from 1000 to 2000.

5.2.2. Parking Data Dissemination. For parking data dis-
semination, we study the searching time of an available
parking lot with and without IPARK, respectively. As shown
in Figure 13, we extract a regional urban area with the range
of 3200 m X 2200 m from a real street map of Chengdu. We
deploy different vehicle numbers, that is, 100, 200, 300, and
400, to the map, with the average speed ranges of 40 to 80

11

TaBLE 1: Capacity of the eight parking lots.

i 1 2 3 4 5 6 7 8
Capacity 124 46 62 136 37 54 42 58

kilometers per hour. Among these vehicles, 20% of them have
a random destination within this area and they would find a
parking spot to park while arriving at the destination. For
the other 70% vehicles, they move back and forth within this
area. According to our survey, there are 8 parking lots within
this area, with 6 roadside parking lots and 2 off-street parking
lots, as are marked in Figure 13. The capacity of each parking
lot is listed in Table 1. Specially, for the roadside parking lot,
the initial occupancy ratio is set as a random value between
90-95%; for the off-street parking lot, the initial occupancy
ratio is set as a random value between 80-85%. During the
simulation, the occupancy ratio of each parking lot changes
with the parking behaviors of the vehicles. The radio range
is set at 250 m, and the MAC protocol is 2 Mbps 802.11. The
beacon interval is 1 s, and all messages have a uniform size of
1 kb. We assume that the parking lot clusters are established
at the beginning of simulation, and they share the parking
data with each other at an interval of 60 seconds.

With IPARK, a vehicle could get parking data from
a parking lot by the means presented in Section 4. Once
obtaining the parking data, the driver would directly drives
towards the closets parking lots with available parking spaces.
Without IPARK, a vehicle would drive towards the closest
parking lots while having parking demand. While arriving at
a parking lot, if the current parking lot has no vacant parking
space, the driver has to leave for the second closest parking
lot. This process will be repeated until a parking lot with
available parking spaces is founded.

The searching time is defined as the time interval between
the instant when a driver has a parking demand and the
instant when it arrives at one of the parking lots with
available parking spaces. The average searching time is the
mean value of that of all the vehicles searching for parking
spaces. We test the average searching time of an available
parking lot with and without IPARK under different vehicle
density, with the results are shown in Figure 14(a). We notice
that with the assistance of IPARK, it takes a driver less
than 55s to arrive at a parking lot with available parking
space, which is tolerable to most of the drivers. However,
without the assistance of IPARK, the searching time of an
available parking lot is 65-238 seconds. In addition, we
observe that while the vehicle number varying from 100
to 400, the searching time with IPARK increases slightly,
while the searching time without IPARK increases obviously.
Moreover, we investigate the impact of end user ratio on
the searching time delay of the two schemes. As reported
in Figure 14(b), with the growing of end user ratio, the
searching time is decreased. This is because a vehicle could
acquire the response more easily with more end user.
Without IPARK, with the growing of end user ratio, the
number of vehicle searching for parking spaces is increased,
and the probability for the parking lot being full is also
increased. Thus, the searching time becomes even longer.
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6. Conclusion

We propose IPARK to achieve intelligent parking guidance
over infrastructureless VANETs. The basic idea of IPARK is
simple: if some of the parked vehicles are willing to provide
PVA (Parked Vehicle Assistance) services, why not let them
obtain the parking statistics in real time and offer guidance
for vehicles searching for parking spaces? In this paper, we
group individual parked vehicles within the same parking
lot into one cluster, develop an automatic parking lot
map generation scheme, and investigate efficient parking
navigation and parking data dissemination based on the
parking lot cluster. As a novel parking guidance scheme,
IPARK successfully establishes the effective management and
collaborative communication without the support of any
infrastructure. At last, the analysis on real parking data
illustrates the effectiveness of the proposed logical location
estimation scheme and the simulation results demonstrate
that IPARK could help a vehicle driver find a vacant parking
space at a small delay.
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Traffic rules are used to regulate drivers’ behaviours in modern traffic systems. In fact, all driving behaviours are presented by
vehicles’ behaviours. If vehicles have awareness of their behaviours, it is possible that traffic rules are able to regulate vehicles
instead of drivers. There are three advantages of vehicle regulation: (1) without worrying about violations of traffic rules and
searching for traffic signs, drivers can pay more attention on emergency situations, such as jaywalking. (2) Many traffic violations
are due to attention distraction; machines do not have the attention issues; therefore they can provide good traffic-rule obeying.
(3) New traffic rules can be spread and applied more quickly and effectively through the Internet or Vehicular Ad hoc NETworks
(VANETS). In this paper, we propose a novel traffic-rule awareness system using vehicular sensors and mobile phones. It translates
traffic rules into combinations of vehicular sensors, GPS device, and Geography Information System (GIS); the system can tell
whether a driver violates the traffic rules and help him to amend his driving behaviour immediately. Experiments in real driving

environments show that our system can be aware of the traffic rules accurately and immediately.

1. Introduction

During the year 2011, there were 11856 traffic accidents
that happened in Sichuan province of China and 95% of
the accidents are caused by traffic violations [1]. If traffic-
violation rate can be significantly decreased, a lot of lives
can be saved from traffic accidents. In fact, most traffic
violations are not on purpose; the reason of high traffic-
violation rate is that the traffic rules are designed to regulate
drivers’ behaviours. Aslong as drivers are human beings, they
will suffer from memory issues and attention distraction.
Their memory and concentration will be severely affected
by mood, alcohol, drugs, and environment. Even a short
conversation during driving will distract drivers and cause
unnecessary traffic violations.

Google self-driving car [2] is a good attempt to decrease
the traffic-violation rate, because machines do not have the
memory and concentration issues like humans. However,
google self-driving car only focuses on self-driving; it has
not yet taken traffic rules into consideration except for traffic
lights. Some other works like [3] monitor dangerous driving

behaviours like aggressive turns, acceleration, and braking
and help drivers to correct these unsafe behaviours. However,
they did not take traffic rules into consideration. Actually,
even if driving behaviours are not aggressive, as long as the
driver violates the traffic rule, there is still a big possibility
that traffic accidents may happen.

If vehicles have awareness of whether they violate traffic
rules, they can warn the drivers about the violations and help
them to amend their driving behaviours. In fact, although it
is a human who drives the vehicle, the driving behaviours are
presented by vehicles” behaviours. No matter who drives a
vehicle or how he drives a vehicle, the driving behaviours can
be described by two factors of vehicle’s behaviours: speed and
direction. Traffic rules are location based; different location
has different traffic rule; therefore location is the third factor
to describe driving behaviours for traffic rules. For example,
if we want to describe a traffic rule of which speed limit is 40
kilometers per hour and one way from south to north at road
A, we can set the three factors as Table 1 shows.

Modern mobile phones are equipped with various sen-
sors like accelerometer, gyroscope, and orientation. They also
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TaBLE 1: Three factors of traffic rule.
Location Seed (km/h) Direction
Road A <40 south to north

equipped with GPS localization devices. Accelerometer can
be used to monitor the speed of a vehicle; gyroscope and
orientation can be used to monitor the direction changes.
GPS device can be used to monitor the location. It seems
that mobile phones alone are enough to build the traffic-rule
awareness system. In fact, traffic rules not only regulate the
driving vehicles, but also regulate the parking vehicles. We
need to know whether a vehicle is parking or not. No speed
does not mean the vehicle is parking; it can be waiting for
traffic lights or something else. We need to know whether the
engine has been flamed out for a while to judge if the vehicle
is parking, therefore we have to take advantage of vehicular
sensors to monitor the engine states.

In this paper, we propose a novel traffic-rule awareness
system. It translates traffic rules into combinations of the
three aforementioned factors. It will judge whether there
is the tendency of violating the traffic rules while driving
and warn drivers of this tendency. Therefore, it will free
drivers from searching for traffic signs and remembering all
the traffic rules; drivers can put more energy on driving.
Mobile phones can provide 2G/3G/4G data connection for
downloading translated traffic-rule from remote servers or
construct Mobile Ad-hoc NETwork (MANET) to get the
traffic rules from neighbors.

The rest of paper is organized as follows. Section 2
describes the details of system design. Section 3 shows the
experiment results. Related works and conclusions will be
given in Sections 4 and 5.

2. System Design

As mentioned before, mobile phones alone can not meet
all the requirements of the system; vehicular sensors are
good complements. On-Board Diagnostics (OBD) is widely
equipped in modern automobiles. The OBD implementa-
tions use a standardized digital communications port to
provide real-time data in addition to a standardized series
of diagnostic trouble codes [4], or DTCs, which allow one to
rapidly identify and remedy malfunctions within the vehicle
[5]. With the help of OBD scanner, the values of vehicular
sensors can be easily obtained by our system.

2.1. System Overview. As Figure 1 shows, there are three
modules in the system: communication module, process
module, and alert module. Communication module is used
to download traffic rules from remote server via internet
or neighbors via MANET; also it provides download ser-
vice for its neighbors. Process module contains two parts:
information collecting part and information processing
part. Information collecting part collects three kinds of
information which are related to the vehicle: speed, direction,
and location. Speed can be obtained from accelerometer of
mobile phone; however, as mentioned before, we also need to
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FIGURE 1: System overview.

know whether the vehicle is parking when the speed is zero.
Engine state is a way to judge the parking state, and it can be
read from OBD scanner. ELM 327 Diagnostic Scanner [6] is
a common off-the-shelf product which provides an interface
to access the OBD system. The scanner uses a female 16-pin
SAE J1962 connector to connect to the OBD system, and it
uses Bluetooth to connect to a control device such as mobile
phone. Gyroscope and orientation which are embedded in
mobile phones are used to generate the direction informa-
tion. GPS device which is embedded in mobile phone is used
to obtain the location information. The information process
part will compare the collected information with the traffic
rules stored in DB to judge whether the driver violates the
traffic rules. Once there is a trend of traffic violation, the
violation alert module will warn the driver.

2.2. Traffic Rules Translation. As mentioned before, vehicles’
behaviours can be described by three factors: speed, direc-
tion, and location. In this research, we use a collection of
triples TR (speed, direction, and location) to represent the
traffic rules. Speed is a 2-tuple Speed (lower, upper); the
lower and upper elements are the lower and upper bounds
of an interval of speed limit. For example, for the highway,
the speed limit is not less than 80km/h and not more
than 120km/h, so the 2-tuple is Speed (80,120). Direction
is a 2-tuple Direction (road direction, turns); road direction
is the direction allowed on the road and it is a set of five
values: NORTH, EAST, WEST, SOUTH and TWOWAY. If
the road is one way street, road direction gives the heading
direction. If the road is two way street, road direction gives
the TWOWAY value. Turns is a quadruples Turn (Left, Right,
U, Lane Change), each element indicates whether this kind
of turn is allowed. Location is a 2-tuple Location (road, area).
Element road is the road name on the map; area is a 2-tuple
area (from, to) which indicate the area of road applying this
traffic rule. From and to are GPS coordinates. For example,
as Figure 2 shows, Chengdu road is an one-way street and
the speed limit is not more than 40 km/h. Between Locations
2 and 3, vehicles can choose to turn right or go straight. The
traffic rules at Chengdu road can be translated to three TR
(speed, direction, location) triples as Table 2 shows. We can see
that the lower bound of Speed (lower, upper) is 1; the reason
is that parking on the road is not allowed. If a location allows
parking, the lower bound of speed will be set to zero.
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TasBLE 2: Traffic-rule triples.

TR (speed, direction, location)

TR (speed (1, 40), direction (NORTH, turn (0, 0,0, lane change)), location (“Chengdu road,” area (Location 4, Location 3)))
TR (speed (1, 40), direction (NORTH, turn (0, RIGHT, 0, lane change)), location (“Chengdu road,” area (Location 3, Location 2)))
TR (speed (1, 40), direction (NORTH, turn (0, 0, 0, lane change)), location (“Chengdu road,” area (Location 2, Location 1)))

Chengdu road

<— Location 1

— Location 2

SPEED
LIMIT

40

FIGURE 2: Traffic rules example.

Location 3

<— Location 4

2.3. Information Collection. There are three kinds of infor-
mation need to be collected: speed, direction and location.
The process module uses OBD parameter IDs (PIDs) codes
to request data from a vehicle. SAE standard J/1979 defines
many PIDs, but manufacturers also define many more PIDs
specific to their vehicles [4]. In this research, we use standard
PIDs for good compatibility.

2.3.1. Speed. Speed can be calculated through GPS coordi-
nates or accelerometer, but a more easier way is that sending
a PID code VEHICLE_SPEED to OBD scanner, the OBD
system will return the vehicle speed. However, speed is not
enough for traffic-rule translation; we also need to know
the engine states. To detect whether the vehicle is parking,
we need to know whether the engine is off for a period
of time. There is an OBD PID code ENGINE_RPM which
indicate the rotation speed of engine, if the engine is off,
the rotation speed is zero. Therefore, a vehicle is parking
when VEHICLE_SPEED is zero and ENGINE_RPM is zero
for a period of time. As (1) shows, only when the vehicle is
parking, we set the speed of the vehicle to zero, otherwise the
speed is larger than zero:

speed

0 : VEHICLE_SPEED = 0,
ENGINERPM =0, T > ¢, (1)
= 4 VEHICLE_SPEED : VEHICLE_SPEED > 0,
ENGINE_RPM > 0,
1 : Otherwise.

A

. ©

F1Gure 3: Coordinate system of mobile phone.

TABLE 3: Mapping relation between Azimuth and road direction.

North East
[0°,45°), [315°,360°) [45°, 135°)

South West
[135°,225°)  [225°, 315°)

2.3.2. Direction. To detect the direction, we need three kinds
of sensors: accelerometer, orientation, and gyroscope. Before
discussing about how to collect direction information, we
will first discuss the coordinate system of mobile phone. As
Figure 3 shows, the x-axis is horizontal and points to the
right, the y-axis is vertical and points up, and the z-axis
points towards the outside of the front face of the screen [7].
Data from all the sensors embedded in mobile phone is three-
dimensional and obeying this coordinate system.

To obtain the value of road direction, we need to use
orientation sensor. The data from orientation sensor follows
three dimensions: Azimuth (degrees of rotation around the
z-axis); Pitch (degrees of rotation around the x-axis); Roll
(degrees of rotation around the y-axis) [8]. In this research,
we fix the mobile phone head forward and flatwise; therefore,
Azimuth is the degree we needed. Table 3 shows the mapping
relation between Azimuth and road direction.

We can use accelerometer to detect the turn event of
driving behaviour, as Figure 4 shows; three kinds of turns,
lane change, left turn and U turn are easily distinguished
from each other. There are many works discussed about the
driving patterns and gestures recognition [9-11]. However,
we cannot tell the driver: “You cannot turn left” when
he already turned left. We have to make prediction of
drivers’ turning intentions. Gyroscope is a very sensitive
device to detect the rotation action; we can recognize the
turning intentions at the very beginning of drivers’ turning
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FIGURE 4: Three patterns of turning.

behaviours by taking full advantage of gyroscope. Detailed
discussion is in the next section.

2.3.3. Location. Modern mobile phones are equipped with
GPS devices; therefore, the location of vehicles can be easily
obtained. With the help of Geography Information System
(GIS), we can locate the vehicle on the map by inputting GPS
coordinates.

2.4. Challenges. The main role that the traffic-rule awareness
system plays is to warn drivers about the possible future
traffic violations. Therefore, different from other works of
recognizing driving patterns which are already happened, the
system must predict drivers’ intentions. Existing researches
in prediction of driving intentions are mostly using cameras
which would bring inconvenience and privacy issue to the
drivers. In this research, we only take advantage of sensors
from mobile phones to achieve the prediction.

2.4.1. How to Predict Drivers’ Intention? According to veloc-
ity formula v = v, + at, to predict the velocity of a vehicle,
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we need to know current velocity vy and the acceleration a.
v can be obtained through OBD system a can be obtained
through accelerometer; therefore, v can be predicted.

In the coordinate system of mobile phone, data from
accelerometer are three dimensions: A, (acceleration at x-
axis), A, (acceleration at y-axis), and A, (acceleration at z-
axis). Acceleration can be calculated as (2) shows. To predict
the velocity v, we need to average a, as (3) shows, to reduce
measurement error. fy is the current time and ¢ is the time
interval of prediction. Equation (4) gives the final prediction.
Once the prediction v does not belong to Speed (lower,
upper), a warning will be alerted:

a = AT A A2, @)

g = Zioluoi )
n+1
v = vy +at. (4)

Predicting the turning event is a great challenge. Firstly,
turning event is a short-time process; the prediction must be
made at the very beginning to give enough response time for
drivers. Secondly, normal driving behaviours contain a lot of
turning actions, such as dodging and parking. To distinguish
these turning actions from real turning event, we have to take
advantage of turn signal. Turning on turn signal is a standard
process in turning event; every time drivers want to make
turns, they will firstly turn on the turn signal. Therefore, if we
can detect the turn signal, we can recognize the real turning
event.

2.4.2. How to Detect the Right/Left Turn Signal? OBD system
is no doubt the first choice of detecting the left/right turn
signal; it can accurately tell whether the left or right turn
signal is on. For example, Chevrolet Corvette OBD-II Codes
contain the codes to return the information of left and
right turn signals [12]. However, the OBD codes are not
the standard OBD codes; they are exclusive to a certain
vehicle manufacturer. To find a more compatible way to
recognize the turn signal, we use a method called Sound
Cross-Correlation (SCC).

The main idea of SCC is that the sound features of turn
signal are precaptured; every time a sound signal received,
the system will cross-correlate the received sound signal
with the sound of turn signal. When a spike occurs in the
correlation, it means THAT turn signal is in the received
sound signal. Figure 5 shows the sound wave feature of turn
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signal. Cross-correlation is a widely used method in recent
research works [13]. Suppose the known symbol pattern of
sound wave of turn signal is ts of length L, X(n) is the
complex number representing the nth received symbol, then
the cross-correlation at a shift position p is

L
Clts, X, p) = > ts*[kIX[k + p], (5)
k=1

ts* is the complex conjugate of ts and C(ts,X, p) is the
correlation coefficient. Once the X [n] is aligned with ts, there
will be a sudden spike in the correlation as Figure 6 shows.

SCC cannot distinguish right turn and left turn; however,
it will not affect the recognition of left turn and right turn
in out system, because turn signal is only used for detecting
drivers’ turning intention.

2.4.3. How to Distinguish Lane Change, Left Turn, and U
Turn? Only if we can hack in drivers’ brains, otherwise we
cannot know whether they want to turn left or change lane
or make U turn in advance. Now the turn signal is detected,
the driver’s turning intention is known, and the problem is
there are three kinds of turning; all of them are related to
the traffic rules; therefore the three kinds of turning must
be distinguished. Only when the driver makes turns, we
can know what kind of turns he makes. If we recognize
the kind of turning after the turning behaviour is finished
like the pattern recognition or gesture recognition does, it
is meaningless to issue a warning to the driver after the
traffic violation. The challenge is that the recognition must
be finished at the very beginning of the turning behaviour.

The movement of turning can be divided into two kinds
of movements: translation movement and spin movement.
Spin movement is the key factor to distinguish turning style.
Accelerometer measures the acceleration of vehicles; it can
be used to detect the translation movement, but it can not
detect the spin movement; therefore it is not suitable for
turning detection. Gyroscope is a sensitive device which can
detect angular speed in three dimensions according to the
coordinate system of mobile phone. If the mobile phone
is fixed flatwise, the rotation around z-axis can be used to
reflect the spin movement; therefore gyroscope can be used
to distinguish the turning style.

Figure 7 shows the gyroscope readings of lane change
(from right to left), left turn, and U turn (from right to left);
we choose the Azimuth reading to reflect the spin movement.
We can see that the first positive peak of three turning style
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FIGURE 7: Gyroscope Azimuth readings of three turning patterns.

all appears at the beginning (there is a process of approaching
to right side before U turn, so the first positive peak appears
a little late). The peak represents the start of spin movement
of the three turning styles, and the three turning style have
different peak intervals. The peak interval of lane change is
(0.5,0.7); the peak interval of left turn is (0.7,0.9); the peak
interval of U turn is (1.2, 1.6). Therefore, we can distinguish
the three turning styles at the beginning of turning by which
intervals of the first positive peak belong to.

3. Implementation and Evaluation

The experiment evaluates three aspects of the system: turn
signal detection, turning event prediction, and traffic rules
awareness. All the experiments are running in real driving
environment. The automobile we use is Buick Regal which
provides a standard OBD system. The mobile phone we use
is Lenovo S2 which has 1 GB ram and 1.4 GHz CPU core



frequency which can provide enough processing ability, also
the phone has all the sensors we need including orientation
sensor, acceleration sensor, and gyroscope sensor.

3.1. Turn Signal Detection. Cross-correlation can well recog-
nize a signal in a mixed signal; however, it has difficulties in
recognizing when SINR is low; here we treat the sound wave
of turn signal as Signal, the others as Interference and Noise.
We test the cross correlation in three different environments:
quiet, talking, and playing music. Figure 8 shows the results
of cross correlation in the three environments. We can see
from Figure 8(a) that cross correlation can well recognize
turn signal in a quiet environment; four separate spikes
indicate four turn signals; in a talking environment as
Figure 8(b) shows, human voices sometimes submerge the
turn signals and make the recognition impossible. However,
talking is a discrete process, it has nontalking gap for us to
recognize the turn signal, and there is a spike at the beginning
which indicates the existence of turn signal. Other spikes are
caused by interference which must be excluded; the spikes
are usually mixed together; therefore we choose the separated
spikes as the indication of turn signal; Figure 8(c) shows the
cross correlation in a music playing environment; we can
see that there is no separated spike; therefore recognition of
turn signal is almost impossible in a loud and continuous
interfering environment.

Loud and noisy driving environment is bad for driving
safety; therefore, in most cases, driving environment is quiet
and suitable for turn signal recognition.

3.2. Turning Event Prediction. We test the turning event
prediction in the campus. Once the system recognizes any of
three turning patterns, it will give a warning and the driver
stops the car. Figure 9 shows the results of experiments; we
can see that the car stops at the very beginning of turning
movement and gives the driver chances to amend their
driving behaviours.

3.2.1. Traffic Rules Awareness. We choose an area in the
campus which is sparsely populated and convenient for us
to do the tests. As Figure 10 shows, we choose four road
segments and label them with four colors: red, green, blue,
and yellow. Red road is for testing lane change and left turn
restriction; green road is for testing U turn and one-way
restriction; blue road is for testing speed limit; yellow road
is for testing parking restriction. The traffic rules are listed as
Table 4 shows.

The results show that our system has good awareness of
traffic rules; however, there are a few misjudgments during
the tests; when we do the same tests again at another time,
misjudgments disappear. The reason probably is that the
accuracy of GPS localization is sometimes not good; it will
cause a vehicle at road B violates a rule at a neighbor road A.

4. Related Works

Vehicle safety is a permanent topic; the main reason VANET
and Vehicular Sensor Network are proposed as to enhance
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the safety. Traffic rules are closely related to driving safety in
real driving environment; however, there are few researches
take it into consideration. Most researches focus on recog-
nizing drivers’ driving behaviours and try to correct some
dangerous behaviours.
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TABLE 4: Traffic rules for tests.

TR (speed, direction, location)

TR (speed (0, 40), direction (TWOWAY, turn (left, 0, 0, lanechange))),

location (“red road,” area ((30.744140993322855, 103.92523527145386), (30.74342175330864, 103.92620086669922)))
TR (speed (0, 40), direction (SOUTH, turn (0, 0, U, 0))),

location (“green road,” area ((30.74342175330864, 103.92620086669922), (30.744620483682212, 103.92817497253418)))
TR (speed (0, 40), direction (TWOWAY, turn (0, 0, 0, 0))),

location (“blue road,” area ((30.744620483682212, 103.92817497253418), (30.74463892557145, 103.93083572387695)))
TR (speed (1, 40), direction (TWOWAY, turn (0, 0, 0, 0))),

location (“yellow road,” area ((30.74463892557145, 103.93083572387695), (30.74480490241566, 103.93188714981079)))

x
X

v -

(a) Lane change test (b) Left turn test

£
|

(c) U turn test

FIGURE 9: Tests of turning event prediction.

4.1. Intentions Prediction. Most researches use vision-based
method to recognize body gestures to predict driving
intentions. [14] uses camera to capture body pose to predict
turning intention; [15] uses camera to capture head pose to
judge whether the driver focuses on driving; [16] generates
3D visions to assist driving. [17] establishes a probabilistic
model to analyse and predict driving intentions to assist
brake controls.

4.2. Behaviours Recognition. Driving behaviours recognition
can be used to detect some dangerous behaviours, like drunk

F1Gure 10: Test map.

drive [18]. Most recognition works are using accelerometer
[19, 20]; it is enough for driving pattern recognition, but
not enough to describe more complex driving behaviours.
[3] takes advantage of more sensors: gyroscope, magne-
tometer, to detect more complex and dangerous driving
behaviours.

4.3. Traffic Lights. 'Traffic lights detection is related to traffic
rules; [21] uses camera from mobile phone to detect and
predict the traffic light schedule. It is a complement to our
research.

5. Conclusion

Traffic rules regulate drivers’ behaviours so that there could
be fewer traffic accidents and fewer lost lives. However, a
human is not a machine; he has memory and attention
troubles, he is easily affected by many things; therefore traffic
violation rates never come down too much. Modern vehicles
already have powerful processing ability and various sensors
for sensing the world; they can be aware of the traffic rules for
human so that drivers can focus on dealing with emergency
situations such as jaywalking; it will no doubt signifi-
cantly decrease traffic-accident rates and save thousands of
lives.

However, how to predict drivers’ intentions as soon as
possible and improve localization accuracy will be the future
works.
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Vehicular sensors capture a large amount of data, and a routing algorithm is needed to effectively propagate the data in vehicular
sensor network (VSN). The existing routing algorithms in vehicular ad hoc network (VANET) can not be transplanted to
VSN directly. After analyzing the mobility of vehicles, we find that the delivery time of vehicle to vehicle (V2V) or vehicle to
infrastructure (V2I) is very short especially when a deliverer is at a corner or crossroad and tries to deliver data to its left/right
direction. Using existing routing algorithms in VANET will cause the big amount of data to stuck at corners or crossroads and to
be transmitted back and forth with very few data packets being delivered. It is very time consuming and computation consuming.
In this paper, we propose a data delivery algorithm called distribution-based data delivery to handle the above-mentioned corner
problem with the help of some vehicular sensors like accelerometer. Evaluations show that the time cost of data delivery at corners

is saved for at least 30% by our algorithm comparing to other routing algorithms like VADD in VANET.

1. Introduction

VANET is a hot topic in recent years; it is proposed to
enhance driving safety by propagating traffic information
among driving vehicles. Although great progress has been
made in data routing, VANET still cannot find enough
convincing applications. Modern vehicles are equipped with
various sensors, the sensors are used to monitor the states of
vehicle and surroundings. The information vehicular sensors
collected would be very useful for some crowdsourcing
applications. For example, fuel tank sensor gives fuel level
value; if the fuel level increases at a location, then the vehicle
probably is refueling and the location is a fuel station; a
vehicle can request the locations of fuel station from its
neighbors so that it knows where to refuel without the help of
online GIS system. Vehicular sensors enrich the information
VANET could propagate; therefore, the combination of
wireless sensors and VANET to construct vehicular sensor
network (VSN) or vehicular ad hoc and sensor network
(VASNET) [1] is a good complement of VANET.

There are many good routing algorithms in VANET can
be transplanted to VSN, like GPSR [2] and VADD (3],

because VSN has the same network architecture as VANET.
However, because vehicular sensors will collect a large
amount of data, VSN needs a routing algorithm which can
handle this amount of data. In most cases, routing algorithm
works at network layer, it simply forwards the packet passed
down from upper layers to the next hop according to routing
algorithm. The packet is usually very small; therefore, the
assumption that a packet can be delivered completely to the
next hop in VANET is correct. But, if we look at the data
delivery in the perspective of data itself and combined with
the characteristics of VSN, we find that existing data delivery
algorithms will cause the big amount of data to stuck at
corners or crossroads and cause big time and resource waste.

There is no problem in communication of V2V or V2I
in a straight road; however, when communication meets
corners, especially in city environment, time will be a
problem. As Figure 1 shows, there are many obstacles by
the road side, like buildings, trees, and crowds, the wireless
communication signals will be blocked by these obstacles. If
a vehicle has to deliver data to its left direction at crossroad or
corner, the time for delivery is d/v, d is the width of road, and
v is the velocity of the vehicle driving across the crossroad.



FIGURE 1: Road side obstacles. There are trees and buildings by
the road side, these obstacles will block or at least weaken signal
propagation.

A common lane width is 3.7 meters, for a four-lane road, the
road width is nearly 15 meters. Suppose v equals 40 km/h,
then the time for data delivery is 1.36 seconds. Even we do
not consider wireless channel competition and conflict and
set the data link bandwidth to 1 MB/s, the vehicle can only
transmit 1.36 MB data. For a large bulk of data which is at
least 10 MB, it needs eight times for transmitting in an ideal
situation, actually it will cost much more using the existing
routing algorithm in VANET.

Figure 2 shows how existing routing algorithms, like
VADD, handle the corner data delivery. Red block that
represents a data block can be completely delivered when a
vehicle driving across a corner. Figure 2(a) shows that S1 has
three red blocks to deliver to D, but it can only deliver one
block to D when it drives across the crossroad; Figure 2(b)
shows that S1 recalculats a route to reach D, and it will
deliver all the left two blocks to S2, because S2 is heading
to the crossroad (the heading direction can be detected by
various sensors like accelerometer, orientation) and S2 is
closest to the crossroad compared to other vehicles which S1
can communicate with; S2 can only deliver one block to D,
as Figure 2(c) shows, S2 recalculats a route to D and passes
the left one block to S3; Figure 2(d) shows that S3 delivers
the last block to D. To calculate time cost and computation
cost, we suppose the time of sending one block is Thjock, the
time of calculating a routing path is Troute, the average time
of driving to the crossroad is T4rive, the computation cost of
sending one block is Cqend, the computation of receiving and
storing a block is Ciecy, and the computation of calculating
a route is Croute- The time cost of data delivery in Figure 2
is 6Tplock + 3Tdrive + 2Troute, computation cost is 6Csend +
3Crecv + 2Croute, here we ignore the time and computation
cost of D.

The idea of solving this problem is simple: we split
the data into equal blocks, each block can be completely
delivered when a vehicle driving across a crossroad or corner,
the blocks are distributed to the neighbors of source vehicle
which are also going to drive across the same crossroad or
corner, each neighbor will receive one data block. In this
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case, the data will be completely delivered to destination in
a single round. If we use Figure 2 as an example, the time
cost of our solution is 3 Thlock + Tdrive> the computation costs
is 5Csend + 2Crecy * Tdrive 1s much bigger than the other two
time cost, our solution only have one Tg;ive and the existing
solutions has three. The improvement is obvious and the
algorithm will be discussed in detai | in the next section.

The rest of paper is organized as follows. Section 2 will
discuss the details of our solution, Section 3 will give results
of evaluations, related works and conclusions will be given in
Sections 4 and 5.

2. Distribution-Based Data
Delivery at Corners

In this paper, we propose a distribution-based data delivery
at corners (DBDDC), it split large amount of data into small
blocks and distribute them to several vehicles which are
driving to the same corner or crossroad; therefore, it can
deliver all the data blocks to the destination successively and
need not any recalculation of routing path.

The idea of DBDDC is simple, however, it has some
challenges to handle: (1) how to recognize a vehicle driving
to the same corner or crossroad as that of source vehicle. (2)
how to count the number of qualified vehicles to make sure
there are enough vehicles to carry all the blocks.

2.1. Challenges. To know whether a vehicle is driving to the
same crossroad as that of source vehicle, we need to know
two things: the driving direction and the segment of road the
vehicle is at. The direction is easy to be obtained, accelerom-
eter sensor or orientation sensor embedded in vehicles or
mobile phones give three-dimensional readings: Azimuth,
Pitch, Roll. Take accelerometer for example, Azimuth is the
acceleration on the z-axis, Pitch is the acceleration on the x-
axis, and Roll is the acceleration, on the y-axis; therefore, we
can judge the direction of driving according to the coordinate
system of accelerometer. If a vehicle is heading to the same
direction as that of source vehicle and they are in the same
segment of road, then we can judge that the vehicle must be
driving to the same crossroad as that of the source vehicle.
As Figure 3 shows, when N1, N2, N3, and S are in the
same segment between crossroad 1 and 2, then they are all
heading to crossroad 2; in this paper, we call these vehicles
distribution nodes. A vehicle can judge whether it is between
crossroad 1 and 2 through comparing its GPS location with
the locations of crossroads 1 and 2.

To count the number of distribution nodes, the source
vehicle will broadcast a beacon message for requesting the
distribution nodes to reply their IDs. As Figure 4 shows,
the neighbor vehicles in the communication range of source
vehicle will all receive a beacon packet, the vehicles will judge
whether they are distribution nodes, only the distribution
nodes will send replies to source vehicle with their IDs and
broadcast the received beacon for those distribution nodes
out of communication range of source vehicle, also the
distribution nodes will relay the received replies from other
distribution nodes to the source vehicle. After a short time,
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FIGURE 2: Data delivery at crossroads using existing routing algorithm.

$
$
$
$
®

FiGUrE 3: The vehicles which will drive across the same crossroad
as source vehicle does.

L

'

I I

1 [
I B B B [
b - Reply e
1 | N 1"

I I

L PP !

FIGURE 4: The process of detecting distribution nodes.

the source vehicle will have a list of IDs of distribution nodes
and the number of distribution nodes can be calculated.

2.2. Algorithm. Figure 5 shows that there are four cases in
DBDDC. Figure 5(a) is the case that before source vehicle
S drives across the crossroad, there are enough distribution
nodes for carrying all data blocks. Figure 5(b) is the case
when there are not enough distribution nodes and source
vehicle already turned left or right, so the undelivered data
will be delivered in a straight road. Figure 5(c) is the case
when there are not enough distribution nodes and source
vehicle drives straight and already crossed the crossroad, the
undelivered blocks will be sent to the vehicles driving in a
reverse direction; in this paper, we call these vehicles reverse
distribution nodes. There are enough reverse distribution
nodes in this case. Figure 5(d) is the case when there are not
enough distribution nodes and reverse distribution nodes,
source vehicle has to carry the undelivered blocks and drive
to the next crossroad, when source vehicle approaches the

crossroad, it will recalculate a route and do the DBDDC
again. Suppose the driving direction values are straight, left,
and right; the number of distribution nodes is Ng; the
number of reverse distribution nodes is N,4; the block size
which can be completely delivered when a vehicle driving
across a crossroad is Blk; the data size is Data, then the four
cases can be described by

Case
Case 1: direction = straight and % < Ny,
Case 2: direction = left or right
and Data > Ny,
) Blk Data
Case 3: direction = straight and Blk
< (N4 + Nra),
| Case 4 : Otherwise.

(1)

Case 1. If source vehicle is approaching a crossroad and data
will be delivered at the crossroad to its left/right direction, it
will judge whether case 1 is satisfied (see Algorithm 1).

Case 2. If source vehicle already turned left/right, the
data will be delivered in a straight road mode which is
easy and implemented by existing routing algorithm (see
Algorithm 2).

Case 3. 1f source vehicle already passed the crossroad, it will
use Algorithm 3.

Case 4. If source vehicle has not delivered all data to the
destination crossroad and is approaching another crossroad,
it will recalculate a new route (see Algorithm 4).

Until now, we can give the DBDDC algorithm. DBDDC
is not a complete routing and data delivery algorithm, it is a
complement of existing routing algorithm, if existing routing
algorithms like VADD combines DBDDC, it will achieve
better performance at corners and crossroads as Section 3
shows.

3. Evaluation

In this paper, we use simulations to evaluate the performance
of DBDDC. We compare the time cost of data delivery
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Require:

Data;
Ensure:

true or false;

send beacon to detect the number of distribution nodes;
read reply list and get the number N;
if Data/Blk < N, then
split Data into blocks of Blk size;
send each block to a vehicle in the reply list;
return true;
else
Datal < Data(1), Data(2), ..., Data(Ny);
front N, blocks of data to Datal
Data — Data — Datal;
split Datal into blocks of Blk size;
send each block to a vehicle in the reply list;
return false;
end if

//assign the

ArcoriTHM 1: Data delivery for Case 1: bool DDC1 (Data).

Require:
Data;
Ensure:
true or false;

use existing routing algorithm for Data delivery in straight
road mode;
return true;

ArcoriTHM 2: Data delivery for Case 2: bool DDC2 (Data).

between DBDDC and VADD at crossroad. Suppose there
are two crossroads: crossroad 1 and crossroad 2, each road
segment can hold 25 vehicles, the average velocity of vehicle is
40 km/h, the average arrival time at a crossroad of a vehicle is
23 seconds, the time a data block can completely be delivered
is 2 seconds, there are 25 data blocks to be delivered on source
vehicle, source vehicle is driving from west to east and it will
deliver the data to the north direction of crossroad 1, and the
communication range is 100 meters.

We compare our solution with VADD in four different
cases. Figure 6(a) shows a case when there are enough
distribution nodes and no reverse distribution nodes, which
is 24 vehicles, source vehicle can distribute 24 data blocks
to them, and the 25 blocks will be delivered to destination
successively; if using VADD, source vehicle will deliver one
block, and it cannot find any vehicle on the reverse direction
to carry the left blocks back to crossroad 1.

Figure 6(b) shows a case when there are enough distri-
bution nodes and source vehicle turns to north at crossroad
1, in our solution, source vehicle already distributed all the
blocks, therefore the time cost does not change compared
to Figure 6(a); if using VADD, source vehicle will deliver all
the blocks directly to the destination, the time cost is small;
however, in our solution, if there are no distribution nodes,

Require:

Data;
Ensure:

true or false;

repeat
if a new reverse distribution node drive into
communication range of source vehicle then
send one block to the reverse distribution node;
Data — Data — transmitted block;
if Data = 0 then
return true;
end if
end if
until source vehicle is approaching to another crossroad
return false;

ArcoriTHM 3: Data delivery for Case 3: bool DDC3 (Data).

Require:

Data, Crossroad;
Ensure:

true or false;

if source vehicle is approaching Crossroad then
if DDC1(Data) = true then
return true;
else
if source vehicle turned left/right then
DDC2(Data);
return true;
end if
if DDC3(Data) = true then
return true;
else
recalculate a route;
return false;
end if
end if
end if

ArcorrTaM 4: DBDDC.

the solution will act exactly as VADD does, the time cost is
small too.

Figure 6(c) shows a case when there are no distribution
nodes and enough reverse distribution nodes, source vehicle
is driving straightly. In our solution, source vehicle deliver
one block when it is driving across crossroad 1 and pass the
left blocks to each reverse distribution nodes, because the
average arrival time is 23 seconds, the delay time is nearly 23
seconds; if using VADD, source vehicle will deliver one block
during crossroad passing, after 7 seconds, source vehicle will
meet the first vehicle V1 on the reverse direction, source
vehicle has 9 seconds to deliver data blocks, V1 will receive 4
blocks, and it will deliver 1 block. In a similar way, the second
vehicle V2 on the reverse direction will receive 4 blocks and



deliver 1 block, and so on. Finally, 6 vehicles will receive all
blocks and 6 blocks will be delivered.

Figure 6(d) shows a case when we set random numbers
of distribution nodes and reverse distribution nodes, in
this figure there are 8 vehicles for distribution nodes and
9 vehicles for reverse distribution nodes. Source vehicle is
driving straightly. In our solution, 9 blocks will be delivered
when source vehicle and distribution nodes driving across
crossroad 1, 9 left blocks will be delivered to destination
by reverse distribution nodes. 7 blocks are left waiting for
recalculating route; if using VADD, source vehicle will deliver
4 blocks to V1, V1 will deliver 1 block. If we suppose each
vehicle is 11 meters from each other, then V1 will not
meet any distribution nodes because they already crossed
crossroad 1; therefore, we set each vehicle at 100 meters from
each other. V1 will meet the third distribution node D3,
it will pass 3 left blocks to D3, D3 will deliver 1 block at
crossroad 1, and it will meet the third reverse distribution
node V3 and pass the left 1 block to V3. The back and
forth process will keep going until no distribution nodes and
reverse distribution nodes are driving to crossroad 1.

4. Related Works

VANET was a hot topic and many researches focus on
routing algorithms. Table driven is the early version of
routing algorithm, it is based on the routing methods in
static networks. Each node will discover and maintain a
routing table [4-6], because of the high mobility of VANET,
discovering and maintaining a routing table become very
difficult. A new concept of routing then appeared, it is
based on geographic positions. The source node needs to
know the location of destination node, every hop of routing,
the relay node will choose a next hop which is closest to
the destination geographically, it needs not routing tables;
therefore, it is suitable in mobile network. Typical routing
algorithms are GPSR [2] and GPCR [7]. Vehicles’ driving
patterns are constrained by road patterns; therefore, routing
along road is more predictable and effective, some typical
routing algorithms are VADD [3] and CAR [8].

One reason why there are not enough applications in
VANET is that vehicle cannot sense the world and therefore
cannot generate enough information propagation in VANET.
Some research works take advantage of vehicular sensors
and sensors embedded in mobile phones to monitor drivers’
behaviours [9-14], these applications can enrich the quantity
of information propagated in VANET and create a new
kind of vehicular network, VSN. VASNET [1] is a kind of
VSN which combines wireless sensors and VANET; however,
it only considers the applications for highway safety. One
interesting application for VSN is MobiEyes [15], it uses
vehicular cameras for urban monitoring. Video streams are
usually very large in data size; therefore, the solution of the
corner problem in this paper has its practical meanings.

5. Conclusion

Corner problem in vehicular sensor network is neglected
yet important, it will cause data blocks transmitted back

International Journal of Distributed Sensor Networks

and forth at corners or crossroad and cause big time waste
and computation waste. Splitting big data into small blocks
and distributing them to other vehicles will help solve the
problem, and for most times, the data delivery rate is
much higher than existing solutions. However, GPS-based
localization may have some inherent defects [16], how to deal
with the errors GPS brings in will be in our future works.
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Network coding (NC) can be applied to achieve the maximal information flow in a network. In energy-constraint wireless networks
such as wireless sensor networks, applying NC can further reduce the number of wireless transmissions and hence prolong the life
time of sensor nodes. Although applying NC in wireless networks is obviously beneficial, it is possible that a malicious node
(Byzantine attacker) can take advantage of the inherent vulnerability of error propagation in the NC scheme to corrupt all the
information transmissions. In the NC scheme, an intermediate node linearly combines several incoming messages as its outgoing
messages. Thus a data error injected in any intermediate nodes will corrupt the information reaching a destination. Recent research
efforts have shown that NC can be combined with classical error control codes and cryptography for secure communications
or misbehavior detections. Nevertheless, when it comes to Byzantine attacks, these results have limited effects. In this paper, a
distributed algorithm is developed to effectively detect, locate, and isolate the Byzantine attackers in a wireless ad hoc network with
random linear network coding (RLNC). To the best of our knowledge, our work is the first to address the problem of Byzantine

failures in a wireless network with RLNC.

1. Introduction

L.1. Network Coding. Network coding has become a
paradigm shift in information transmission, it is first
brought up by Ahlswede et al. [1]. Instead of traditional
information transmission method, simply storing and for-
warding, network coding allows intermediate nodes to mix
received information together and transmit new information
generated by the received information in terms of encoding.
Due to encoding operation at intermediate nodes, data can
be regarded as information flowing through a network,
which is a sense of data compression. Therefore, throughput
and bandwidth efficiency can be increased and delay can
be decreased via network coding. In [1], it has showed that
network capacity with network coding can be bounded by
min-cut max-flow theory, which is larger than traditional
storing-and-forwarding method.

1.2. Random Linear Network Coding. Recent research prov-
ing throughput gain of network coding in a variety of

application makes network coding an attractive topic. With
algebraic approaches, such as [2], a communication pattern
with network coding of a network can be designed and
achieve its promised capacity, which is the min-cut from the
source to the sinks in a network graph [1]. However, the
requirement of global topology information and the adop-
tion of centralized optimization make algebraic approaches
difficult to implement [3]. Therefore, a distributed network
coding scheme, named random linear network coding
(RLNC) was proposed [4]. RLNC is a powerful tool to
disseminate information in networks for it is distributed and
robust against dynamic topology. Without knowing global
information such as network topology, RLNC regards every
encoded packet as a coding vector over a finite field F,
and generates new packets at intermediate nodes by linearly
combining received packets with random coefficient. Some
overhead in packet’s header is introduced to record how
packets are combined (in [4], it is called global encoding
vector) and sinks can do decoding and recover original
information as long as they retrieve enough packets.
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Adversary

FiGure 1: Error propagation due to modifying packets by Byzantine nodes in a network with RLNC.

1.3. Security Issue of Network Coding. Network coding
shows its variety of possibilities and benefit in information
dissemination; however, it also introduces a new type of
security issue. The most serious security challenges posed by
network coding thus come from various types of Byzantine
attacks, especially packet-modifying attack. In particular,
RLNC has been very robust to packet losses induced by node
misbehavior [5]. Nevertheless, when it comes to packet-
modifying attack, RLNC has become quite vulnerable. In
RLNG, one intermediate node will linearly combine received
packets and generate new packets to next multiple receivers.
If this node has been compromised and generates error
packets, other nodes receiving those error packets will also
be modified for those error packets will stay in buffer and
keep being combined with normal packets. Hence, nodes on
a path that these error packets go through would become new
compromised nodes without self-awareness and disseminate
more error packets. In other word, the error due to modified
packets will propagate in network with RLNC. Eventually, the
whole communication network may be crushed just because
of one single adversary node. Figure 1 shows how a single
adversary node propagates error.

The paper is organized as follows: Section 2 illustrates
pros and cons of related works on Byzantine attacks,
Section 3 describes our model and algorithm, Section 4 gives
the simulation results and analysis, and Section 5 shows
mathematical analysis. Section 6 concludes the paper with a
summary of the results and discussion of further work.

2. Related Work

Existing method mostly modifies the format of coded packet
against Byzantine attacks and can be divided into two main
categories: (1) misbehavior detection and (2) end-to-end
error correction.

2.1. Misbehavior Detection. Misbehavior detection applies
error control technique or information-theoretic frame-
works of encryptography to detect the modification intro-
duced by Byzantine attackers. By types of nodes who take
care of coding burden, misbehavior detection can be further
divided into generation-based and packet based. Generation
based detection takes similar advantage as error-correcting
codes and lays expensive computation tasks on destination
nodes. As long as enough information is retrieved by destina-
tions, modification can be detected. Reference [6] proposes
an information-theoretic approach for detecting Byzantine
modification in networks employing RLNC. Each exogenous
source packet is augmented with a flexible number of hash
symbols that are obtained as a polynomial function of the
data symbol. This approach depends only on the adversary
not knowing the random coefficient of all other packets
received by the sink nodes when designing its adversarial
packets. The hash schemes can be used without the need
of secret key distribution but the use of block code forces
an priori decision on the coding rate. Moreover, the main
disadvantage of generation-based detection schemes is that
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only nodes with enough packets from a generation are able
to detect modifications and thus, result in large end-to-end
delays.

On the contrary to generation-based detection schemes,
packet-based detection schemes allow intermediate nodes in
the network detecting modified data on the fly and drop
modified packets instead of only relying on destinations,
which is more suitable for high attack probability compared
to generation-based detection schemes. Packet-based detec-
tion schemes require active participation of intermediate
nodes with the ability to compute hash function or generate
signature based on homomorphic hash functions [7, 8].
Hash of a coded packet can be easily derived from the hashes
of previously encoded packets; in that way, intermediate
nodes can verify validity of encoded packets before linearly
combining them. This characteristic also prevents from error
propagating in network. Unfortunately, homomorphic hash
function is also computationally expensive and cannot be
used in intersession network coding scenario while different
sources combine their own source information together.

2.2. End-to-End Error Correction. End-to-end error correc-
tion schemes include error-correcting code method into the
process of encoding packets and sinks can correct error
and recover original information under certain amount of
error. Like generation-based detection schemes, end-to-end
error correction schemes lay all encoding and decoding
tasks on sources and sinks, such that intermediate nodes
are not required to change their mode of operation. The
transmission mode for end-to-end error correction schemes
with network coding can be described by matrix channel
Y = AX + Z, where X is the matrix whose rows are the
source packets, Y corresponds to the matrix whose rows
are received packets at sinks, A denotes the transfer matrix,
which records linear transformation operated on packets
while they traverse the network, also called global encoding
vectors, and Z describes the matrix according to the injected
error packets after propagating over the network. With error-
correcting code, we can recover X from Y. References [9-11]
discuss performance of error correction ability while some
channel information, such as loss rate or error probability,
is known. Reference [12] proposes a simple coding schemes
with polynomial complexity for a probabilistic error model
of random network coding and provides bounds on capacity.
Reference [13] provides a special coding method, which adds
a zero vector in the transmitted packet at the source node
with an assumption that there is a secret channel between
source nodes and sink nodes to inform sinks where the zero
vector locates in the transmitted packet. This information
cannot be seen by intermediate nodes, and it will be
very useful while Byzantine attackers maliciously modify
the transmitted packet. As a matter of fact, under some
modification level, the more modification occurs, the more
likely sinks can recover the original information by using
information from observing modified zero vectors. Refer-
ence [13] also gives bounds on capacity for two adversarial
modes: when Byzantine attackers have limited eavesdropping
ability, optimal rate would be C-z; when Byzantine attackers
can eavesdrop all links, optimal rate would be down to C-2z,

where C is the network capacity and z is the number of
links controlled by attackers.With special error-correcting
code, sinks can be more tolerant with errors, but this scheme
also introduces large overhead in packets, which result in
tremendous transmission efficiency decreasing.

Even though end-to-end error correcting schemes can
recover original information at sinks, it cannot stop error
from propagating and introducing large overhead (in worst
case, only 1/3 of a packet carries data); misbehavior detection
schemes can intercept modified packets on the fly to prevent
errors from propagating, but it unfortunately takes expensive
computation complexity. We will propose a new type of
network coding packet and a distributed algorithm to
locate Byzantine attackers and then isolate those nodes.
Our algorithm essentially control the error propagation over
the network and is not computationally expensive. Detailed
introduction is in the next section.

3. Network Model and Byzantine Attackers

3.1. Network Model with RLNC. Consider a wireless network
of n nodes with communication range of r randomly
distributed in a square area, represented by an undirected
graph G = (V,E), with |V| = n nodes. Let d(i, j) denotes
the distance from node i to node j. An edge e;j € E when
d(i, j) < r. Besides, these n nodes have the ability to access
the information of their position. Without loss of generality,
we assume the lower left corner of the square area to be the
origin and each node knows their coordinate such as (3, 4).

In the communication pattern in which we are interested,
each node can perform RLNC to disseminate messages.
One source S trying to multicast k messages {m,...,my}
to d destinations {Dy,...,Dy} transmits those messages as
vectors of bits which are of equal length u, represented as
elements in the finite field F,;, where g = 2“.The length
of the vectors is equal in all transmissions and all links are
assumed to be synchronized with a global clock splitting
time into slots or rounds which are common to all nodes
in the network. In each time slot, nodes with messages
in buffer send out new messages on edges to other nodes
simultaneously. Let S;(f) = {fi,..., fis.1)1} be the set of all
messages at nodes i at time slot £, and by definition, for f; €
Si(1),1 <1< |S(t), fi € Fgand fi = X ay,my, o1, € Fy.
When a node i sends out a message, this message is actually
a liner combination, called local encoding, of the messages
stored in node i with payload g;ou € Fy, where

1
Ziout = Z ﬁlfl’ﬂl € I]:q; PI‘(B[ = /3) = V[j € [FQ'
fiesio 1
(1)
The vector B = [f1,...,Bisi)] is called local encoding vector,

and the message g; out can be further written as follows:

k
Ziout = Z ﬂlfl: Z ﬁlz‘xlumu

figSi(t) fieSi(t) u=1
(2)
1Si(#)] k
= > > By, |mu = > yum,
u=1\ I=1 u=1
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F1GURE 2: The practical format of transmitted packets.
where y, = l‘i’it)l Piy, € Fy and the vectory = [y1,..., yx]

is called global encoding vector. The global encoding vectors
are transmitted over the network for decoding, and we define
our transmitted packets as Figure 2 to assure that coefficients
yu are recoded and nodes know that.

3.2. Threat Model and Our Algorithm. We propose an
algorithm, Distributed Hierarchical Adversary Identification
and Quarantine, to fight against packet-modifying attack
introduced by compromised Byzantine nodes. Assume z, out
of n nodes has been compromised as Byzantine nodes, and
they will modify every packet they send out in order to crash
the whole network transmission. Specifically speaking, these
Byzantine nodes modify the global encoding coefficients
or payload of newly generated outgoing messages, which
result in error due to the fact that the modified vectors
may not belong to the vector space spanned by source
messages and further propagate the errors by following linear
combinations of other nodes. We seek an algorithm to locate
these Byzantine nodes and isolate them, so that they cannot
affect the network.

As mentioned above, network coding is susceptible to
the packet-modifying attacks for errors will propagate by
operation of linear combinations. However, our algorithm,
DHAIQ, uses this characteristic to let error propagate within
a certain range in order to let some chosen nodes, referred as
watchdogs, detect that there are some Byzantine nodes in the
monitored area. Before starting our algorithm, we assume
that node density and its being known by every nodes from
operating other algorithm such as aggregate computation.
DHAIQ can mainly be divided into 5 steps.

(1) When a network is under packet-modifying attacks,
an arbitrary node in the network will trigger the
whole algorithm. This node is the watchdog of
the 1st level. This first watchdog will awake the
2nd level’s four watchdogs and pass two messages,
which are node density and the monitoring area
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size. The node density is a criterion of termination
scheme and the whole deployment area is the 2nd
level’s monitoring range as Figure 3(a) illustrates.
The awaken watchdogs are chosen by locations.
These four watchdogs are situated in each corner of
their common monitoring area. After awaking the
2nd level’s watchdogs, the first watchdog ends its
monitoring mode and turns back to its normal mode.

(2) Each of the 2nd level’s watchdogs will generate its

own special packet, referred as probe packet. It then
sends this probe packet to the other three watchdogs
in an area-restricted flooding way as described in
Figure 3(b). Except for these watchdogs, every node
that receives these packets will do encoding and then
sends new packets to all its neighbors. These packets
will be linearly combined via intermediate nodes and
constrained to disseminate within the monitoring
range. This is all determined at the 2nd level. There
are four watchdogs and obviously four different
probe packets which are in the same generation. The
packets belonging to the same generation will start
and terminate transmitting simultaneously based on
a time stamp. Any node that receives the probe pack-
ets the first time will record this time stamp. Nodes
will continue encoding and sending out packets until
the time stamp is expired. If a probe packet reaches
a node outside the monitoring range, this node will
drop that packet. The information carried by probe
packets only traverse in the monitoring range. With
the time stamp, all nodes that belong to the same
monitoring area can terminate transmitting simul-
taneously. Before the termination of monitoring, all
watchdogs keep retrieving packets from other nodes
and keep a packet pool in their buffer. An arriving
packet is called innovative packet only if it is linear
independent to each packets stored in a watchdog’s
buffer. The discard rule is to keep innovative packets
and drop all noninnovative packets. In this way, we
also can limit buffer size to a pretty small value. There
will be only four packets if there is no adversary
node in the monitoring area. Watchdogs also keep
computing the rank of vector space spanned by
buffered packets until this generation is expired.

(3) If there is any adversary node in the monitoring

areas, errors would propagate in the monitoring area
and some of the watchdogs would receive modified
packets with high probability. Watchdogs can judge
whether they receive modified packets by the rank of
packet pools. For example, one can say that there is
at least an adversary node located in the monitoring
area when a watchdog has a packet pool of rank 5.
As soon as any of watchdogs detects the existence
of adversary nodes, that watchdog will notify the
other watchdogs in the same generation and trigger
the next level’s watchdogs together as shown in
Figure 3(c). These four watchdogs will divide their
common monitoring rang into four subareas by
their corners discussed previously. Each watchdog
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FIGURE 3: Hierarchical division of the monitoring areas.

can then duplicate what the first watchdog does in
step (1). Each of them awakes four arbitrary nodes in
its corresponding subarea and pass node density and
next level’s monitoring range, which is a quarter of
a current monitoring range according to the location
of the upper level’s watchdog. The awaken four nodes
will also approximately locate at each corner of the
subarea and there will be a total of sixteen watchdogs
awaken for four subareas of the next level (3rd level)
as displayed in Figure 3(d).

(4) Repeat step (2) and step (3), keep dividing the areas
in a distributed way until we can locate adversary
nodes in a small enough area. We define this “small
enough area” by the number of nodes locating in it.
When the number is small and under a threshold
A, we terminate the monitoring of this area. The
number of the node in an area can be estimated
by the information of node density and monitoring
range, which are carried by probe packets. Therefore,
this “small enough area” will be the least monitoring
area we can divide. In the least monitoring area, it is

very possible that an adversary node is chosen as a
watchdog. In this case, adversary nodes may realize
this is the time to temporarily act normal and stop
modifying the contents of packets. The detection will
fail due to adversary nodes’ temporary good behav-
iors. Any detection in progress will be terminated if
its monitoring range is under the threshold and all
the nodes in this area will be marked as suspect nodes.

(5) After some random time intervals, another arbitrary
node will trigger the algorithm again, and this time its
monitoring range will be shifted by a short distance.
In the very end of the algorithm, we will mark some
small squares, which contain adversary nodes. If we
shift the monitoring range a little in the beginning of
the algorithm, the squares we choose will not be iden-
tically overlapped but partially overlapped. This par-
tially overlapped area may contain adversary nodes
with high probability and the other nonoverlapped
areas, which may contain normal nodes but remarked
as suspect, would be less suspicious. In this way, we
can eliminate the number of nodes who are marked



as suspects but in fact are normal nodes, referred as
innocent nodes. To get the final result, each node in the
network maintains a suspect table. Whenever a node
is reported as a suspect, its suspect level in the other
nodes’ tables increases by 1. The nodes with high sus-
pect level will be regarded as adversary nodes and iso-
lated. Our simulation results show this shift scheme
can greatly reduce the amount of mistaken nodes.

4. Analysis and Simulation Result

4.1. Probe Packets and Time Stamp. In most scenarios of
RLNC application, the destinations do the decoding as long
as they receive full rank of packets. In our algorithm, we
modify this scheme by saying that destinations do not decode
to fit our requirements. Considering the worst case, to detect
an adversary node is that all watchdogs gather around the
center of the monitoring area and the adversary node is
located at the very edge. Based on the flooding method, the
least time slot required for watchdogs to receive modified
packets is the hop number of the shortest path from the
adversary nodes to the watchdogs, which is half diagonal of
the monitoring area. Since the source of modified packets
also come from watchdogs, the average number of hop for
a modified packet to arrive the watchdogs is v/2k. Note that
k is the node number of current monitoring area, which
is accessible information for watchdogs. We can set time
stamps of each generation with this number +/2k to assure
that watchdogs can receive modified packets and trigger the
next level whenever there are Byzantine nodes. When a time
stamp is expired, its corresponding nodes will terminate
disseminating packets and empty their buffer.

4.2. Range of Shifting. Simply repeating the algorithm will
not perform better since the sub-areas are equally divided.
If the algorithm starts with the same monitoring area, it will
eventually lead to the same result and be in vain. Thus we
shift the starting monitoring area in order to minimize the
number of innocent nodes. Now the question is how many
we should shift each time. It is straightforward to see that if
we shift more than a single least monitoring area, this shift is
useless. Hence we know the shift range should be no larger
than the length of edge of the least monitoring area.

The purpose that we use shift scheme is to further divide
the least monitoring area into smaller areas so that we
can eliminate the number of innocent nodes. To this end,
we shift in both horizontal and vertical directions to let
overlapped areas divide the least monitoring area into four
smaller areas. Hence the question has become how to divide
these four smaller areas in order to get the least innocent
nodes. Basically we have two options here, equal division
and nonequal division. In fact, the equal division method
will have the least expected value of innocent nodes. The
mathematical analysis is in Section 5, and the simulation
results also support our idea.

4.3. Innocent Nodes and Overhead. When we mark the nodes
in the least monitoring area as suspect nodes, we mark all
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the nodes in the area. In fact, some nodes are normal nodes
but marked as suspects, and we call them innocent nodes.
Consider the case in which we only perform identification
algorithm once without using suspect table. It is straight-
forward that uniform distribution of Byzantine nodes can
lead to the worst result with the most innocent nodes. The
ratio of innocent nodes is upper bounded by (4 — 1)z¢/n,
and this bound grows linearly with respect to the number
of Byzantine nodes and g, which is quite a large number.
Besides, probe packets carry no data information and the
amount of probe packets transmitted of all generations in
each level is O(n+/n). In one identification algorithm, it will
trigger O(logn) levels totally and therefore total number of
transmitted probe packets is O(n+/nlogn) in time O(/n).

4.4. Simulation Results. In our simulation, we uniformly
distribute 400, 600, 800, and 1000 nodes in a square area
with width of 800 and node communication range is 50.
We simulate our algorithm under the circumstance of the
amount of adversary nodes varying from 5 to 45, and these
adversaries are uniformly and normally distributed. Figure 4
is the first result of our algorithm, we can see that the
innocent ratio of uniform distribution pattern is quite high.
The uniform distribution pattern is the worst case to our
algorithm. In order to decrease the amount of innocent
nodes, we introduce shift scheme. The results are shown in
Figure 5. The results with more nodes are in Figure 6. As we
can see, our algorithm performs better in a dense topology.
Performing shift scheme in our algorithm can eliminate
innocent ratio effectively, but it also drags down the catch
ratio a little bit, because shift scheme also generates holes
around boundaries, which cannot be detected sometimes.
The result shows that the catch ratio only drops a little, which
is an acceptable value.

5. Analysis

The shift scheme aims to further divide the least monitoring
areas into smaller areas so that we can decrease the number
of innocent nodes. With it, the final results of marked areas
in each run of algorithm will be different. The overlapped
marked areas are smaller than the least monitoring areas
and contain less innocent nodes. Consider the case that
overlapped areas divide a least monitoring area A into four
smaller areas, A;, Ay, A3 and A4. The expectation number
of innocent nodes will reach a minimum value, while A; =
A, = A5 = A4. We now prove our claim.

Claim. The expectation value of number of innocent nodes
will reach a minimum when the least monitoring area A is
divided into four equal areas.

Proof. Assume that the area A is of size 1 and divided into
four areas, A;, Ay, A3, and Ay, with the area size of a;, a, as,
and a4. We have a; + a, + a3 + a4 = 1 and ay, ay, as, ag > 0.
The least monitoring area A has p nodes totally and k of the
y nodes are adversary nodes. Clearly k < . The expectation
number of innocent nodes is



International Journal of Distributed Sensor Networks

30 100
25 95
S 20 = 9%
= X
.2 ~
- L
E E 85
g 5
= 3]
E 80 I
75p--TT T i
0 70
5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45
Number of adversaries Number of adversaries
(a) Innocent ratio of uniform distribution (b) Catch ratio of uniform distribution
30 100
25 95
L 20 —~
B g I —
E 15 % === - )
E E 85 PPt
3 2 -7
<} = -
ERU 1 “sorT
5 P P - 75
0 70
5 10 15 20 25 30 35 40 45 5 10 15 20 25 30 35 40 45
Number of adversaries Number of adversaries
1000 nodes —— 600 nodes 1000 nodes —— 600 nodes
800 nodes --- 400 nodes 800 nodes - -~ 400 nodes
(c) Innocent ratio of Gaussian distribution (d) Catch ratio of Gaussian distribution
F1GURE 4: Innocent ratio and Byzantine catch ratio for two different distribution pattern of adversaries.
k k s k k
E(k) = [1 —(1—-ay) ]aly + [1 —(1-ay) ]azy maximize x1(1 —x1)" +x2(1 — x3)

+a5(1 = x3)% + x4(1 — x0)F (4)
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= (a1 +ay+as+a)y

We denote f(x) = x1(1 — x »* + x(1 - xz)k +x3(1 — x3)k +
k
_ [ul(l _ al)k +ay(1— az)k (3) x4(1 .—.x4) and h(x) = x; +x +x3 + x4 = 1. By the Lagrange
condition, we have

+as(1—as)f + ay(1 - 04)k],bl 1 =x)f = k(1 —x) "+ =0,

. [al(l o a1 — ) (1-x)f — k(1 - x) " +1 =0,
(1-x3) - k(1 —x3) 41 =0, (5)
+a3(1 - a3)k +ay(l — a4)k]y.

(1—x)" —kxy(1—x)" "+ 1 =0,
We want to have E(k) > some constant ¢, so the problem

becomes X1 +x+x3+x4 = 1.
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Obviously,the solution to theses equations is

1 kK 3\/3\!
sen=n=n=, A=(;-3)(;) - ©

Thus x* = [1/4,1/4,1/4,1/4]".

Now we need to resort to the second-order sufficient
conditions to determine if the problem reaches a maximum
or minimum at x; = x, = x3 = x4 = 1/4. Let I[(x,A) =
f(x) +ATh(x) and L(x, A) is the Hessian matrix of I(x,1). We
can find the matrix

L(x*,1) = F(x*) + AH(x*)

gk) 0 0 0

Lo gk 0 0 7)
=l o o gk o
0 0 o0 gk

where g(k) = (3/4)k72((k —7)/4). On the tangent space M =
{yly1 + y2 + y3 + y4 = 0}, we note that

y Ly—y1<4 e AP 2
; §>H(k_7> 2(§)H<k_7)
+y3<4 4 ) ;) <0

for k <7 and all y #0.
(8)

Thus L is negative definite on M when k < 7 and f reaches
a maximum. In our algorithm, we set our 4 = 5, and
k < p obviously. Therefore, we can always reach a minimum
expectation value in our setup and it happens at a; = a, =
az = d4 = 1/4. ]
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6. Conclusions and Further Work

We have proposed a locating algorithm in appliance of RLNC
to locate compromised Byzantine nodes in a network. Our
algorithm can locate the areas where adversary nodes locate
with some normal nodes being mistaken as adversary nodes.
To reduce the number of mistaken nodes, we use a shift
scheme to eliminate the probability of being mistaken. The
simulation results show that our algorithm performs well
in Guassian distribution pattern for adversary nodes. In
the worst case, uniform distribution pattern for adversary
nodes, we still can locate most adversary nodes and reduce
almost 10% of mistaken ratio by shift scheme. We also give
discussion about the best policy for shift scheme. Fixing the
shift range to the half length of the least monitoring area has
the best performance.

Even though we do locate the areas where adversary
nodes lie, but there still exist mistaken nodes. A second
stage algorithm is required in order to precisely identify each

adversary node. Sampling each node one by one in the most
suspicious area or combining some special coding scheme
with our algorithm may be a worthy researching direction.
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As an important component of transportation system, public transportation accounts for a considerable proportion in the whole
traffic flow. The public transportation vehicles can be categorized into two categories as follows: one with determinate trajectories
and schedules such as bus, tramway, and light rail; the other with flexible and variable running paths, such as taxis. In this paper,
we firstly present a destination-gathering-based driving path prediction method for taxis, which can make taxis’ driving paths
prescient in the initial stage of carrying passengers every time. Compared with ordinary vehicles, public transportation vehicles
have such features as long time running on roads and no privacy-protection need, and thus their trajectories can be opened.
Through utilizing the features above, we propose a novel public-transportation-assisted data delivery scheme (PTDD) used to
improve the performance of data delivery of Vehicular Delay Tolerant Networks (VDTNs). Simulation results based on a real map

demonstrate the effectiveness of the proposed scheme.

1. Introduction

With the rapid development of wireless communication
technology, new types of wireless networks and applications
are appearing constantly. In this context, vehicular networks
have gradually become an important research field in
wireless communication and received broad attention from
both industry and academy [1, 2]. As vehicle nodes’ high
speed mobility and uneven distribution, vehicular networks
have dynamic and changing network topology, which make
it difficult to maintain persistent connection among vehicle
nodes. To improve data delivery performance, vehicular
networks widely adopt Delay Tolerant Networking (DTN)
technology, and thus Vehicular Delay Tolerant Networks
(VDTNs) emerges. VDTNs have evolved from DTNs and are
formed by cars and any supporting fixed nodes.

As an important component of Intelligent Transporta-
tion Systems (ITS) [3], VDTNs promise a wide range of
valuable applications including real time traffic estimation
for trip planning, mobile access to Internet, and in-time
dissemination of emergency information such as accidents

and pavement collapses. To realize the applications above,
one of key research topics is to design effective and efficient
data delivery schemes. Therefore, many schemes have been
presented to solve the problem in recent years. Among the
existing schemes, some works mainly take advantage of geo-
graphic position information, such as GPSR [4] and CAR
[5]. The performances of these protocols mainly depend on
the network connectivity, and they are sensitive to the vehicle
node density. Many works are based on the traffic statistics
and network layout, such as SADV [6] and VADD [7]. A
few protocols such as TBD [8], TSF [9], and STDFS [10] are
designed to utilize available vehicle trajectories to improve
the data delivery performance. To disseminate vehicle tra-
jectory information, there protocols assume that numerous
wireless access points (APs) need to be deployed along roads.
That will undoubtedly request a large amount of investment.
Some researchers have made explorations on the prediction
of vehicle driving paths and make use of the character of
anticipating vehicle routes to develop data delivery schemes.
In literature [11-14], several prediction model and scheme
are proposed. However, these works are based on either



historic driving records or local and current vehicle running
status, and thus there are prediction accurate problems.

Public transportation is an important component of
transportation system and accounts for considerable propor-
tion in the whole traffic flow. For Beijing, public transporta-
tion occupies about 31.5% shares of the traffic flow [15, 16].
In general, the vehicles can be categorized to two types: (i)
bus, tramway, and light rail, which have stable trajectories
and schedules; (ii) taxi, which has flexible and variable
running paths. In this paper, we firstly suggest a driving path
prediction method based destination gathering for taxis,
which can make taxis’ driving paths prescient in the initial
stage of carrying passengers every time. Comparing with
general vehicles, public transportation vehicles have such fea-
tures as long time running on roads, no privacy-protection
need, and thus their trajectories can been opened for the
public. Based on the character, we propose a novel public-
transportation-assisted data delivery scheme (PTDD), which
can increase data delivery ratio through (i) carrying messages
by vehicles whose driving paths will pass through the mes-
sages’ destination; (ii) increasing chance to find the vehicles
that move toward the optimal expected road in intersection
areas. The major contributions of this work may be listed as
follows.

(a) A new method based on destination information
gathering is proposed to predict the driving paths
of taxis. The method takes the effect of destination
information on prediction process into account,
and thus the prediction accuracy and reliability is
improved.

(b) We propose a novel data delivery scheme called
PTDD to improve the data forwarding performance
of VDTNSs, which effectively takes advantage of the
characteristics of public transportation traffic such as
foregone driving path, long time running on roads,
no privacy-protection need. Through extensive sim-
ulations, the effectiveness of our proposed PTDD
scheme is evaluated.

The rest of the paper is organized as follows: Section 2
summarizes the related works for vehicular networking. In
Section 3, we present a driving path prediction method based
on destination gathering for taxis. In Section 4, we describe
the design of our proposed PTDD scheme in detail. Section 5
shows the effectiveness of PTDD via simulation experiments.
Section 6 concludes the paper.

2. Related Works

In recent years, data delivery and forwarding issues about
vehicle-to-vehicle and vehicle-to-infrastructure in VANET
have gained lots of attentions [1, 2, 5-8]. For the frequent
network partition and mergence due to the high mobility of
vehicles, the physically constrained nodal mobility resulted
from the fixed roadways and the constrained nodal moving
speed limited by the roadway conditions, the data forwarding
in VANET is different from that in the traditional mobile
adhoc networks (MANETS). These unique characteristics of
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the road networks make the MANET routing protocols
ineffective in the VANET settings [17]. Thus, many routing
protocols based on carry-and-forward thinking have being
proposed in order to reach efficient and effective data for-
ward performance in VDTNGs.

Among these works, Epidemic [18] is an early approach
to deal with the data forward issue in frequent network par-
tition and mergence settings. It allows the random pair wise
exchange of data packets among mobile nodes in order to
maximize the possibility that data packets can be delivered to
their destination node. Thus, a great number of copies of data
packets are generated during the delivery, which weakens its
performance to a great extent, especially when the resources
of bandwidth and buffer are limited.

Some works mainly take advantage of geographic posi-
tion information, such as GPSR [4], CAR [5], MMR [17],
and VVR [19]. Similar to GPSR, both MMR and VVR use
greedy forwarding strategy to find the next packet carrier
based on the geographical proximity toward the packet des-
tination. Through using the approach of “guard node,” CAR
forwards data packets through the connected path from the
packet source to the packet destination. The performances of
these protocols mainly depend on the network connectivity,
and they are sensitive to the vehicle node density. Thus the
geographic position based routing schemes cannot work well
when the vehicular traffic is sparse and none-uniform-
distribution.

Some works are based on the traffic statistics and network
layout, such as SADV [6], VADD [7], and DBR [3]. SADV
routing leverages on the stationary nodes to improve the
network connectivity and the data forward performance.
Through using a stochastic model based on vehicular traffic
statistics, VADD tries to achieve as high delivery successful
ratio as possible with low delivery delay from mobile vehicles
to stationary packet destinations. DBR scheme focus on
satisfying the user-defined delay bound rather than the
lowest delivery delay, so that it can economize resource such
as channel utilization and buffer space.

A few protocols such as TBD [8], TSF [9], and STDFS
[10] are designed to utilize available vehicle trajectories to
improve the data delivery performance. TBD utilizes the
vehicle trajectory information along with vehicular traffic
statistics in order to compute the accurate expected delivery
delay for better forwarding decision making. However, to
disseminate vehicle trajectory information, these protocols
assume that numerous wireless access points (APs) need to
be deployed along roads. That will undoubtedly request a
large amount of investment.

Some researchers have made explorations on the predic-
tion of vehicle driving paths, and take use of the character of
anticipating vehicle routes to develop data delivery schemes.
Several prediction model and scheme are proposed such
as PBR [11], MOPR [12], PLR [13]. PBR exploits the
location and velocity information of vehicles to predict route
lifetime, and takes preemptive action to minimize route
failure. MOPR improves the routing process by selecting the
most stable route in terms of lifetime. PLR uses a location
predictor to solve the problem of location inaccuracy and
vehicle mobility. In [14], Jeung et al. propose a network
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mobility model to predict the driving paths of vehicles. How-
ever, these works are based on either historic driving records
or local and current vehicle running status, and thus there
are prediction accurate problems. Moreover, the approaches
mainly focus on short-term and short-distance prediction,
and do not take into account how long-distance driving
path prediction information is used to improve the data
forwarding in VDTNs.

3. Driving Path Prediction for Taxis

In this section, we will firstly introduce the driving path pre-
diction method for taxis based on destination information
gathering. For our proposed driving path prediction method
for taxis is a new thinking in the research of VDTNs, and
thus we will discuss the feasibility and practicability of the
prediction method.

3.1. Destination Information Gathering for Taxis. When a
passenger takes on a taxi, the first sentence from the driver is
always: “Hi, where are you going?” Naturally, the driving des-
tination of the taxi can be caught from the answer of the
passenger through phonetic recognition devices. This may be
the most convenient way. Of course, other candidate input
approaches include handwriting board, keyboard, touch
panel, and so on.

3.2. Driving Path Prediction Method. According to taxi oper-
ation rule, the main approach of increasing revenues is to
increase the carrying passenger times per day. So taxi drivers
will always choose the paths with the shortest driving time
to take passengers to their destinations as soon as possible.
Based on the gathered destination information, GPS device,
electronic map, and traffic statistic information at different
times, a practicable prediction method is to utilize Dijkstra
algorithm to look for the lowest cost path from the current
position to the destination, where the cost means the average
travel time for each road segment.

To improve prediction accuracy further, we will take
advantage of the features that taxi drivers are relatively fixed
and familiar with the road and traffic conditions. Through
recording the drives’ historical route and personal prefer-
ences at different times on each taxi, the prediction path can
be adjusted and more consistent with the real situation.

3.3. Feasibility and Practicability. As to the approach of desti-
nation information gathering for taxis, there is no technology
and cost problem because whether phonetic recognition
or handwriting board, keyboard, touch panel are all very
mature and reliable technology. The difficulty is to create an
incentive measure that can prompt taxis drivers to carry out
the information gathering activities. To solve the problem,
the corresponding accounting mechanism is necessary, and
senders or receivers should pay a fee to drivers for messages’
success delivery.

When vehicle routes can be accurately predict and broad-
cast to neighbor vehicles in hello messages, that will bring
benefits as follows: (a) increasing data delivery success ratio

FIGURE I: A sketch map of PTDD thinking.

through carrying messages to their destinations by vehicles
whose driving paths will pass the messages” destination; (b)
increasing success ratio to find the vehicles that move toward
the optimal expected road in intersection areas; (c) reducing
wireless channel resources occupancy, and thus lessening
wireless collision possibility and improve the quality of
channel, which in turn can improve the delivery success rate.

4. Public-Transportation-Assisted Data
Deliver Scheme

Through utilizing the proposed destination gathering based
driving path prediction method in Section 2 each taxi can
know its driving path in advance. Therefore, all public
transportation vehicles, whether bus, tramway, light rail,
or taxi, have such similar character, that is, their driving
trajectories are of foreknowledge. Based on this character, we
propose a new data delivery scheme called PTDD to improve
the data delivery performance in VDTNSs. In Figure 1, the
sketch map of PTDD thinking is given out. In the rest of this
section, our proposed PTDD will be described in detail.

4.1. Assumption. Every vehicle can obtain its current location
through GPS device, and be equipped with a preloaded
street-level digital map, which not only describes road topol-
ogy (see Figure 4) and traffic light period but also provides
traffic statistics such as traffic density and average vehicle
speed on roads at different times of the day. Such kind of
digital map has already been commercialized [20], and more
detailed traffic statistics will be integrated into digital map
in the near future. Vehicles communicate with each other
through short range wireless channel, and can find their
neighbors through beacon messages. Each beacon provides
vehicle’s information such as its unique id, location, velocity,
direction. What is more, each public transportation vehicle
will announce its driving paths in beacon message.

4.2. Data Delivery for Ordinary Vehicles. In VDTN, a vehicle
needs to send messages in three cases as follows: (a) the
vehicle itself produces messages; (b) it forwards the message
what it received from other vehicles; (c) it periodically takes
from its routing buffer to send. When an ordinary vehicle
v; have a message M to send, it firstly operates the specified
routing algorithm to choose the optimal nexthop vehicle
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from his neighbor list, and the chosen one is indicated as
Nexthop; at the same time, the vehicle also looks for the
vehicles whose driving paths will pass the destination of the
message. If there is more than a matching vehicle, then the
one with the fastest average driving speed is selected, and its
vehicle identification is denoted as Dest_accord. As shown in
Figure 2, as to the ordinary vehicle v; after completing the
above query steps, there may appear the following cases.

Case 1. Both Nexthop and Dest_accord are found and dif-
ferent: the current vehicle v; send M to Nexthop, and then
generates a copy of M, denoted as M’, increment flag_copy
of M" and send it to Dest_accord. Lastly, v; deletes M from its
routing queue.

Case 2. Only one among Nexthop and Dest_accord is found,
or Nexthop is equivalent to Dest_accord: v; send M to Nexthop,
and deletes the message from its queue.

Case 3. Neither Nexthop or Dest_accord is found: this means
that v; has no proper nexthop, it only puts M into its routing
queue.

4.3. Data Delivery for Public Transportation Vehicles. When
a public transportation vehicle pv; has a message M to
send, it firstly checks whether pv; itself will pass through

the destination of M. If pv; does not pass through, then
the forwarding process is similar with that of ordinary
vehicles. Otherwise, as shown in Figure 3, pv; will forward
M according the steps as follows.

Step 1. Firstly, pv; looks for the vehicles that will pass
through the destination of M. If found none, then go to
Step 3, else pv; continues to check whether found more than
a matching vehicle. If so, then the one with the fastest average
driving speed is selected, and its vehicle identification is
denoted as Dest_accord, and go to Step 2.

Step 2. The current public transportation vehicle pv; exe-
cutes the routing algorithm, and judges whether is better
than Dest_accord, if not, then goes to Step 3, else sends M to
and deletes the message from its routing queue. The message
forwarding process ends.

Step 3. Vehicle pv; operates the routing algorithm to choose
the optimal nexthop vehicle from his neighbor list, and
the chosen one is indicated as Nexthop. If Nexthop are not
found then pv; puts M into the routing queue; otherwise,
the current vehicle pv; generates a copy of M, denoted as
M’, increment flag_copy of M’ and send it to Nexthop. M is
puts into the routing queue. The message forwarding process
ends.



International Journal of Distributed Sensor Networks

When receiving a message from another vehicle, the cur-
rent firstly checks whether it has keep a copy of the message
in the routing queue. If so, it directly drops the message; else
puts the message into its queue.

4.4. Queue Management Algorithm. For each mobile vehicle
node in VDTN, the size of its routing buffer queue is limited.
Therefore, the queue management algorithm would greatly
influence the data delivery performance. In the proposed
PTDD, the flag_copy of a message indicates how many copies
have been propagated, and the survival time shows how long
a certain message has existed in the network. Therefore the
flag_copy and survival time together denote the importance
of a message, and the queue management is just based on the
two parameters.

Messages are sorted in the routing queue based on a
increasing order of their flag_copy. For those messages with
the same flag_copy value, they are further sorted according
to an increasing order of survival time. Thus messages with
smaller tickets and shorter survival time are closer to the top
of the queue, and can be transmitted with higher priorities.
Moreover, messages will be dropped in the following two
occasions: (a) when a message arrives and the queue is full,
it is compared with that message at the end of the queue,
and the one with bigger flag_copy is dropped among them. If
the flag_copy values of the two messages are equal, then the
one with a longer survival time is dropped; (b) whenever on,
e message’s survival time is longer than the delay tolerance
of the network, it is dropped to avoid unnecessary resource
occupation.

5. Performance FEvaluations

In this section, we will evaluate the impact of the proposed
PTDD scheme on the data transmission performance in
VDTNs. We choose the classic wireless ad hoc network
routing algorithm GPSR [4] as the referential. Since pure
GPSR has no carry-and-forward ability, which will result in
very poor performance in intermittently connected VDTNSs,
so that we extend it by adding buffers to make it have
basic carry-and-forward ability. In the following simulation
experiments, the data delivery performances of GPSR with
simple carry-and-forward ability, denoted as GPSR (with
buffer), and GPSR supported with PTDD scheme, denoted
as PTDD (based on GPSR), will be analyzed and evaluated in
terms of data delivery successful ratio and delivery delay.

5.1. Simulation Setting. As shown in Figure 3, the experi-
ment is based on a 4000 m X 3000 m approximate rectangle
street area, which is derived and normalized from a real
street map of Beijing city in China. The rectangle contains 25
intersections and 40 bidirectional roads. We utilize NS-2.34
as the simulation tools. Since modeling of complex vehicle
movement is important for accurately evaluating protocols,
the open source software VanetMobiSim-1.1 [21] is used to
generate the movement of vehicles. In our simulation, the
critical vehicle is set as 6 neighbors per vehicles. Detailed
simulation parameters are shown in Table 1.

5
TasBLE 1: Simulation parameters.

Parameter Value
Simulation area 4000 m X 3000 m
Number of intersections 25
Number of mobile vehicles 100, 200
Proportion of taxis 0-30%
Number of packet senders 20
Communication range 250m
Vehicle velocity 40-80 km/h
CBR rate 0.1-1 packet per second
Data packet size 512B
Buffer size 200 packets
Vehicle beacon interval 1 second

FIGURE 4: Road topology used in the simulation.

5.2. The Impact of Public Trasportaion Vehicle Proportion
on Performance. Figure 5 shows the impact of public trans-
portation vehicle proportion on data delivery performance
as to PTDD (based on GPSR), where the data sending ratio
is 0.1 packet/s, the total number of simulation vehicles is
100 and 200, respectively, and the average vehicle driving
speed varies from 40 to 80 km which depends on road speed
limit, vehicle density, and influence of traffic lights. From
this figure, we can see that the data delivery ratio remarkably
goes up with the proportion of public transportation vehicles
increasing from 0 to 30% accounting for the whole vehicle
number under the two cases of 100 and 200 simulation vehi-
cles. This demonstrates that the bigger proportion the public
transportation vehicles accounts for, the better performance
PTDD scheme will reach. For the status that the vehicle total
number is 100, the data delivery ratio is improved from 46
to 83% (the relative growth rate is 80.4%) as the proportion
of public transportation increases from 0 to 30%. As to the
status that the simulation vehicle number is 200, the data
delivery ratio goes up from 55 to 89% (the relative growth
rate is 61.8%) under the same growth proportion of public
transportation. This reflects that the performance of DPPR
scheme is improved more obviously in low vehicle density
and sparse connection environment.

5.3. The Data Deliver Ratio. To evaluate the performance
of PTDD scheme, we compare the data delivery ratios of
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the two schemes, that is, GPSR (with buffer) and PTDD
(based on GPSR), under different data sending rates. Here,
the public transportation accounts for the total vehicles is
fixed as 20%, and the CBR data sending rates is changed from
0.1 to 1 packet/s.

As shown in Figure 6, the data delivery ratio of PTDD
(based on GPSR) is greatly higher than that of GPSR (with
buffer) under the different data sending ratios, when the sim-
ulation vehicle number is 100. The average delivery ratio of
PTDD (based on GPSR) reaches 0.74, which is far above that
of GPSR (with buffer), that is, 0.43, and the relative growth
rate is 72%.

In Figure 7 we can see the data delivery ratio of PTDD
(based on GPSR) is also much higher than that of GPSR
(with buffer) under all data sending ratios, when the vehicle
number is 200. The average delivery ratio of PTDD reaches
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FIGURE 8: Data delivery delay (100 vehicles).

0.82, which is far above that of GPSR, that is, 0.51, and the
relative increase rate is 61%. The results show that PTDD
thinking can play an important role in vehicular network
environments with such features as high mobility, low vehicle
density, sparse connection.

5.4. The Data Delivery Delay. From Figure 8, it can be seen
that the data delivery delay in the two schemes, that is, PTDD
(based on GPSR) and GPSR (with buffer), goes down with
the increasing of the data sending rate in the case of 100
simulation vehicles. The reason is that the part of messages
with too long survival time are dropped because the size of
routing buffer is limited, when the increasing data sending
rate results in the fast increase of transmission overhead.
From Figure 9, it can be seen that the data delivery delay
goes down with the increasing of the data sending rate in
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the case of 200 simulation vehicles. But the delay decrease
speeds of PTDD and GPSR are different as the data sending
rate increases, and PTDD shows a sharper decrease trend.
The reason is that PTDD is a multiple copy scheme and it
generates more data packet copies the GPSR, especially for
the case of high vehicle density.

From Figures 8 and 9, we also notice the delivery delay of
PTDD (based on GPSR) is longer than that of GPSR (with
buffer). The reason is that there are many data messages
which cannot find proper next hop to delivery and thus are
dropped in GPSR routing, but in PTDD scheme the messages
are likely to be successfully delivered by public transportation
vehicles with carrying way when the public transportation
vehicles pass through the messages’ destinations. To better
study the delivery delay, we only examine the “the lowest 75%
delivery delay,” which is the average delay of the lowest 75%
packets according to the method proposed in literature [7].
As shown in Figure 10, the delivery delay of PTDD (based
GPSR) scheme is clearly lower than that of GPSR (with
buffer) in the case of 100 simulation vehicles. In Figure 11,
the similar results also can be seen, that is the delivery delay
of PTDD scheme is lower than that of GPSR when the vehicle
number is 200.

6. Conclusion

As an important constituent part of traffic system, public
transportation vehicles have the features such as long run-
ning time, no privacy protection request. We think it is
important and interesting research topic to effectively utilize
the features of public transportation vehicles to improve the
data delivery performance in VDTNs. In this paper, we firstly
present a taxi driving path prediction method based destina-
tion information gathering. By doing, public transportation
vehicles can foresee their driving paths. Through utilizing the
features, we propose a new data delivery scheme call PTDD
to improve the performance of data delivery of Vehicular
Delay Tolerant Networks. Through simulation experiments,
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we analyze and evaluate the performance of GPSR (with
buffer) and PTDD (based on GPSR) scheme. The experiment
result shows that PTDD scheme can significantly improve the
data delivery performance in VDTNs.
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We investigate the problem of uneven energy consumption in large-scale many-to-one sensor networks (modeled as concentric
coronas) with constant data reporting, which is known as an energy hole around the sink. We conclude that lifetime maximization
and the energy hole problem can be solved by searching optimal transmission range for the sensors in each corona and then
prove this is an NP-hard optimization problem. In view of the effectiveness of ant colony algorithms in solving combinatorial
optimization problems, we propose an ant-based heuristic algorithm (ASTRL) to address the optimal transmission range
assignment for the goal of achieving life maximization of sensor networks. Experimentation shows that the performance of ASTRL
is very close to the optimal results obtained from exhaustive search method. Furthermore, extensive simulations have also been
performed to evaluate the performance of ASTRL using various simulation parameters. The simulation results reveal that, with low
communication cost, ASTRL can significantly mitigate the energy hole problem in wireless sensor networks with either uniform

or nonuniform node distribution.

1. Introduction

Rapid technological advances in microelectromechanical
systems (MEMS) and low-power wireless communications
have enabled the deployment of large scale wireless sensor
networks (WSNs). The potential applications of sensor net-
works are highly varied, such as environmental monitoring,
target tracking, and battlefield surveillance [1, 2]. Due to
limited and nonrechargeable energy provision, the energy
resource of sensor networks should be managed wisely to
extend the lifetime of sensors [3-7].

The sink node in a WSN receives the data from the sensor
nodes and forwards these data to the applications over the
WOSN. Usually, the sensor nodes closest to the sink tend to
deplete their energy budget more rapidly than others [8-10]
because such nodes need to transmit more data than other
nodes. This causes the problem of energy hole around the
sink. A WSN suffering from the energy hole problem cannot
deliver more data, and consequently the network lifetime has
been greatly shortened, although most of the sensor nodes
can still work properly.

Recently, there have been a number of studies done on
the energy hole problem for improving the network lifetime.
Generally, these studies aiming to mitigate or solve the energy
hole problem can be divided into 3 categories: (i) assistant
approaches, such as deployment assistance, traffic compres-
sion, and aggregation in [11]; (ii) node distribution strate-
gies. Lian et al. in [9] propose a nonuniform sensor distri-
bution strategy. The density of sensors increases when their
distance to the sink decreases; (iii) adjustable transmission
range. Jarry et al. [12] propose a mixed routing algorithm
which allows each sensor node to send a message either to
one of its immediate neighbors or to the base station directly.

Since adjusting transmission range of sensors is a
promising way to be used for prolonging lifetime of sensor
networks, we solve the energy hole problem by perform-
ing optimizing the transmission range assignment based
on corona model in [8]. We prove that the problem of
optimal transmission range assignment in coronas to achieve
minimum energy consumption is an NP-hard problem,
and therefore an approximation algorithm with low com-
munication cost should be proposed for network lifetime



optimization. However, the existing researches [3, 12, 13] on
addressing energy hole problem in category (iii) mainly work
in a preplanned manner. The cooperation, communication,
and management are deliberately modeled, designed, and
tuned before the deployment of sensors. These methods
usually ignore the requirements of self-adaptation and self-
calibration and always produce complex protocols with
higher overhead and just passable performance, which act
dully to the change of environment. Fortunately, inspired by
the ecosystem, some biologic models are applied in networks
[14-16]. These biologic models exhibit swarm intelligence in
pursuing a global optimal goal and throw new light on the
energy hole problem in WSN.

Recently, the Ant Colony Algorithm (ACO) has been
widely used in solving the combinatorial optimization prob-
lems. Through the simple cooperation of solo entity and the
positive feedback mechanism, ACO outperforms tradition
manners in terms of self-adaptation and self-calibration. In
this paper, we propose an ant-based algorithm (ASTRL) for
mitigating the energy hole problem in order to prolong the
lifetime of networks with different node distributions. As far
as we know, we are the first to use bioinspired methods to
solve the energy hole problem in WSNss.

The remainder of the paper is organized as follows.
Section 2 presents our literature review. Section 3 introduces
the system assumption used throughout our work and then
analyzes the energy hole problem and concludes that the
problem of searching optimal transmission range list is a
multiobjective problem. Section 4 gives the design details of
ANT-based algorithm for mitigating energy hole problem in
WSNSs. Section 5 shows the effectiveness of the ASTRL via
extensive simulations. Section 6 concludes this paper.

2. Related Works

Li and Mohapatra [17] investigate the problem of uneven
energy consumption in a large class of many-to-one sensor
networks. The authors describe the energy hole in a ring
model (like corona model) and present the definitions of the
per node traffic load and the per node energy consuming
rate (ECR). In a many-to-one sensor network, all sensor
nodes generate constant bit rate (CBR) data and send
them to a single sink via multihop transmissions. Based
on the observation that sensor nodes sitting around the
sink need to relay more traffic compared to other nodes
in outer subregions, their analysis verifies that nodes in
inner rings suffer much faster energy consumption rates
and thus have much shorter expected lifetime. The authors
term this phenomenon of uneven energy consumption
rates as the energy hole problem, which may result in
serious consequences, for example, early dysfunction of the
entire network. The authors present some approaches to
the energy hole problem, including deployment assistance,
traffic compression, and aggregation. Jarry et al. [12] propose
an algorithm to resolve the energy hole problem, which
uses mobile sensors to heal energy holes. The cost of these
assistant approaches is a lot.

Lian et al. [9] argue that, in static situations, for large-
scale networks, after the lifetime of the sensor network is
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over, there is still a great amount of energy left unused, which
can be up to 90% of total initial energy. Thus, the static
models with uniformly distributed homogenous sensors
cannot efficiently utilize their energy. The authors propose a
nonuniform sensor distribution strategy. The density of sen-
sors increases when their distance to the sink decreases. Their
simulation results show that, for networks with high density,
the nonuniform sensor distribution strategy can increase the
total data capacity by an order of magnitude. Wu et al. [18]
propose a nonuniform node distribution strategy to achieve
the subbalanced energy depletion. The authors state that,
if the number of nodes in coronas increases from corona
Cr-1 to corona C; in a geometric progression with common
ratio g > 1 and there are Nr_1/(q — 1) nodes in corona Cg,
then the network can achieve subbalanced energy depletion.
Here, Ni denotes the number of nodes in corona C;. But the
node distribution strategy can hardly work in the real world,
because in most cases the node distribution is random and
hence an uncontrollable node density in local area.

Olariu and Stojmenovic [8] discuss the relationship
between the network lifetime and the width of each corona in
concentric corona model. The authors prove that, in order to
minimize the total amount of energy spent on routing along
a path originating from a sensor in a corona and ending at the
sink, all the coronas must have the same width. However, the
authors assume that all nodes in corona C; should forward
data in corona Cj_, and the transmission range in corona
Ciis r; — ri-1 (here C; is the subarea delimited by the circles
of radii r;_; and r;). If each corona has different width and
different transmission range, we think this assumption may
lead to the waste of energy for transmission. For example, as
shown in Figure 1, the width of corona C; is larger than that
of corona C;_; and all nodes in C; have the same transmission
range of r; — r;_; that is larger than the width of corona C;_,.
Divide the corona C; into two subcoronas, namely, s; and s,
(see in Figure 1). The width of subcorona s, is equal to that
of corona C;_1, so nodes in s; will transmit data to C,_;. The
nodes in subcorona s, which are close to corona C;_; with
transmission range larger than the width of corona C;_; may
transmit data across corona C;_; to corona C;_, that is closer
to the sink node. Because of the authors assumption that
the data transmitted from all nodes in corona C; should be
forwarded for the next hop in corona C;_; rather than corona
Ci-», these nodes in s, with transmission range r; —r;_; which
can transmit data to C;_, but should transmit to C;_; will
waste energy for transmission.

For balancing the energy load among sensors in the
network, Jarry et al. [12] propose a mixed routing algorithm
which allows each sensor node to send a message either
to one of its immediate neighbors or to the base station
directly. The decision about the next receiver is determined
by a potential function depending on its remaining energy.
However, when the network area radius is bigger than the
sensors maximal transmission range, the proposed algorithm
cannot be applicable.

Some biologically intelligent algorithms have been used
to solve routing problems in networks. Di Caro and Dorigo
[19] propose AntNet, an approach to the adaptive learning
of routing tables in communications networks. AntNet,
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FiGure 1: The energy problem caused by corona model with
different width.

the routing algorithm they proposed, is a mobile agents
system showing some essential features of parallel replicated
Monte Carlo systems. The algorithm takes inspiration from
previous work on artificial ant colonies techniques to
solve combinatorial optimization problems and telephone
network routing. The core ideas of these techniques are (i)
the use of repeated and concurrent simulations carried out
by a population of artificial agents called ants to generate
new solutions to the problem, (ii) the use by the agents of
stochastic local search to build the solutions in an incremen-
tal way, and (iii) the use of information collected during past
simulations to direct future search for better solutions.

Ant routing has shown excellent performance for sensor
networks. Aghaei et al. [20] present an AntNet-based routing
network, which meets the enhanced sensor network require-
ments, including energy consumption, success rate, and time
delay. Okdem and Karaboga [21] have developed a routing
scheme and adapted ACO algorithm to this scheme to get a
dynamic and reliable routing protocol. Their algorithm has
also been implemented in router chip, which provides an
easy handling of WSN routing operations for sensor node
designers.

3. System Model

In this section, the network model, energy model and corona
model will be presented, respectively.

3.1. Network Model. We assume our sensor network model
as follows: (1) once deployed, the sensors must work

unattended, and all sensor nodes are static. Each sensor has
a nonrenewable energy budget, and the initial energy of each
sensor is € > 05 (2) each sensor has a maximum transmission
range, denoted as t, and assumed to be much smaller than
R (the furthest possible distance from a sensor to the sink
node); (3) sensors are required to send their sensed data
constantly at a certain rate. For sake of simplicity, we assume
that each sensor node generates and sends L bits of data per
unit time; (4) we assume there is a perfect MAC layer in
the network, that is, transmission scheduling is so perfect
that there is no collision and retransmission. Initially the
network is well connected. The issue that what node density
can ensure network connectivity is investigated in [13]; (5)
based on greedy forwarding approach, sensor nodes transmit
data packets to the sink. In such greedy forwarding scheme,
data packets are transmitted to the next-hop node which is
closer to the destination.

Definition 1 (network lifetime). Li and Mohapatra in [17]
present the definition of system lifetime, which is the time
till a proportion of nodes die. A corona of sensor nodes in
the network is said to be dead when it is unable to forward
any data or send its own data. So the network lifetime in this
paper is defined as the duration from the very beginning of
the network until the first corona of sensor nodes dies.

3.2. Energy Model. A typical sensor node comprises three
basic units: sensing unit, processing unit, and transceivers.
Our energy model only involves the power for receiving and
transmitting data without considering the energy consumed
for sensing and processing data, which depends on the
computation hardware architecture and the computation
complexity. According to [17], the energy consumption for-
mulas that we use in the analysis and simulations throughout
the rest of this paper are as follows:

Eirans = (/31 +ﬁ2d‘x)l’ (1)
Erec = ﬁi’al (2)

Here Eiyns denotes the energy consumption for transmit-
ting and E.. denotes the energy consumption for receiving.
I (in bits/sec) is the data rate of each sensor node, and « is
2 or 4. The term d, accounts for the path loss. According to
[17], some typical values of the above parameters in current
sensor technologies are as follows:

B1 =45 X 1(1))_it9]’ 5
B2 =10 X w (when « = 2),
or
By = 0.001 x % (when a = 4),
(4)
B3 =139 x 107.9].
bit



Ficure 3: Concentric coronas.

3.3. Corona Model with Adjustable Transmission Range. In
order to save energy, sensors can adjust their transmission
ranges. For simplicity, we divide the maximum transmission
range into k levels, that is, {(1/k)ty, (2/k)tc, (3/k)te,. .., tx}.
As shown in Figure 2, each sensor has k levels of transmission
range to choose. The Unit Length of Transmission Range
(ULTR) is denoted by d:

d= = (5)

We partition the whole area with radius R into m adjacent
concentric parts termed coronas. They are presented as
follows (see Figure 3), which has been discussed in [22, 23].
The width of each corona is 1ULTR therefore,

m= —. (6)
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(b)

FIGURE 4: Two data forwarding patterns in corona model.

Assume that all the sensor nodes located in the same corona
have the same transmission range, and the transmission
ranges of the sensor nodes located in different coronas can
be different. Therefore, if the transmission range of one node
is i ULTR; its real transmission range can be calculated by the
following equation:
. . Iy
1><d=z><(—). %
k
Generally, there are the following two data forwarding
patterns in corona model.

(1) k = 1. As shown in Figure 4(a), corona C; relays all
the data generated or forwarded by corona Ci;; to the
sink node.

(2) k > 1. The next-hop corona of corona Ci; is
determined by its assigned transmission range, which
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&

FIGURE 5: A sector W and the associated subcoronas.

has been illustrated in Figure 4(b). Here, we use TRL
to indicate the transmission range list of all coronas.
Intuitively, the second data forwarding pattern can do
better in solving energy hole problem, and therefore
it has been adopted in this paper.

4. Ant-Based Algorithm for Searching
Transmission Range List (ASTRL)

Consider an arbitrary wedge W subtended by an angle of
0, and refer to Figure 5. W is partitioned into m sectors
Cy,Cy,..., Cy by its intersection with m concentric circles,
centered at the sink, and of monotonically increasing radii
rp < ry < --- < rr = R. For convenience of notation we
write rp = 0 and interpret Cy as the sink itself. Each sector C;
selects a node as a corona head denoted as H; to determine
the transmission range of all nodes in this sector.

4.1. Construction Graph. Each node has k transmission range
levels to choose, so nodes in each corona have k coronas to be
the possible next hop. Figure 6(a) shows all available routes
with k = 2, termed as construction graph in ACO. In the
construction graph, vertex denotes each subcorona. And if
sector C; has a transmission range which can transmit data
to sector Cj, there is a directed edge (C;, C;) from C; to C;.
The artificial ants can construct solutions in the construction
graph by randomized walks.

F1Gure 6: Construction graph and spanning tree.

The characters of the construction graph are as follows.

(1) Out-degree: vertexes with ID bigger than k have k
out-degrees, and the out degree of each vertex whose
ID is not-bigger than k is equal to its sector ID.

(2) In-degree: the vertexes of outmost k sectors have (m—
i) in-degrees (where m is the number of sectors and
i is the sector ID), and each of other vertexes has k
in-degrees, including the sink node.

(3) The edge (A;,Aj) (1 < i, j < m) should satisfy the

condition i > j.

In Section 3, we have discussed that, in order to mitigate
energy hole problem and maximize network lifetime, we
need to search an optimal transmission range list. According
to the list we can obtain a spanning tree from the con-
struction graph (see Figure 6(b)). The root of the obtained
spanning tree is sink node. The following are the characters
of the spanning tree.

(1) Out-degree: each vertex has only one out-degree.

(2) In-degree: each vertex has not more than k in-
degrees.
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FiGure 7: The energy problem caused by corona model with a
different width.

(3) The edge (A;,Aj) (1 < i, j < m) should satisfy the
condition i > j.

Because searching optimal transmission range lists is NP
hard, we propose an ant-based algorithm to achieve optimiz-
ing using energy for transmission. In the construction graph,
artificial ants generated from each vertexes travel toward
the sink node to discover feasible paths with low energy
consumption.

4.2. ASTRL Design. In ASTRL, we employ two types of ants:
(i) forward ant (Fant), which travels from the source nodes
to the sink node, and (ii) backward ant (Bant), which is
generated by Fant when Fant reaches the sink node.

The artificial ants read and write in the following three
data structures stored in each corona head (see in Figure 7).

(1) A pheromone table R;, which records the pheromone
of each edge started from the vertex of this corona
in construction graph. Let 7;; denote the edge (i, r)
with transmission range j, so r = i — j. The initial
pheromone of edge (i, ) is obtained as follows:

1 1
T Wi (0) T L[By + Balxid)] (8)

Here, W; j(0) denotes the ECR value of sending data
generated by itself with transmission range level j
during unit time in C;. After each interval §t, the
pheromone of each edge in construction graph will
be reduced, termed as evaporation. Let y denote the
evaporation coefficient, which can balance the ability
of exploring new routes and that of storing energy-
efficient routes:

Ti, yi

Tij ~— Tij — YTij- )

(2) A routing table T;, with probabilistic entries. T;
defines the probabilistic routing policy currently
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adopted at corona head H; for each transmission
range j: for the destination Cy (sink node) and for
each neighbor vertex (i — j), T; stores a probability
value P;; expressing the goodness (desirability),
under the current network routing policy, of choos-
ing j as the next transmission range. Based on this,
ants can explore better routing path. For each corona
C;, the probabilities stored should be satisfied as
follows:

k
>Pj=1, ie[l,m] (10)
j=1

(3) The per node traffic load of corona C; generated from
each outer corona, denoted as L; ;, where i is the ID
of corona C; and j is the ID of outer corona. The
values are obtained through an initializing process:
during the initial unit time, each corona generates
data at the rate of I, then sends them, and forward
the data generated by outer coronas to the sink with
transmission range d, and each data packet records
the ID of corona which generates it. Therefore,
the nodes of corona C; can receive data generated
from Cii1, Cis2,...,Cyyy and store the per node traf-
fic load generated from these coronas, denoted as
Lijv1>Liit2,.. o> Lim. In ATSRL, if an ant g; arrives in
corona head Hj, and the coronas which g; has passed
through can be a set path; = ji, jz,..., jx, obviously
jn < m—i. Therefore, the ECR value of forwarding g;
by the corona head H; with transmission range level
uis

W; = L[B1 + Ba(xid)"]

v (11)
+{ D D> Lijy | X [Bi+Baud)® + 5.

j=1jyepath;

The ant-based algorithm is described as follows.

(1) At regular intervals of 8¢ from every corona head H;,
a forward ant Fant is launched toward sink node.
Forward ants carry the same data packets, so that they
experience the same traffic loads.

(2) While traveling toward their destination nodes, the
ants keep memory of their paths and of the energy
consumption found. The identifier of every visited
node r and the energy consumption are pushed onto
a memory stack S;(g) in each ant g.

(3) At each node r, each traveling ant heading towards
sink node selects from the neighbors it has not visited
yet the node ¢ to move to; otherwise, the node ¢ will
be selected from all the neighbors in case all of them
had been previously visited. The neighbor t is selected
with a probability (goodness) P;; that is computed
with pheromone 7;; of each transmission range.
Here, a and b are the coefficients for determining
the influence of 7 and 7. Because all ants travel from
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one sector with bigger ID to another with smaller 1D,
there will be no cycle in each path:

a b
Ti,iNi,j

P = S ey
1=1\TiMij

(12)

(4) When sink node is reached, the ant Fant generates
a backward ant Bant and transfers to it all of its
memory and then dies.

(5) The backward ant Bant takes the same path as that
of its corresponding forward ant, but in the opposite
direction. When the backward ant arrived at node r
along the path mentioned before, it will update its
own pheromone. Backward ants do not carry any
data packet; they use higher priority queues because
their task is to quickly propagate to the routing tables
the information accumulated by the forward ants
computed in

ot = v 13
2 (i (i~ j)epathy Wi (13)

(6) Arriving at a node r from a neighbor node f, the
backward ant updates the pheromone of edge (r, f)
and the routing table T,:

Tr(r—f) = Tr(—f) + 0T, (r,f) € path,. (14)

The routing table T, is changed by incrementing
the probability 7;; (i.e., the pheromone of choosing
neighbor f) and decrementing the other probabili-
ties. The amount of the variation in the probabilities
depends on a measure of goodness we associate with
the energy consumption experienced by the forward
ant and is given above.

(7) After the optimizing time fy, each corona head
chooses the transmission range with the maximal
probability in T; as the transmission range of the
corona and then broadcasts it to all nodes in this
corona.

5. Simulation Results

Based on the energy model described in Section 3, we simu-
late the ASTRL proposed in this paper with consideration of
the two strategies of deploying nodes, namely, uniform and
nonuniform node distributions. Here, we have to mention
that it is the greed forwarding strategy that is adopted in
simulations for data forwarding, which has been presented
in Section 3.

5.1. Simulation Parameters. The initial energy of each node
(denoted as ¢) is 50]. The sensor nodes maximum trans-
mission distance (denoted as t,) is 20m; t, is divided into
k levels, and k is 4. Each sensor node generates and sends L
bits of data per second, and L is set to be 4102 bits. The node
density is 5/m?. The parameter in the energy consumption

7
TasBLE 1: Simulation parameters.

Parameter Value
Initial energy of each node () 50]
Maximum transmission range () 20m
Number of transmission range levels (k) 4
Length of unit data (L/sec) 4x1072
Density (p) 5/m?
o4 4
B 45 x 107° J/bit
B 10" J/bit/m*
Bs 135 x 10° J/bit
ty 1000 sec
ot 0.1sec
y 0.05
a 1
b 3

formula (1) is set to be 4, and the setting of other parameters
hasbeen introduced in Section 3.2. In ASTRL, the optimizing
time (denoted as fy) is 1000 s, and the time interval 6t is 0.1 s;
the evaporation coefficient y is 0.05, and the parameters a
and b are set to be 1 and 0.3, respectively. For ease of reading,
we have listed all parameters in Table 1.

Our simulation includes three parts: (1) using an ant
colony optimizing process as an example to show the
variation in probabilities of using different transmission
ranges during the whole process; (2) compare ASTRL with
other algorithms under different situations, which include
optimal algorithm and the algorithms proposed in other
papers. Under any of the situations the results are an average
over 100 independent runs or more; (3) discuss the influence
of the parameter settings in ASTRL on its performance.

5.2. Variation in the Probabilities of Using Certain Trans-
mission Range. With the parameters listed in Table 1, the
simulations examine the variation in the probabilities of
using certain transmission range of the specific coronas
selected from all coronas (12 coronas) under circumstance
of uniform node distribution. Figure 8 shows how the
variation in the probabilities that each of the 4 coronas (i.e.,
Cs, C7,Cro, and Cy,) uses certain transmission ranges within
1000s. As it shows, during the ant colony optimizing process,
the farther the corona is from the sink, the more slowly its
probabilities of transmission range converge; particularly, for
the corona Ci,, the variation amplitude of the probabilities
is the greatest. This is because inner coronas (like Cy), which
are close to the sink, have fewer route options, and thus being
able to determine their transmission range earlier than outer
coronas via the study of network traffic. For outer coronas,
since they have to adapt to the routing status of inner
coronas, they are unable to determine their transmission
ranges until inner coronas have finished the determination
of their own transmission ranges.
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FIGURE 8: Variation in the probabilities of using certain transmission range of specific coronas.

5.3. Comparison with Other Algorithms. In this section, we
evaluate the performance of the algorithm we proposed
in this paper through comparing it with other existing
algorithms. In the simulation, we compare ASTRL with two
other algorithms.

(1) Optimal list (OL), namely, the optimal transmission
range list. Since it is obtained by enumerating all
available transmission range lists and selecting from
them the list with maximal lifetime, it must be the
optimal transmission range list compared to other
transmission range lists of the network.

(2) ty, the algorithm proposed in [8]. According to this
algorithm, which is only capable of dealing with
uniform node distribution, all the nodes in coronas
adopt the maximal transmission range. We simulate
the three algorithms with uniform node distribution
and get their respective average network lifetime. In
this simulation, in consideration of the requirements
of t,,, the maximal transmission range of sensor nodes
is set to be 5m.

We experimentally compare the network lifetime with
different network sizes (different coronas). As the results
in Figure 9(a) show, in terms of the network lifetime,
ASTRL is close to OL obtained by exhaustive search but
significantly outperforms t,. Figure 9(b) shows the average
residual energy ratios of different algorithms, and the average
residual energy ratio refers to the ratio of the remaining
energy available when the network lifetime ends to the
total initial energy of the network. As Figure 9(b) indicates,
the performance of ASTRL is close to OL in terms of the
average residual energy ratio. Compared with t,, ASTRL
has comparatively increased the energy efficiency so as to
prolong the network lifetime.

The simulation is performed with 100 different uniform
node distributions, and for each of them we run ASTRL 100
times. Figure 10 shows the ratios of the average network
lifetime of ASTRL to that of OL in the networks with
different uniform node distributions. As Figure 10 indicates
the experimental results of ASTRL are close to the optimal
network lifetime in the networks with whether 8 or 10
coronas. In addition, since there is only a minor fluctuation
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FIGURE 9: Network lifetime and average residual energy ratios of
different algorithms.

in the experimental results of ASTRL, 85% of which are
larger than 0.8, we conclude that ASTRL can perform well
in the networks with uniform random node distribution.
The simulations mentioned above are designed just for
small-scale networks. This is because it is almost impossible
to enumerate all potential transmission range lists in large-
scale networks. For this reason, we have to compare ASTRL
with #, in a large-scale network (more than 20 coronas).
Figure 11 shows how the network lifetime and the average
residual energy ratios of the two algorithms vary with the
increase of the number of the coronas in the network. Similar
to Figures 9 and 11 indicates that even in large-scale networks

0.4

0.2
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O 1 1 1 1 1 1 1 1 1
1 1 21 31 41 51 61 71 81 91

Simulation ID

—=— 10

—— 8

FiGuURrE 10: Network lifetime ratio with optimal solution in uniform
random node distribution.

ASTRL drastically outperforms ¢, in terms of both network
lifetime and average residual energy ratio.

ASTRL will take some optimizing time to determine the
transmission range of each corona, and therefore we have to
analyze the influence of the optimizing time of ASTRL on
the lifetime of the whole network, and that will be done from
the following four aspects. (1) After the optimizing time, the
transmission range of the sensor nodes in each corona will be
fixed without any change henceforth. (However, if the sensor
network suffers from high node fault ratio, ASTRL can run
again for adapting to the topology changes of the network.
In this case, sink node can play the role of a decision-maker
to decide whether to perform the optimizing process again or
not.) (2) As shown in Figures 9(a) and 11(a), the ratio of the
optimizing time to the lifetime of the whole network is very
low. (3) Since the energy consumption for transmitting the
ants can be ignored (see Section 3.2), the energy consumed
by ASTRL itself is insignificant, which has little influence
on the network lifetime accordingly. (4) As Figures 9(a) and
11(a) show, compared with t,, ASTRL improves the network
lifetime significantly at the cost of the energy consumption
for the optimizing process. For this reason, we conclude that
ASTRL outperforms t,.

The authors in [18] propose to use a strategy of
nonuniform node distribution to achieve maximum energy
efficiency. According to the strategy, from the corona Cg_;
to the innermost corona C;, the number of the sensor
nodes increases in a geometric ratio of g > 1, and in
the corona Cp there are Nr_1/(q — 1) nodes. Besides the
distribution strategy, they also propose a routing protocol
called g-Switch, in which all the sensor nodes use the
maximum transmission range. It is proved in [18] that
the nonuniform node distribution strategy used in co-
ordination with the routing protocol g-Switch will achieve
the subbalanced energy depletion in the network and thus
achieving the optimal network lifetime. Considering the
decisive importance of the distribution strategy, we decide to
evaluate the performance of ASTRL in large-scale networks
with nonuniform node distribution by comparing it with
q-Switch.
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FiGure 11: Network lifetime and average residual energy ratios of
different algorithms.

Since the width of each corona in the corona model pro-
posed in [18] is the maximum transmission range t, while
ASTRL is run on a kind of corona model with transmission
range levels, to ensure a fair comparison, we have to covert
the nonuniform node distribution strategy [18] into a corona
model with transmission range levels. The corona with the
width of ¢, is divided into k subcoronas. From the outmost
to the innermost every k subcoronas compose a group, in
which each subcorona has the same number of nodes. The
simulation parameters are as follows: g = 2, and there are 20
nodes in each of the four outmost coronas. Take a network
with 12 coronas as an example. In the network, there are
20 nodes in each of the four coronas (from Cg to Cs) and
40 in each of the other four coronas (from C4 to C;). The
simulation results are shown in Figure 12. From Figure 12,
it can be seen that the performance of ASTRL approaches
the optimal values of g-Switch in terms of both network
lifetime and average residual energy ratios. This indicates
that ASTRL can adapt well to large-scale networks with
nonuniform node distribution. Although g-Switch performs
better, it will be determined by the nonuniform node
distribution strategy, which, however, pays too much for
node deployment. In contrast, ASTRL, as shown in Figures
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FiGUre 12: Network lifetime and average residual energy ratios with
nonuniform deterministic node distribution.

11 and 12, is independent of the node distribution strategy
and performs equally well in large-scale networks.

5.4. Effect of the Algorithm Parameters on the Performance.
The simulation results in Figure 13 show the variation
in the ratios of the average network lifetime of the ant
colony algorithm with different evaporation coefficients to
that of OL in the uniform node distribution. As Figure 13
shows, when the value of evaporation coefficient (denoted
as y) is 0.05, the algorithm has the best performance; when
90.01, the evaporation coefficient of the pheromone is so
low and the ants find it hard to search for other different
routes during the search process and hence the poor search
performance; when 90.01, the evaporation coefficient is so
high that the pheromone is unable to be accumulated quickly
and hence affecting this positive feedback mechanism.
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We conduct simulations to evaluate the performance of
a network with 30 coronas in uniform node distribution
in terms of the network lifetime. In the simulation the
parameter of optimizing time f, is set to be 102s and 103,
respectively, and for each of the parameter value we run the
algorithm 100 times and use the average value of the results
to evaluate the performance. As Figure 14 shows, the network
lifetime is extended to some extent when t; increases, but
there is not a major fluctuation in the simulation results
when t; varies.

The ant generation rate refers to the number of the ants
generated by each node during every time interval §¢. Next
we will discuss the relation between the ant generation rate
and the convergence of ASTRL. We conduct simulations
to examine how the minimum probability values in con-
struction graph with different ant generation rates vary with
the variation in the optimizing time in a network with 10
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FiGure 15: The changes of minimal probability with different ants
generating rates.

coronas. In the simulation, the ant generation rates are set to
be 1, 2, 5, and 10 ants, respectively, and each corona selects
the maximum value of the probabilities of using different
transmission ranges as its own maximum probability value;
the smallest value of the maximum probability values of
all the coronas is considered as the minimum probability
value in construction graph. According to the simulation
results in Figure 15, when the ant generation rate is 1,
the algorithm achieves the best convergence, that is, the
minimum probability value can converge approximately at
1 within the shortest time. In addition, we have noticed that
the higher the ant generation rate is, the more feedback there
is from the ants within the same time period. This kind of
reciprocal impact makes the convergence of the algorithm
decreased.

6. Conclusion

The energy hole problem is caused by uneven energy
consumption. Because data transmission is achieved by
forwarding scheme among coronas, the sensor nodes closest
to the sink need to relay more traffic so as to deplete
their energy budget faster than other sensors. Based on our
analysis, the key factor of improving the network lifetime
is that different transmission ranges should be adopted in
different regions of the network. Therefore, in this paper, we
start with finding the optimal transmission range list based
on corona model and propose the ant-based distributed
algorithm (ASTRL) which tends to prolong the network
lifetime by assigning appropriate transmission range for
each corona. The simulation results show our algorithm can
significantly improve the network lifetime; actually, it is close
to optimal list (OL) in terms of the network lifetime and can
perform equally well in the nonuniform node distribution.
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Recent years have witnessed a growing interest in applications of wireless sensor and actor networks (WSANs). In WSANSs,
maintaining interactor connectivity is of vital concern in order to reach application level. Failure of a critical actor may partition the
inter-actor network into disjoint segments. This paper proposed an application-oriented fault detection and recovery algorithm
(AFDR), a novel distributed algorithm to reestablish connectivity. AFDR identifies critical actors and designates backups for them.
A backup actor detects the critical node failure and initiates a recovery process via moving to the optimal position. The purpose
of AFDR is to satisfy application requirements, reduce recovery overhead, and limit the impact of critical node failure on coverage
and connectivity to the utmost. The effectiveness of AFDR is validated through simulation experiments.

1. Introduction

One of the most attractive and important parts of The Inter-
net of Things is known as the wireless sensor and actor net-
works (WSANs) [1]. WSANs are finding applications in
many domains such as disaster management, homeland
security, battlefield reconnaissance, space exploration, search
and rescue, and so forth. A WSAN consists of numerous min-
iaturized sensor nodes and fewer actor nodes [2]. The sensor
nodes probe their surroundings, measure ambient condi-
tions, and transmit the collected data to one or multiple
actors for processing, making decisions, and responding to
events of interest.

In WSANS, connectivity of the network is crucial
throughout the lifetime of the network in order to meet the
desired application-level requirements. As far as WSAN’s are
concerned, in most application setups, actors need to coor-
dinate with each other in order to share and process the
sensors’ data and plan an optimal response. In such con-
nected WSAN:Ss, failure of one or multiple nodes may cause
the loss of other nodes or communication links, partitioning
of the network if alternate paths among the affected nodes
are not available, and stopping the actuation capabilities of
the node. Such a scenario will not only hinder the nodes’

collaboration but also has very negative consequences on
the considered applications. Therefore, WSANs should be
able to tolerate the failure of mobile nodes and self-recover
from them in a distributed, timely, and energy efficient
manner: first, the recovery should be distributed since these
networks usually operate autonomously and unattended.
Second, rapid recovery is desirable in order to maintain the
responsiveness to detected events. And finally, the energy
overhead of the recovery process should be minimized to
extend the lifetime of the network [3].

In this paper, we present an application-oriented fault
detection and recovery algorithm (AFDR) to determine pos-
sible partitioning in advance and self-restore the connectivity
in case of such failures with minimized node movement and
message overhead. Since partitioning is caused by the failure
of a node which is serving as a cut vertex (critical node)
[4], each node determines whether it is a cut vertex or not
in a distributed manner (Arrival Message Matrix (AMM)).
Each node in the network periodically sends out heartbeat
messages and decides whether it is a cut vertex based on
the received feedback. Once such cut vertex nodes are
determined, each node designates the appropriate neighbor
called backup to handle its failure. The backup detects any
failure of the cut vertex and chooses a suitable node (a leaf



node or itself) to replace the failed node. The alternative node
need not move to the exact position directly where the failed
actor is; it just moves to an optimal position to administer
more sensors. The goal of AFDR is to ensure the coverage of
actors and reduce the mobility and communication overhead
caused in the connectivity recovery process.

2. System Model and Problem Statement

AFDR is applicable to WSANSs that consist of sensors and
actors. Sensors detect and report events of interest to one
or multiple actors. Actors receive reports from sensors and
process and collaborate with each other to plan an optimal
coordinated response. The communication range of an actor
refers to the maximum Euclidean distance that its radio
can reach. An actor has two radios for sensor-actor and
actor-actor communications. To simplify analysis, nodes
are assumed to have the same communication range. Both
sensors and actors are deployed randomly in an area of
interest. After deployment, actors are assumed to discover
each other and form a connected inter-actor network [3]. An
actor is assumed to be able to move on demand and before
moving it informs its backup so that it may not be wrongly
perceived as faulty.

In order to provide qualified services, many applications
require overlays [5] to guarantee reliability and avoid net-
work failures [6]. For a large-scale distributed system, it
is often not cost-effective to protect all the nodes [7].
While node failures may affect network coverage [8] and
connectivity, this paper focuses on both, especially on
maintaining the latter when a node is lost. The impact of
an actor’s failure depends on the position of that actor
in the network topology. For example, losing a noncritical
node does not affect inter-actor connectivity. Meanwhile, the
failure of critical node will partition the network into disjoint
segments. AFDR pursues actor relocation to recover from
critical node failures. We consider one failure at a time and
assume that no node fails during the recovery of another.

3. Related Work

In most WSAN applications, actors establish a connected
inter-actor topology in order to coordinate with each other
on an optimal response and synchronize their operations.
However, the harsh environment which WSAN operates in
makes actors vulnerable to physical damage and component
malfunction. An actor failure may partition the inter-
actor network into disjoint segments and consequently
hinders inter-actor interaction. Numerous schemes have
been pursued recently for repairing network connectivity in
partitioned WSANS.

The main idea is to identify and relocate some of the
nodes. Employing node mobility to repair damaged network
topologies has started to attract attention. Most of the
existing approaches in the literature are purely reactive [9],
which can be categorized into block [10] and cascaded
movements. Block movement often requires a high prefailure
connectivity in order for the nodes to coordinate their
response. It often becomes infeasible in the absence of higher
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level of connectivity. Therefore, cascaded node movement
that can be further categorized based on network state
information that nodes are assumed to maintain is exploited.
Some approaches like DARA [2] and PADRA [3] require
each actor to maintain two-hop neighbors. One of the
neighbors of the failed node is picked to initiate the recovery
process such that the movement overhead and the number
of messages are minimized. While DARA designates the
node with the least node degree as the recovery initiator
and strives to restore connectivity lost due to failure of
cut vertex, PADRA identifies a connected dominating set to
determine a dominatee node in order to detect cut vertices.
The dominatee does not directly move to the location of
the failed node. Nonetheless, they use distributed algorithm
and their solution still requires 2-hop neighbor’s information
that increases messaging overhead.

Some localized algorithms require only 1-hop neighbor’s
positional information at the expense of lower accuracy of
cut vertices identification. Basically, some nodes are marked
as critical while they are not cut vertices. However, no critical
node will be missed. DCR [11] and RAM [12] employ a
simple localized cut vertex detection procedure that runs
on each node in a distributed manner to determine locally
whether a node is critical or not.

Akkaya et al. introduced a mutual exclusion mechanism
called MPADRA [13] in a localized manner. Both RAM and
MPADRA can handle simultaneous failure of multiple actors
but MPADRA differs from RAM in multiple aspects. First,
MPADRA requires a mutual exclusion mechanism to avoid
race conditions. Second, MPADRA reserves the nodes on
the path in advance before actual relocation. On the other
hand, RAM designates distinct backups and does not engage
relocating nodes beforehand. Third, MPADRA maintains 2-
hop network state information and requires primary and
secondary failure handlers for each dominator.

Younis et al. proposed an algorithm called RIM [14].
When a node fails, its neighbors move inward toward its posi-
tion so they can connect with each other. The rationale is that
these neighbors are the ones directly impacted by the failure,
and when they can reach each other again, the network
connectivity is restored to its prefailure status. The relocation
procedure is recursively applied to handle any nodes that get
disconnected when one of their neighbors moves.

Another algorithm VCR [15] exploits the fact that some
neighbors of the failed node are not using their full commu-
nication range and would thus be able to reach more distant
nodes than the failed actor. In VCR, each actor maintains a
list of 1-hop neighbors and monitors their heartbeats. The
failure of an actor is detected through missing heartbeats.
The recovery process consists of two phases. At first, volun-
teer actors are identified. Then the topology repair is per-
formed through uncoordinated relocation of the volunteer
actors while exploiting partially utilized transmission range
and actor diffusion.

4. Connectivity Restoration Algorithm

4.1. Cut Vertex Identification. Every node in the system con-
siders itself as a cut vertex candidate and initializes a cut
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vertex detection process. The node that has zero or only one
connection does not need to initialize this process since it can
not be a cut vertex. At the beginning, the candidate assigns
a unique numerical identifier for its connections which is
called the connection number. For example, if a candidate
has ¢ connections, it will label them from 1 to c.

At first, the candidate sends a component probe message
to each of its neighbors. The message contains the following
elements: the candidate’s ID, a timestamp, a TTL threshold,
and the number of connections that connects this neighbor
with the candidate. So each node in the system has a
connection list. The format of the entry for a candidate in the
connection list is “candidate ID, timestamp, TTL threshold,
connection number 1, connection number 2, ...”. Upon
receiving a message, each node deals with it when one of the
following situations happens.

(a) If the node has already received the message, or the
message is old, the node simply just drops the
message.

(b) If there is no entry for the candidate that issues this
message, the node creates an entry for it.

(c) If the timestamp in the received message is newer
than the one stored in the connection list, the node
replaces the old timestamp and connection numbers
stored in the connection list with the new ones.

(d) If the timestamp in the received message is the same
as the one stored in the connection list but the
connection number of the message differs from the
old one, the node adds the new connection number
to the entry and sends an arrival message back to the
candidate.

So each candidate maintains an arrival list whose format
is similar to the connection list: “node ID, timestamp, con-
nection number 1, connection number 2, ...”. That is to say, a
node does not send any arrival messages until its probe mes-
sages contain at least two different connection numbers [3].

According to the arrival list, each candidate maintains a
c-by-c binary matrix, where ¢ is the number of connections
the candidate has. The row or column numbers of the binary
matrix represent the connection number and the matrix
is called the candidate’s AMM (Arrival Message Matrix).
Even though the node with high degree has a big matrix,
the storage overhead is so small when compared to the
movement overhead in the recovery process that it can be
ignored. For an entry (x, y) in the matrix, where x is the row
number and y is the column number, if the corresponding
connection number of x and y can be found in the same
entry of the arrival list, the value of this matrix entry is set
to 1. Otherwise, the value is set to 0. In other words, if any
node has sent back an arrival message containing connection
numbers x and y to the candidate, 1 is set in the (x, y) and (y,
x) entries of the candidate’s AMM. After waiting a defined
period of time, the candidate forms an undirected graph
coming from the matrix representation. The vertices of this
graph are corresponding to the candidate’s connections. We
call this graph the candidate’s AMM graph. Node x and node
y are connected in the AMM graph if and only if the value of

the AMM entry (x, y) is 1. If the candidate’s AMM graph has
more than 1 component (a connected graph), then we do a
local search among the two-hop neighbors of the candidate.
When this candidate is removed from the system, the rest
of the actors still stay connected and the candidate is not a
cut vertex. Instead, we determine that the candidate is a cut
vertex.

4.2. Backup Selection and Failure Detection. Once the cut
vertices are identified, the next step is to select and designate
appropriate neighbors as backups for them. The purpose of
the prenomination of backup nodes is to instantaneously
react to the failure of cut vertex and avoid the possible
network partitioning caused by such a failure.

4.2.1. Selection of Backup. The actors maintain minimum
state information (i.e., 1-hop neighbors) to avoid extra over-
head of messaging. Since neighbors become disconnected
when a critical actor fails, backup actors are determined and
notified before a failure of critical nodes takes place. A node
can serve as backup for multiple actors. The selection of a
backup among 1-hop neighbors is based on the following
ordered criteria.

Neighbor Position (NP). As discussed above, each actor
determines whether it is critical or noncritical depending
on the position of that node in the topology. A noncritical
neighbor actor is more suitable for backup because it will
limit the scope of recovery that ultimately reduces the
impact on application, coverage, connectivity, and incurred
overhead.

Actor Flow (AF). If a noncritical node is available in the 1-
hop neighborhood of the primary actor, we choose the actor
with the smallest flow package from sensors charged by it and
other actors; in other words, the one which receives the least
data packets from other nodes, as the cut vertex’s backup.

Flow package is divided into two categories.

(i) Actor-actor flow package (AAFP): this flow package
is transferred between an actor and another actor.

(ii) Actor-sensor flow package (ASFP): this flow package
is transferred between an actor and a sensor. If the
number of these packages for an actor is large, it
indicates that sensors under the jurisdiction of the
actor is more, so the actor can play a greater role for
the application system.

Actor Degree (AD). The impact of moving a node that has
many neighbors will be significant. Thus, if a noncritical
node is not available in the neighborhood, AFDR favors
replacing the failed actor with the neighbor that is a strongly
connected critical node (with high degree) because there is
more probability to have noncritical nodes in the neighbor-
hood. This will limit the scope of cascaded relocation and
thus lower the recovery overhead.

Take the circumstance in Figure 1 as an example. Green
pentagons represent the actors while yellow circles stand for
sensors. Among the 1-hop neighbors of actor 6, actor 7 is



not a critical node, so it is best suited to be the backup. If we
remove actor 7, in the rest of the neighbors of actor 6, actor
8 and actor 9 will have the same AD, which will be smaller
than actor 3. At this point, we continue to compare their AF.
The one whose AF is smaller will be chosen as a backup of
actor 6. Figure 2 shows the pseudocode of backup selection
of AFDR algorithm.

4.2.2. Failure Detection. Neighbor actors exchange heartbeat
messages as part of their network operation to update their
status. The chosen backup actors are notified via these
messages. Once an actor receives backup notification, it starts
monitoring the cut vertex through heartbeats. Missing a
number of consecutive heartbeats is perceived by backup as
a failure of the cut vertex.

4.3. Failure Recovery. Despite the fact that failure of a node
which is not a cut vertex will not cause any problems to the
inter-actor connectivity, it can create other problems such as
forming coverage holes, disrupting the data collection from
that particular region, and so forth. In such cases, depending
on the application-level requirements, these problems need
to be handled. We would like to note, however, that handling
such problems is out of scope of this paper. We only focus
on restoration of inter-actor connectivity when a cut vertex
node fails.

4.3.1. Definition: Optimal Position (OP). AFDR defines an
optimal position, when the actor failure, its replacement
node does not need to move to the original location where
the failure node is, the new location of this alternative node
has the following characteristics: it can communicate with
the surrounding sensors as many as possible, that is, the more
ASFP it received, the better; the distance it moved from its
original location to the optimal position should be as short as
possible to reduce overhead. If this location meets the above
conditions, we call it the optimal position.

4.3.2. OP Computation Model. We proposed a model to
calculate the OP. For the convenience of description, we
take the following circumstance as an example. In Figure 3,
actor 3 serves as a backup for the node E. When F fails, it
partitions the network into two parts. Actor 1 and actor 2
are respectively, the nearest nodes to F in the two subnets.
Communication range of actor 1 is shown as circle A and
simultaneously, circle B represents the communication range
of actor 2. These two circles’ intersections are M and N. C
is the overlap area of actor 1 and actor 2’s communication
range. According to the location of the backup, we determine
the optimal position.

(i) If actor 3 is located in A but not in C, do a connection
between actor 3 and actor 2; the intersection of the
line and circle B is the OP. If actor 3 is located in B
but not in C, just use the same method to pursue the
OP.

(ii) If actor 3 is located in C, the location of actor 3 itself
is OP.

International Journal of Distributed Sensor Networks

FIGURE 1: A connected interactor network with critical and
noncritical actors.

F: Primary Node
/* Backup Selection */
If (isCritical(A) = false && isCritical(D) = true)
EnableBackUp (A4)
endif
If (isCritical(4) = false && isCritical( D) = false) then
if{ ActorFlow( A)<= ActorFlow (D)) then
EnableBackUp (A)
else
EnableBackUp (D)
endif
endif
If (isCritical(4) =true && 1sCritical(D) = true) then
if{ ActorDegree{ &)>= ActorDegree (D)) then
EnableBackUp (A)
else
EnableBackUp (D)
endif
endif

FIGURE 2: Pseudocode of backup selection of AFDR algorithm.

(iii) If actor 3 is located neither in circle A nor circle B,
either M or N will be the OP. Choose the one that is
closer to actor 3.

The predesignated backup actor immediately initiates a
recovery process once it detects the failure of the cut vertex.
There are four scenarios that may happen. First, if the backup
is noncritical then it simply replaces the cut vertex and moves
to the OP so that recovery is complete. Second, if the backup
actor is critical and has a leaf node in its neighborhood,
the leaf node just replaces the cut vertex and moves to
the OP. Third, if the backup actor is critical then it checks
whether the failed node was also its backup or not; when



International Journal of Distributed Sensor Networks

M

"/

M
N
M
N
@

FiGure 3: OP calculation.

the two nodes are backup for each other, the backup actor
appoints another backup using the same criteria as specified
in the preceding section and moves to the OP. Finally, if
the predesignated backup actor is critical and its backup is
alive then it just sends a movement notification message to
the backup and moves to the OP. Since, in scenario 3 and
scenario 4, moving a critical backup actor further partitions
the network, a cascaded relocation may be triggered.

In Figure 4, the two circles, respectively, represent the
communication range of actor 3 and actor 9. Obviously,
actor 7 is the backup of actor 6. When actor 6 fails, based
on the above OP calculation method, we can get the optimal
position for actor 7. As long as actor 7 is a leaf node, it directly
moves to the OP to ensure the connectivity of this network.
Figure 5 indicates the location of actor 7 after the recovery
progress is finished.

Figure 6 shows the pseudocode of the recovery process of
AFDR algorithm.

5. Algorithm Analysis

5.1. Simulation Setup and Performance Metrics. In the sim-
ulation experiments, we have created inter-actor topologies
consisting of a varying number of nodes (20-100). Nodes
are randomly placed in an area of 1000m X 600m with
no obstacles that hinder a node from moving to a new
position. We have varied the transmission range of actors
from 50 to 125m so that the topology becomes strongly
connected. The following parameters were used to vary the
WSAN configuration in the experiments.

F1GURE 4: Original topology when an actor fails.

(i) The number of deployed nodes (N) in the network
affects the node density and the inter-actor connec-
tivity.

(ii) The node communication range (r) influences the
network connectivity and highly affects the recovery
overhead in terms of the traveled distance and the
number of involved actors.



FIGURE 5: Recovery process when an actor fails.

We assessed the performance of AFDR by using the fol-
lowing metrics.

(i) The total traveled distance: it gives the total distance
caused by all node movements involved in the recov-
ery. This metric gauges how much energy will be con-
sumed by the whole network due to the mechanical
movements of nodes.

(ii) The number of messages exchanged among nodes:
this metric also indicates the energy dissipation and
recovery overhead.

(iii) The percentage of coverage reduction: although con-
nectivity is the main objective of a recovery algo-
rithm, node coverage is important for many setups.
The loss of a node usually has a negative impact on
coverage. This metric captures the loss of coverage
resulting from the node movements.

(iv) Average node degree: it measures the level of inter-
actor connectivity and availability of alternative paths
after the recovery is complete.

The performance of AFDR is compared to DARA and
RIM. Both DARA and RIM are reactive approaches and do
not provision for recovery ahead of time. Like AFDR,
DARA and RIM are distributed algorithms and exploit node
relocation to recover from node failure. However, they have
differences in the procedure. When a node fails, DARA
selects a best candidate among its 1-hop neighbors and
replaces it. This algorithm uses a recursive method to tolerate
connectivity loss due to movement, that is, the chosen
candidate will be replaced with one of its neighbors and so
on. On the other hand, RIM moves all the 1-hop neighbors
towards the failed node until they become connected again.
As a result, when growing the communication range, the
performance of RIM significantly worsens.

5.2. Results and Analysis. The number of nodes has been
set to 20, 40, 60, 80, and 100. The communication range
of actors is changed among 50, 75, 100, and 125. When
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AFDR (A)+
/* Recovery Process */«
If{EnableBackUp( A)==true) then«
if (Primary actor ¥ fails) then«
if{isCritical(A) = false) then«
MoveToOP(F, A)«
else ifif HasLeafNode( A, By=true) then«
MoveToOP(F, B)«
else if{ SimPrimBackUp(F, A) = true) thene

AssignBackUp(A)«
NotifyBackUp(A4)+«
MoveToOP(F, A)¢

elsed
NotifyBackUp(A)«
MoveToOP(F, A)«

endif+

endife
endife
endife

MoveToOP (F, A)«
Mowe A to the optimal position of 7

HasLeafNode(A, B)«
B is the leaf node of A«

SimPrimBackUp(F, A)+
F and A are backup for each other«

FIGURE 6: Pseudocode of the recovery process of AFDR algorithm.

«_»

changing the node count, “r” is fixed at 100 m; when
changing the communication range, “N” is set to 100. The
results of individual experiments are averaged over 50 trials.

5.2.1. Total Traveled Distance. Figure 7 shows the distance
traveled by all nodes until the connectivity is restored. AFDR
obviously outperforms the existing approaches DARA and
RIM.

As these two graphs in the figure indicate, the total
node traveled distance of AFDR has not changed drastically
even with higher node density and communication range.
This is because AFDR strives to avoid moving critical
nodes that causes further partitioning and requires cascaded
relocations. It performs cascaded relocations only when
noncritical nodes in the neighborhood of the failed actor are
not available. RIM moves all the 1-hop neighbors towards the
failed node until connectivity is reestablished. That is why its
curve in the graph is steep.

5.2.2. Number of Messages Exchanged. Figure 8 presents the
communication overhead when the network size and radio
range take different values. As the figure indicates, AFDR
begets less messaging overhead than DARA and RIM and
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remains unchanged. Unlike DARA and RIM, AFDR strives
to involve noncritical nodes in the recovery which limits the
need of cascaded movement and thus reduces the number
of notification messages. Therefore, AFDR makes best use
of these messages, since most of the backup nodes are
noncritical and they are not required to send any message.
The average number of exchanged messages sent by AFDR
in Figures 8(a) and 8(b) are less than 1. On the other hand,
Figure 8 shows that the communication overhead in RIM
grows rapidly for a higher actor density and long radio range.

5.2.3. Coverage Reduction Percentage. Figure 9 shows the
impact of node failure on coverage, measured in terms of
percentage of coverage reduction while changing N and r.
Figure 9(a) indicates that the difference of curve trend among
the three approaches is not too much as increasing the node
number. Although increasing the node density helps, DARA
and RIM still do not match AFDR’s performance.

The advantage of AFDR in terms of coverage is obviously
due to the limited scope of node relocation, which causes a
coverage loss at the network periphery. In Figure 9(b), the
advantage of AFDR highlights out as increasing the radio
range. However, the performance of RIM worsens when
growing the radio range above 100 m. With the increased
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value of r, the network becomes more connected and the
number of neighbors of the failed node grows. RIM moves
nodes inwards making the area around the failed node to be
more crowded, thus leaves uncovered parts at the network
periphery and causes a great loss of coverage.

5.2.4. Average Node Degree. Figure 10 shows the average
actor degree and coverage in the network after connectivity is
restored by all approaches. As showed in the figure, the data
in the four graphs are basically the same. Figures 10(a)-10(d)
confirm that AFDR does not have disadvantages in maintain-
ing network connectivity.

Through the above analysis, we find that AFDR has
advantages in reducing movement and communication over-
head and keeping connectivity, which can make the life
expectancy of the entire network longer. In other words, it
will be easier to meet the application-level requirements.

6. Conclusion

In this paper, we have presented an application-oriented fault
detection and recovery algorithm that focus on application-
level concerns while recovering from critical node failure.
The issued AFDR uses AMM to identify critical actors and
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designates backup for them according to actor flow and actor
degree. It tries to choose noncritical neighbors as backups
to reduce the movement overhead and highly connected
nodes as backups in order to limit the scope of cascaded
relocation and nodes receiving smallest flow package as
backups to minimize the communication overhead. In the

recovery process, it finds an optimal position for backups
to restore the inter-actor connectivity. The simulation results
have proved the effectiveness of AFDR compared to contem-
porary recovery approaches in terms of satisfying application
requirements, reducing recovery overhead and limiting the
impact of critical node failure on coverage and connectivity.
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In the future, our study can focus on how to identify cut
vertex from a large amount of nodes in WSANs more quickly.
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