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Large-scale wireless networks consist of a large number of
nodes that communicate through wireless links. Scalability
is not only one of the most important quality criterion but
also a challenge to protocol design of large-scale wireless
networks. Nowadays, although a great number of algorithms
and protocols have been proposed, most of them are not fit
for large-scale wireless networks, as they are centralized in
essence, which brings formidable obstacle to scalability.Thus,
developing distributed middleware is necessary for further
advancing actual application of large-scale wireless networks.

This special issue is intended to provide recent advances
on distributed middleware of large-scale wireless ad hoc
networks and wireless sensor network. It focused on how dis-
tributedmiddleware has affected different aspects (protocols,
algorithms, paradigm, etc.) for a large family of applications
using wireless network technologies. Totally 8 papers were
selected from numerous submissions after careful reviews
and are divided into 3 categories.

The first category consists of 3 papers and is devoted to
distributed security.

X. Zhu et al. describe a distributed traceable pseudonym
management scheme in VANETs. To break risk due to centric
authentication scheme, a blind signature method is adopted
to achieve strict separation of issuance and tracking, which is
based on the improved scheme for shared generation of RSA
keys.

F. Wang et al. focus on problems of user privacy leakage
and end-to-end confidentiality invasion in content-based
or interest centric wireless opportunistic network. They

propose a PEFKS (Public Encryption with Fuzzy Keyword
Search) and CP-ABE (Cipher-text Policy Attribute Based
Encryption) based distributed security scheme by refining
and compromising two-pairing based encryption, searchable
encryption, and attribute-based encryption. The scheme
enables opportunistic forwarding according to fuzzy interests
preserving full privacy of users and ensures end-to-end con-
fidentiality with a fine-grained access control strategy in an
interest-centric scenario of large-scale wireless opportunistic
networks.

L. Zhu et al. focus on confidentiality-preserving data ag-
gregation. To overcome overwhelming extra communication
overhead caused by transfer list of sensors’ ID, they propose
a provably secure aggregation scheme PEC2P (Perturbation-
based Efficient Confidentiality Preserving Protocol) that
allows efficient aggregation of perturbed data without trans-
ferring any ID information.

The second category consists of 3 papers and is devoted
to distributed networking.

D. Wu et al. study multimedia files transmission prob-
lem in DTN (Vehicle-Based Delay-Tolerant Network). They
propose an optimal fragmentation-based multimedia trans-
mission scheme based on P2P lookup protocol.The proposed
transmission scheme enables fast and reliable multimedia file
transmission in wireless mobile P2P networks over VDTNs.

N. Xia et al. study how to optimize the channel selection
for wireless sniffer to maximize information collected, so as
to maximize the Quality of Monitoring (QoM) for wireless
networks. They propose a multiple quantum immune clone
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algorithm-based solution to achieve the optimal channel
allocation.

Z. Dengchang et al. study distributed time synchro-
nization problem in large-scale wireless network. They use
max-consensus to compensate for clock drift and average-
consensus to compensate for clock offset. The main idea is to
achieve a global synchronization just using local information.

The third category consists of 2 papers and is devoted to
distributed architecture and testbed.

W. Lin et al. design an experiment platform used for
teaching, research, and development of wireless sensor net-
work.Their online Plug-Configure-Play experiment platform
has four prominent strong points: in-application program-
ming in batch, noninvasive measurement method, sensor
self-awareness, and remote operation. They also develop a
sensor-aware Zigbee-based smart home system prototype
based on the platform.

W. Tian et al. introduce an advanced RFID middleware
management system over cloud computing.

The guest editors hope that this special issue can provide
a snapshot of the latest advances in distributed middleware
of large-scale wireless networks and stimulate more research
interest and efforts in research and development.

The guest editors would like to express their sincere grat-
itude to all the reviewers for their professional contributions.

Chaonong Xu
YongJun Xu
Xinrong Li

Hongsong Zhu
Guangjie Han
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With the development of Internet of things, the number of radio frequency identification (RFID) network readers and tags increases
very fast. Large-scale application of RFID networks requires that RFID middleware system can process a large amount of data
efficiently, with load-balancing, efficient redundant data elimination, andWeb service capabilities so that required information can
be transmitted to applications with low overhead and transparency. In view of these objectives and taking especially advantages of
virtualization and transparency of Cloud computing, this paper introduces an advanced RFID middleware management system
(ARMMS) over Cloud computing, which provides equipment management, RFID tag information management, application
level event (ALE) management, and Web service APIs and related functions. ARMMS has different focuses than existing RFID
middleware in distributed design, data filtering, integrated load balance, and Web service APIs and designs all these over Cloud.
The distributed architecture can support large-scale applications, integrated load-balancing strategy guarantees stability and high
performance of the system, and layered and parallel redundancy data elimination scheme makes sure that needed information
is transmitted to application level with low overhead; Web service APIs support cross-platform information processing with
transparency to lower level RFID hardware.

1. Introduction

Radio frequency identification (RFID) middleware plays an
intermediary role between systems. Therefore, the upper-
layer applications can add and delete contents or even
be replaced by other software without the need to make
any changes to the middleware; similarly, the underlying
types of RFID readers can increase and decrease its various
hardware and software operations; the upper layer does not
need to make any changes. Therefore, RFID middleware can
eliminate the need of many tomany connections and reduces
operating costs.

Figure 1 provides an overview of EPCglobal standards
architecture, EPC information service (EPCIS), application
level event (ALE), discovery configuration and installation
(DCI), and reader management (RM) that are very much
related in this paper.

As shown in Figure 2, the EPC system has several impor-
tant components: readers, middleware, EPCIS, andONS.The
reader identifies and reads tags.Themiddleware processes all

the information in tags and manages the information. The
information aftermiddleware processing is sent to the EPCIS.
The EPCIS can share the information over the Internet.
Finally, the object naming service (ONS) sends other tag
requests to EPCIS [1]. The RFID middleware also has several
fundamental functions, including data filtering, counting and
aggregation of tag data, and handling the huge quantity of
data generated by the RFID system [1, 2]. When facing a huge
amount of data, load balance among different middleware
(their hosts) is very important to keep high performance
and reliability of the system [3]. Additionally, providing Web
service is a way to support large-scale applications and a
convenient way for management.

Figure 3 shows a possible organization of a physical RFID
network.

When designing an RFID middleware solution, the fol-
lowing issues need to be considered [1, 2].

(a) Multiple types of hardware and vendors support: the
middleware must provide a common interface to
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Figure 2: RFID middleware organization [1].

access different kinds of hardware by one or more
vendors.

(b) Real-time handling of incoming data from the RFID
readers: the middleware should handle the huge
amount of data captured by the connected readers in
real time without read misses.

(c) Interfacing with multiple applications: the middle-
ware should be capable of interacting with multi-
ple applications simultaneously, by catering to all
the requirements of the applications with minimal
latency.

Central manager

Switch Switch

RFID readers RFID readersRFID
Edge server

RFID
Edge server

· · ·

· · ·· · ·

Figure 3: A networking example of RFID networks.

(d) Device neutral interface to the applications: the appli-
cation developer should only use the generic set of
interfaces provided by the middleware independently
of the type of hardware connected to the system.

(e) Scalability: the middleware design must allow easy
integration of new hardware and data processing
features. This needs distributed design and an open
system to adapt to change.

(f) International standards compliant: the middleware
design should follow international standards such as
EPCglobal so that other related RFID hardware and
software can also comply to the standards to make
networking easier.
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In view of these and taking especially advantages of vir-
tualization and transparency of Cloud computing, this paper
introduces an advanced RFID middleware management
system (ARMMS) over Cloud computing, which provides
equipment management, RFID tag information manage-
ment, application level event (ALE) management, and Web
service APIs and related functions. ARMMS has different
focuses than existing RFIDmiddleware in distributed design,
data filtering, integrated load balance, and Web service APIs
over Cloud.

Major contributions of this paper include

(1) proposing an RFID middleware architecture over
Cloud computing including live migration;

(2) proposing a layered and parallel redundant data
removal mechanism;

(3) introducing an integrated load-balance mechanism
for RFID middleware;

(4) introducing Web service APIs to support cross-
platform operation and information processing to
improve transparency of RFID middleware to lower
level hardware and software.

The rest of this work is organized as follows: Section 2
describes the related works on RFID networks and mid-
dleware design. Section 3 presents detailed features and
implementation of our proposed RFID middleware system.
Section 4 provides performance evaluation of proposedRFID
middleware. Conclusions and future works are finally drawn
in Section 5.

2. Related Research

In this section, we mainly introduce related researches on
general introduction, related standards, redundancy removal,
and load balance of RFID middleware design. There are
several surveys in the literature [3, 5–8] that propose system
taxonomies and major development in RFID middleware.
General introduction of RFID technology and middleware
is provided in [7–10]. Reference [5] presents a taxonomy for
RFID system. There are many researches on standardization
of the RFID middleware system. Massachusetts Institute
of Technology (MIT) proposes EPCglobal standards. Many
researchers have proposed various extensions based on the
standards and implementation methods, such as in [11–13]
which focus on an RFIDmiddleware information addressing.
Reference [14] is about Class 1 General 2 UHF air interface
protocol. Reference [4, 15] introduces EPCglobal, EPCglobal
ALE middleware design standards, ALE middleware, and
messaging and device management standards.

There are many researches on RFID middleware design.
Reference [16] studies RFIDmiddleware for distributed large-
scale systems. Reference [17] reviews the state-of-art RFID
middleware. Reference [3] discusses the application require-
ments and RFID constraints for middleware. Reference [6]
introduces the basics of RFID networks and middleware
including Savant, WinRFID, IBM WebSphere RFID middle-
ware, Sun Java RFID system, and FlexRFID with a focus on

security, privacy, and business rules. Reference [18] presents
a lightweight RFID middleware design (through temporary
database implementation). Reference [19] introduces a mid-
dleware called WinRFID. Reference [20] shows the behavior
and performance of message-oriented middleware system.

Some researches on redundant data removal are as
follows. Reference [21] introduces a mechanism filtering
redundant data in large-scale applications of RFID inventory.
Reference [22] proposes an efficient filtering algorithm CLIF,
for the detection and elimination of redundant data within
a network. Reference [23] defines the EPC global standard
of RFID tag data and proposed in-network phased filtering
mechanisms (INPFM). Reference [24] proposes an adaptive
RFID data-smoothing filter SMURF. Reference [25] intro-
duces tuning approach in data filtering to reduce energy
consumption in wireless sensor networks. Reference [26]
presents an energy-efficient in-network RFID data filtering
scheme in wireless sensor networks that has better perfor-
mance regarding computational and communication costs
than INPFM and CLIF. Tian et al. [27] present a parallel
method to redundancy data elimination in RFID networks by
applying MapReduce and Hadoop cluster in Cloud comput-
ing. INPFM and CLIF eliminate duplicated data during tags
transmission phase. INPFM filters duplicated data at 𝑘 hop
distance. As pointed out in [26], several problems still exist by
applying INPFMorCLIF. Problems include that computation
cost is high, duplicate transmission cost is high, and inducing
large delays when the total number of tags increase. EIFS [26]
is claimed to have better performance than INPFM and CLIF
regarding computational and communication cost; however,
it can just eliminate about 80% of all redundancy, which may
still be a problem for upper layer applications. Another issue
for EIFS is that it just simulated a small number of tags (max
500 tags). In this paper, we propose a parallel method for
redundancy elimination, which can remove 100% redundant
data for large scale of data up to 100 million.

Many researches on load balance of RFID middleware
have been conducted. Reference [28] introduces a number of
RFID tag-based middleware load-balancing strategies which
are good for all middleware and their hosting servers which
have same configuration (homogenous case). Reference [29]
introduces a distributed and agent-based design of load
balance system for RFID middleware, which applies mobile
and stationary agents to gather information and execute
load balancing. Reference [1] proposes a grid-based load-
balancing mechanism for RFID middleware applications,
which incorporates functional modules buffer management
and load balancing management over a grid networking
platform, to buffer the read data and share the middle-
ware loading, and compared the processing time and the
packet lost ratio to the existing methods. Reference [30]
introduces a centralized method for load-balancing method
using connection pool in RFID middleware. Reference [31]
introduces a dynamic load balancing approach based on the
standard RFIDmiddleware architecture by considering inter-
dependencies due to RFID readers in contrast to most of
the existing approaches where independencies are assumed
among jobs. Reference [32] introduces a framework to
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Figure 4: Proposed ARMMS middleware architecture.

dynamic and integrated load balancing for RFIDmiddleware
by considering heterogeneous configuration and multiple
factors such as CPU and memory of middleware hosting
servers.

3. Architecture and Features of Proposed
RFID Middleware

Figure 4 shows proposed ARMMS middleware architecture
based onCloud computing.TheARMMSmiddleware system
can be built based on Cloud computing. Especially for
the load balance, hosting servers can be set up on virtual
machines which can bring benefits to allocation, migration,
and security; for redundancy removal, layered mechanism
and parallel processing of MapReduce in Cloud computing
can be applied; for Web service (APIs), dynamic web serving
based on elastic Cloud computing can be applied. We will
introduce these features in detail in the following section.

ARMMS has a very clear hierarchy from bottom to up
as shown in Figure 5: Reader API Interface, Edge servers,
RFID middleware manager/ALE server, middleware API,
and RFID applications. In the following, these five layers are
introduced briefly.

RFID Reader APIs. Different RFID readers should provide
related APIs tomiddleware system to access so that functions
such as equipment management, data filtering and aggrega-
tion, snd load-balance, can be conducted.

Edge Server. The main function of an Edge server is to
run a single middleware software, directly manage readers
by calling their APIs, acquire tag data sent by readers,
and execute preliminary tag filtering algorithm to filter out
redundant tag data generated by a reader.

RFID applications

Middleware API module
(for EPCGlobal APIs, and virtual  manag. 

tools)

RFID middleware 
management/

ALE server

Information 
management 

module

Middleware deployed on Edge server 
(Vary from one to another with APIs)

Different kinds of RFID reader APIs

Middleware
system

Figure 5: The structure of ARMMS.

Middleware Manager/ALE Server. Middleware manager/ALE
server is primarily responsible for a single middleware soft-
ware management on an Edge server according to the host
load.

Information Management Module. Providing related dis-
tributed messaging queues for several applications to achieve
asynchronous communication. The application may not be
only on one machine but can be on different machines in a
local area network. Figure 6 shows messaging mechanism in
distributed ARMMS.

Middleware API Module. According to EPCglobal APIs,
this module provides basic API operations including ALE
events manipulation and information checking operations.
Meanwhile, the visual management tools may also include
a hierarchy of the visual management tools, mainly for
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providing more convenient modification and configuration
of the middleware.

RFID Applications. Upper layer applications can interface
with ARMMS middleware system to provide different ser-
vice.

3.1. Edge Server Design. Edge server is made up of two
types of backend applications, RFID Edge server and Mon-
itor process. RFIDEdgeserver is responsible for providing
message queues and collecting and distributing messages.
An Edge server runs only one RFID Edge server process.
Monitor backend process is the only object calls a specific
RFID device API, one per type of RFID device. It uses an
internal communication protocol to communicatewithRFID
Edge server. For a specific type of RFID device, a monitor
process should be implemented. So, if we want to extend this
middleware system to support a new type of RFID device,
we should implement a new monitor process with the new
device’s API and internal communication protocol. Figure 7
shows the structure of proposed Edge server.

The main function of the monitor backend process
includes the following.

(1) Calling the corresponding RFID devices’ API and
obtaining the tag data in the reading range.

(2) Monitoring the RFID devices connected with Edge
server in real time and sending the error reports to
Center Node (management center).

(3) Sending TagDetected message to the RFID Edge
server process when a tag data is arrived.

RFID devices from different manufactures apply different
API calling mechanisms. If middleware system calls the
API directly, the scaling ability will undoubtedly become

RFID Edge server

Type A of 

monitor

Edge server internal communication protocol

Thread

RFID 
reader A1 

RFID 
reader A2 

Edge server

Thread Thread Thread

reader 
Type B of 

monitor
reader 

RFID 
reader B1 

RFID 
reader B2

· · · · · ·

· · ·

Figure 7: Structure of proposed Edge server.

very poor. Applying support for new type of RFID device
will lead to recompiling the source code. Despite operation
mechanisms for reading andwriting varying fromone type of
device to another, it is easy to find that they obtain tag data in a
similar way. Edge server real-time tag algorithm is designed
for the hardware abstract layer and implementing first level
(reader level) redundant data elimination. We allocate a real-
time tag cache for each RFID device object in the monitor
thread, the real-time algorithm is responsible for assuring the
tag data in the cache is in the device reading/writing range.

3.2. ALE Server Design. The requirements of central man-
agement node are in ECSpec and formatted as xml doc-
ument. ALE server will transform the xml document to
ECSpec object in memory when it gets the ALE requirement
from central management node and initial an ECSpecUnit
object with data in ECSpec to handle the requirement. The
ECBoundarySpec part in ECSpec defines the ALE executing
arguments, like recycle reading time, reading trigger, and so
forth.TheECReportSpec part defines the report feeding back,
like tag filtering pattern, grouping pattern, and so forth. So,
the ECSpec is the only input in the ALE middleware system,
it includes all the arguments, which are needed in ALE
executing mechanism. There is a timer in the ECSpecUnit
object. ALE mechanism is all depending on this clock. The
ALE server flowchart is provided in Figure 8.

3.3. Central Management Node. The center node includes
backend process and soap process. Soap process is responsi-
ble for communicationwith the RFID applicationwho calling
the middleware API. The relevant standard is “ale 1 1 1-
standard-XML and SOAP bindings-20090313.” Backend pro-
cess is responsible for the load balance of the RFID device
connection to Edge server. The Edge server load balance
is shown in Figure 9 and will be explained in detail in
Section 3.5.
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3.4. Layered Redundant Elimination Mechanism. Figure 10
shows the data redundancy in RFID system, which can be
divided into the following categories.

3.4.1. Redundancy within a Reader. When the reader gets an
accurate reading of data to obtain object information on a tag,
multiple times of same tag information can be read within a
short period, so that redundant tags are generated.

3.4.2. Redundancy between Readers. Many readers are often
densely installed to cover the entire region, and these readers’
reading range may overlap with nearby readers (as shown in
Figure 10); when two or more adjacent readers read the same
tag information in the overlap region, redundant (repeating)
tags information can be obtained.

3.4.3. Redundancy between Different Logical Groups. Differ-
ent logical groups can be formed by functionality or location
differences. When two or more adjacent logical groups read
the same tag information in the overlap region, redundant
(repeating) tags information can be obtained. Redundancy of
a reader and between readers cannot be completely removed

because of locality view, this is shown as the redundancy elim-
ination percentage in [22, 23]. It needs a global elimination
by collecting all tag data after reader layer and logical layer
removal. To the best of our knowledge, there is no approach
proposed using MapReduce [33] for redundancy elimination
in RFID networks.This paper proposes a parallelMapReduce
method to the redundancy data elimination. MapReduce is
a programming model and can be applied to a cluster that
consists of a large number of machines. Parallel MapReduce
method can greatly increase the speed and efficiency of
eliminating redundancy. Figure 11 presents our proposed
MapReduce flowchart for redundancy elimination.

3.5. Dynamic and Integrated Load-Balancing Mechanism.
Workloads of RFID middleware can change from location to
location and can vary at different times. There is an urgent
need to provide dynamic and integrated load-balancing
solution to manage RFID network and serve upper layer
applications. In our proposed model, the Edge server load-
balancing module is responsible for monitoring the load on
the Edge server and dynamic adjusting connections between
Edge servers and RFID reader devices.
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Reference [28] defines an RFID network middleware
system, reader collection,middleware collection, reader load,
and middleware load as shown in Figure 12.

(a) 𝑀 = {𝑚
1
, 𝑚
2
, . . . , 𝑚

𝑛
}, where 𝑀 is a middleware

collection and 𝑚
𝑛
represents middleware 𝑛; 𝐶𝑅

𝑘
=

{𝑟
𝑘

1
, 𝑟
𝑘

2
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middleware 𝑘; one reader is connected to only one
middleware during a period of time.
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End 

Figure 11: Proposed MapReduce flowchart.

(b) 𝑊𝐿
𝑅
[𝑟]: the amount of tags handled by the reader,

representing the load of a reader.
(c) 𝑊𝐿

𝑀
[𝑚
𝑖
]: the amount of tags handled bymiddleware

𝑚
𝑖
.

(d) 𝑊𝐿𝑈
𝑀
[𝑚
𝑖
] and 𝑊𝐿𝐿

𝑀
[𝑚
𝑖
] and the upper and lower

load limits of middleware𝑚
𝑖
, respectively.
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Figure 12: Definition of RFID middleware load [28].

Load-balancing strategy in [28] is to always choose the
most overloaded middleware to migrate. During a certain
period, relocation always migrates one or more readers on
themost loadedmiddleware to least loadedmiddleware.This
strategy is suitable for the situation that all middleware have
the same configuration (homogenous case). This does not
work for the case that middleware is not configured as the
same. The configuration of middleware depends on CPU,
memory, network bandwidth, and so forth, of their hosts.
Therefore, we design a new strategy to consider the case
that all middleware may not have the same configuration
(heterogeneous case), with focus on dynamic and integrated
load balancing.

(1) Average utilization of CPU and memory of each
middleware:

CPU 𝑚
𝑖
=
𝑊𝐿
𝑀
[𝑚
𝑖
]

𝑊𝐿𝑈
𝑀
[𝑚
𝑖
]
× CPU 𝑚𝑈

𝑖
+ CPU 𝑏,

Mem 𝑚
𝑖
=
𝑊𝐿
𝑀
[𝑚
𝑖
]

𝑊𝐿𝑈
𝑀
[𝑚
𝑖
]
×Mem 𝑚𝑈

𝑖
+Mem 𝑏,

AVG 𝑐 =
∑ (CPU 𝑚

𝑖
× SpeC 𝑚

𝑖
)

∑ SpeC 𝑚
𝑖

,

AVG 𝑚 =
∑ (Mem 𝑚

𝑖
× SpeM 𝑚

𝑖
)

∑ SpeM 𝑚
𝑖

.

(1)

(2) Integrated load imbalance level of middleware 𝑚
𝑖
is

defined as

𝐿 𝑚 [𝑚
𝑖
]

=
1

2
((CPU 𝑚

𝑖
− AVG 𝑐)2 + (Mem 𝑚

𝑖
− AVG 𝑚)2) .

(2)

(3) Average imbalance level of host servers equals to the
sum of imbalance levels of all servers divided by the
number of hosting servers:

𝐿 𝑀 =
1

𝑛
∑𝐿 𝑚 [𝑚

𝑖
] . (3)

In (1)–(3), CPU 𝑚
𝑖
is CPU utilization of host server 𝑚

𝑖
,

Mem 𝑚
𝑖
is memory utilization of host server 𝑚

𝑖
, AVG 𝑐 is

Hotspot
detector

Control 

Migration
manager

Load
balancing

Middleware 1 

V
M

 3
 

V
M

 2
 

V
M

 1
 

· · ·

Middleware N

Figure 13: Live migration of middleware by virtual machines.

averageCPUutilization of all host servers, AVG 𝑚 ismemory
utilization of all host servers, SpeC 𝑚

𝑖
is CPU configuration

of host server𝑚
𝑖
, for example, the number of CPU cores and

CPU frequencies, and SpeM 𝑚
𝑖
is memory configuration of

host server𝑚
𝑖
. CPU 𝑚𝑈

𝑖
is CPU utilization of host server𝑚

𝑖

with full load, and Mem 𝑚𝑈
𝑖
is memory utilization of host

server 𝑚
𝑖
with full load. CPU 𝑏 is CPU utilization of the

middleware itself, and Mem 𝑏 is memory utilization of the
middleware itself.

Integrated load balance considers factors including CPU
utilization, memory utilization, and network bandwidth uti-
lization, which can be expanded.

Allocation Policy.When there are new readers to add, it always
chooses the middleware with lowest integrated load L M to
connect.

Reallocation (Migration) Policy. This mainly considers over-
loaded circumstance and chooses an overloaded middleware
for migration. It needs to quantify how many readers to
migration, at the same time to reduce the number of migra-
tions to avoid system oscillation. Therefore, always migrate
readers in the middleware with highest integrated load to
the middleware with lowest integrated load until all load-
balance thresholds (metrics) are met. In the migration, we
take full advantages of live virtualization technology in Cloud
computing. Migration of a virtual machine is simply moving
the VM running on a physical machine (let us call it host
Edge server) to another physical machine (let us call it target
node). The key of live migration is that it does not disrupt
any active network connections even after the VM is moved
to the target node. Virtualization has other advantages such as
running multiple applications on one Edge server, providing
security and isolation to different applications, rapidly adjust
resource allocation, and be transparent to applications with-
out downtime. Figure 13 shows live migration of middleware
by virtual machines.

Through extensive numerical examples, we find that this
dynamic and integrated load-balancing mechanism achieves
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Figure 14: Logical view of RFID readers.

Figure 15: Physical RFID readers.

lower average and a total imbalance level than traditional
load-balancing strategies such as Round-robin and the one
introduced in [1, 28].

3.6. Web Service APIs. In order to provide convenient man-
agement and service, Web service APIs are necessary. It has
an interface described in a machine-processing format (e.g.,
WSDL format). Other systems can interact with the Web
service APIs in a manner prescribed by description using
messages, conveyed using HTTP with an XML serialization.

4. Performance Evaluation

4.1. General Information and Web APIs. Figures 14 and 15
show the logical view and physical view of readers, respec-
tively; Figure 16 presents tag data information management,
Figure 17 forALEmanagement, and Figure 18 forWeb service
APIs.

4.2. Load Balance. For the performance evaluation, we have
the following configuration: Edge server 𝐴 has one reader
with process rate of 1500 tags/second; Edge server 𝐵 has two
readers, both with process rate 2000 tags/second; Edge server
𝐶 has three readers with process rate 5000 tags/second; Edge
server 𝐷 has one reader with process rate 6000 tags/second.
Table 1 also provides the configuration of host Edge servers
including CPU in Ghz, memory (MEM) in GB; the upper
bound (UB) of utilization of CPU (UB) and MEM (UB); and
𝑊𝐿
𝑈

𝑀
[𝑚
𝑖
] for each host Edge servers. Table 2 is the CPU and

Figure 16: Tag data information.

Figure 17: ALE management.

MEMutilization information of four host Edge servers before
load balancing. Table 3 provides CPU and MEM utilization
results comparison between ARRMS and the method in [28].
It can be observed that ARRMS has better integrated load
balance for both CPU andmemory in host Edge servers since
it considers CPU and memory integrated.

4.3. Redundancy Elimination and Others. Table 4 shows the
data format of an RFID tag: Device ID (2 bits) represents
the identification of the device, EPC code (28 bits) is for
tag content, and Timestamp (14 bits) records date and time
information of a tag.

Taking a tag “003000C2001602200001457FFC000420110
627172133” as an example:

(i) bit 0-1-00 is the device number of a tag, which has
length 2;

(ii) bit 2-29-3000C2001602200001457FFC0004 are tag’s
EPC code, whose length is 28 bits;

(iii) bit 30-43-20110627172133 is the information of times-
tamp of a tag, 20110627 is the date, 172133 is the time,
and the length of the time is 14 bits.

First, we define data redundancy based on the following
RFID data model [25]: when a reader reads a tag, the
following data can be read: EPC (EPC code), reader (reader
ID), and timestamp (timestamp). When the reader reads two
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Figure 18: Some Web service APIs.

Table 1: The configuration of Edge servers.

Edge server CPU (GHz) MEM (GB) CPU (UB) MEM (UB) 𝑊𝐿
𝑈

𝑀
[𝑚
𝑖
]

𝐴 1.5 1 0.7 0.7 5000
𝐵 2 1.5 0.7 0.7 10000
𝐶 2.5 2 0.7 0.7 20000
𝐷 3 2.5 0.7 0.7 30000

Table 2: Utilization information before load balancing.

Edge server CPU utilization (%) MEM utilization (%)
𝐴 34 37
𝐵 42 46
𝐶 70 78
𝐷 26 28

labels (Label 𝐴 and Label 𝐵), if all of the following three
conditions are satisfied, it can be said that these two labels
are repeated data (tags), that is redundant data [4]:

Label 𝐴: EPC𝐴, reader 𝐴, and timestamp 𝐴;

Label 𝐵: EPC𝐵, reader 𝐵, and timestamp 𝐵.

(1) EPC codes are the same, that is EPC𝐴 = EPC𝐵.
(2) Reader 𝐴 and Reader 𝐵 are the same.
(3) The difference between Timestamp 𝐴 and

Timestamp 𝐵 is less than constant 𝑇, which
may be 10 milliseconds, for example. Figure 19
provides an example using MapReduce.

The process of parallel MapReduce redundancy data
elimination can be summarized as follows (see [27] for more
details).

(1) In Map phase, the data structure Tag consists of
three variables: Reader ID, EPC, and Timestamp.
According to the definition of tag redundancy, if two
tags are redundant, their Reader IDs and EPC codes
must be the same, and if one of them is different, the
two tags are not redundant tags. Input RFID tags are
divided into different blocks and assigned to hosts of
Hadoop clusters. Reader ID and EPC codes are Keys
and timestamps are outputs as Values to form (Key,
Value) pairs inMapReducemodel. In this case, that is,
Key is (Reader ID + EPC), while Value is Timestamp.

(2) After simple sorting based on theKey,Map (mapping)
outputs of each host are transferred to Reduce.

(3) Reduce stage: based on outputs of Map stage, it
compares values of each group of Key Value (calling
time comparison function), and if they are less than
constants 𝑇 (predefined), they are redundant and
should be removed, then Reduce removes the redun-
dancies and obtains an output and repeats doing this
until all inputs are proceeded. Notice that there may
be multiple workers (servers) that work paralleled in
Map and Reduce stages.

(4) Working nodes (hosts) in MapReduce cluster sum-
marize Key, Value pairs of other hosts processed by
Reduce and output them according to the original tag
format.
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Table 3: Utilization information after applying our load-balancing mechanism and method in [28].

Edge server CPU (%) [28] MEM (%) [28] CPU (%) ARRMS MEM (%) ARRMS
𝐴 34.0 37.0 34.0 37.0
𝐵 82.0 91.0 42.0 46.0
𝐶 50.0 55.0 50.0 55.0
𝐷 26.0 28.0 39.0 43.0
𝐿 𝑀 0.12 0.01
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Figure 19: Redundancy elimination example using MapReduce.

Table 4: Data format of an RFID tag.

Field Device ID EPC code Timestamp
Bits 2 28 14

As for evaluation, set the total number of RFID tags is 𝑆,
the redundancy ratio is 𝑃

𝑑
and redundant tags are randomly

generated following EPC data format (32 bits currently), as
shown in Table 4 where total number of tags varying from
30 to 45 million and Cluster size means the number of host
servers used in Hadoop MapReduce. From Table 5, we can
see that the larger the number of tags and the MapReduce
cluster size is, the bigger the difference of time spent on
redundancy elimination is. As the number of tags increases
(above 50000), MapReduce begins to show the advantages
of scalability. The proposed method can be applied to large
scale RFID applications such as supermarkets and other
areas conveniently. The reason that Hadoop cluster can
remove 100% redundant data for large-scale of data up to 100
million lies in that it is a centralized redundancy elimination
mechanism and it can take all redundancy information into
consideration.

Figure 20 also shows tag lost ratio comparison from
simulation results, where connection pool is obtained using
the method in [30] and Agent is obtained, applying by
method in [29]. In the simulation, the total number of
readers is fixed as 30 but with varying the total number of
middleware: 2, 4, 6, 8, and 10.The tag information generation
rate is 50 tags/sec, and the time for a middleware to process a
tag information is 2 microseconds, and the total test length
of each run is 15 minutes, and our results are the average
of six runs. Figure 21 also provides average process time
comparison for the same total amount of tags. Similar results
are obtained in other cases, because of page limit, those results
are not provided here.
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Figure 20: Tag lost ratio comparison.

5. Conclusions and Future Work

In this paper, a distributed and messaging RFID middleware
design is proposed. ARMMS provides equipment manage-
ment, RFID tag information management, application level
event (ALE) management, and Web service APIs, and so
forth, functions. For the equipment management, ARMMS
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Table 5: Times spent for Hadoop cluster to eliminate redundancy.

Number of tags Cluster size
1 server 2 servers 3 servers 4 servers 10 servers 15 servers 20 servers

30 4 sec 7 sec 7 sec 7 sec 7 sec 7 sec 7 sec
50000 5 sec 8 sec 7 sec 7 sec 4 sec 2 sec 1 sec
500000 16 sec 18 sec 14 sec 12 sec 6 sec 3 sec 2 sec
1.2 million 33 sec 24 sec 22 sec 19 sec 10 sec 6 sec 3 sec
45 million 52min 48min 42min 41min 21min 11min 5min
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Figure 21: Average process time comparison.

provides real-time monitoring and load balancing of multi-
site RFID devices also logical grouping of RFID readers.
For tag information management, it provides filtering and
statistical reports. ARMMS also provides Web service APIs
based on EPCglobal standards. We are conducting more
experimental tests and comparing different load-balancing
strategies with proposed one. There are still several research
directions awaiting further investigation.

(1) Considering distributed redundancy data elimina-
tion: when facing large-scale distributed applications,
distributed redundancy data elimination other than
parallel method should be investigated further, and
elimination efficiency should be quantitatively eval-
uated.

(2) Considering real-time data allocation and evaluating
further live migration costs and load balancing: real-
time data allocation among different middleware
(host Edge servers) causes a new challenge for load

balance and should be considered further. Also, the
live migration costs in time and other respects should
be included to provide a complete view for load bal-
ance so that decisionmakers can have comprehensive
information.

(3) Providing more comparative results against exist-
ing methods: currently, there is still difficulty to
repeat some of the existing methods such as in [1],
where experimental details are not provided. We
need repeating their algorithms and configuration so
that more comparative scienarios and results can be
obtained.
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In wireless networks, wireless sniffers are distributed in a region to monitor the activities of users. It can be applied for fault
diagnosis, resource management, and critical path analysis. Due to hardware limitations, wireless sniffers typically can only collect
information on one channel at a time. Therefore, it is a key topic to optimize the channel selection for sniffers to maximize
the information collected, so as to maximize the Quality of Monitoring (QoM) for wireless networks. In this paper, a Multiple-
Quantum-Immune-Clone-Algorithm- (MQICA-) based solution was proposed to achieve the optimal channel allocation. The
extensive simulations demonstrate thatMQICAoutperforms the related algorithms evidently with highermonitoring quality, lower
computation complexity, and faster convergence. The practical experiment also shows the feasibility of this algorithm.

1. Introduction

With the growing application of wireless networks (e.g.,WiFi,
WiMax, Mesh, and WLAN), high quality management of
wireless device and networks is becoming more and more
important [1–3]. It has been a key point to monitor network
status and performance accurately and in real time, so as to
implement effective management.

Wireless monitoring is usually realized using Simple
Network Management Protocol (SNMP) and base-station
logs. Since they reveal detailed PHY (e.g., signal strength
and spectrum density) and MAC behaviors (e.g., collision
and retransmission), as well as timing information, they
are essential for network diagnosis and management [4–
9]. But wireless monitoring equipments are usually single-
radio multichannel device [10–12]. That is to say, it has
multioptional channels (In IEEE 802.11.b/g WLAN, there
are 3 orthogonal channels, and in IEEE 802.11.a WLAN,
there are 12 orthogonal channels). So, it is a key topic to
allocate channels and other resources for these monitoring
equipments to optimize the monitoring quality of entire

network [13–17]. In the literature [16], it has turned out to
be a NP-hard problem in user-center mode, and an effective
solution for the problem will be with great significance to the
performance improvement of all kinds of wireless application
networks.

In this paper, we carry out the full investigation on the
current wireless monitoring networks and establish a system
monitoring model based on the undirected bipartite graph.
Then, compared with existing algorithms, we propose an
optimization solution “Multiple Quantum Immune Clone
Algorithm (MQICA)” to solve the problem. Finally, the
algorithmhas been proved to be with good performance both
in theory and experiments.

The rest of the paper is organized as follows. In Section 2,
we provide a brief review of existing work on wireless mon-
itoring. The problem formulation is presented in Section 3.
The Multiple Quantum Immune Clone channel allocation
algorithm (MQICA) is detailed in Section 4. Then we prove
the validity of the proposed algorithm in Section 5 followed
by extensive simulation experiments in Section 6. Finally, we
conclude this paper with some future work in Section 7.
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2. Related Work

In recent years, wireless monitoring networks have become a
hot topic. The research mainly contains monitoring device,
system design, fault diagnosis and so forth [4–9]. In 2004,
“passivemonitoring” utilizingmulti-wireless sniffers was first
introduced byYeo et al. [4, 5].He analyzed the advantages and
challenges of wireless passive monitoring and preliminarily
set up an application system, which fulfilled the network
fault diagnosis based on time synchronization and data
fusion of multisniffers. In 2005, Rodrig et al. [6] used
sniffers to capture wireless communication data and analyze
the performance characteristics of 802.11 WiFi network. In
2006, Cheng et al. [7] investigated a large-scale monitoring
network composed of 150 sniffers and discussed the time
synchronization method for distributed sniffers. In 2007,
Yang and Guo et al. [8] studied the lifetime model of wireless
monitoring networks and proposed to adjust the sensing and
communication radius of sniffers in real time to maximize
the lifetime of networks. In 2010, Liu and Cao [9] researched
the relationship between the number of monitoring sniffers
and false alarm rate and put forward an algorithm based on
poller-poller structure, which can limit the false alarm rate and
minimize sniffers.

It has become an important subject to optimize the
channel selection of monitoring sniffers so as to improve
the network monitoring quality. In 2009, Shin and Bagchi
[13] researched the channel selection of sniffers in Wire-
less Mesh network to maximize the coverage of users. He
described it as a maximum coverage problem based on
group budget constraints [14, 15] and solved it using Greedy
and Linear Programming (LP) algorithms, which achieved
good performance. Based on the previous research, Chhetri
et el. [16] formulated the problem of channel allocation
of sniffers and proved it to be NP-hard to maximize the
Quality of Monitoring (QoM) of wireless network under
universal network model. Greedy and LP algorithms were
employed to solve the problem. Greedy algorithm always
seeks the solution with maximal current benefit during the
process of resolution and misses the global optimal solution
or approximate of it. Although LP algorithm can achieve
better solution than others, its complexity is too high to meet
the real-time optimization in dynamic wireless networks. In
2011, we appliedGibbs Sampler theory to address the problem
and proposed a distributed channel selection algorithm for
sniffers to maximize QoM of network [17]. This method
utilizes the local information to select the channel with low
energy but cannot achieve the global optima in most of the
cases.

In [15–20], we can get an overview of much excellent
work in multichannel selection of wireless network itself.
In 2006, Wormsbecker and Williamson [18] studied the
impact of channel selection technique on the communication
performance of system and applied soft channel reservation
technique to select channels, so as to reduce link layer data
frame losses and provide higher TCP throughput. In 2007,
Kanthi and Jain [19] proposed a channel selection algorithm
for multiradio and multichannel mesh networks. It is based
on Spanner conception and combinedwith network topology.

The experiment results showed that it can improve data
throughput in communication link layer. In 2009, You et al.
[20] investigated the end-to-end data transmission and the
optimal allocation of channel resource in wireless cellular
networks and figured it out with stochastic quasi-gradient
method. In 2010, Hou andHuang [21] researched the channel
selection problem in Cognitive Ratio networks, described
it as a binary integer nonlinear optimization problem, and
proposed an algorithm based on priority order to maximize
the total channel utilization for all secondary nodes. In 2011,
an interface-clustered channel assignment (ICCA) scheme
was presented by Du et al. [22]. It can eliminate the colli-
sion and interference to some extent, enhance the network
throughput, and reduce the transmission delay.

From what has been discussed previously, there exist
great shortcomings in solution of wireless monitoring net-
work channel allocation problems. All of these studies most
focused on the wireless network itself, rather than the wire-
less monitoring sniffers. Existing algorithms will have high
algorithm complexity, slow convergence speed, and, in most
cases, it is difficult to get global optimal solution in the cases
of large-scale networks or having more optional channels.
Therefore, in this paper, a so-calledMultiple-QICA (MQICA)
algorithm, taking full advantage of the parallel characteristics
of Quantum Computing (QC), is proposed. Compared with
traditional Quantum Immune Clone Algorithm (QICA),
MQICA possesses lots of characteristics inherited from both
immune and evolution algorithms. Meanwhile, allele and
Gaussian mutations are introduced in MQICA to further
improve the performance of the algorithm. Extensive sim-
ulations and practical experiments demonstrate that the
proposed algorithm outperforms other algorithms not only
in quality of solution, but also in time efficiency.

3. Problem Description

3.1. Network Model. Consider a wireless network of𝑚moni-
toring sniffers, 𝑛 users, and 𝑘 optional channels. 𝑆 = {𝑠

1
,

𝑠
2
, . . . , 𝑠

𝑚
} is the set of sniffers, 𝑈 = {𝑢

1
, 𝑢

2
, . . . , 𝑢

𝑛
} is

the set of users, and 𝐶 = {𝑐
1
, 𝑐

2
, . . . , 𝑐

𝑘
} is the set of

channels. In homogeneous networks, sniffers have the same
transmission characteristics. They have the ability to read
frame information and can analyze the information from
users or other sniffers. But at any point in time, a sniffer
can only observe transmissions over a single channel. Let
𝑝
𝑢𝑗

denote the transmission probability of a user 𝑢
𝑗
(𝑗 =

1, 2, . . . , 𝑛) that works on channel 𝑐(𝑢
𝑗
) ∈ 𝐶. These users can

be a wireless router, access point ormobile phone user, and so
forth. If a user sends data through a channel at time 𝑡, it will
be called active user in time 𝑡.

In wireless networks, the relationship between sniffers
and users can be described by an undirected bipartite graph
𝐺 = (𝑆, 𝑈, 𝐸) shown in Figure 1. If 𝑢

𝑗
is in themonitoring area

of 𝑠
𝑖
, there will be a connection between them, indicated by

𝑒 = (𝑠
𝑖
, 𝑢

𝑗
). When 𝑠

𝑖
and 𝑢

𝑗
work on the same channel, 𝑠

𝑖
can

capture the data from 𝑢
𝑗
, and then we say that 𝑢

𝑗
is covered

by 𝑠
𝑖
. 𝐸 represents the set of all connecting edges. If a user

is outside all sniffers’ monitoring area, it is excluded from 𝐺.
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Figure 1: undirected bipartite graph 𝐺.

The vertex V in 𝐺 is sniffer or user, namely, V ∈ 𝑆 ∪ 𝑈. 𝑁(V)
denotes the neighbors of vertex V. If the vertex is a user 𝑢

𝑗
,

𝑁(𝑢
𝑗
)means its neighbor sniffers; if the vertex is a sniffer 𝑠

𝑖
,

𝑁(𝑠
𝑖
) is the set of neighbor users of 𝑠

𝑖
. If a sniffer is inside

the communication range of another sniffer, they are called
adjacent sniffers. 𝑉(𝑠

𝑖
) denotes the set of adjacent sniffers of

𝑠
𝑖
, and 𝐵

𝑠𝑖
is the set of subscript of sniffers in 𝑉(𝑠

𝑖
). In this

paper, we assume that the communication radius of sniffer is
twice as its monitoring radius.

3.2. Problem Formulation. a : 𝑆 → 𝐶 represents a channel
selection scheme for wireless monitoring networks, and O
is the set of all possible schemes. a can be expressed in the
form of vector as follows: a = (𝑎(𝑠

1
), 𝑎(𝑠

2
), . . . , 𝑎(𝑠

𝑚
)), where

𝑎(𝑠
𝑖
) ∈ 𝐶 is the channel selected by 𝑠

𝑖
. When 𝑠

𝑖
selects the

channel 𝑎(𝑠
𝑖
), it can communicate with the neighbor users,

who also work on channel 𝑎(𝑠
𝑖
). Given a channel selection

scheme a, then 𝑆 = ∪𝑘
𝑞=1
𝑆
𝑐𝑞
, 𝑈 = ∪

𝑘

𝑞=1
𝑈
𝑐𝑞
, where 𝑆

𝑐𝑞
denotes

the set of sniffers assigned to channel 𝑐
𝑞
, and 𝑈

𝑐𝑞
denotes the

set of users working on channel 𝑐
𝑞
. Now it is able to show

the relationship between all the sniffers and users working on
channel 𝑐

𝑞
in the form of undirected bipartite graph 𝐺

𝑐𝑞
=

(𝑆
𝑐𝑞
, 𝑈

𝑐𝑞
, 𝐸

𝑐𝑞
).

Definition 1. Monitoring quality of node (MQN): when wire-
less monitoring network works on channel a ∈ O, the moni-
toring quality of node 𝑠

𝑖
can be defined as follows:

𝑄
𝑠𝑖
(a) = ∑

𝑢∈𝑁(𝑠𝑖)

𝑝
𝑢
⋅

1 (𝑐 (𝑢) = 𝑎 (𝑠
𝑖
))

1 + ∑
𝑡∈𝐵𝑠𝑖

1 (𝑐 (𝑢) = 𝑎 (𝑠
𝑡
) , 𝑠

𝑡
∈ 𝑁 (𝑢))

,

(1)

where 1(⋅) is an indicator function. It equals 1 when the
condition is true and 0 otherwise. It is clear that the more
neighbor users work on the same channel as 𝑠

𝑖
, the higher

transmission probability these users have, and meanwhile,
the less other sniffers cover these users, the highermonitoring
quality 𝑠

𝑖
has. MQN reflects the number of active users

available to 𝑠
𝑖
under the channel selection scheme a. Active

users are in the state of sending data.

Given a channel selection scheme a, the Quality of Mon-
itoring (QoM) of wireless network can be defined as follows:

𝑄 (a) = ∑
𝑠𝑖∈𝑆

𝑄
𝑠𝑖
(a) . (2)

So, the higher QoM is, the more active users can be
monitored in the network and the higher quality of service
the wireless monitoring network provides.

The problem of maximizing of QoM (MQM) can be
described as follows: finding an optimal channel allocation
scheme for sniffers to collect the largest amount of informa-
tion transmitted by users, that is, tomaximize theQoMof the
network.

The channel allocation scheme will be changed according
to probability during different time slot. So the maximal
information collected by monitoring network in a certain
period can be expressed as

max ∑

a∈O
𝑄 (a) × 𝜋 (a) ,

s.t. 𝜋 (a) ∈ [0, 1]

∑

a∈O
𝜋 (a) = 1,

(3)

where 𝜋(a) is the probability for wireless monitoring network
to work on the channel allocation scheme a.

From (3), the optimal channel allocation scheme will be
got as follows:

a∗ = argmax𝑄 (a) . (4)

For this complicated combination optimization problem,
an effective heuristic algorithm is needed. In 2005 Jiao and
Li proposed a brand new Quantum-Inspired Immune Clone
Algorithm (QICA) [23]. QICA constructs antibodies in view
of the superposition characteristics of quantum coding and
enlarges the original population via clone operation, thus
expanding the searching space and improving the perfor-
mance of the algorithm when doing local search. It is
very suitable for this complicated combination optimization
problem because of the attributes of parallelism and provable
rapid convergence. But the results in QICA are expressed in
a binary form [24], which are more appropriate for solving
problems in a binary encoding.Thusweneed to extend it to k-
resolution coding before applying the algorithm to thisMQM
problem in wireless monitoring network. Then, Multiple-
QICA channel selection algorithm is proposed and described
in detail as follows.

4. Multiple Quantum Immune Clone Channel
Allocation Algorithm (MQICA)

4.1. Fundamental Definitions. To accurately describe the
evolutionary process of the MQICA algorithm, the following
fundamental definitions are proposed.



4 International Journal of Distributed Sensor Networks

Definition 2 (Channel Quantum Antibody (CQA)). We
define the Channel Quantum Antibody as the following trip-
loid chromosome:

CQA def
= [

[

𝑥
0
⋅ ⋅ ⋅ 𝑥

𝑖
⋅ ⋅ ⋅ 𝑥

𝑚−1

𝛼
0
⋅ ⋅ ⋅ 𝛼

𝑖
⋅ ⋅ ⋅ 𝛼

𝑚−1

𝛽
0
⋅ ⋅ ⋅ 𝛽

𝑖
⋅ ⋅ ⋅ 𝛽

𝑚−1

]

]

, (5)

where 𝑚 is called the length of the chromosome, that is, the
number of the monitoring sensors. 𝑥

𝑖
∈ [0, 1) represents

channel selection scheme of the 𝑖thmonitoring sensor. 𝛼
𝑖
and

𝛽
𝑖
should meet the normalization condition: |𝛼

𝑖
|
2
+ |𝛽

𝑖
|
2
= 1,

where |𝛼
𝑖
|
2 and |𝛽

𝑖
|
2 indicate, respectively, the nonoptimal

and optimal probability of the channel selection scheme of
the 𝑖th monitoring sensor. [𝑥𝑖 𝛼𝑖 𝛽𝑖]

𝑇 is named as an allele
of the CQA.

Definition 3 (mapping between antibody to channel). Note
that in the CQA,

𝑋 = [𝑥
0
, 𝑥

1
, . . . , 𝑥

𝑖
, . . . , 𝑥

𝑚−1
] ∈ 𝑅

𝑚
, (6)

where 𝑥
𝑖
∈ [0, 1) is a continuous real number. If it is discrete,

𝑋 can be mapped into integer space that

C = [𝑐
𝑠0
, 𝑐

𝑠1
, . . . , 𝑐

𝑠𝑖
, . . . , 𝑐

𝑠𝑚−1
] ∈ 𝑍

𝑚
, (7)

where 𝑐
𝑠𝑖
∈ {0, 1, . . . , 𝑘 − 1} and indicates the monitoring sen-

sor 𝑠
𝑖
to select channel 𝑐

𝑠𝑖
. 𝑘 is the total number of selectable

channels in the network. The process described previously
is called mapping of the CQA to channel selection scheme,
briefly as antibody to channel. The mapping relationship is
defined as follows:

𝑐
𝑠𝑖

mapping
= ⌊𝑘𝑥

𝑖
⌋ , 𝑖 = 0, 1, . . . , 𝑚 − 1. (8)

Definition 4 (channel affinity). Channel affinity refers to the
affinity degree between the CQA and the channel antigen,
which is the approximate level between feasible solution
and optimal solution. With the affinity value increased, the
feasible solution will be much closer to the optimal one. On
the contrary, the feasible solution will gradually deviate from
the optimal one.Channel affinity is the foundation of immune
selection operation.

Definition 5 (evolutionary entropy of the CQA). To measure
the extent of the evolution, we introduce evolutionary entropy
to the CQA:

𝐻(𝑋) = 𝐻 (𝑥
0
, 𝑥

1
, . . . 𝑥

𝑚−1
)

= 𝐻 (𝑥
0
) + 𝐻 (𝑥

1
| 𝑥

0
)

+ ⋅ ⋅ ⋅ + 𝐻 (𝑥
𝑚−1

| 𝑥
0
, 𝑥

1
, . . . , 𝑥

𝑚−2
)

=

𝑚−1

∑

𝑖=0

(
󵄨󵄨󵄨󵄨𝛼𝑖
󵄨󵄨󵄨󵄨
2 log 1

󵄨󵄨󵄨󵄨𝛼𝑖
󵄨󵄨󵄨󵄨
2
+
󵄨󵄨󵄨󵄨𝛽𝑖
󵄨󵄨󵄨󵄨
2 log 1

󵄨󵄨󵄨󵄨𝛽𝑖
󵄨󵄨󵄨󵄨
2
)

= −

𝑚−1

∑

𝑖=0

(
󵄨󵄨󵄨󵄨𝛼𝑖
󵄨󵄨󵄨󵄨
2 log 󵄨󵄨󵄨󵄨𝛼𝑖

󵄨󵄨󵄨󵄨
2

+
󵄨󵄨󵄨󵄨𝛽𝑖
󵄨󵄨󵄨󵄨
2 log 󵄨󵄨󵄨󵄨𝛽𝑖

󵄨󵄨󵄨󵄨
2

)

= −2

𝑚−1

∑

𝑖=0

(
󵄨󵄨󵄨󵄨𝛼𝑖
󵄨󵄨󵄨󵄨
2 log 󵄨󵄨󵄨󵄨𝛼𝑖

󵄨󵄨󵄨󵄨 +
󵄨󵄨󵄨󵄨𝛽𝑖
󵄨󵄨󵄨󵄨
2 log 󵄨󵄨󵄨󵄨𝛽𝑖

󵄨󵄨󵄨󵄨) .

(9)

As the evolution process continues, 𝛼
𝑖
→ 0, 𝛽

𝑖
→ 0,

thus 𝐻(𝑋) → 0. So the evolutionary entropy can be used
to describe the extent of the evolution. When the algorithm
finally comes to a convergent result, the value of evolutionary
entropy is indefinitely close to zero.

4.2. Process Design. The population is denoted as 𝐴 = {𝑟
1
,

𝑟
2
, . . . , 𝑟

𝑁
}, where 𝑁 indicates the scale of the population

and 𝑟
𝑖
represents a CQA in it. An evolution process of the

algorithm in this paper consists of three basic operations,
including clone, immune genetic variation, and immune
selection. Clone operation (𝑇

𝑐
) clones each antibody and the

clone scale is decided by the channel affinity value of the
antibody. Immune genetic variation (𝑇

𝑚
) will increase the

diversity of population information. The immune selection
operation (𝑇

𝐼
) chooses from all antibodies generated by the

former two operations according to their channel affinity and
get the optimal CQA. Then compare them with the original
𝑁 elite antibody 𝑟󸀠󸀠

𝑖0
[25], 𝑖 = 1, 2, . . . , 𝑁 in immune memory

set 𝑆
𝑚
[26]. Meanwhile, it forms the new population of next

generation. Thus an evolution process can be described as

𝐴 (𝑡)
Clone Operation (𝑇𝑐)

󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀→ 𝐴
󸀠
(𝑡)

Immune Genetic Variation (𝑇𝑚)

󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀→

𝐴
󸀠󸀠
(𝑡)

Immune Selection (𝑇𝐼)
󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀󳨀→ 𝐴 (𝑡 + 1) .

(10)

After this operation, we need to do full interference cross to
the new operation𝐴(𝑡+1) and continue returning to the next,
in case that the evolution still did not meet the termination
conditions.

4.2.1. Cloning Operation. A self-adaptive clone operation is
proposed in [23]:

𝑇
𝑐
(𝐴 (𝑡)) = {𝑇

𝑐
(𝑟

1
) , 𝑇

𝑐
(𝑟

2
) , . . . , 𝑇

𝑐
(𝑟

𝑁
)} , (11)

where 𝑇
𝑐
(𝑟

𝑖
) = 𝐸

𝑖
× 𝑟

𝑖
, 𝑖 = 1, 2, . . . , 𝑁 and 𝐸

𝑖
is a unit row

vector with 𝑞
𝑖
columns, while 𝑞

𝑖
indicates the clone scale of

the CQA and is decided by the equation as follows:

𝑞
𝑖
= [[
[
[

𝑁
𝑐
×

𝑄 (C
𝑖
)

∑
𝑁

𝑗=1
𝑄(C

𝑗
)

]
]
]
]

, (12)



International Journal of Distributed Sensor Networks 5

where 𝑁
𝑐
> 𝑁. It can be concluded from (12) that if the

channel affinity of a specific CQA is greater than that of
the others in the population, then corresponding clone scale
will be larger. Thus this clone strategy guarantees that the
more excellent an antibody is, the more resource it will get,
and this will obviously drive the algorithm to evolve towards
the optimal solution much more quickly. Once the clone
operation is completed, the population 𝐴(𝑡) is expanded to
have the following form:

𝐴
󸀠
(𝑡) = {𝐴 (𝑡) , 𝐴

󸀠

1
(𝑡) , . . . , 𝐴

󸀠

𝑁
(𝑡)} , (13)

where,

𝐴
󸀠

𝑖
(𝑡) = {𝑟

𝑖1
(𝑡) , 𝑟

𝑖2
(𝑡) , . . . , 𝑟

𝑖𝑞𝑖−1
(𝑡)} ,

𝑟
𝑖𝑗
(𝑡) = 𝑟

𝑖
(𝑡) , 𝑗 = 1, 2, . . . , 𝑞

𝑖−1
.

(14)

4.2.2. Immune Genetic Variation. MQICA algorithm imple-
ments a single-gene mutation on every triploid chromo-
some during the evolution. Compared with full-gene muta-
tion, it has been proved in the literature [27] that single-
gene mutation can dramatically improve the search effi-
ciency of the algorithm. Denote 𝑟𝑡

𝑧
as a CQA in 𝐴󸀠

𝑖
(𝑡) =

{𝑟
𝑖1
(𝑡), 𝑟

𝑖2
(𝑡), . . . , 𝑟

𝑖𝑞𝑖−1
(𝑡)} which is generated by clone opera-

tion on the 𝑖th CQA of population𝐴(𝑡). Choose the 𝑗th allele
[𝑥

𝑡

𝑧𝑗
𝛼
𝑡

𝑧𝑗
𝛽
𝑡

𝑧𝑗
]
𝑇

randomly from 𝑟
𝑡

𝑧
and perform two kinds of

Gaussian mutation on it:

𝑥
𝑡+1,𝜛

𝑧𝑗
= 𝑁(𝜇

𝑡,𝜛

𝑧𝑗
, (𝛿

𝑡,𝜛

𝑧𝑗
)
2

)

=

{{{{

{{{{

{

𝑥
𝑡

𝑧𝑗
+ 𝑁(0,

󵄨󵄨󵄨󵄨󵄨
𝛼
𝑡

𝑧𝑗

󵄨󵄨󵄨󵄨󵄨

2

) , 𝜛 = 𝛼,

𝑥max − 𝑥min
2

+ 𝑁(0,

󵄨󵄨󵄨󵄨󵄨
𝛽
𝑡

𝑧𝑗

󵄨󵄨󵄨󵄨󵄨

2

𝜒
) , 𝜛 = 𝛽.

(15)

𝜒 is a variable. After the Gaussian mutation, 𝑥𝑡+1,𝜛
𝑧𝑗

might
exceed the interval [0, 1). To avoid it, redefine 𝑥𝑡+1,𝜛

𝑧𝑗
as fol-

lows:

𝑥
𝑡+1,𝜛

𝑧𝑗
=

{{{{

{{{{

{

𝑘 − 1

𝑘
, 𝑥

𝑡+1,𝜛

𝑧𝑗
> 1,

0, 𝑥
𝑡+1,𝜛

𝑧𝑗
< 0,

𝑁(𝜇
𝑡,𝜛

𝑧𝑗
, (𝛿

𝑡,𝜛

𝑧𝑗
)
2

) , others.

(16)

Gaussian mutation consists of two operations: one per-
forms a local search around the current solution with a vari-
ance of |𝛼𝑡

𝑧𝑗
|
2, another performs a wide-range search around

the mean value with a variance of |𝛽𝑡
𝑧𝑗
|
2

/𝜒 lest the algo-
rithm converges to a local optimal solution.

After the Gaussian mutation indicated by (15) and (16),
the algorithm will calculate the channel affinity of the new
antibody and compare it with the original one, that is, to
decide which one is better between the two feasible solutions
(𝑥

𝑡+1

𝑧0
, . . . , 𝑥

𝑡+1,𝜛

𝑧𝑗
, . . . , 𝑥

𝑡+1

𝑧,𝑚−1
) and (𝑥𝑡

𝑧0
, . . . , 𝑥

𝑡

𝑧𝑗
, . . . , 𝑥

𝑡

𝑧,𝑞𝑖−1
). If

the Gaussian mutation does improve the quality of the
antibody, replace 𝑥𝑡,𝜛

𝑧𝑗
with 𝑥𝑡+1,𝜛

𝑧𝑗
, and keep the probability of

0

1

−1

−1

𝛽ij

𝛼ij

Δ𝜃ij

x

y

1

Figure 2: Sketch map of QRD operation.

𝑥
𝑡,𝜛

𝑧𝑗
unchanged, that is, 𝛼𝑡+1

𝑧𝑗
= 𝛼

𝑡

𝑧𝑗
, 𝛽𝑡+1

𝑧𝑗
= 𝛽

𝑡

𝑧𝑗
. Otherwise, the

Gaussian mutation has no effect and the probability indica-
ting that the current solution is optimal should be increased.
Quantum Rotation Door (QRD) is adopted to update |𝛼𝑡

𝑧𝑗
|
2

and |𝛽𝑡
𝑧𝑗
|
2: the former will be decreased and the latter will

be correspondingly increased after the rotation operation.
Assume that the step size of the rotation is Δ𝜃𝑡

𝑧𝑗
, the newly

generated 𝛼𝑡+1
𝑧𝑗

and 𝛽𝑡+1
𝑧𝑗

are decided by (17)

[
𝛼
𝑡+1

𝑧𝑗

𝛽
𝑡+1

𝑧𝑗

] = [
cos (Δ𝜃𝑡

𝑧𝑗
) − sin (Δ𝜃𝑡

𝑧𝑗
)

sin (Δ𝜃𝑡
𝑧𝑗
) cos (Δ𝜃𝑡

𝑧𝑗
)
] [
𝛼
𝑡

𝑧𝑗

𝛽
𝑡

𝑧𝑗

] . (17)

During the evolution, the probability of composite vector
(𝛼

𝑡

𝑧𝑗
, 𝛽

𝑡

𝑧𝑗
)will approach gradually towards 𝑦-axis, shown as in

Figure 2:

(1) If (𝛼𝑡
𝑧𝑗
, 𝛽

𝑡

𝑧𝑗
) lies in the first or the third quadrant, an

anticlockwise rotation is needed and Δ𝜃𝑡
𝑧𝑗
is positive.

(2) If (𝛼𝑡
𝑧𝑗
, 𝛽

𝑡

𝑧𝑗
) lies in the second or the fourth quadrant,

a clockwise rotation is needed and Δ𝜃𝑡
𝑧𝑗
is negative.

(3) If (𝛼𝑡
𝑧𝑗
, 𝛽

𝑡

𝑧𝑗
) lies exactly on 𝑦-axis, the algorithm has

converged and the current feasible solution is the
optimal one.

To sum up, Δ𝜃𝑡
𝑧𝑗
is realized as follows:

Δ𝜃
𝑡

𝑧𝑗
= sgn (𝛼𝑡

𝑧𝑗
𝛽
𝑡

𝑧𝑗
) Δ𝜃 exp(−

󵄨󵄨󵄨󵄨󵄨
𝛽
𝑡

𝑧𝑗

󵄨󵄨󵄨󵄨󵄨

2

󵄨󵄨󵄨󵄨󵄨
𝛼𝑡
𝑧𝑗

󵄨󵄨󵄨󵄨󵄨

2

+ 𝑁
𝑞
/𝑁

𝑠

) , (18)

where sgn(⋅) is a sign function used to control the direction of
the rotation, thus to make sure that the algorithm will finally
converge to an optimal solution. Δ𝜃 means the maximum
rotation angle in a single rotation operation. Current proba-
bility |𝛼𝑡

𝑧𝑗
|
2, |𝛽𝑡

𝑧𝑗
|
2 as well as 𝑁

𝑞
/𝑁

𝑠
is employed to control
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the rotation dimension, or that is to say, to adjust the
evolutionary speed in case of precocity of an antibody: 𝑁

𝑞

represents the total number of CQAs in 𝐴󸀠
(𝑡), that is, 𝑁

𝑞
=

∑
𝑁

𝑖=1
𝑞
𝑖
and 𝑁

𝑠
indicates how stable the current population

𝐴(𝑡) is. After every operation, including Gaussian mutation
and crossover, whichmay update𝑥𝑡

𝑖𝑗
,𝑁

𝑠
should be recalculate

as follows:

𝑁
𝑠
=

{{{{{

{{{{{

{

𝑁
𝑠
+ 1, 𝑥

𝑡+1

𝑖𝑗
= 𝑥

𝑡

𝑖𝑗
, 𝑖 = 1, 2, . . . , 𝑁,

𝑗 = 0, 1, . . . , 𝑚 − 1,

1, 𝑥
𝑡+1

𝑖𝑗
̸=𝑥

𝑡

𝑖𝑗
, 𝑖 = 1, 2, . . . , 𝑁,

𝑗 = 0, 1, . . . , 𝑚 − 1.

(19)

4.2.3. Immune Selecting Operation. There shall form a new
population:

𝐴
󸀠󸀠
(𝑡) = {𝐴 (𝑡) , 𝐴

󸀠󸀠

1
(𝑡) , . . . , 𝐴

󸀠󸀠

𝑁
(𝑡)} (20)

after the immune genetic variation wherein

𝐴
󸀠󸀠

𝑖
(𝑡) = {𝑟

󸀠󸀠

𝑖1
(𝑡) , 𝑟

󸀠󸀠

𝑖2
(𝑡) , . . . , 𝑟

󸀠󸀠

𝑖𝑞𝑖−1
(𝑡)} , 𝑖 = 1, 2, . . . , 𝑁.

(21)

For each CQA in population 𝐴
󸀠󸀠
(𝑡) derived from

immune manipulation operation, we firstly map 𝑋 = [𝑥
0
,

𝑥
1
, . . . , 𝑥

𝑚−1
] ∈ 𝑅

𝑚 to channel selection scheme C = [𝑐
𝑠0
,

𝑐
𝑠1
, . . . , 𝑐

𝑠𝑚−1
] ∈ 𝑍

𝑚. Then compare them with original 𝑟󸀠󸀠
𝑖0
in

𝑆
𝑚
on the basis of channel affinity. For all 𝑖 = 1, 2, . . . , 𝑁, if

exists

C
𝑏𝑖
(𝑡) = {C

𝑟
󸀠󸀠
𝑖𝑗
(𝑡) | max𝑄(C

𝑟
󸀠󸀠
𝑖𝑗
) , 𝑗 = 0, 1, 2, . . . , 𝑞

𝑖
− 1}

(22)

making 𝑄(C
𝑟𝑖
) < 𝑄(C

𝑏𝑖
), 𝑖 = 1, 2, . . . , 𝑁, then 𝑟

󸀠󸀠

𝑖0
(𝑡 +

1) = 𝑏
𝑖
(𝑡), otherwise 𝑟󸀠󸀠

𝑖0
(𝑡 + 1) remains unchanged as 𝑟󸀠󸀠

𝑖0
(𝑡).

Immune selection operation selects the optimal CQA from
all the antibodies generated by clone operation and immune
manipulation operation as well as the immune memory set
𝑆
𝑚
to form a brand new population. After the operation is

down, we can get not only new immune memory set 𝑆
𝑚
but

also the new generation of CQA population 𝐴(𝑡 + 1).

4.2.4. Full Interference Crossover. To make full use of the
information of all CQAs in the population, thus to guarantee
that new antibodies will be generated in case of antibody
precocity, which may cause the algorithm converge to a local
optimal solution, a full interference crossover strategy [28] is
adopted in this paper. Denote the 𝑗th allele in the 𝑖th antibody
before and after the crossover operation to be 𝐴

𝑖𝑗
and 𝐵

𝑖𝑗

respectively; the relationship between𝐴
𝑖𝑗
and 𝐵

𝑖𝑗
can then be

revealed as 𝐵
𝑖𝑗
= 𝐴

[(𝑖+𝑗)%𝑁][𝑗]
. A simple example is shown in

Tables 1(a) and 1(b) to help understand when the population
scale is set to 𝑁 = 5, and the number of the monitoring
sensors and current available channels is set to 𝑚 = 8 and
𝑘 = 5, respectively.

Table 1: (a) Group information before the crossing. (b) Group
information after the crossing.

(a)

NO.0: 𝐴
00

𝐴
01

𝐴
02

𝐴
03

𝐴
04

𝐴
05

𝐴
06

𝐴
07

NO.1: 𝐴
10

𝐴
11

𝐴
12

𝐴
13

𝐴
14

𝐴
15

𝐴
16

𝐴
17

NO.2: 𝐴
20

𝐴
21

𝐴
22

𝐴
23

𝐴
24

𝐴
25

𝐴
26

𝐴
27

NO.3: 𝐴
30

𝐴
31

𝐴
32

𝐴
33

𝐴
34

𝐴
35

𝐴
36

𝐴
37

NO.4: 𝐴
40

𝐴
41

𝐴
42

𝐴
43

𝐴
44

𝐴
45

𝐴
46

𝐴
47

(b)

NO.0: 𝐴
00

𝐴
11

𝐴
22

𝐴
33

𝐴
44

𝐴
05

𝐴
16

𝐴
27

NO.1: 𝐴
10

𝐴
21

𝐴
32

𝐴
43

𝐴
04

𝐴
15

𝐴
26

𝐴
37

NO.2: 𝐴
20

𝐴
31

𝐴
42

𝐴
03

𝐴
14

𝐴
25

𝐴
36

𝐴
47

NO.3: 𝐴
30

𝐴
41

𝐴
02

𝐴
13

𝐴
24

𝐴
35

𝐴
46

𝐴
07

NO.4: 𝐴
40

𝐴
01

𝐴
12

𝐴
23

𝐴
34

𝐴
45

𝐴
06

𝐴
17

4.3. Algorithm Description. Based on the discussion, the
process of MQICA is described as follows.

Step 1. Set algorithm parameters and initialize population
𝐴(0). Calculate the initial channel affinity of each CQA in the
population, that is, the Quality of Monitoring (QoM).

Step 2. Calculate the clone scale of each CQA according to
(12) and then execute clone operation. After this step,𝐴󸀠

(𝑡) is
obtained.

Step 3. Do mutation operation on 𝐴󸀠
(𝑡), and get 𝐴󸀠󸀠

(𝑡).

Step 4. Do immune selection, and those selected antibodies
constitute the new population 𝐴(𝑡 + 1).

Step 5. Calculate the channel affinity of each CQA in the new
population as well as the evolutionary entropy of the popula-
tion: if the former does not change any more and the latter
tends to be close to zero infinitely or 𝑡 > 𝑡max, the algorithm
has already approximately converged, otherwise, crossover
operation is applied to 𝐴(𝑡 + 1) and jump to Step 2.

The pseudo code of the algorithm is also given in
Pseudocode 1.

5. Performance Analysis of MQICA

We will firstly prove that MQICA, just like traditional QICA,
has a dramatic ability on global optimization searching. And
in next chapter, lots of experiments are given to further
identify the outstanding performance of MQICA, especially
on MQoM problems.

Lemma 6. The population sequence {𝐴
𝑡
, 𝑡 ≥ 0}, generated

by the evolutionary process of MQICA, is a stochastic process
with discrete parameters and constitutes a time homogeneous
Markov chain.

Proof. Suppose that the state space of a single CQA isΩ, 𝐴 =
{𝑟

1
, 𝑟

2
, . . . , 𝑟

𝑁
} represents the population where 𝑟

𝑖
responds to
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Input: the sniffer set 𝑆 = {𝑠
1
, 𝑠

2
, . . . , 𝑠

𝑚
}, channel set

𝐶 = {𝑐
1
, 𝑐

2
, . . . , 𝑐

𝑘
}, user set

𝑈 = {𝑢
1
, 𝑢

2
, . . . , 𝑢

𝑛
}, 𝑐 (𝑢

𝑗
) and 𝑝

𝑢𝑗
(𝑗 = 1, 2, . . . , 𝑛),

the iterative terminal entropy 𝜀 and the maximum iterations 𝑡max.
Output: the channel allocation vector C.

(1) 𝑟
𝑖
(𝑡) ← Generate initial population, 1 ≤ 𝑖 ≤ 𝑁, 𝑡 = 0;

(2) Domappings between antibody to channel, calculate the
evolutionary entropy of each CQA and get𝐻(𝑋

𝑟𝑖
);

(3) 𝑄
𝑖
(𝑡) ← function(C

𝑟𝑖
); /∗compute the channel

affinity of each antibody according to (2)∗/
(4) 𝑟

󸀠󸀠

𝑖0
(𝑡) ← 𝑟

𝑖
(𝑡) /∗copy the original message to 𝑆

𝑚
∗/

(5) do {
(6) 𝐴

󸀠
(𝑡) ← 𝐴(𝑡); /∗ clone operation∗/

(7) 𝐴
󸀠󸀠
(𝑡) ← 𝐴

󸀠
(𝑡); /∗immune genetic variation∗/

(8) Update immune memory set 𝑆
𝑚
;

(9) /∗immune selection operation∗/
(10) 𝐴(𝑡 + 1) ← 𝑆

𝑚
;

(11) 𝑄
∗
= max(𝑄

𝑖
(𝑡)); /∗choose the max value∗/

(12) Calculate the evolutionary entropy update𝐻(𝑋
𝑟𝑖
);

(13) if ((𝑡 < 𝑡max) | (∑
𝑁

𝑖=1
𝐻(𝑋

𝑟𝑖
) > 𝜀)) then

(14) 𝑡 = 𝑡 + 1;
(15) Do full interference cross and update 𝐴(𝑡);
(16) end;}
(17) while ((𝑡 < 𝑡max) | (∑

𝑁

𝑖=1
𝐻(𝑋

𝑟𝑖
) > 𝜀));

Pseudocode 1

the 𝑖th antibody in 𝐴 and 𝑁 is the population scale. 𝑟
𝑖
∈ Ω,

𝐴 ∈ Ω
𝑁. During the evolution process, all CQAs are discrete.

𝑋 = ⌊C/𝑘⌋ ∈ {0, 1/𝑘, . . . , (𝑘 − 1)/𝑘} describes the channel
selection scheme. If the quantity of the CQA in population𝐴
is𝑚,Ω = {0, 1/𝑘, . . . , (𝑘 − 1)/𝑘}

𝑚
∉ 𝜙. So the population state

space should be |Ω𝑁
| = 𝑘

𝑁𝑚, that is, the state space during the
evolution is finite. According to literature [29], denote 𝛿 to
be the minimum 𝜎-algebra generated by all cylinder set of Ω
and 𝑃 to be a real-value measure function defined in (Ω, 𝛿),
and thus the probability space of an CQA can be expressed
as (Ω, 𝛿, 𝑃) and the probability space of MQICA should be
defined as (Ω𝑁

, 𝛿, 𝑃). As a result, {𝐴(𝑡), 𝑡 ≥ 0}, defined in
state space (Ω, 𝛿, 𝑃), is a stochastic sequence with discrete
parameter and will change with 𝑡, the evolutionary times of
our algorithm. Obviously, when the state space is replaced by
(Ω

𝑁
, 𝛿, 𝑃), the conclusion previously mentioned still holds.
Furthermore, the operations adopted in MQICA, includ-

ing clone (𝑇
𝑐
), immune gene manipulation (𝑇

𝑚
& 𝑇

𝑒
), and

immune selection (𝑇
𝐼
), guarantee that𝐴(𝑡 + 1) is only related

to 𝐴(𝑡). So {𝐴(𝑡), 𝑡 ≥ 0} is time homogeneous Markov chain
in state space (Ω𝑁

, 𝛿, 𝑃).

Definition 7. Denote a∗ = C∗as the optimal channel selection
scheme, namely, C∗

= arg max𝑄(a) = arg 𝑄∗, where 𝑄∗ is
the QoM value corresponding to optimal channel selection
scheme. MQICA will converge to global optimal solution
when and only when lim

𝑡→∞
𝑃(𝑄

𝑡
= 𝑄

∗
) = 1.

Lemma 8. The transition probability matrix 𝑀(𝑇
𝑚
), which

indicates that the probability for a CQA in clone group 𝐴󸀠
(𝑡)

changes its state from Λ𝜇 to Λ𝜆 after the MQICA mutation
operation 𝑇

𝑚
, is strictly positive.

Proof. For Gaussian mutation operation 𝐺, shown in (15),

assume that after the mutation 𝑥𝑡+1
𝑧𝑗

= {
𝑥
𝑡+1,𝛼
𝑧𝑗

𝑥
𝑡+1,𝛽

𝑧𝑗

, the probability

for 𝑥𝑡
𝑧𝑗
to mutate to 𝑥𝑡+1,𝛼

𝑧𝑗
should be

𝐺(𝑥
𝑡

𝑧,𝑗
, 𝑥

𝑡+1,𝛼

𝑧,𝑗
)

= ∫

𝑥
𝑡+1,𝛼
𝑧,𝑗

𝑥
𝑡
𝑧,𝑗

(
1

√2𝜋
󵄨󵄨󵄨󵄨󵄨
𝛼𝑡
𝑧,𝑗

󵄨󵄨󵄨󵄨󵄨

⋅ exp(−
(𝑥 − 𝑥

𝑡+1,𝛼

𝑧,𝑗
)
2

𝜋
󵄨󵄨󵄨󵄨󵄨
𝛼𝑡
𝑧,𝑗

󵄨󵄨󵄨󵄨󵄨

2
)) ⋅ 𝑑𝑥

> 0.

(23)

By the same token, the probability for 𝑥𝑡
𝑧𝑗
to mutate to 𝑥𝑡+1,𝛽

𝑧𝑗

should be

𝐺(𝑥
𝑡

𝑧,𝑗
, 𝑥

𝑡+1,𝛽

𝑧,𝑗
)

= ∫

𝑥
𝑡+1,𝛽

𝑧,𝑗

𝑥
𝑡
𝑧,𝑗

(
1

√2𝜋
󵄨󵄨󵄨󵄨󵄨
𝛽𝑡
𝑧,𝑗

󵄨󵄨󵄨󵄨󵄨

⋅ exp(−
(𝑥 − 𝑥

𝑡+1,𝛽

𝑧,𝑗
)
2

𝜋
󵄨󵄨󵄨󵄨󵄨
𝛽𝑡
𝑧,𝑗

󵄨󵄨󵄨󵄨󵄨

2
)) ⋅ 𝑑𝑥

> 0.

(24)
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Because these two Gaussian mutations are independent, so
the probability of state transition from x

𝜇
to x

𝜆
after this

operation would be

𝐺(x
𝜇
, x

𝜆
) = 𝐺 (𝑥

𝑡

𝑧,𝑗
, 𝑥

𝑡+1

𝑧,𝑗
)

= 𝐺 (𝑥
𝑡

𝑧,𝑗
, 𝑥

𝑡+1,𝛼

𝑧,𝑗
) ⋅ 𝐺 (𝑥

𝑡

𝑧,𝑗
, 𝑥

𝑡+1,𝛽

𝑧,𝑗
) > 0.

(25)

When the state of 𝛼 in a specific allele of an antibody is
changed from 𝑎

𝜆
to 𝑎

𝜇
by QRD operation, the state transition

probability 𝑈(𝑎
𝜇
, 𝑎

𝜆
) > 0. Thus,

𝑚
𝜇𝜆
(𝑇

𝑚
) = 𝐺 (x

𝜇
, x

𝜆
) × (1 − 𝑈 (𝑎

𝜇
, 𝑎

𝜆
))

+ (1 − 𝐺 (x
𝜇
, x

𝜆
)) × 𝑈 (𝑎

𝜇
, 𝑎

𝜆
) > 0,

(26)

and obviously the transition probability matrix 𝑀(𝑇
𝑚
) is

strictly positive.

Lemma 9. The state transition matrix 𝑃 for MQICA is a
regular one.

Proof. The state transition process of the population inΩ𝑁 is
described by the following four operations: 𝑇

𝑐
, 𝑇

𝑚
, 𝑇

𝐼
, and

𝑇
𝑒
. Denote 𝑇 to be 𝑇 = 𝑇

𝑐
⋅ 𝑇

𝑚
⋅ 𝑇

𝐼
⋅ 𝑇

𝑒
, and as a result,

𝑟
𝑖
(𝑡 + 1) = 𝑇[𝑟

𝑖
(𝑡)] = 𝑇

𝑐
⋅ 𝑇

𝑚
⋅ 𝑇

𝐼
⋅ 𝑇

𝑒
[𝑟

𝑖
(𝑡)]. Assume that the

state of the population was transferred from Λ𝜇 to Λ𝜆 after
the 𝑡th iteration, where Λ𝜇,Λ𝜆 ⊆ Ω𝑁. So the state transition
probability of MQICA is

𝑝
𝜇𝜆
(𝑡) = 𝑝 {𝐴 (𝑡 + 1) = 𝑌 | 𝐴 (𝑡) = 𝑊} = 𝑝 (𝑌 | 𝑊)

=

𝑁

∏

𝑖=1

{

{

{

𝑝 {𝑇
𝑐
(𝑟

𝑖
(𝑡))} ×

𝑞𝑖−1

∏

𝑗=1

𝑝 {𝑇
𝑚
(𝑟

𝑖𝑗
(𝑡))} ⋅ 𝑝

𝑚

×

𝑡

∏

𝜂=1

𝑝 {𝑇
𝐼
(𝑟

𝜆𝑖
(𝑡 + 1) = 𝑟

𝜇𝑖
(𝑡))}

×𝑝 {𝑇
𝑒
(𝑟

𝜇𝑖
(𝑡 + 1))} ⋅ 𝑝

𝑐

}

}

}

,

(27)

where,

𝑝 {𝑇
𝑐
(𝑟

𝑖
(𝑡))} =

𝑄 (C
𝑖
)

∑
𝑁

𝑗=1
𝑄(C

𝑗
)
> 0,

𝑝 {𝑇
𝑚
(𝑟

𝑖𝑗
(𝑡))} = 𝑚

𝜇𝜆
(𝑇

𝑚
) ≥ 0.

(28)

Because the full interference cross has fixed relationships,
that is, 𝑝{𝑇

𝑒
(𝑟

𝜇𝑖
(𝑡 + 1))} = 1, the lemma can be proved with

the following three conditions.

Condition 1. When 𝑄(C
𝜇𝑖
) < 𝑄(C

𝜆𝑖
),

𝑝 {𝑇
𝐼
(𝑟

𝜆𝑖
(𝑡 + 1) = 𝑟

𝜇𝑖
(𝑡))} = 1. (29)

Condition 2. When 𝑄(C
𝜇𝑖
) > 𝑄(C

𝜆𝑖
),

𝑝 {𝑇
𝐼
(𝑟

𝜆𝑖
(𝑡 + 1) = 𝑟

𝜇𝑖
(𝑡))} = 0. (30)

Condition 3. When 𝑄(C
𝜇𝑖
) = 𝑄(C

𝜆𝑖
), the evolutionary

entropy of the CQA satisfies𝐻(𝑋) → 0; in other words, the
algorithm should be converged and 𝑝

𝜇𝜆
(𝑡) = 𝑝

𝜇𝜇
(𝑡) = 1, and

the state transition probability ofMQICA can be summarized
as

𝑝
𝜇𝜆
(𝑡) > 0, s.t. 𝑄 (C

𝜇𝑖
) ≤ 𝑄 (C

𝜆𝑖
) ,

𝑝
𝜇𝜆
(𝑡) = 0, s.t. 𝑄 (C

𝜇𝑖
) > 𝑄 (C

𝜆𝑖
) .

(31)

Obviously, 𝑃 ≥ 0 and ∃𝑡 that makes 𝑃𝑡
> 0. Thus 𝑃 is a is

regular matrix.

Lemma 10. The Markov chain derived from MQICA is
ergodic.

Proof. Lemma 9 indicates that the state transition matrix 𝑃
for MQICA is regular, and because the Markov cycle is 1,
based on the basic Markov limit theorem, a unique limit
lim

𝑡→∞
𝑃
𝑡
= 𝑃

∗ must exist. Because 𝑃∗
> 0, so the homo-

geneous Markov chain is nonzero and recurrent, thus any
state in this chain would have an only limit distribution with
a probability that is greater than zero regardless of how the
population is initialized. As a result, MQICA can start from
state 𝑖 to state 𝑗 within limited time; that is, when 𝑡 → ∞,
this Markov chain could traverse the whole state space.

Lemma 11. MQICA converges to the global optimal solution
on a probability of 1.

Proof. MQICA adopts a so-called survival of the fittest strat-
egy, which means that the channel affinities of this Markov
sequence, generated by the evolution, are monotone and will
not decrease. Λ∗ ⊆ Ω𝑁 represents the population containing
the global optimal antibody r∗.C∗ denotes the global optimal
channel selection scheme, while 𝑄

∗ denotes the global
optimal channel affinity. Since the evolution process would
not degenerate, Λ∗ is a closed set and will be always in an
attractive state, which means that for all 𝑖 ∈ Λ∗, ∑

𝑗∈Λ
∗ 𝑝

𝑖𝑗
=

1 always holds. So once the state of the population 𝐴
𝑡
is

changed to Λ∗, there would be no chance for the population
to enter other state.

Based on the basic Markov limit theorem, MQICA will
definitely reach state Λ∗ after limited steps 𝑡

𝑐
if only the state

transition matrix 𝑃 is regular and the corresponding Markov
chain is ergodic, which have been proved by Lemmas 9 and
10. Thus, the following equation is satisfied:

lim
𝑡→∞

𝑃 (𝑄 (𝑡) = 𝑄
𝑡𝑐
= 𝑄

∗
) = 1. (32)
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Table 2: Parameters setting.

𝑁 𝑝
𝑚

𝑝
𝑐

𝑁
𝑐

𝜒 𝜀 𝑡max

10 0.5 0.88 15 3 10−5 1000

This indicates that MQICA converges to the global
optimal solution on a probability of 1.

6. Experiment Results

6.1. Simulations. In this paper, we conduct extensive exper-
iments to validate the effectiveness of the algorithm. The
program is run on a PC with Intel(R) Core(TM)2 CPU
@2.40GHz, 2GBmemory.The software platform isWindows
XP. Table 2 lists the parameters of MQICA.

𝑁 is the population scales. Large 𝑁 can promote the
searching ability of the algorithm, meanwhile extend the
running time of program. The other parameters are all set
as the experiential value for MQICA applications, and the
experiments result also shows the validity in this case.

From Section 5 we have known the validity of the pro-
posed algorithm,MQICA, in solvingmultichannel allocation
problems.Nowamass of experiment results also elaborate the
effectiveness in another way. Firstly, we tentatively do three
different experiments 5 times, respectively, according to the
size. For small scale,𝑚 = 3, 𝑘 = 2, 𝑛 = 25; for medium scale,
𝑚 = 12, 𝑘 = 6, 𝑛 = 200; for large scale, 𝑚 = 12, 𝑘 = 9,
𝑛 = 1000. The experiment results are shown in Figures 3(a),
3(b), and 3(c). As can be seen from the graph, no matter how
initialization is, MQICA will eventually well converge to the
same optimal solution.

Secondly, in order to validate the correctness of the algo-
rithm and eliminate the possibility of local optimal solution,
we take traversal method for the small scale monitoring
network. Ergodic results are shown as follows: 1.1, 1.1, 0.8,
0.767, 1.15, 1.15, 0.767, and 0.75. Obviously, MQICA can
quickly find the optimal solution in small time. For medium
and large scale, we both do the test fifty times. The results are
expressed in Tables 3 and 4.

From Table 3, During 50-times experiment, we can see
that initial channel scheme is random so the initial QoM
value is not optimal. But after a certain number of iterations,
the network monitoring quality has been converged to or
close to the optimal value of 9.345. Similarly, Table 4 shows
that the algorithm can still do a better performance for the
distribution of channel options under lager networks.

Now we can easily conclude that MQICA will generate a
good performance in channel allocation problems. It can be
quickly uniform convergence to the optimal solution when
the size of monitoring networks is small or moderate. If
the scale is large; MQICA can also be better converged to
the optimal or near optimal solution in most cases. These
experimental results have proved the effectiveness of the
proposed algorithm from various scales.

We also evaluate the performance of MQICA comparing
three baseline algorithms.

Table 3: Result for medium scale.

ID 𝑄
0

𝑄
∗ Times

1 2.439 9.345 473
2 2.536 9.345 431
3 6.304 9.345 487
4 9.003 9.345 375
5 8.604 9.345 510
6 6.966 9.345 457
7 7.444 9.171 218
8 8.046 9.345 324
9 8.667 9.345 321
10 8.856 9.345 78
11 8.871 9.345 310
12 2.122 9.345 454
13 7.164 9.345 356
14 2.439 9.345 409
15 6.304 9.345 326
16 2.536 9.345 245
17 8.667 9.345 265
18 4.350 9.345 351
19 9.345 9.345 0
20 2.122 9.345 456
21 7.164 9.345 328
22 8.604 9.345 91
23 9.003 9.345 103
24 5.438 9.345 501
25 2.536 9.171 365
26 5.473 9.345 141
27 3.180 9.345 265
28 2.439 9.345 454
29 8.992 9.345 263
30 8.646 9.003 453
31 3.857 9.345 261
32 2.122 9.345 356
33 7.444 9.345 452
34 2.597 9.345 365
35 2.122 9.345 532
36 8.367 9.345 269
37 6.304 9.345 462
38 7.146 9.345 254
39 8.171 9.345 56
40 3.200 9.345 495
41 9.003 9.345 321
42 5.251 9.345 256
43 3.062 9.345 518
44 6.304 9.345 265
45 6.996 9.345 348
46 8.046 9.345 206
47 2.536 9.345 527
48 9.345 9.345 0
49 7.164 9.345 215
50 8.171 9.345 256
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Figure 3: (a) The convergence of small scale. (b) The convergence of medium scale. (c) The convergence of large scale.

Greedy. Select channel for each sniffer to maximize the sum
of transmission probability of its neighbor users.

Linear Programming (LP). Solve the integer programming
problem from formula (4).

Gibbs Sampler. Sniffer computes the local energy of optional
channels and their selection probability, then chooses one
channel according to the probability.

We conducted four sets of experiments, and the number
of optional channels is 2, 6, and 9, respectively. In each

experiment, the four algorithms are compared in different
aspects of performance. The algorithm program runs 30
times to get the average result for evaluation.

In the first set of experiment, 1000 users are distributed in
500 × 500m2 square field as shown in Figure 4; transmission
probability 𝑝

𝑢
∈ [0, 0.06]. The field is partitioned in several

regular hexagon units to construct cellular framework. Each
unit center is equipped with a base station (BS) working on
a certain channel and users in the unit work on the same
channel as BS. Every two adjacent units are on different
channels. For easy to control, 25 sniffers are deployed
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Table 4: Results for large scale.

ID 𝑄
0

𝑄
∗ Times

1 24.150 28.900 684
2 26.367 28.900 596
3 27.200 28.850 352
4 28.900 28.900 0
5 28.250 28.900 152
6 25.850 29.050 715
7 27.417 28.900 254
8 24.533 28.900 561
9 28.450 28.900 215
10 27.250 28.900 325
11 27.200 28.900 387
12 28.467 28.900 152
13 24.533 28.900 356
14 27.050 28.900 261
15 28.700 28.900 164
16 28.150 28.850 92
17 26.900 28.900 364
18 24.533 28.900 259
19 24.750 28.900 381
20 25.850 28.900 681
21 28.267 28.900 154
22 24.750 29.050 296
23 27.200 28.900 614
24 25.700 28.900 265
25 24.150 28.900 562
26 28.567 28.900 244
27 27.800 29.050 264
28 25.700 28.900 157
29 24.533 28.900 246
30 27.800 28.900 106
31 27.417 28.900 315
32 28.850 28.900 26
33 27.800 29.050 268
34 24.533 28.900 654
35 27.200 28.900 341
36 25.700 28.900 465
37 26.750 28.900 287
38 28.467 28.900 384
39 27.900 29.050 468
40 27.200 28.900 215
41 24.750 28.900 216
42 24.150 28.900 656
43 23.587 28.900 146
44 25.700 28.900 356
45 28.267 28.850 21
46 27.200 28.900 265
47 24.533 28.900 378
48 27.800 28.900 198
49 28.700 28.850 254
50 26.750 28.900 394
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Figure 4: Wireless network topology Hexagonal layout with users
(purple “+”), sniffers (solid dots), and base stations (isosceles
triangles) of each cell (different color representing working on
different channels).

uniformly in the field to form a network to monitor the
communication activities of users in the field. Monitoring
radius of sniffer is 120 meters and 3 optional channels (in
IEEE 802.11.b/g WLAN, there are 3 orthogonal channels, the
1st, 6th, and 11th, with center frequency 2412MHz, 2437MHz,
and 2462MHz). MQICA, LP, Greedy, and Gibbs Sampler
are applied separately to solve the optimal channel selection
scheme for sniffers.The quality of solution (QoM) of the four
algorithms is shown in Figure 5.

As depicted in Figure 5, after 700 iterations, the pro-
posedMQICA algorithm converges to the extremely optimal
solution (QoM = 28.975). LP algorithm takes the second
place with QoM up to 28.105, while Gibbs Sampler and
Greedy algorithm achieve the QoM of 27.048 and 23.893,
respectively. It is shown that the Multiple Quantum Immune
Clone Algorithm improves the convergence rate of other
algorithm effectively and produces a better global searching
ability.

Table 5 demonstrates the statistical results of the three
sets of experiments. Among the four algorithms,MQICA and
Gibbs Sampler both run 20 times in each set of experiments
to get the average optimal solution and its QoM value. As
deterministic methods, LP and Greedy just run once. From
Table 5, we can see that MQICA outperforms LP in three sets
of experiments and evidently better than Gibbs Sampler and
Greedy. Furthermore, MQICA converges fast, with shorter
running time than Gibbs Sample.

6.2. Practical Network Experiment. In this section, we eval-
uate the proposed MQICA algorithm by practical network
experiment based on campus wireless network (IEEE 802.11.b
WLAN). 21 WiFi sniffers were deployed in a building to
collect the user information from 1 pm to 6 pm (over 5 hours).
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Table 5: Statistical results of three sets of experiments.

Experiment no. MQICA Gibbs sampler LP Greedy

Average
optimal QoM

Running time/s
(1000 iter.)

Average
optimal
QoM

Running time/s
(1000 iter.) QoM Running time/s

(1 iter. ) QoM Running time/s
(1 iter. )

1 (2 channels) 27.338 10.616 26.052 28.938 27.105 0.562 22.872 0.093
2 (6 channels) 26.760 11.695 26.261 30.953 26.484 0.812 23.363 0.109
3 (9 channels) 26.263 11.759 26.140 35.031 26.088 0.934 23.481 0.119

Table 6: Parameters setting.

Active probability 0∼0.01 0.01∼0.02 0.02∼0.04
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Figure 5: Performance comparison of the four algorithms in the first
set of experiments (3 optional channels).

Each sniffer captured approximately 320,000 MAC frames.
Totally 622 users were monitored working on 3 orthogonal
channels. The number of users in 1st, 2nd, and 3rd channels
is 349, 118, and 155, respectively. The activity probabilities
(active probability of a user is computed as the percentage
of the user’s active time in a unit time.) of these users were
recorded in Table 6. It is shown that the activity probabilities
ofmost users are less than 1%.The average activity probability
is 0.0026.

Figure 6 depicted the QoM of network with different
number of sniffers. It is clear that the QoM (the number of
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Figure 6: QoM of campus wireless network with different number
of sniffers.

monitored active users) is growing up with the increment of
sniffers (from 5 to 21). Except the experiment with 21 sniffers,
the other sets of experiments were conducted repeatedly with
different sniffers selected randomly from the 21 sniffers, and
the statistical average value of QoM was recorded and shown
in Figure 6. Since the average activity probability is 0.0026,
the largest number of active users is less than 1.7 during every
time slot. By comparing with LP, Gibbs Sampler, and Greedy,
the proposed MQICA exhibits its superiority and feasibility
in the practical network environment.

7. Conclusion

In this paper, we investigate the channel allocation for sniffers
to maximize the Quality of Monitoring (QoM) for wireless
monitoring networks, which is proved to be NP-hard. A
Multiple-Quantum-Immune-Clone-based channel selection
algorithm (MQICA) is put forward to solve the problem.
By theoretical proof and extensive experiments, we demon-
strate that MQICA can solve the channel allocation problem
effectively, and outperform related algorithms evidently with
fast convergence. As an ongoing work, we are reducing
the computation complexity and proving the convergence
performance of algorithm in theory.
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Wireless sensor networks (WSNs) are composed of sensor nodeswith limited energywhich is difficult to replenish.Data aggregation
is considered to help reduce communication overhead with in-network processing, thus minimizing energy consumption and
maximizing network lifetime.Meanwhile, it comeswith challenges for data confidentiality protection.Many existing confidentiality
preserving aggregation protocols have to transfer list of sensors’ ID for base station to explicitly tell which sensor nodes have actually
provided measurement. However, forwarding a large number of node IDs brings overwhelming extra communication overhead.
In this paper, we propose provably secure aggregation scheme perturbation-based efficient confidentiality preserving protocol
(PEC2P) that allows efficient aggregation of perturbed data without transferring any ID information. In general, environmental
data is confined to a certain range; hence, we utilize this feature and design an algorithm to help powerful base station retrieve the
ID of reporting nodes.We analyze the accuracy of PEC2P and conclude that base station can retrieve the sum of environmental data
with an overwhelming probability. We also prove that PEC2P is CPA secure by security reduction. Experiment results demonstrate
that PEC2P significantly reduces node congestion (especially for the root node) during aggregation process in comparison with the
existing protocols.

1. Introduction

Wireless sensor networks (WSNs) integrate microelectro-
mechanical systems (MEMSs) technology, sensor technology,
and communication technology. WSN can sense, transport
and process different environmental data in its deployment
area by hundreds of sensor nodes with limited computation
and energy capacities. WSNs have been extensively used in
military surveillance, environmental monitoring, production
control, and real-time traffic monitoring [1].

Because WSNs are usually deployed in remote, unat-
tended, or even hostile environment, the energy of sensor
nodes is not easy to get replenished. Hence, how to reduce
energy cost and prolong the network lifetime has become key
issues for WSNs [2, 3]. It is generally believed that power
consumption of each sensor node tends to be dominated
by data transmission. According to [4], energy cost of
transmitting a single bit of data is equivalent to that of
800 instructions. Data aggregation [2, 5] mechanisms avoid

transmitting environmental data through in-network process
of summarizing and combining sensor data, thus reducing
the amount of data transmission and effectively maximizing
network lifetime.

Data confidentiality [6–11] is crucial in many WSN
applications, like military surveillance. If data confidentiality
is compromised, the sensitive information collected will be
leaked to adversary. However, there is a conflict between
data aggregation and data confidentiality protocols [12]: data
aggregation prefers to operate on plain data and confiden-
tiality protection requires data to be encrypted. Extensive
secure data aggregation research [6–11, 13–15] has been con-
ducted. Data aggregation protocols usually cannot operate on
encrypted data such that intermediate node has to decrypt
packets received from downstream, aggregate the plaintext
data with its own, encrypt the aggregated result, and forward
to upstream.

Two common approaches to preserve data confiden-
tiality without decryption/encryption are homomorphic



2 International Journal of Distributed Sensor Networks

Cluster

Tree
River

Road

Base stationRelay nodes

ID1, ID2, . . ., ID𝑁, data

Figure 1: An example of environmental surveillance system in battlefield.

encryption [7, 8, 10], and secret perturbation [6, 9, 11].
Homomorphic encryption is an encryption transformation
that allows direct computation on encrypted data. However,
end-to-end security of symmetric homomorphism [7] is
easily compromised if any node is corrupted and the com-
putational cost and communication overhead of asymmetric
homomorphism [8, 10] are not preferable. In comparison,
secret perturbation-based schemes add a perturbation to
the value of each reporting node using shared secret key
with base station (𝐵𝑆). 𝐵𝑆 retrieves the final aggregation
result by removing all these perturbation. Since the key
shared between each node and 𝐵𝑆 is unique, adversary
will not compute other nodes’ sensed data or intermediate
aggregation result if one key is compromised.

𝐵𝑆 has to know which sensor nodes have provided mea-
surement before it can correctly remove the perturbations
brought by these sensor nodes. A straightforward solution
is to require every node participating/not participating in
aggregation process to report its ID, according to the propor-
tion of nodes satisfying 𝐵𝑆’s query.

However, this approach may bring high extra overhead.
Feng et al. [9] proposed a family of secret perturbation-based
schemes that can protect sensor data confidentiality while
trying tominimize the number of ID to be transferred. In FSP
scheme, every sensor node must reply a perturbed actual or
dummy data item, no matter the node has satisfying data or
not. 𝐵𝑆 will simply subtract hash value for every sensor node
to compute final aggregation result, and communication
overhead caused by ID transmission is avoided. However, it
requires all sensor nodes to report data no matter whether
they have data satisfying the query. This may result in high
extra communication overhead when only a small number
of sensor nodes have data to report and communication
overhead caused by extra perturbed data can be much larger
than that of forwarding ID. Hence, in their ideal scheme O-
ASP, aggregating node first has to compute whether over-
head of transmitting ID and perturbed data or overhead of
transmitting all perturbed data is larger. Either way, O-ASP

endures high communication overhead, and it is unrealistic
for each sensor node to know the membership and topology
of the whole network, and it knows whether each of these
nodes has data satisfying each particular query.

Moreover, the transmission of nodes’ ID makes [9, 11]
not suitable for the scenario shown in Figure 1, where we
want to monitor the activities of tanks and battleships, and
there is a long path to travel through before aggregation result
gets to 𝐵𝑆. To achieve this goal, a cluster or a tree of sensor
nodes is deployed in the battlefield, while 𝐵𝑆 is in a secure
location away to collect data reported by sensors. All data
has to be forwarded on a long path from the targeted area
to 𝐵𝑆. For [9, 11], ID list is transmitted such that the energy is
wasted on the long path, and “single point of failure” could
happen if there are not enough nodes on such path. The
application scenarios in military surveillance also include the
case that US army uses REMBASS to collect data (like ground
motion, sound, infrareds, and magnetic fields) and forward
the aggregation result to command center. PEC2P fits in this
scenario and does not have any requirement on the type of
data.

In this paper, we present perturbation-based efficient
confidentiality preserving protocol (PEC2P) which can pro-
tect data confidentiality without transmitting any ID infor-
mation. Generally, we use one-way hash function as pertur-
bation added to the environmental data. Since 𝐵𝑆 usually
has powerful computational capability in WSNs, we propose
to trade computation consumption at 𝐵𝑆 for energy cost of
sensors and introduce a new approach for 𝐵𝑆 to compute and
tell which nodes have actually sensed data and contributed to
the aggregation process after receiving the final aggregation
result. Our approach specifically fits for scenarios where
aggregation result has to travel a long path before arriving
at 𝐵𝑆. In summary, contribution of this paper includes the
following.

(1) We draw attention to the ID-list transmitting problem
in WSNs and propose the first approach which does
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not require forwarding any node ID but computing
and selecting by 𝐵𝑆. As a result, communication over-
head is reduced and reporting nodes’ information is
further hidden.

(2) We avoid using the random number 𝑟 verified by
commonly applied authenticated broadcasting, thus
reducing network delay. Instead, we update the secret
key of all reporting nodes after each data aggregation
to keep indistinguishability from adversary.

(3) We prove that our protocol is CPA secure by security
reduction.

(4) Wemeasure the performance of our protocol through
both theoretic analysis and experiments on TinyOS
[16]. We analyze the accuracy of PEC2P and compare
its communication overhead with existing protocols.

2. Related Work

Girao et al. proposed CDA [7] using symmetric key-based
privacy homomorphic encryption. In their approach, sensor
nodes share a common symmetric key with the 𝐵𝑆 which
is hidden from aggregators, and aggregators can perform
aggregation functions directly on the ciphertext instead of
carrying out costly decryption and encryption operations.
Symmetric homomorphism has the advantage of fast com-
putation. However, secret key is shared among all nodes such
that data confidentiality is lost once a sensor node and its
shared key are compromised.

Mykletun et al. [8] investigated several additive homo-
morphic public-key encryption schemes and their applica-
bility to WSNs. In general, these schemes preload public
key in sensor nodes and aggregate encrypted data. Then 𝐵𝑆

can decrypt aggregation result by its secret key. Albath and
Madria [10] proposed an ECC-ElGamal based homomorphic
encryption scheme to achieve confidentiality for in-network
aggregation inwireless sensor networks. Even if the adversary
compromises a node and obtains the public key, it cannot
obtain the plaintext of intermediate aggregation results.
Hence, public key-based homomorphic encryption schemes
are resilient to node compromise attacks. However, the
computational cost and communication overhead of public
key encryption scheme are not quite tolerable for WSNs,
especially when sensors are collecting diverse statistics (like
temperature, humidity, and pressure).

Castelluccia et al. [6] first proposed an additively homo-
morphic encryption scheme which simply adds secret key 𝑘

to environmental data 𝑥 as ciphertext 𝑐 = 𝑥 + 𝑘. Each node
has a unique secret key such that one node’s corruption does
not affect the data confidentiality of other nodes. Castelluccia
et al. [11] improved their scheme in [11] by proposing a simple
and provably secure encryption scheme that allows efficient
additive aggregation of encrypted data. Each reporting node
𝑖 encrypts plaintext data 𝑚

𝑖
as: 𝑐

𝑖
= 𝑚

𝑖
+ ℎ(𝑓

𝑒𝑘𝑖
(𝑟)). The

security of their scheme is based on the indistinguishability
property of a pseudorandom function (PRF). However, ID-
list of sensors has to be transferred and cannot be aggregated.

Feng et al. [9] tried to alleviate the ID-list problem and
proposed a family of secret perturbation-based schemes that

can protect sensor data confidentiality without disrupting the
additive data aggregation result. BSP and FSP are two basic
schemes which take nonredundant reporting approach and
fully reporting approach, respectively. The ideal scheme O-
ASP assumes that each sensor node knows the membership
and topology of the whole network, and it knows whether
each of these nodes has data satisfying each query. Then,
𝐵𝑆 computes aggregation and communication cost of two
approaches for each cell before selecting one. To overcome
the unrealistic assumption, D-ASP is proposed to enable
nodes to make decisions based only on their locally available
information, and interactions only take place within a cell or
between neighboring cells. However, it is difficult for nodes
to decide whether to report their ID with locally available
information and it makes no difference when the number
of reporting nodes is the same as nonreporting nodes. It
also causes extra communication cost and network delay for
waiting and deciding.

PRDA [15] pointed out that the transmission of sensor
node IDs along with aggregated data packets increases the
communication overhead of the network. Therefore, it keeps
a table that consists of sensor node IDs and their correspond-
ing small index numbers in each data aggregator. After the
cluster forming, data aggregator generates the index table and
sends it to 𝐵𝑆. During data aggregation, instead of sending 2-
byte sensor node IDs, data aggregators send corresponding
index numbers. 𝐵𝑆 can find the ID of sensor nodes in the
index table. However, index numbers are only used within
clusters.

Although existing schemes tried to reduce the amount of
IDs, they still suffer from related communication cost, and
dropping ID or sending false ID will lead 𝐵𝑆 to compute false
aggregation result.

Our work requires no ID to be forwarded and achieves
a good trade-off between confidentiality and efficiency by
adopting perturbation. With this improvement, we manage
to simultaneously preserve data confidentiality and signif-
icantly reduce overall communication overhead, avoiding
high energy consumption in aggregation phase.

3. System Model

3.1. Network Assumption. We assume a multilevel sensor
network tree that consists of 𝑁 (less than 1000) sensor
nodes and certain amount of relay nodes. Sensor nodes
are deployed in areas of interest, and they can sense and
aggregate data. Both tree and cluster topologies can be applied
in aggregation structure. In this paper, we use aggregation
tree to illustrate our protocol. Aggregation tree could be
formed as in TAG [4]. Relay nodes just forward messages,
and they consist of a long path from targeted areas to 𝐵𝑆.
The powerful 𝐵𝑆 with transmission range covering the whole
network is capable of broadcasting messages to all nodes
directly. Each sensor node has a unique ID picked from the
set {0, 1, . . . , 𝑁 − 1}. After the aggregation tree is formed,
each sensor node monitors its surrounded environment to
generate environmental datawhich is an integer ranging from
[Vmin, Vmax]. Environmental data (e.g., temperature) can be
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converted to integers if necessary. Each reporting node and
aggregator sends their messages up the aggregation tree. The
message has the following format:

⟨𝑐, ℎ𝑎𝑥⟩ , (1)

where 𝑐 is the number of reporting nodes in network and hax
is the sum of environmental data and perturbation.

3.2. DesignGoals. Whendesigning confidentiality protection
schemes, we aim to achieve the following goals.

(1) Data accuracy: 𝐵𝑆 can correctly retrieve the sum of
environmental data with an overwhelming probabil-
ity.

(2) Data confidentiality: the aggregation result should
only be known by 𝐵𝑆 and PEC2P is CPA secure.

(3) Efficiency: the protocol should help to reduce com-
munication overhead and prolong the network life-
time.

Definition 1 (Chosen Plaintext Attack). In this attack, the
adversary has the ability to obtain the encryption of plaintexts
of its choice. It then attempts to determine the plaintext that
was encrypted in some other plaintext [17].

Definition 2 (Negligible Function). A function 𝐹 is negligible
if for every polynomial 𝑝(⋅), there exists an 𝑁 such that for
all integers 𝑛 > 𝑁, it holds that 𝐹(𝑛) < 1/𝑝(𝑛). An equivalent
formulation of the above is to require that for all constants 𝑐,
there exists an 𝑁 such that for all 𝑛 > 𝑁, it holds that 𝐹(𝑛) <
𝑛
−𝑐.

We define an experiment for any private-key encryption
schemeΠ = (Gen,Enc,Dec), any adversary𝐴, and any value
𝑛 of security parameter.
The CPA Indistinguishability Experiment 𝑃𝑟𝑖𝐾CPA

𝐴,Π
(𝑛).

(1) A random key 𝑘 is generated by running Gen(𝑛).
(2) The adversary𝐴 is given input 1𝑛 and oracle access to

Enc
𝑘
(⋅), and outputs a pair of messages 𝑚

0
, 𝑚

1
of the

same length.
(3) A random bit 𝑏 ← {0, 1} is chosen, and then a

ciphertext 𝑐 ← Enc
𝑘
(𝑚

𝑏
) is computed and given to

𝐴. We call 𝑐 the challenge ciphertext.
(4) 𝐴 continues to have oracle access to 𝐸𝑛𝑐

𝑘
(⋅), and

outputs a bit 𝑏󸀠.
(5) The output of the experiment is defined to be 1 if 𝑏󸀠 =

𝑏, and 0 otherwise. (𝐴 succeeds if 𝑃𝑟𝑖𝐾CPA
𝐴,Π

(𝑛) = 1).

Definition 3 (CPA secure). A private-key encryption scheme
Π = (Gen;Enc;Dec) has indistinguishable encryptions
under a chosen-plaintext attack (or is CPA secure) if for all
probabilistic polynomial-time adversaries 𝐴 there exists a
negligible function negl such that:

𝑃𝑟 [𝑃𝑟𝑖𝐾
CPA
𝐴,Π

(𝑛) = 1] ≤
1

2
+ negl (𝑛) . (2)

3.3. aAttacker Model. We assume the existence of a global
probabilistic polynomial time (PPT) adversary, which can
choose to compromise a small subset of nodes and obtain
all secrets of these nodes. With oracle access, it can also
obtain the ciphertext for any chosen plaintext from any of the
uncompromised nodes. Once the adversary compromises a
sensor node, it will obtain its secret key andmaymodify, forge
or discard messages, or simply transmit false aggregation
results.

In this paper, we do not consider stealthy attacks [18]
where the attacker’s goal is to make the 𝐵𝑆 accept false aggre-
gation results while not being detected. Also, we do not con-
sider the denial-of-service (DoS) attack in various protocol
layers [19, 20] where the adversary prevents the querier from
getting any aggregation result at all. However, if a node does
not respond to queries, it is clear that something is wrong,
and solutions can be implemented to remedy this situation.
Sybil/node replication attacks [21] or “wormhole” formation
[22, 23] are beyond the scope of this paper.

4. PEC2P

The proposed scheme PEC2P mainly consists of bootstrap-
ping phase, data aggregation phase, and result retrieving
phase.

4.1. Bootstrapping Phase. In bootstrapping phase, modulus
𝑀 = 2

𝑙 is stored in all nodes, and so is a collision-resistant
cryptographic hash function 𝐻 : {0, 1}

∗
← {0, 1}

𝑙 and a PRF
𝑓 : {0, 1}

𝑙
← {0, 1}

𝑙.
We further assume that 𝐵𝑆 first runs Algorithm 1 such

that a unique initialization vector 𝐼𝑉
𝑖
is generated, and secret

key 𝑘
𝑖
= 𝐼𝑉

𝑖
is stored in 𝐵𝑆’s local record and node 𝑖.

4.2. Data Aggregation Phase. Each sensor node in targeted
area may behave as a sensing node, an aggregator, or
combined. To simplify the discussion, we assume that each
node can perform one role of sensing or aggregating without
the loss of generality. Any node with combined role can be
logically split into a sensing node and an aggregating node.
As shown in Figure 2, aggregator 𝐶 both senses data and
aggregates data from downstream. It is divided into sensing
node 𝐶

0
and aggregating node 𝐶

1
. After the transformation,

only leaf nodes sense environmental data.
In aggregation phase, when a targeted event happens or

𝐵𝑆 disseminates a query, each leaf sensor node 𝑖 with envi-
ronmental data 𝑥

𝑖
runs Algorithm 2 to compute individual

aggregation result ⟨𝑐
𝑖
, ℎ𝑎𝑥

𝑖
⟩. First, 𝑖 inputs environmental

data 𝑥
𝑖
, then sets 𝑐

𝑖
= 1 and ℎ𝑎𝑥

𝑖
= 𝑥

𝑖
+ 𝐻(𝑘

𝑖
) since it has

no children nodes. Second, 𝑖 forwards the result to its parent
node for data aggregation. Finally, 𝑖 updates its secret key
𝑘
𝑖
= 𝑓(𝑘

𝑖
). Other leaf senor nodes remain hibernated.

During each aggregation, upon receiving a message from
one of its children nodes for the first time, each aggregator
𝑖 starts a timer 𝑡 and collects other messages before 𝑡 fires.
Then, it runs Algorithm 3 to compute partial aggregation
result ⟨𝑐

𝑖
, ℎ𝑎𝑥

𝑖
⟩. First, 𝑖 computes partial count 𝑐

𝑖
= ∑

𝑗∈𝑆𝑖
𝑐
𝑗

and partial perturbed data ℎ𝑎𝑥
𝑖
= ∑

𝑗∈𝑆𝑖
ℎ𝑎𝑥

𝑗
mod 𝑀. Then
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⟨𝑐𝐵, ℎ𝑎𝑥𝐵⟩ ⟨𝑐𝐶, ℎ𝑎𝑥𝐶⟩

𝐶1 𝐶0

⟨𝑐𝐷, ℎ𝑎𝑥𝐷⟩

𝐷

𝐵

𝐴

𝑥𝐷 = 15

𝑐𝐷 = 1

= 𝐹9 37 𝐶3 8𝐷

ℎ𝑎𝑥𝐷 = 𝑥𝐷 + 𝐻𝐷mod𝑀

𝑥𝐶 = 10

𝑐𝐶 = 1 + 𝐶𝐷

ℎ𝑎𝑥𝐶 = 𝑥𝐶 + 𝐻𝐶 + ℎ𝑎𝑥𝐷 mod𝑀
= 26 𝐹7 08 3𝐷

𝑥𝐵 = 21, 𝑐𝐵 = 1

= 𝐴4 6𝐹 𝐸0 𝐷9

ℎ𝑎𝑥𝐵 = 𝑥𝐵 + 𝐻𝐵 mod𝑀

𝑐𝐴 = 𝑐𝐵 + 𝑐𝐶 = 3

ℎ𝑎𝑥𝐴 = ℎ𝑎𝑥𝐵 + ℎ𝑎𝑥𝐶 mod𝑀
= 𝐶𝐵 66 19 16

⟨𝑐𝐴, ℎ𝑎𝑥𝐴⟩

Figure 2: An example of data aggregation phase.

begin
randomly pick master key 𝑆𝐾 ∈ {0, 1}

𝑙;
for 𝑖 ← 0 to𝑁 − 1 do

𝐼𝑉
𝑖
← 𝑓

𝑆𝐾
(𝑖);

store 𝐼𝑉
𝑖
in 𝐵𝑆;

store 𝑘
𝑖
= 𝐼𝑉

𝑖
in 𝐵𝑆 and node 𝑖;

end

Algorithm 1: Bootstrapping algorithm.

begin
Input: environmental data 𝑥

𝑖
;

𝑐
𝑖
← 1;

𝐻
𝑖
← 𝐻(𝑘

𝑖
);

ℎ𝑎𝑥
𝑖
← (𝑥

𝑖
+ 𝐻

𝑖
) mod 𝑀;

𝑘
𝑖
← 𝑓(𝑘

𝑖
);

return ⟨𝑐
𝑖
, ℎ𝑎𝑥

𝑖
⟩;

end

Algorithm 2: Perturbation algorithm.

𝑖 forwards the result to its parent node. Aggregators receiving
no messages from downstream just remain hibernated. Note
that we count number to trace the contributing nodes in 𝐵𝑆;
hence, synchronization among sensors is not needed.

Definition 4. 𝑆
𝑖
is a set of reporting node’s ID, and these nodes

are node 𝑖’s children nodes.

To show how our scheme works, we take Figure 2 as an
example. Node 𝐵 and 𝐷 are leaf sensor nodes with their
own environmental data 𝑥

𝐵
and 𝑥

𝐷
. Node 𝐶 is divided into

𝐶
0
and 𝐶

1
such that 𝐶

0
runs Algorithm 2 and node 𝐶

1

begin
𝑐
𝑖
← ∑

𝑗∈𝑆𝑖
𝑐
𝑗
;

ℎ𝑎𝑥
𝑖
← ∑

𝑗∈𝑆𝑖
ℎ𝑎𝑥

𝑗
modM;

return ⟨𝑐
𝑖
, ℎ𝑎𝑥

𝑖
⟩;

end

Algorithm 3: Aggregation algorithm.

runs Algorithm 3 respectively. Aggregator 𝐴 just forwards
messages after aggregating data received from 𝐵 and 𝐶. 𝐵𝑆
obtains the final aggregation result: 𝐶

𝐵𝑆
= 3 and 𝐻𝐴𝑋

𝐵𝑆
=

0𝑥𝐶𝐵66𝐸916.

4.3. Result Retrieving Phase. In result retrieving phase, after
receiving final aggregation result ⟨𝐶

𝐵𝑆
, 𝐻𝐴𝑋

𝐵𝑆
⟩, 𝐵𝑆 runs

Algorithm 7 to retrieve ID list and actual aggregation result.
First, 𝐵𝑆 orderly selects a list IDL of 𝐶

𝐵𝑆
nodes and corre-

sponding shared keys 𝑘
𝑗
from the𝑁 nodes, and 𝐵𝑆 computes

𝐴𝑔𝑔 = (𝐻𝐴𝑋
𝐵𝑆

− ∑

𝑖∈𝐼𝐷𝐿

𝐻(𝑘
𝑖
)) mod 𝑀 (3)

if 𝐴𝑔𝑔 ∈ [𝐶
𝐵𝑆

∗ Vmin, 𝐶𝐵𝑆
∗ Vmax], and then 𝐵𝑆 will admit

that𝐴𝑔𝑔 is the actual aggregation result∑
𝑖∈𝐼𝐷𝐿

𝑥
𝑖
and update

secret keys for the found 𝐶
𝐵𝑆

nodes. If not, 𝐵𝑆 will continue
searching.

To improve searching efficiency for 𝐵𝑆, we can first divide
the network into clusters of trees each containing part of 𝑁
nodes. Further analysis is in Section 5.3.
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/∗Define a private-key encryption scheme for messages of
length 𝐿 and key of length 𝑛 as follows:∗/

(i) Gen: on input 1𝑛, choose 𝑘 ← {0, 1}
𝑛 uniformly at

random and output it as the key.
(ii) Enc: on input a key 𝑘 ← {0, 1}

𝑛 and a message
𝑚 ← {0, 1}

𝐿, output the ciphertext:
⟨𝑐 = 1, 𝑠 = 𝐻(𝑘)⟩

(iii) Dec: on input a key 𝑘 ← {0, 1}
𝑛 and a ciphertext

⟨𝑐, 𝑠⟩, search for matching set 𝑆 and output the
plaintext:

𝑚 = 𝑠 − ∑
𝑖∈𝑆

𝐻(𝑘
𝑖
)

(iv) Addition of Ciphertext: given two ciphertext
⟨𝑐

𝑖
, 𝑠

𝑖
⟩ and ⟨𝑐

𝑗
, 𝑠

𝑗
⟩, output ⟨𝑐

𝑙
, 𝑠

𝑙
⟩ as

aggregation ciphertext:
𝑐
𝑙
= 𝑐

𝑖
+ 𝑐

𝑗

𝑠
𝑙
= (𝑠

𝑖
+ 𝑠

𝑗
) mod 𝑀

Algorithm 4: Construction Π
∗.

5. Analysis and Experiments

5.1. Accuracy Analysis

Theorem 5. PEC2P has a probability of at least

1 −
𝐶

𝐵𝑆
∗ (Vmax − Vmin)

𝑀 − 1 − 𝐶
𝐵𝑆

∗ Vmin
(4)

in finding the correct combination in result the retrieving phase,
given the environmental data in the range [Vmin, Vmax], the hash
value in the range [0, 2𝑙

− 1], and modulus𝑀 is 2𝑙.

Proof. We assume that {𝑡 ← {0, 1}
𝜆

: 𝐻(𝑡)} is the uniform
distribution over {0, 1}

𝜆, and then 𝐻(𝑥) is independent of
𝐻(𝑦) (𝑥 ̸=𝑦). The probability of 𝐻(𝑥) = 𝐻(𝑦) is 1/2𝜆. When
𝑐 = 𝑁: |𝑇

1
| = |𝑇

2
| = 𝑐,𝑇

1
̸=𝑇

2
, then we believe the probability

of ∑
𝑖∈𝑇1

Hash(𝑘
𝑖
) = ∑

𝑗∈𝑇2
Hash(𝑘

𝑗
) is𝑁/2

𝜆.
Thus, adding 𝐶

𝐵𝑆
environmental data together will result

in a number in the range [𝐶
𝐵𝑆

∗ Vmin, 𝐶𝐵𝑆
∗ Vmax], and the

aggregation result is in the range [𝐶
𝐵𝑆

∗ Vmin, 𝐶𝐵𝑆
∗ Vmax +

𝑀 − 1] = [𝐶
𝐵𝑆

∗ Vmin,𝑀 − 1]. If the result is valid, it has to
belong to range [𝐶

𝐵𝑆
∗Vmin, 𝐶𝐵𝑆

∗Vmax].Then, the probability
that 𝐵𝑆 accepts a false aggregation result is at most

𝐶
𝐵𝑆

∗ (Vmax − Vmin)

𝑀 − 1 − 𝐶
𝐵𝑆

∗ Vmin
. (5)

Hence, (4) holds.

If we have 1024 nodes in the network and the data sensed
from the environment is in the range [0, 2

32
− 1], we use

SHA-1 as our hash function, and the output is in the range
[0, 2

160
− 1]. We can calculate the probability that 𝐵𝑆 accepts

a false aggregation result is 2−118 which can be ignored.
We have implemented PEC2P using simple WSN experi-

mental system to sense temperature in lab. Characteristics of
SimpleWSN node is shown in Table 1.

Results are shown in Table 2. 𝐵𝑆 has ID 󸀠01󸀠, and sensor
node’s ID ∈

󸀠01󸀠, 󸀠02󸀠, 󸀠03󸀠, 󸀠04󸀠, 󸀠05󸀠}. Column 1 displays

Table 1: Characteristics of simple WSN node.

CPU 8-bit 8MHz

Storage 10Kbytes RAM
48Kbytes FLASH

Communication 2.4GHz
Bandwidth 250Kbps
Operating system TinyOS

the number of participating nodes 𝐶 from aggregation result
⟨𝐶,𝐻𝐴𝑋⟩. Column 2 displays the perturbed data𝐻𝐴𝑋 from
⟨𝐶,𝐻𝐴𝑋⟩. Column 3 displays the sum of hash value com-
puted by 𝐵𝑆. Column 4 displays the sum of environmental
data after 𝐵𝑆 searching and subtracting the sum of hash value
from 𝐻𝐴𝑋. The IDs of found nodes are shown in column
5. The temperature sensed is hexadecimal integer. We use
Temperature (

∘C) = ((𝑡/4096) ∗ 1.5 − 0.986)/(0.00355),
provided by the SimpleWSN experimental platforms, to
transform environment data to floating-point number which
represent the Celsius degree. The average temperature is
about 30 degrees Celsius in our experiment. The results
justified the accuracy of PEC2P such that if we subtract data
in column 3 from data in column 2, we will end up with data
in column 4. The results verified that both the exact IDs and
actual aggregation result are retrieved correctly.

5.2. Security Analysis. We assume that each sensor node
shares a unique key with 𝐵𝑆 and a common one-way hash
function𝐻 is used. When an event happens, all nodes which
are collecting environmental data will add the hash value
computed on 𝑓(𝑘) to the environmental data 𝑥. Intuitively,
since key 𝑘

𝑖
is only shared between node 𝑖 and 𝐵𝑆, other

node 𝑗 ( 𝑗 ̸= 𝑖) cannot successfully compute 𝐻(𝑘
𝑖
) with the

probability 𝜖 that is not negligible. And it is also difficult for
adversaries to compute the correct hash value of any given
𝑥. Hence, both privacy and confidentiality are achieved. We
will prove this by security reduction. First, we construct an
encryption scheme (Algorithm 4).
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Table 2: Results of 𝐵𝑆 running selection algorithm after receiving aggregation results.

𝐶 HAX Hash sum Raw Data ID list

03 50 63 46 27 50 63 23 3D 00 00 22 EA 00 03 00 05 06

03 49 77 C2 A4 49 77 9F 8F 00 00 23 15 00 03 04 00 06

02 56 A4 A8 A3 56 A4 91 38 00 00 17 6B 02 00 04 00 00

04 E1 1D 4A 91 E1 1D 1B CA 00 00 2E C7 02 03 04 00 06

01 2D 48 11 FF 2D 48 06 4B 00 00 0B B4 00 00 04 00 00

00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00 00

04 BD 98 F6 19 BD 98 C7 8A 00 00 2E 8F 02 00 04 05 06

02 ED 48 FF EE ED 48 E8 78 00 00 17 76 00 03 04 00 00

03 A3 A6 20 EB A3 A5 FD F7 00 00 22 F4 02 00 04 05 00

01 5B AD 89 B0 5B AD 7D EB 00 00 0B C5 00 03 00 00 00

03 AE AF C4 01 AE AF A0 FF 00 00 23 02 02 03 00 05 00

01 EC 09 B6 05 EC 09 AA 6B 00 00 0B 9A 00 00 00 00 06

02 DB 23 9A C9 DB 23 83 76 00 00 17 53 02 00 00 00 06

03 15 8B 95 E4 15 8B 72 ED 00 00 22 F7 02 00 04 05 00

02 16 E3 FB 2A 16 E3 E3 EC 00 00 17 3E 00 00 04 05 00

01 64 91 C9 E1 64 91 BE 29 00 00 0B B8 02 00 00 00 00

Lemma 6. Algorithm 4 is CPA secure if𝐻 is a pseudorandom
function (PRF). One has

𝑃𝑟 [𝑃𝑟𝑖𝐾
CPA
𝐴,Π
∗ (𝑛) = 1] ≤

1

2
+ negl (𝑛) . (6)

Proof. If we replace the hash function𝐻 in Algorithm 4with
a truely random function 𝐹, we can have a new construction
Π

󸀠. It is obvious that

𝑃𝑟 [𝑃𝑟𝑖𝐾
CPA
𝐴,Π
󸀠 (𝑛) = 1] ≤

1

2
+ negl (𝑛) . (7)

If 𝐻 fulfills the requirement, then {𝑡 ← {0, 1}
𝜆
: 𝐻(𝑡)} is the

uniform distribution over {0, 1}𝜆. Therefore, (6) holds.

Theorem 7. PEC2P is secure against CPA hash function if the
following distributions are to be identical:

{𝑡 ← {0, 1}
𝜆
: 𝐻 (𝑡) + 𝑚

0
} , {𝑡 ← {0, 1}

𝜆
: 𝐻 (𝑡) + 𝑚

1
} .

(8)

Proof. Proof for the nonhashed scheme. we assume that
adversary 𝐴 attacks (CPA) PEC2P with success probability
(1/2) + 𝜖(𝑛). Now, we can construct a fast algorithm 𝐴

󸀠 to

“break” Construction Π
∗, and 𝐴

󸀠 tries to achieve its goal by
running 𝐴 as in Algorithm 5.

𝑃𝑟
𝐻

𝐴
󸀠 [Success]

=
1

2
{𝑃𝑟 [𝑏

󸀠󸀠
= 0 | 𝑏 = 0] + 𝑃𝑟 [𝑏

󸀠󸀠
= 1 | 𝑏 = 1]}

=
1

2
{
1

𝑁
𝑃𝑟 [𝑏

󸀠󸀠
= 0 | 𝑏 = 0, 𝑏

󸀠
= 0]

+
𝑁 − 1

𝑁
𝑃𝑟 [𝑏

󸀠󸀠
= 0 | 𝑏 = 0, 𝑏

󸀠
= 1]

+
1

𝑁
𝑃𝑟 [𝑏

󸀠󸀠
= 1 | 𝑏 = 1, 𝑏

󸀠
= 1]

+
𝑁 − 1

𝑁
𝑃𝑟 [𝑏

󸀠󸀠
= 1 | 𝑏 = 1, 𝑏

󸀠
= 0]}

=
1

2
{
1

𝑁
𝑃𝑟 [𝑃𝑟𝑖𝐾

CPA
𝐴,PEC2P (𝑛) = 1] +

𝑁 − 1

𝑁
∗

1

2

+
1

𝑁
𝑃𝑟 [𝑃𝑟𝑖𝐾

CPA
𝐴,PEC2P (𝑛) = 1] +

𝑁 − 1

𝑁
∗

1

2
}

=
𝑁 − 1

𝑁
∗

1

2
+

1

𝑁
𝑃𝑟 [𝑃𝑟𝑖𝐾

CPA
𝐴,PEC2P (𝑛) = 1]

=
1

2
+

1

𝑁
(
1

2
+ 𝜖 (𝑛)) =

1

2
+

𝜖 (𝑛)

𝑁
.

(9)
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/∗𝐴󸀠 tries to break 𝐸𝑛𝑐
𝑘
(𝑥) = 𝑥 + 𝐻(𝑘)

∗/
(1) 𝐴󸀠 initiates other𝑁 − 1 nodes and has access to𝑁 oracle 𝐸𝑛𝑐(⋅).
(2) 𝐴 implements 𝑃𝐸𝐶2𝑃 𝑙 times and obtain the ciphertext of message 𝑥

𝑖
(𝑖 = 1, 2, . . . , 𝑙).

(3) 𝐴󸀠 forwards the queries to the network and return𝐻(𝑓(𝑘
𝑖
)) to 𝐴.

(4) 𝐴 outputs two messages𝑚
0
,𝑚

1
, sending them to 𝐴

󸀠.
(5) A random bit 𝑏 ← {0, 1} is chosen and 𝐴

󸀠 makes an encryption query for𝑚
𝑏
to 𝐸𝑛𝑐

𝑘
(⋅) and get back challenge ciphertext 𝑐

𝑏

(𝑏 ∈ {0, 1}).
(6) If 𝑐

𝑏
is from the node which holds secret key 𝑘, then 𝐴

󸀠 returns 𝑐
𝑏
to 𝐴.

(7) 𝐴 output a bit 𝑏󸀠 and returns it to 𝐴
󸀠.

(8) 𝐴󸀠 outputs 𝑏󸀠󸀠
= 𝑏

󸀠.
(9) Else 𝐴󸀠 outputs 𝑏󸀠󸀠

= 0 with the probability of 1/2 and outputs 𝑏󸀠󸀠
= 1 with the probability of 1/2.

(10) Output 1 if 𝑏󸀠󸀠
= 𝑏 and output 0 otherwise.

Algorithm 5: 𝐴󸀠.

Input: ⟨𝐼𝐷𝐿𝑖𝑠𝑡,𝐻𝐴𝑋
𝐵𝑆
⟩:

begin
𝐴𝑔𝑔 ← −1;
while 𝐼𝐷𝐿 ̸= ⊥ do

ℎ𝑎𝑥
𝐵𝑆

← 0; 𝑗 ← 0;
for 𝑖 ← 0 to𝑁 − 1; do

if 𝐼𝐷𝐿[𝑖] = 1 then
ℎ𝑎𝑥

𝐵𝑆
← ℎ𝑎𝑥

𝐵𝑆
+ 𝐻(𝑘

𝑟𝑖
);

if 𝐻𝐴𝑋
𝐵𝑆

− ℎ𝑎𝑥
𝐵𝑆

∈ [𝐶
𝐵𝑆

∗ Vmin, 𝐶
𝐵𝑆

∗ Vmax]

then
𝐴𝑔𝑔 ← 𝐻𝐴𝑋

𝐵𝑆
− ℎ𝑎𝑥

𝐵𝑆
;

for 𝑗 ← 0 to 𝐶
𝐵𝑆

− 1 do
𝑘temp[𝑗] ← 𝑓(𝑘temp[𝑗]);

break;
return 𝐴𝑔𝑔;

return 𝐴𝑔𝑔;
end

Algorithm 6: Matching algorithm.

According to Lemma 6, we should have

1

2
+

𝜖 (𝑛)

𝑁
≤

1

2
+ negl (𝑛) . (10)

Therefore, 𝜖(𝑛) ≤ negl(𝑛).
Security of the Hashed Version. Only a few modifications to
this security proof are needed in order to prove the security
of the hashed variant. First, in Algorithm 5, all ciphertext are
of now generated using the hashed values of 𝑘. Second, the
security proof of the hashed scheme relies on the fact that
{𝑡 ← {0, 1}

𝜆
: 𝐻(𝑡) + 𝑚

0
} and {𝑡 ← {0, 1}

𝜆
: 𝐻(𝑡) + 𝑚

1
}

are identical distribution. If 𝐻 fulfills the requirement, then
{𝑡 ← {0, 1}

𝜆
: 𝐻(𝑡)} is the uniform distribution over {0, 1}𝜆.

Consequently, the two distributions are identical. This thus
concludes the proof that the hashed scheme is semantically
secure. Thus, PEC2P is CPA secure.

5.3. Efficiency Analysis. For a reporting leaf node, the compu-
tational cost only consists of one hash computation and one
modular addition. For an aggregator, the computational cost

Table 3: Number of bits sent per node for leaf node.

Protocol Number of bits
O-ASP [All] |ℎ| + 2 ∗ |Per |
O-ASP [Non] |ℎ| + 2 ∗ |Per | + |ID|

Claude 09 |ℎ| + |Per |
PEC2P ℎ + log

2
𝑁 + |Per |

ID: node ID; ℎ: header; Per: perturbed data;𝑁: number of nodes in network.

consists of the sum operation of count and sum of perturbed
data. If an aggregator has reporting data, it also has one hash
computation.

We assume that there are 𝑁 sensor nodes in reporting
area and aggregation tree has a branching factor 𝑑 of 3.
Perturbed data Per = header + data + append. We choose
the packet format used in TinyOS [16], and the packet header
is 56 bits. Data is in the range of [0, 127]. Let count length,
ID length, and append length be log

2
𝑁 bits. We consider two

different scenarios: (1) only nodes at the lowest level may have
data satisfying𝐵𝑆’s query and (2) nodes at each levelmay have
data satisfying 𝐵𝑆’ query.

O-ASP [9] is designed based on an ideal and unrealistic
assumption that each sensor node knows the membership
and topology of the whole network and it knows whether
each of these nodes has data satisfying each particular query.
In each aggregation, a decision node (say 𝐵𝑆) first compares
the communication cost of [All-reporting] (𝐴) and [Non-
redundant-reporting] (𝑁) for each cell and then decides
which strategy will be chosen.

In Claude 09 [11], in the data aggregation phase, for
scenario (1), each reporting node sends (|Per |) bits of
message to its parent node, and nodes at second lowest level
decide which group if IDs to send: the reporting nodes’ IDs or
the nonreporting nodes’ IDs. For scenario (2), each reporting
node will send (|ID| + |Per |) bits of message.

For PEC2P, in the data aggregation phase, for scenarios
(1) and (2), each reporting node sends (|count| + |Per |) bits
of message to its parent node, and the same length of message
will also be sent from aggregators. No ID is transmitted in the
aggregation tree.

We show the number of bits sent by leaf node in
Table 3. Then, we calculate the average/maximum/minimum
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Table 4: Theoretical analysis of total communication overhead.

(a)

Claude 09

Average ∑
1

𝑖=⌈log𝑑𝑁⌉−1
((1 − (1 − 𝑃)

∑
⌈log𝑑𝑁⌉−𝑖
𝑗=1

𝑑
𝑗

) ∗ |𝐻| ∗ 𝑑
𝑖
) + 𝑃 ∗ |𝐻| ∗ 𝑑

⌈log𝑑𝑁⌉
+ 𝑃

󸀠
∗ |ID| ∗ 𝑑

⌊log𝑑𝑁⌋
∗ (⌈log

𝑑
𝑁⌉ − 1)

Minimum |𝐻| ∗ 𝑛 + |ID| ∗ (∑
⌊log𝑑𝑛⌋
𝑖=1

𝑖 ∗ 𝑑
𝑖
+ ⌊log

𝑑
𝑛⌋ ∗ (𝑛 − 𝑑

⌊log𝑑𝑛⌋))

Maximum
𝐶1 |𝐻| ∗ (∑

⌊log𝑑𝑛⌋
𝑖=1

𝑑
𝑖
+ (𝑛 − 𝑑

⌊log𝑑𝑛⌋) ∗ (⌊log
𝑑
𝑁⌋ − ⌊log

𝑑
𝑛⌋) + |ID| ∗ 𝑛 ∗ ⌊log

𝑑
𝑁⌋)

𝐶2 |𝐻| ∗ (𝑁 − 𝑑
⌊log𝑑𝑁⌋

+ 𝑛) + |ID| ∗ 𝑛 ∗ ⌊log
𝑑
𝑁⌋

𝐶3 |𝐻| ∗ 𝑁 + |ID| ∗ (∑
𝑖

𝑗=log𝑑⌈log𝑑𝑁⌉
𝑗 ∗ 𝑑

𝑗
+ (𝑖 − 1) ∗ 𝑛 − 𝑆

𝑖
)

PEC2P

Average ∑
1

𝑖=⌈log𝑑𝑁⌉−1
(1 − (1 − 𝑃)

∑
⌈log𝑑𝑁⌉−𝑖
𝑗=1

𝑑
𝑗

) ∗ |𝑚| ∗ 𝑑
𝑖
+ 𝑃 ∗ |𝑚| ∗ 𝑑

⌈log𝑑𝑁⌉

Minimum |𝑚| ∗ 𝑛

Maximum
𝐶1 |𝑚| ∗ (∑

⌊log𝑑𝑛⌋
𝑖=1

𝑑
𝑖
+ (𝑛 − 𝑑

⌊log𝑑𝑛⌋) ∗ (⌈log
𝑑
𝑁⌉ − ⌊log

𝑑
𝑛⌋))

𝐶2 |𝑚| ∗ (𝑁 − 𝑑
⌈log𝑑𝑁⌉

+ 𝑛)

𝐶3 |𝑚| ∗ 𝑁

Note: only nodes at the lowest level may have data satisfying 𝐵𝑆’s query.
𝑛 = 𝑃 ∗ 𝑁; 𝑑: degree; 𝑁: number of nodes in network; and 𝑃

󸀠
= 𝑃 if 𝑃 ≤ 0.5 or 𝑃󸀠

= 1 − 𝑃.
ID: node ID;𝐻 = header + data + appendedBit;𝑚 = count + header + data + appendedBit.
𝐶1: 𝑛 < 𝑑

⌊log𝑑𝑁⌋−1; 𝐶2: 𝑑
⌊log𝑑𝑁⌋−1

< 𝑛 < 𝑑
⌊log𝑑𝑁⌋; 𝐶3: 𝑛 > 𝑑

⌊log𝑑𝑁⌋; 𝑆𝑗 = ∑
𝑗

log𝑑⌈𝑁⌉
𝑑
𝑗, and 𝑆

𝑖
< 𝑛 < 𝑆

𝑖−1.

(b)

Claude 09

Average ∑
1

𝑖=⌈log𝑑𝑁⌉−1
(𝑃 ∗ |ID| ∗ 𝑑

𝑖
∗ (𝑖 − 1) + (1 − (1 − 𝑃)

∑
⌈log𝑑𝑁⌉−𝑖
𝑗=0

𝑑
𝑗

∗ |𝐻| ∗ 𝑑
𝑖−1

))+𝑃∗𝑑
⌈log𝑑𝑁⌉

∗ |ID| ∗ (⌈log
𝑑
𝑁⌉ − 1)

+𝑃 ∗ |𝐻| ∗ 𝑑
⌈log𝑑𝑁⌉

Minimum |𝐻| ∗ 𝑛 + |ID| ∗ (∑
⌊log𝑑𝑛⌋
𝑖=1

𝑖 ∗ 𝑑
𝑖
+ (⌊log

𝑑
𝑛⌋ + 1) ∗ (𝑛 − 𝑑

⌊log𝑑𝑛⌋))

Maximum
𝐶1 |𝐻| ∗ (∑

⌊log𝑑𝑛⌋
𝑖=1

𝑑
𝑖
+ (𝑛 − 𝑑

⌊log𝑑𝑛⌋) ∗ (⌊log
𝑑
𝑁⌋ − (⌊log

𝑑
𝑛⌋)) + |ID| ∗ 𝑛 ∗ ⌊log

𝑑
𝑁⌋)

𝐶2 |𝐻| ∗ (𝑁 − 𝑑
⌊log𝑑𝑁⌋

+ 𝑛) + |ID| ∗ 𝑛 ∗ ⌊log
𝑑
𝑁⌋

𝐶3 |𝐻| ∗ 𝑁 + |ID| ∗ (∑
𝑖

𝑗=log𝑑⌈log𝑑𝑁⌉
𝑗 ∗ 𝑑

𝑗
+ (𝑖 − 1) ∗ 𝑛 − 𝑆

𝑖
)

PEC2P

Average ∑
1

𝑖=⌈log𝑑𝑁⌉−1
(1 − (1 − 𝑃)

∑
⌈log𝑑𝑁⌉−𝑖
𝑗=0

𝑑
𝑗
)∗|𝑚|∗𝑑

𝑖−1

+ 𝑃 ∗ |𝑚| ∗ 𝑑
⌈log𝑑𝑁⌉

)

Minimum |𝑚| ∗ 𝑛

Maximum
𝐶1 |𝑚| ∗ (∑

⌊log𝑑𝑛⌋
𝑖=1

𝑑
𝑖
+ (𝑛 − 𝑑

⌊log𝑑𝑛⌋) ∗ (⌈log
𝑑
𝑁⌉ − ⌊log

𝑑
𝑛⌋))

𝐶2 |𝑚| ∗ (𝑁 − 𝑑
⌈log𝑑𝑁⌉

+ 𝑛)

𝐶3 |𝑚| ∗ 𝑁

Note: nodes at each level may have data satisfying 𝐵𝑆’s query.
𝑛 = 𝑃 ∗ 𝑁; 𝑑: degree; 𝑁: number of nodes in network; and 𝑃

󸀠
= 𝑃 if 𝑃 ≤ 0.5 or 𝑃󸀠

= 1 − 𝑃.
ID: node ID;𝐻 = header + data + appendedBit;𝑚 = count + header + data + appendedBit.
𝐶1: 𝑛 < 𝑑

⌊log𝑑𝑁⌋−1; 𝐶2: 𝑑
⌊log𝑑𝑁⌋−1

< 𝑛 < 𝑑
⌊log𝑑𝑁⌋; 𝐶3: 𝑛 > 𝑑

⌊log𝑑𝑁⌋; 𝑆𝑗 = ∑
𝑗

log𝑑⌈𝑁⌉
𝑑
𝑗, and 𝑆

𝑖
< 𝑛 < 𝑆

𝑖−1.

Table 5: Number of bits sent per node for each level with Claude 09 scheme.

Level Number node A (100%) A (90%) A (70%) AV (100%) AV (90%) AV (70%) HBH-A HBH-AV No-Agg
1 3 75 949.8 2699.4 100 974.8 2724.4 73 97 68859
2 9 75 366.6 949.8 100 391.6 974.8 72 94 22932
3 27 75 172.2 366.6 100 197.2 391.6 70 91 7623
4 81 75 107.4 172.2 100 132.4 197.2 68 87 2520
5 243 75 85.8 107.4 100 110.8 132.4 67 84 819
6 729 75 78.5 83.8 100 103.5 108.1 65 81 252
7 2187 75 67.5 52.5 100 90 70 63 63 63
Note: only the nodes in the lowest level may have data satisfying 𝐵𝑆’s query.
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Table 6: Number of bits sent per node for each level with PEC2P scheme.

Level Number Node A (100%) A (90%) A (70%) AV (100%) AV (90%) AV (70%) HBH-A HBH-AV No-Agg
1 3 87 87 87 112 112 112 73 97 68859
2 9 87 87 87 112 112 112 72 94 22932
3 27 87 87 87 112 112 112 70 91 7623
4 81 87 87 87 112 112 112 68 87 2520
5 243 87 87 87 112 112 112 67 84 819
6 729 87 86.9 84.7 112 111.9 109 65 81 252
7 2187 87 78.3 60.9 112 100.8 78.4 63 63 63
Note: only nodes in the lowest level may have data satisfying 𝐵𝑆’s query.
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Figure 3: Communication overhead with different probability of reporting data when only nodes in the lowest level may have data satisfying
𝐵𝑆’ query.
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Figure 5: Bandwidth consumption in data aggregation phase when only nodes in the lowest level may have data satisfying 𝐵𝑆’ query.

communication overhead CO in aggregation phase for
Claude 09 and PEC2P in Table 4. In minimum case, report-
ing nodes are located in the high levels of aggregation
tree, and we can find them through breadth-first search. In
maximum case, reporting nodes should be located from the
lowest level to higher levels. Tables 5 and 6 list the number of
bits sent per node for each level with Claude 09 and PEC2P.

Figures 3 and 4 show the trend of communication
overhead in two different scenarios.

We assume that only the nodes in the lowest level have a
probability of 𝑃(= 0.1, 0.5, 0.9) to sense environmental data.
Results are shown in Figures 5(a), 5(b), and 5(c).

We further assume that all nodes in aggregation tree has a
probability of 𝑃(= 0.1, 0.5, 0.9) to sense environmental data.
Results are shown in Figures 6(a), 6(b), and 6(c).

Results show that, compared with existing protocols,
PEC2P can greatly reduce communication overhead in aggre-
gation phase. We notice that the major communication
overhead is caused by transferring the hash value which was
computed by SHA-1 in the comparison. Performance can
be further optimized by choosing other hash functions with
shorter output in case of lower security level requirement.
Result Retrieving Algorithm Test. We used a computer with
a Pentium(R) D CPU of 3.40GHZ and 2.00GB memory to
test Algorithm 7. Since sensor nodes are relatively uniformly
distributed and their communication range is from 50meters
to 100meters, a local eventwill be detected by a small group of
sensor nodes. Therefore, we choose to use a small 𝑁. Results
show that choosing 5 nodes from 10 nodes only needs 8
milliseconds and choosing 10 nodes from20nodes only needs
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Figure 6: bandwidth consumption in data aggregation phase when nodes at each level may have data satisfying 𝐵𝑆’ query.

approximately 2 seconds. In WSNs, the capability of 𝐵𝑆 is
more powerful than our experimental computer; thus, the
searching time will be shorter in real applications. To make
the search efficiently, we can first divide the network into
clusters of trees.

6. Conclusion

Confidentiality protection and energy efficiency are two con-
flict, but equally crucial requirements in WSNs. To achieve a
trade-off between these two goals simultaneously, remains a
challenge. We propose PEC2P to protect data confidentiality
which also achieves energy efficiency. Specifically, we need no
ID list and use one-way hash function as perturbation added

to the environmental data. Since 𝐵𝑆 usually has powerful
computation capacities, we utilize 𝐵𝑆 to the fullest and let
it compute which nodes have actually contributed to the
aggregation process after receiving the final perturbed aggre-
gation result. Consequently, wemanage to preserve data con-
fidentiality, avoid high energy consumption, and obtain lower
overall communication overhead. Analysis and experiments
have also been conducted to evaluate the proposed protocol.
The results show that our protocol provides confidentiality
protection for both raw and aggregated data with an overhead
lower than that of the existing related protocols. PEC2P
can be adopted to tree/cluster-based aggregation and any
protocol using ID-list transmission. We focus on collecting
the number of contributing nodes and its perturbed data,
instead of how the information is gathered. For uniformity,
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begin
𝐴𝑔𝑔 ← −1; 𝑖 ← 0; 𝑐 ← 0;
for 𝑖 ← 0 to 𝐶 − 1 do

𝐼𝐷𝐿[𝑖] ← 1;
for 𝑖: 𝐶 to𝑁 − 1 do
𝐼𝐷𝐿[𝑖] ← 0;
𝐴𝑔𝑔 ←Matching(𝐼𝐷𝐿, 𝐻𝐴𝑋

𝐵𝑆
);

if 𝐴𝑔𝑔 ̸= − 1 then
return ⟨𝐼𝐷𝐿, 𝐴𝑔𝑔⟩;

/∗search 𝐶
𝐶

𝑁
− 1 times∗/

for 𝑜𝑟𝑑𝑒𝑟 ← 1 to 𝐶
𝐶

𝑁
− 1 do

for 𝑖 ← 0 to𝑁 − 1 do
if 𝐼𝐷𝐿[𝑖] = 1 then

𝑐 ← 𝑐 + 1;
/∗find the last 󸀠

1
󸀠 in 𝐼𝐷𝐿[ ]

∗/
if 𝑐 = 𝐶 and 𝑖 ≤ 𝑁 − 1 then

𝐼𝐷𝐿[𝑖 + 1] ← 1; 𝐼𝐷𝐿[𝑖] ← 0;
𝐴𝑔𝑔 ←Matching(𝐼𝐷𝐿, 𝐻𝐴𝑋

𝐵𝑆
);

if 𝐴𝑔𝑔 ̸= − 1 then
return ⟨𝐼𝐷𝐿, 𝐴𝑔𝑔⟩;

𝑖 ← 𝑁; 𝑐 ← 0;
/∗The last 󸀠

1
󸀠 is in the last position, then

move the last continuous 󸀠
1
󸀠s to the first

found 󸀠
1
󸀠 before them∗/

if 𝑐 = 𝐶 and 𝑖 = 𝑁 − 1 then
/how many 󸀠

1
󸀠s should be moved∗/

𝑔𝑟𝑜𝑢𝑝 ← 0;
/∗from behind∗/
for 𝑗 ← 𝑁 − 1 to 0 do

if 𝐼𝐷𝐿[𝑗] = 1 then
𝑔𝑟𝑜𝑢𝑝 ← 𝑔𝑟𝑜𝑢𝑝 + 1;

/∗found the empty position and
move the newly found 󸀠

1
󸀠 and the

continuous 󸀠
1
󸀠s∗/

else
/∗newly found 󸀠

1
󸀠∗/

𝑚 ← 0;
/continuous 󸀠

1
󸀠s󸀠 new location∗/

𝑁𝑒𝑤𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ← 0;
for 𝑚 ← 𝑗 − 1 to 0 do

if 𝐼𝐷𝐿[𝑚] = 1 then
𝐼𝐷𝐿[𝑚] ← 0;
𝐼𝐷𝐿[𝑚 + 1] ← 1;
𝑁𝑒𝑤𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ← 𝑚 + 2;
/∗searching ends∗/
𝑚 ← −1;

/∗move the continuous 󸀠
1
󸀠s∗/

if 𝑁𝑒𝑤𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 < 𝑁 then
for 𝑝 ← 𝑁 − 1 to𝑁 − 𝑔𝑟𝑜𝑢𝑝

do
𝐼𝐷𝐿[𝑝] ← 0;

for 𝑞 ← 𝑁𝑒𝑤𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 to
𝑔𝑟𝑜𝑢𝑝 + 𝑁𝑒𝑤𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 − 1 do

𝐼𝐷𝐿[𝑞] ← 1;
𝑗 ← −1;

𝐴𝑔𝑔 ←Matching(𝐼𝐷𝐿, 𝐻𝐴𝑋
𝐵𝑆
);

if 𝐴𝑔𝑔 ̸= − 1 then
return ⟨𝐼𝐷𝐿, 𝐴𝑔𝑔⟩;
𝑖 ← 𝑁; 𝑐 ← 0;

end

Algorithm 7: Result retrieving algorithm.

we use tree topology in our paper. We also did cluster-based
comparison with existing protocols, and the results show no
significant difference.

Appendix

For more details, see Algorithms 6 and 7.
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Security and privacy have been important issues in VANETs. Anonymity is an effective way to achieve privacy protection, and it
sometimes requires to be disclosed for determining traffic liability. In most pseudonym schemes, an authority is aware of a vehicle’s
secret, and its compromise will result in the leakage of a large amount of privacy information. So, we propose a distributed traceable
pseudonym management scheme in VANETs. In the scheme, a blind signature method is adopted to achieve strict separation of
issuance and tracking. The distributed tracking protocol is proposed to enhance the robustness for tracking, which is based on the
improved scheme for shared generation of RSA keys. An efficient pseudonymous authentication mechanism is proposed to reduce
the communication overhead. Compared with other related proposals, our scheme is unforgeability, especially against authority
forge attacks, and has better robustness. Moreover, the performance analysis shows that it is efficient in VANETs.

1. Introduction

Vehicle-to-vehicle and vehicle-to-infrastructure communi-
cations improve vehicle’s perception from the surrounding
environment. Vehicular ad hoc networks (VANETs) will be
used widely in collision avoidance, road-hazard notification,
and coordinated driving systems [1]. Nonetheless, there are
many security threats in VANETs [2–4]. For example, an
attackermight tamper withmessages to evade accident liabil-
ity or forge information to meet specific needs. The attacker
also might eavesdrop on broadcast messages, analyze data,
and track a vehicle. So, security and privacy have been impor-
tant issues in VANETs.

A number of studies have been made on the issues of
security and privacy preservation. Raya and Hubaux [5, 6]
pointed out that anonymity is conditional for liability pur-
poses and that authority can disclose the pseudonym. In [5,
6], a security protocol was introduced. Although this protocol
can effectively meet the conditional privacy requirement,
it is far from efficient and can hardly become a scalable
and reliable approach, because the authority has to keep
all the anonymous certificates for each vehicle. Lin et al.
[7] proposed a security and privacy preserving protocol.
With group signature, security, privacy, and traceability can

be achieved without inducing the overhead of managing a
huge number of stored certificates at the authorities’ sides.
Calandriello et al. [8, 9] proposed on-the-fly pseudonym gen-
eration and self-certification, which alleviates the overhead of
managing certificates. Group signature method is adopted to
ensure that legitimate nodes can generate their pseudonyms
anonymously. Lu et al. [10] presented a conditional privacy
preservation protocol, which improves efficiency in terms
of the minimized anonymous keys storage at each vehicle.
Performance evaluation shows that the protocol can achieve
much better efficiency than Raya and Hubaux’s [5, 6] and
Lin et al.’s [7] when vehicles are revoked. Zhang et al. [11]
proposed a scalable robust authentication protocol. In [11],
some roadside units (RSUs) serve as the issuer of vehicles’
private key, and a signcryption method is employed to dis-
tribute the keys securely.Hao et al. [12] proposed a distributed
key management framework, which has advantages in the
revocation of malicious vehicles and system maintenance.
An efficient cooperative message authentication protocol is
developed to reduce the computation and communication
overhead in the group signature.

The above reported schemes [7–12] are based on group
signature. In Boneh et al.’s group signature scheme [13], each
user’s private key is generated by the private-key issuer, which
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is a hidden security threat. In [7–9], each vehicle’s group
private key is computed by a member manager. In [10], a
trusted authority is required; the authority generates valid
private keys for on-board unit andRSU. In [11], RSUgenerates
and sends the group private key to the vehicle. In [12], some
measures are adopted to prevent RSU frommisbehaving, but
authorities cannot decide which is the malicious, RSU or the
vehicle or both, when they find a mismatch. Therefore, these
schemes [7–12] suffered from private key revealing attacks, in
which the private-key issuer knows each user’s private key.

Schaub et al. [14] adopted blind signature technology to
achieve the separation of issuing and tracking. But the disad-
vantages of the scheme are that𝑉-token (𝑉

𝑖
= 𝐸PKRA

(𝑖𝑑 ‖ 𝑟
𝑖
))

is produced by a vehicle alone; thus, the vehicle might forge
other vehicle’s 𝑉-token. Moreover, if CA is not credible, it
can generate 𝑉-token by itself and sign it. CA can obtain
the pseudonym certificate from a pseudonym provider and
impersonate any vehicle.

To solve the above problems, this paper presents a dis-
tributed pseudonymmanagement scheme in secureVANETs.
Themain contributions of the scheme are as follows. (1) Pseu-
donym is coproduced by the issuer and the vehicle. Either
party attempting to deceive can be detected. It can resist
authority forge attacks. (2) An efficient pseudonym authenti-
cationmechanism is proposed by finding the optimal number
of messages with the pseudonym certificate, which not only
reduces the communication overhead but also ensures the
message authentication probability 𝑃auth > 95%. (3) Dis-
tributed pseudonym tracking based on secret sharingmethod
is presented. The initialization of the tracking protocol does
not require a trusted center, thus avoiding any single point of
failure. It offers better robustness.

The remainder of this paper is organized as follows. The
pseudonym management model is given in Section 2. The
pseudonym issuance protocol, the pseudonymous authen-
tication protocol, and the distributed tracking protocol are
presented in Sections 3, 4, and 5, respectively. Section 6 ana-
lyzes and compares the security and the performance of our
scheme with other related schemes. Finally, the conclusion of
this paper is given in Section 7.

2. Pseudonym Management Model

There are three types of entities: (1) a vehicle (𝑉). Its identity
is ID
𝑉
, corresponding to a long-term public key (𝑁

𝑉
, 𝑒
𝑉
) and

a long-term private key 𝑑
𝑉
. Its pseudonym is IDPV, corre-

sponding to a short-term public key (𝑁PV, 𝑒PV) and a short-
term private key 𝑑PV. The vehicle contains a sensing input
module, awireless communicationmodule, a central process-
ingmodule, and a hardware securitymodule (HSM) [15].The
HSM generates public and private keys, stores private keys,
and provides digital signature service. (2) An authority: it is
divided into certificate authority (CA), pseudonym certificate
authority (PCA), and tracking authority (TA). PCA issues
pseudonym certificates, but it does not know the pseudonym.
Only TA knows the relation between the pseudonym and
the identity. CA issues Cert

𝑉
, and Cert

𝑉
contains ID

𝑉
and

(𝑁
𝑉
, 𝑒
𝑉
). PCA issues CertPV, and CertPV contains IDPV and

(𝑁PV, 𝑒PV). PCA’s public and private keys are denoted as

(𝑁PCA, 𝑒PCA) and 𝑑PCA, respectively. TA’s public and private
keys are denoted as (𝑁, 𝑒) and 𝑑, respectively.There are some
PCAs in the model, and 𝑉 may apply for a pseudonym to
the neighboring PCA. Only a few suspicious vehicles need
to be disclosed, so TAs are rare. But if only one authority
acts as TA, abuse can occur. Based on the secret sharing
method, we extend one authority to 𝑘 authorities forming
TAs = {TA

1
,TA
2
, . . . ,TA

𝑘
}. TA
𝑖
(1 ⩽ 𝑖 ⩽ 𝑘) may be a law

enforcement agency, a judge, or a privacy protection agency.
TA
𝑖
’s identity is ID

𝑖
. Assume that the vehicle is preloadedwith

the public keys of CA, PCA, and TAs during the vehicle’s
initialization. (3) Roadside unit (RSU): it communicates with
vehicles and other devices on the internet.

The security and privacy requirements in the model are
as follows.
Anonymity. For other entities (such as PCA, attackers) except
TAs, it is computationally infeasible to disclose the identity
from a pseudonym.
Traceability. If the members in TAs implement the protocol
honestly, at least 𝑚members can disclose collaboratively the
identity from a pseudonym.
Unforgeability. For any entity, it is computationally infeasible
to forge a false signature or impersonate another entity.
Robustness. If any authority compromises, the implementa-
tion of pseudonym issuance, pseudonymous authentication,
and tracking are not affected.

The process of pseudonym management is shown in
Figure 1. (1) The vehicle 𝑉 gets an identity certification from
CA. (2) 𝑉 applies for pseudonym certificates. (3) PCA issues
some pseudonym certificates to𝑉. (4) 𝑉 communicates with
other vehicles and RSU with the pseudonym certificates.
(5) Once other vehicles find suspicious vehicles, they submit
a tracking request to TAs. (6) TAs disclose the identity from
the pseudonym.

The model consists of three protocols: a pseudonym
issuance protocol, a pseudonymous authentication protocol,
and a distributed tracking protocol. TAs’ public key (𝑁, 𝑒)
is generated during the initialization stage and used in the
pseudonym issuance protocol. Pseudonym certificates are
generated in the issuance protocol and used in the pseudony-
mous authentication protocol. Once suspicious messages
appear in pseudonymous authentication, the distributed
tracking protocol is activated.

3. Pseudonym Issuance Protocol

Chaum [16] first proposed the concept of a blind signature,
which allows users to get a message signature without leaking
any contents. The pseudonym certificate issuance protocol
adopts the blind signature method.

(1) 𝑉 sends ID
𝑉
‖ 𝑛 ‖ (ID

𝑉
‖ 𝑛)
𝑑V mod 𝑁

𝑉
‖ Cert

𝑉
to

PCA, where 𝑛 is the number of pseudonyms.
(2) PCA verifies (ID

𝑉
‖ 𝑛)
𝑑V mod 𝑁

𝑉
, if passed, and

sends IDPCA ‖ ID
𝑉

‖ exp ‖ ((IDPCA ‖ ID
𝑉

‖

exp)𝑑PCA mod 𝑁PCA)
𝑒𝑉 mod 𝑁

𝑉
to 𝑉, where exp is

the expiration date.
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Figure 1: Pseudonym management framework.

(3) 𝑉 extracts ((IDPCA ‖ ID
𝑉

‖ exp)𝑑PCA mod
𝑁PCA)

𝑒𝑉 mod 𝑁
𝑉
, decrypts it, and gets (IDPCA ‖

ID
𝑉

‖ exp)𝑑PCA mod 𝑁PCA. Then 𝑉 verifies PCA’s
signature, if passed, picks two random integers 𝑟

𝑖
and

𝑥
𝑖
(1 ⩽ 𝑖 ⩽ 2𝑛), and generates the pseudonyms as

follows:

IDPV𝑖

= (𝑟𝑖 ‖ 𝑟𝑖
𝑑V mod 𝑁𝑉 ‖ (IDPCA ‖ ID𝑉 ‖ exp)

𝑑PCA mod 𝑁PCA)
𝑒

mod 𝑁,

(1)

𝑉 extends them to

𝑏
𝑖
= IDPCA ‖ IDPV𝑖 ‖ exp ‖ 𝑒PV𝑖 ‖ 𝑁PV𝑖 . (2)

𝑉 sends PCA the blind alternative commitments 𝑐
𝑖
=

(𝑥
𝑖

𝑒PCA ) ⋅SHA(𝑏
𝑖
) mod 𝑁PCA (1 ⩽ 𝑖 ⩽ 2𝑛), where SHA

is a message digest function.
(4) PCA randomly generates verification set 𝐼, 𝐼 = {𝑖 | 𝑖 ∈

[1, 2𝑛]}, and |𝐼| = 𝑛, and sends 𝐼 to 𝑉.
(5) 𝑉 shows {(𝑟

𝑖
, 𝑟
𝑖

𝑑V , 𝑥
𝑖
, 𝑒PV𝑖 , 𝑁PV𝑖) | 𝑖 ∈ 𝐼} to PCA.

(6) PCA computes ID󸀠PV𝑖 , 𝑏
󸀠

𝑖
and 𝑐

󸀠

𝑖
= (𝑥

𝑖

𝑒PCA ) ⋅

SHA(𝑏󸀠
𝑖
) mod 𝑁PCA and checks 𝑐󸀠

𝑖
= 𝑐
𝑖
. If passed,

PCA sends the blind signatures {𝑐
𝑗

𝑑PCA mod 𝑁PCA |

𝑗 ∉ 𝐼} of the remaining commitments to 𝑉.
(7) 𝑉 removes the blind factors 𝑐

𝑗

𝑑PCA/𝑥
𝑗

=

SHA(𝑏
𝑗
)
𝑑PCA mod 𝑁PCA(𝑗 ∉ 𝐼) and gets the pseu-

donym certificates as follows:

CertPV𝑗 = 𝑏𝑗 ‖ SHA(𝑏𝑗)
𝑑PCA

. (3)

The prerequisite of implementing the protocol is that
during the initialization stage, 𝑉 has got TAs’ public key

(𝑁, 𝑒) and PCA’s public key (𝑁PCA, 𝑒PCA). Before applying
for a pseudonym, the short-time public and private keys
of the vehicle have been already generated. (1) 𝑉 sends a
request signed with 𝑑

𝑉
to PCA to prove its identity ID

𝑉
. (2)

PCA sends the signature secretly, not only to prove PCA’s
identity but also to coproduce 𝑉’s pseudonym. Sending the
signature secretly can prevent the signature from leaking.
(3) 𝑉 produces pseudonyms and blinds them. In (4), (5),
and (6) PCA opens 𝑛 commitments among 2𝑛 commitments
to verify. If passed, PCA signs blindly the remaining 𝑛

commitments. (7) 𝑉 removes the blind factors and gets the
pseudonym certificates.

In Schaub et al.’s issuance protocol [14], CA signs 𝑉-
tokens for a vehicle. Pseudonym provider (PP) checks the
validity of 𝑉-tokens; if valid, PP issues a pseudonym certifi-
cate. Four rounds of interaction are required. If CA wants to
cheat, it will not interact with a vehicle. And it will obtain a
fake pseudonym certificate and impersonate a vehicle, so will
PP.

In our issuance protocol, PCA issues directly a pseu-
donym certificate to a vehicle, and three rounds of interaction
are required. A pseudonym is coproduced by 𝑉 and PCA.
PCA cannot provide 𝑟

𝑖
‖ 𝑟
𝑖

𝑑V to forge a pseudonym of 𝑉.
𝑉 cannot provide (IDPCA ‖ ID

𝑉
∗ ‖ exp)𝑑PCA to forge the

pseudonym of another vehicle 𝑉∗. Even if 𝑉 eavesdrops on
the communication between 𝑉∗ and PCA, 𝑉 cannot decrypt
((IDPCA ‖ ID𝑉∗ ‖ exp)

𝑑PCA mod 𝑁PCA)
𝑒𝑉∗ . So, it fails to forge

the pseudonym. Furthermore, the cut-choose method is also
adopted in our protocol, like in Schaub et al.’s protocol, and
prevents content spoofing to a certain extent.

As a result, our issuance protocol maintains good prop-
erty of vehicular privacy in the presence of an authority and
provides security against authority forge attack. Moreover,
the communication overhead is reduced from four rounds to
three rounds.
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4. Pseudonymous Authentication Protocol

A complete authentication message consists of six fields:
messageID ‖ payload ‖ timestamp ‖ signature ‖ certificate
‖ TTL. “MessageID” is the message number during the
same pseudonym period. “Payload” contains collision data,
location, direction, speed, and so on. “Timestamp” is to
prevent from replaying attacks. “Signature” is the signature
of the first three fields. The next field is CertPV𝑖 = 𝑏

𝑖
‖

SHA(𝑏
𝑖
)
𝑑PCA , where 𝑏

𝑖
= IDPCA ‖ IDPV𝑖 ‖ exp ‖ 𝑒PV𝑖 ‖ 𝑁PV𝑖 .

“TTL” means how long the message is allowed to remain to
prevent message flooding. If the key has 1024 bits, the signa-
ture has 1024 bits. As exp has 26 bytes [17], the pseudonym
certificate length is 𝐿CertPV = 2+384+26+128+128+128 =

796B. Finally, the total message length is 𝐿Message = 2+100+

4 + 128 + 796 + 1 = 1031B, and the pseudonym certificate
accounts for 77% of the total message length.

If each message carries a certificate of 796 bytes during
the same pseudonym period, the communication overhead
is high. If only the first message carries the certificate, the
message length is reduced from 1031 bytes to 235 bytes.
However, if the first message with the certificate does not
arrive at the receiver, other received messages which do not
contain the certificate cannot be verified.

Some researchers proposed a mechanism to reduce the
communication overhead of secure messages by omitting
the inclusion of certificates in messages. Concrete methods
such as the periodic omission of certificates, neighbor-
based certificate omission, and congestion-based certificate
omission were proposed in [9], [18], and [19], respectively. In
these schemes, the optimal parameter was obtained bymeans
of simulation. In contrast to the earlier proposals, we found
the optimal parameter by means of probability analysis.

Define that 𝛼 is the number of messages and 𝜆 is the
number of messages with pseudonym certificate during one
pseudonym period. If at least one message with certificate
is accepted by the receiver, other arrived messages with the
same pseudonym can be authenticated. Define the message
authentication probability 𝑃auth as 𝑃auth = 1 − (1 − 𝑃accept)

𝜆,
where 𝑃accept is the packet reception rate. We used a packet
reception rate model of broadcast channel in a good channel
condition 𝑃(𝑑) = −0.004𝑑+ 1/7 sin(𝜋/125𝑑) + 1 [9], where 𝑑
is the distance between the sender and the receiver.

Figure 2 shows the relationship among the message
authentication probability 𝑃auth, the intervehicle distance 𝑑,
and the number of messages with certificate 𝜆. Assuming
that 𝜆 is a constant, 𝑃auth decreases with the increase of 𝑑;
assuming that 𝑑 is a constant,𝑃auth increases with the increase
of 𝜆. From the figure, it can be further observed that if 𝜆 ≥ 5
and 𝑑 ≤ 130, then 𝑃auth > 95%. That means we take 𝜆 =

5, which can meet the need of most vehicles for broadcast
message authentication. Thus, 𝜆 = 5 is the optimal number
of messages with the pseudonym certificate.

We define 𝑙𝑒𝑛 as the average message length, and Figure 3
shows the relationship between 𝑙𝑒𝑛 and𝛼 under the condition
of 𝜆 = 5. The parameter 𝑙𝑒𝑛 decreases with the increase of
𝛼. It means that during a pseudonym period the more the
messages are, the less communication overhead is.

50
100

150

5

10

15

1

0.8

0.6

0.4

0.2

0

Au
th

en
tic

at
io

n 
m

es
sa

ge
 p

ro
ba

bi
lit

y

Distance (m)

𝜆 (messages with certificate)
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number of messages during a pseudonym period.

5. Distributed Tracking Protocol

Based on the secret sharing scheme [20], TAs’ private key 𝑑 is
assigned to the 𝑘 authorities, and any one subset of at least𝑚
of them can disclose the secret. Generally, there is a trusted
center during the initialization stage of the secret sharing
scheme. Once the center compromises, the privacy will be
leaked. Boneh and Franklin [21] discussed the generation
of RSA keys without a dealer, but the protocol required the
help of a third party. Cocks [22] presented another protocol
to generate shared RSA keys without the help of a third
party.There exists a large number of modular exponentiation
operations to generate themodulus, and thus the efficiency of
the protocol is poor. Malkin et al. [23] extended two parties
[21] to 𝑘 parties.

Instead of time-consuming modular exponentiation, we
use modular multiplication to generate 𝑁, where 𝑁 is
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the modulus of RSA. And furthermore, we extend the (𝑘, 𝑘)
threshold schemeto a more general form (𝑚, 𝑘), where 𝑚
is the number of members and 𝑘 is the threshold value.
Based on the above ideas, the distributed tracking protocol
is developed. It consists of distributed generation of modulus
𝑁, distributed generation of private key and secret share,
and collaborative tracking. The first two parts are completed
collaboratively by all members during initialization, and
the third part is implemented collaboratively by at least 𝑚
members during the tracking stage.

5.1. Distributed Generation of Modulus𝑁. Each member TA
𝑖

(1 ≤ 𝑖 ≤ 𝑘) picks randomprimes𝑝
𝑖
, 𝑞
𝑖
and computesmodulus

𝑁 = (∑
𝑘

𝑖=1
𝑝
𝑖
)(∑
𝑘

𝑖=1
𝑞
𝑖
)without revealing𝑝

𝑖
, 𝑞
𝑖
. Assuming that

𝑘 is an odd, the steps are as follows:

(1) TA
𝑖
picks two random primes 𝑝

𝑖
, 𝑞
𝑖
and a random

𝑟
𝑖,𝑗

∈ 𝑍
𝑃
(prime 𝑃 > 𝑁). TA

𝑖
computes and sends

𝑟
𝑖,𝑗
𝑝
𝑖
and 𝑟
𝑖,𝑗
𝑞
𝑖
to TA

𝑗
(1 ≤ 𝑗 ≤ 𝑘, 𝑗 ̸= 𝑖).

(2) TA
𝑗
computes 𝑟

𝑖,𝑗
𝑝
𝑖
𝑞
𝑗
and 𝑟
𝑖,𝑗
𝑞
𝑖
𝑝
𝑗
and sends 𝑟

𝑖,𝑗
𝑝
𝑖
𝑞
𝑗
+

𝑟
𝑖,𝑗
𝑞
𝑖
𝑝
𝑗
to TA

𝑖
.

(3) TA
𝑖
computes 𝑠

𝑖,𝑗
= (1/𝑟

𝑖,𝑗
)(𝑟
𝑖,𝑗
𝑝
𝑖
𝑞
𝑗
+𝑟
𝑖,𝑗
𝑞
𝑖
𝑝
𝑗
) = 𝑝
𝑖
𝑞
𝑗
+

𝑝
𝑗
𝑞
𝑖
(𝑗 ̸= 𝑖),

𝑁
𝑖
=

𝑘

∑

𝑗=1,𝑗 ̸= 𝑖

𝑠
𝑖,𝑗
+ 2𝑝
𝑖
𝑞
𝑖

= 𝑝
𝑖

𝑘

∑

𝑗=1,𝑗 ̸= 𝑖

𝑞
𝑗
+ 𝑞
𝑖

𝑘

∑

𝑗=1,𝑗 ̸= 𝑖

𝑝
𝑗
+ 2𝑝
𝑖
𝑞
𝑖

(4)

and broadcasts𝑁
𝑖
in TAs.

(4) Allmembers compute∑𝑘
𝑖=1
𝑁
𝑖
and get𝑁 = ∑

𝑘

𝑖=1
𝑁
𝑖
/2.

(5) Any member in TAs picks an integer 𝑔 ∈ 𝑍
∗

𝑁

randomly and broadcasts 𝑔 in TAs.

(6) TA
1
computes and broadcasts 𝑉

1
= 𝑔
𝑁−𝑝1−𝑞1+1 mod

𝑁; all other members TA
𝑖
(2 ≤ 𝑖 ≤ 𝑘) compute and

broadcast𝑉
𝑖
= 𝑔
𝑝𝑖+𝑞𝑖 mod 𝑁; all members verify𝑉

1
=

∏
𝑘

𝑖=2
𝑉
𝑖
mod 𝑁.

(7) If the verification fails, all members execute steps (1)–
(6) again. Otherwise, success is returned.

5.2. Distributed Generation of Private Key and Secret Share.
𝜙(𝑁) is Euler function of𝑁, denoted as 𝜙. If𝑁 is the product
of two primes,

𝜙 = 𝑁 −

𝑘

∑

𝑖=1

𝑝
𝑖
−

𝑘

∑

𝑖=1

𝑞
𝑖
+ 1. (5)

(1) TA
1
computes 𝜙

1
= 𝑁 − 𝑝

1
− 𝑞
1
+ 1, and another

member TA
𝑖
(2 ≤ 𝑖 ≤ 𝑘) computes 𝜙

𝑖
= −𝑝
𝑖
−𝑞
𝑖
.Then,

each member TA
𝑖
(1 ≤ 𝑖 ≤ 𝑘) broadcasts 𝜙

𝑖
mod 𝑒 in

TAs.

(2) TA
𝑖

collects 𝜙
𝑗
mod 𝑒, and computes 𝜓 =

∑
𝑘

𝑗=1
𝜙
𝑗
mod 𝑒 = 𝜙 mod 𝑒 and 𝜁 = −𝜓−1 mod 𝑒.

TA
𝑖
obtains its own private key

𝑑
𝑖
= ⌊

𝜁𝜙
𝑖

𝑒
⌋ . (6)

(3) TA
𝑖
picks a random degree 𝑚 − 1 polynomial 𝑐

𝑖
(𝑥) ∈

𝑍
𝑃
[𝑥], satisfying 𝑐

𝑖
(0) = 𝑑

𝑖
. It computes 𝑠

𝑖,𝑗
= 𝑐
𝑖
(ID
𝑗
)

and sends 𝑠
𝑖,𝑗
to TA

𝑗
(𝑗 ̸= 𝑖) secretly.

(4) TA
𝑖
collects 𝑠

𝑗,𝑖
, then computes the secret share

𝑠
𝑖
=

𝑘

∑

𝑗=1

𝑠
𝑗,𝑖
mod 𝑃. (7)

After implementing the protocol, each member obtains
the private key 𝑑

𝑖
and secret share 𝑠

𝑖
. The operation of

computing 𝜙 mod 𝑒 reveals log
2
𝑒 low bits of 𝜙. In order to

protect 𝜙 from revealing more bits, we take a small 𝑒.

5.3. Collaborative Tracking

(1) The vehicle 𝑉∗ reports the signed message with a
certificate to a tracking authority such as TA

1
. TA
1

checks whether the signedmessage and the certificate
are valid.

(2) If passed, TA
1
extracts IDPV from CertPV and sends

IDPV to other members. If 𝑚 − 1 members accept
a tracking request, they constitute a tracking group.
Assume that their identities are ID

1
, ID
2
, . . ., ID

𝑚
.

(3) Participants TA
𝑖
(2 ≤ 𝑖 ≤ 𝑚) send IDPV

𝛼𝑖 mod 𝑁 to
TA
1
, where 𝛼

𝑖
= 𝑠
𝑖
𝑙
𝑖
(0) mod 𝑃.

(4) TA
1
tries all possible 𝑢 and 𝑥 (0 ⩽ 𝑢 ⩽ 𝑘 − 1, −𝑚 <

𝑥 ⩽ 0) and computes

IDPV
𝑥𝑃+𝑢

⋅

𝑚

∏

𝑖=1

IDPV
𝛼𝑖 mod 𝑁

= 𝑟 ‖ 𝑟
𝑑V mod 𝑁

𝑉
‖ (IDPCA ‖ IDV ‖ exp)

𝑑PCA mod 𝑁PCA .

(8)

It extracts (IDPCA ‖ ID
𝑉
‖ exp)𝑑PCA mod 𝑁PCA and further

gets IDPCA ‖ ID𝑉 ‖ exp with 𝑒PCA. TA1 gets ID𝑉 according to
the actual meaning of the strings.

Then TA
1
submits ID

𝑉
to PCA, and PCA puts it into

the blacklist. PCA will reject the request of the vehicle in
the blacklist for pseudonym certificates. So, the pseudonym
tracking protocol combined with the pseudonym issuance
protocol can realize the revocation of malicious vehicles.

In Lin et al.’s protocol [7], a centralized method for track-
ing is adopted. A trace manager (TM) computes a vehicle’s
private key from a signed message in order to disclose the
vehicle’s identity. Once TM is compromised, a large amount
of privacy information is leaked.

In Schaub et al.’s protocol [14], the secret sharing method
for tracking is adopted to prevent misuse and abuse of
a system. The method is distributed, but it generally requires
a trusted center to distribute secret share in the initialization
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phase. Therefore, the trusted center will be a secure bottle-
neck.

In our tracking protocol, all the processes in the secret
sharing method adopt a fully distributed structure, such as
generation of private key and secret share, generation ofmod-
ulus 𝑁 and collaborative tracking. As a result, our tracking
protocol avoids a single point of failure.

6. Analysis

6.1. Security Analysis

Proposition 1. Neither issuing authorities nor other vehi-
cles can determine the relationship between a pseudonym
and an identity in the protocol family, so the scheme achieves
anonymity.

Proof. (1) During the issuance stage, PCA gets 𝑐
𝑖
= (𝑥
𝑖

𝑒PCA ) ⋅

SHA(𝑏
𝑖
) mod 𝑁PCA.𝑉 picks 𝑥

𝑖
randomly, so PCA cannot get

𝑏
𝑖
and IDPV𝑖 . Though PCA knows ID

𝑉
, it cannot establish the

relationship between ID
𝑉
and IDPV𝑖 .

(2) Other vehicles get the signed messages and extract
IDPV𝑖 = (𝑟

𝑖
‖ 𝑟
𝑖

𝑑V mod 𝑁
𝑉
‖ (IDPCA ‖ ID

𝑉
‖ exp)𝑑PCA mod

𝑁PCA)
𝑒 mod 𝑁. They do not know TAs’ private key 𝑑 and

thus cannot obtain 𝑉’s identity ID
𝑉
.

Proposition 2. The𝑚 authorities in TAs can disclose the iden-
tity 𝐼𝐷

𝑉
from a pseudonym 𝐼𝐷

𝑃𝑉
, so the scheme achieves

traceability.

Proof. Let 𝜓 = 𝜙 mod 𝑒 = ∑
𝑘

𝑖=1
𝜙
𝑖
mod 𝑒, 𝜁 = −𝜓

−1 mod 𝑒,
and then 𝜁𝜙+ 1 = −𝜙−1𝜙+1 = 0 mod 𝑒, indicating 𝑒 | 𝜁𝜙+ 1.

Since𝑑𝑒 = 1 mod 𝜙, this gives𝑑 = (𝜁𝜙+1)/𝑒 = (∑𝑘
𝑖=1
𝜁𝜙
𝑖
+

1)/𝑒. Let 𝑑
𝑖
= ⌊𝜁𝜙
𝑖
/𝑒⌋; then

𝑑 =

𝑘

∑

𝑖=1

𝑑
𝑖
+ 𝑢 (0 ≤ 𝑢 ≤ 𝑘 − 1) . (9)

Construct a degree 𝑚 − 1 polynomial 𝑐(𝑥) =

∑
𝑘

𝑗=1
𝑐
𝑗
(𝑥) mod 𝑃, obviously satisfying 𝑐(0) = ∑

𝑘

𝑗=1
𝑐
𝑗
(0) =

∑
𝑘

𝑗=1
𝑑
𝑗
and 𝑐(ID

𝑖
) = ∑

𝑘

𝑗=1
𝑐
𝑗
(ID
𝑖
) = ∑

𝑘

𝑗=1
𝑠
𝑗,𝑖

= 𝑠
𝑖
.

According to the Lagrange interpolation formula ∑𝑘
𝑗=1

𝑑
𝑗
=

∑
𝑚

𝑖=1
𝑠
𝑖
𝑙
𝑖
(0) mod 𝑃, let 𝛼

𝑖
= 𝑠
𝑖
𝑙
𝑖
(0) mod 𝑃, so

𝑘

∑

𝑗=1

𝑑
𝑗
=

𝑚

∑

𝑖=1

𝛼
𝑖
+ 𝑥𝑃. (10)

Since 0 ≤ ∑
𝑘

𝑗=1
𝑑
𝑗
< 𝜙, 0 ≤ 𝛼

𝑖
< 𝑃, 0 ≤ ∑

𝑚

𝑖=1
𝛼
𝑖
< 𝑚𝑃,

therefore −𝑚 < 𝑥 ≤ 0.
Taking the formula (10) into the formula (9), we can

obtain the following formula:

𝑑 =

𝑚

∑

𝑖=1

𝛼
𝑖
+ 𝑥𝑃 + 𝑢 (0 ≤ 𝑢 ≤ 𝑘 − 1, −𝑚 < 𝑥 ≤ 0) . (11)

Consider the issuance protocol and obtain

𝑟 ‖ 𝑟
𝑑V mod 𝑁

𝑉
‖ (IDPCA ‖ ID

𝑉
‖ exp)𝑑PCA mod 𝑁PCA

= IDPV
𝑑
= IDPV

∑
𝑚
𝑖=1 𝛼𝑖+𝑥𝑃+𝑢

= IDPV
𝑥𝑃+𝑢

⋅

𝑚

∏

𝑖=1

IDPV
𝛼𝑖 mod 𝑁.

(12)

Compute ((IDPCA ‖ ID
𝑉
‖ exp)𝑑PCA )𝑒PCA mod 𝑁PCA with

𝑒PCA and obtain 𝑉’s identity ID
𝑉
.

Proposition 3. Regardless of the PCA, the vehicles and the out-
side attacker, forging the pseudonym certificate is as difficult as
solving a large integer factorization problem.

Proof. A pseudonym IDPV𝑖 is coproduced by 𝑉 and PCA,
because 𝑟

𝑖
‖ 𝑟
𝑖

𝑑V mod 𝑁
𝑉
is provided by 𝑉 and (IDPCA ‖

ID
𝑉
‖ exp)𝑑PCA mod 𝑁PCA is provided by PCA.

(1) PCA cannot provide 𝑟
𝑖
‖ 𝑟
𝑖

𝑑V mod 𝑁
𝑉
to forge a pseu-

donym.

(2) 𝑉 cannot provide (IDPCA ‖ ID
𝑉
∗ ‖ exp)𝑑PCA mod

𝑁PCA to forge the pseudonym of 𝑉∗.
(3) An external attacker without 𝑉’s and PCA’s private

keys cannot pass the authentication, because the
issuance protocol is with two-way authentication.
Therefore, the attacker neither obtains the blind
signature nor personates PCA to sign the pseudonym
certificate.

In short, forging an RSA signature or cracking an RSA
cipher is as difficult as factorizing a large integer, so the
scheme achieves unforgeability.

Proposition 4. The scheme is robust.

Proof. (1) The separation of pseudonym issuance authorities
and tracking authorities, to some extent, reduces the risk.

(2) Some PCAs are deployed in the model. Once a
PCA fails, other PCAs can still provide pseudonym issuance
service.

(3) In the pseudonymous authentication protocol, the
optimal number of messages with the pseudonym certificates
is suggested. It ensures the message authentication probabil-
ity𝑃auth > 95%.Thatmeans when amessage arrives, a vehicle
can verify the signature with high probability. Therefore, the
protocol not only reduces the communication overhead but
also ensures robustness.

(4) During the TAs initialization stage, the generation of
modulus 𝑁 and the generation of the private key and the
secret share are distributed fully. So, the scheme does not
require a trusted center, and it avoids any single point of
failure.

(5) During the TAs operation stage, as long as the number
of compromised members is not more than 𝑚 − 1, privacy
cannot be leaked.

We further compared our scheme with similar works
that are intended to ensure conditional privacy preserving
communication [7, 14].The results of comparisons of security
features among our scheme, Lin et al.’s scheme [7], and
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Table 1: Security features comparisons.

Anonymity Traceability Authentication Unforgeability (especially
against authority attacks)

Robustness (especially for
tracking)

Lin et al.’s scheme [7] Yes Yes Yes No Centralized
Schaub et al.’s scheme [14] Yes Yes Yes No Distributed
Our scheme Yes Yes Yes Yes Fully distributed

Table 2: Computation cost comparisons.

Issuance Signature and verification Tracking
Lin et al.’s scheme [7] 𝑇exp 12𝑇exp + 𝑇𝑃 + 12𝑇exp + 2𝑇𝑃 2𝑇exp

Schaub et al.’s scheme [14] 7𝑇
𝑒
+ 4𝑇
𝑑
+ (𝑇
𝑒
+ 𝑇
𝑑
)/𝑛 𝑇

𝑒
+ 𝑇
𝑑

𝑇
𝑑

Our scheme 6𝑇
𝑒
+ 3𝑇
𝑑
+ 3(𝑇

𝑒
+ 𝑇
𝑑
)/𝑛 𝑇

𝑒
+ 𝑇
𝑑

(𝑘 + 1) 𝑇
𝑑

Computation time (ms)
Lin et al.’s [7] 0.6 27.9 1.2
Schaub et al.’s [14] 17.4 + 4.2/𝑛 4.2 4
Ours 13.2 + 12.6/𝑛 4.2 4(𝑘 + 1)

Schaub et al.’s scheme[14] are shown in Table 1. All the three
schemes provide anonymity, traceability, and authentication.

Lin et al.’s scheme is based on a group signature method,
inwhich amembermanager (MM) generatesmember private
keys and sends them privately; MM knows all private keys,
and it can forge a valid group signature on an arbitrary mes-
sage. Schaub et al.’s scheme adopts a blind signature method
to issue certificates, and thus CA or PP does not know the
relationship of an identity and a pseudonym; unfortunately,
CA or PP can forge a pseudonym certificate for itself. There-
fore, Lin et al. and Schaub et al.’s schemes are not secure
against authority forge attacks. In our scheme, a pseudonym is
coproduced by amanager and a vehicle; neither PCA nor𝑉 is
capable of providing complete data to forge a pseudonym; our
scheme is unforgeability, especially against authority forge
attacks.

As mentioned in Section 5, the tracking methods for
Lin et al., Schaub et al. and ours are centralized, distributed,
and fully distributed, respectively. Our scheme has better
robustness.

6.2. Performance Analysis
6.2.1. Computation Overhead. For convenience to evaluate
the computation cost of the protocol, we ignored the compu-
tation cost of some operations such as a hash function and a
multiplication operation, since they are quite light in terms
of load. We focused on some time-consuming operations
defined in the following notations.

𝑇
𝑃
: The time of executing a bilinear map operation.

𝑇exp:The time of executing amodular exponentiation
operation in the cyclic group.
𝑇
𝑒
: The time of executing RSA encryption or RSA

verification.
𝑇
𝑑
: The time of executing RSA decryption or RSA

signature.
In order to provide the precise comparisons of computa-

tion cost, we use the experiment data in [24–26] to evaluate

Table 3: Communication cost comparisons.

Issuance
(rounds)

Signed
messages (B) Tracking (B)

Lin et al.’s scheme [7] 1 289 309
Schaub et al.’s
scheme [14] 4 1031 512 + 519/𝑚

Our scheme 3 235 + 796 𝜆/𝛼 512 + 519/𝑚

them.The experiment environment is operated on a standard
PC, whose processor is Pentium IV with the maximum clock
speed of 3GHz. The pairing system is considered the Tate
pairing system. The order of a nonsupersingular curve over
a finite field 𝐸(𝐹

𝑝
) is 160 bits, which is as difficult to break

as 1024-bit RSA. In this experiment environment, it requires
4.5ms to perform a bilinear map operation and 0.6ms to
perform a modular exponentiation operation [25, 26]. It
requires 0.2ms to perform RSA encryption/verification and
4ms to perform RSA decryption/signature [24].

The results of comparisons of computation cost are shown
in Table 2, where 𝑛 is the number of pseudonym certificates
obtained at one time and 𝑘 is the number of tracking
authorities. Some common parameters and secret keys are
generated in the system initialization, and for convenience
we did not evaluate the computation cost of the initialization
in all the three schemes. In Schaub et al.’s scheme and ours,
the average computation costs for issuance and tracking are
considered.

Compared with Lin et al.’s scheme, ours and Schaub
et al.’s scheme require less computation for signature and
verification and more computation for issuance and track.
Compared with Schaub et al.’s, our scheme requires less
computation for issuance if 𝑛 > 2 and more computation for
tracking.

6.2.2. Communication Overhead. In Table 3, 𝛼 is the number
of signed messages and 𝜆 is the number of signed messages
with pseudonym certificate during one pseudonym period in
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the authentication protocol; 𝑚 is the threshold value in the
distributed tracking protocol.The communication cost of Lin
et al.’s scheme is the lowest, but their scheme suffered from the
private key revealing attacks, in whichMMknows the private
key of each member. Schaub et al.’s scheme and ours rely
on the blind signature method and achieve vehicular privacy
protection in the presence of the authority. Compared with
Schaub et al.’s scheme, our scheme is efficient in terms of the
communication overhead.

6.2.3. Storage Overhead. In Schaub et al.’s scheme and ours,
the storage cost of the vehicle is high because some
pseudonym certificates need to be stored; the storage cost of
the manager for tracking is very little because an identity can
be obtained directly from the pseudonym certificate. On the
contrary, the storage cost of the manager in Lin et al.’s scheme
is high because the record set (𝐴

𝑖
, ID
𝑖
) needs to be stored.

7. Conclusions

In this paper, a secure and efficient pseudonym management
scheme for vehicular ad hoc networks is proposed. The
scheme not only maintains the property of conditional pri-
vacy preservation but also provides the advantages in security
against authority forge attacks and better robustness. In the
scheme, a pseudonym is coproduced by 𝑉 and PCA to avoid
the deception of either party. A blind signature method is
used to achieve the separation of issuance and tracking. Based
on the improved share generation scheme of the RSA keys,
the distributed tracking protocol is proposed to avoid a single
point of failure. By searching for the optimal number of mes-
sages with a pseudonym certificate, the efficient pseudonym
authentication mechanism is given to reduce communica-
tion overhead. By uniting the pseudonym issuance protocol
and the tracking protocol, malicious vehicles are revoked
easily. Moreover, compared with Schaub et al.’s scheme, the
communication cost and computation cost in our scheme
are lower. As a result, our proposed scheme is suitable for
anonymous communication with tracking requirements in
VANETs, since it provides security, robustness, and efficiency.

For future research, we will discuss interdependencies of
various factors, establish systematic evaluation mechanism
of the overall performance, and further enhance the perfor-
mance.
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Security is a crucial issue in distributed applications ofmultihopwireless opportunistic network due to the features of exposed on the
fly communication, relaxed end-to-end connectivity, and vague destinations literately. In this paper, we focus on problems of user
privacy leakage and end-to-end confidentiality invasion in content-based or interest-centric wireless opportunistic network. And
we propose a public-encryption-with-fuzzy-keyword-search- (PEFKS-) and ciphertext-policy-attribute-based-encryption- (CP-
ABE-) based distributed security scheme by refining and compromising two-pairing-based encryption, searchable encryption, and
attribute-based encryption. Our scheme enables opportunistic forwarding according to fuzzy interests preserving full privacy of
users and ensures end-to-end confidentiality with a fine-grained access control strategy in an interest-centric scenario of large-scale
wireless opportunistic networks. Finally, we analyze and evaluate the scheme in terms of security and performance.

1. Introduction

Opportunistic network is a type of ad hoc wireless network
which has common features of delay tolerant network (DTN),
which achieves routing through opportunities of meeting
between mobile nodes. It aims to solve the problem of
communication in the presence of intermittent network con-
nectivity. And to this end, opportunistic network (OPPNET)
has the following features.

(i) Communication is on the fly, thus exposed to all
powerful adversary parties trying to spy the privacy
of users and steal the information.

(ii) Forwarding decisions are made on the fly based on
any possible information from a collapsed network
architecture [1], owing to the aim of transmitting a
message over any communication gaps.

(iii) Only vague destinations literately exist because ames-
sage ought to be sent to a group of nodes according
to some principles: deployed near a specific location,
equippedwith same sensors or actuators, or interested
in specific information [2].

Content-based opportunistic network uses content of
message which concerns users’ interests to make forwarding
decisions, and a most popular application scenario is that
network nodes which are actually pedestrians look forward
to acquiring and sharing information through opportunistic
communication with others. Every pedestrian carries one
or more portable wireless terminals such as smart phones,
tablets, and laptops. More precisely, it is people-centric or
interest-centric opportunistic network. In such a scenario,
a user can be a subscriber with interests in some topics; he
could also be a publisher intending to publish contents about
some topics. Security in such type of opportunistic network
is a crucial issue. We consider two components of security in
opportunistic network: privacy and confidentiality.

First is privacy. In a content-based opportunistic net-
work, interest advertisements from subscribers and pub-
lished contents from publishers both need to be forwarded
based on the interest-oriented information (maybe some
indexes, abstracts, keywords, etc.) which are contained in
the messages. The routing could be multihop through sev-
eral intermediate nodes which might not be trusted by
subscribers or publishers. The subscribers do not want other
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subscribers and intermediate nodes to know their interests.
The situation is almost the same as publishers: they do not
want other publishers, intermediate nodes, or subscribers
that are not designated to obtain the interest orientations
of their published contents. However, in precedent research
about interest-centric network, forwarding relies on explicit
queries or indexes, which leads to possible threat of privacy
leakage due to matching between message indexes and users’
identities.

Second is end-to-end confidentiality which is considered
as a fundamental security requirement. Publishers not only
want to impose a ban on the access to the plaintext payload
of their published contents, but also want to attach a precise
access control strategy to their every message so that only
the designated subscribers who have certain credentials or
attributes can access the payload. For example, when top
layer of some IT company wants to publish a product fault
survey, they may make such an access control structure as
shown in Figure 1 whichmeans only the departmentmanager
of Technology Department or Quality Control Department,
staff with management level over 5 or a consultant called
Charlie Eppes, could access the survey. However, the reasons
of no stable end-to-end connection and group target of a
message not only make traditional end-to-end encryption
unsuitable, but also increase the difficulty of fine-grained
access control on shared data.

In this paper, we propose a PEFKS- and CP-ABE-based
distributed security scheme in interest-centric opportunistic
network.

The main contributions of this paper are as follows.

(i) We design a PEFKS-based privacy protecting for-
warding decision scheme, which on one hand enables
subscribers to publish encrypted fuzzy interests and
on the other hand enables intermediate nodes to
forwardmessages according to encrypted fuzzy inter-
ests. The scheme ensures users’ full privacy in the
circumstance of opportunistic network and enhances
anonymity through fuzzy interests. To the best of our
knowledge, we are the first to enable partial match on
fuzzy interests in opportunistic network.

(ii) We embed the concept of attribute-based identity
into opportunistic network to adapt to the feature of
no explicit destinations. Then we design a CP-ABE-
based confidentiality protecting scheme, in which
publishers make and attach an expressive access con-
trol strategy to the messages they are about to send.
Subscribers whose attribute-based identities satisfy
the access control strategy are legalized to decrypt
the ciphertext, finally achieving confidentiality with
a fine-grained access control strategy on shared data.

(iii) We implement and analyze the security and perfor-
mance of the schemes and verify the feasibility of our
security schemes.

2. Related Work
Related research work is still scarce because security in
content-based opportunistic network is a quickly emerging

problem and most of the security schemes existing in
Internet, wireless sensor networks (WSNs), mobile ad hoc
networks (DTN, or MANET) are not suitable.

As far as we are concerned, Lilien et al. [3] were the
first to consider security in opportunistic network. They
proposed several challenges in privacy and confidentiality of
opportunistic network in particular the requirement for end-
to-end confidentiality, but they did not propose any possible
security solution.What ismore, they did not analyze the issue
of context privacy or content privacy.

Nguyen et al. proposed a probabilistic routing protocol
for ICMAN (intermittently connected mobile ad hoc net-
work) in [4], which indicates the very first idea to protect
privacy and confidentiality. In their protocol, if senders want
to send messages to receivers, it hashes all the values of
message head. Before intermediate node does the partial
match, it first calculates its attributes using the same hash
functions. Only hash function is used hereby to achieve a
relatively computational efficiency, but it is obviously prone
to dictionary attack. As for confidentiality, they used the
information (evidence/values) that the sender knows about
the destination node as keys, so only the destination node
can decrypt the cipher messages to get the plain messages
in a community scenario. In this scheme the confidentiality
is based on assumption that all in-community members
can be trusted which obviously cannot be guaranteed in
opportunistic network.

In the neighboring area of DTN, a bundle security
protocol (BSP) [5] was defined to enhance the security of
communications in DTN. In BSP, a confidentiality block is
included to enable the encryption of the entire payload at the
source and the decryption at the final destination based on
the identifier of the destination. It does not enable encryption
based on the interests of destinations or partial matches that
can be used to make interest-centric forwarding decisions.
Those features are thus not enough to satisfy the interest-
centric scenario.

Shikfa et al. proposed a scheme for content-based and
context-based opportunistic network in [1, 6]. In content-
based scenario, they defined a three-level privacy model and
two security primitives “secure look-up” and “setup of for-
warding tables” and proposed a distributed security scheme
based on multiple layer commutative encryption (MLCE)
in which r-hop neighbor nodes share keys to encrypt and
decrypt messages. There are two disadvantages: one is that
only single-word keyword is supported, it is not flexible, and
the other is that the number of shared keys will explode when
topology changes frequently. In context-based scenario, they
replaced identities of classic identity-based encryption (IBE)
with attributes contained in context to assure end-to-end
confidentiality. Also, they used improved public encryption
with keyword search (PEKS) to make forwarding decisions
to protect users’ privacy. Their scheme is flexible enough to
meet the privacy requirements of context-based forwarding.
But it only supports strictly limited attributes arrange rules
such as ⟨[Mail], [Workplace], [Status]⟩ which is not suitable
for content-based forwarding. In addition, the sender cannot
apply a fine-grained access control strategy to shared data.
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Name: Charlie EppesManagement level >5

Figure 1: Access policy, for example, in introduction.

There are also other researches concerning security in
opportunistic network. As for trust relationship, Li and Das
designed a trust-based framework in [7] to more accurately
evaluate an encounter’s competency met, which can be flexi-
bly integrated with a large family of existing data forwarding
protocols. The proposed framework was implemented with
PROPHET, demonstrating great effectiveness against “black
hole” attacks. But in [7], neither privacy nor confidential-
ity is considered. Shin et al. presented and implemented
AnonySense, a privacy-aware system for realizing pervasive
applications based on collaborative, opportunistic sensing by
personal devices in [8]. In their system, the sensing tasks and
sensor data can be anonymized through the collaboration
of Tor network, MIX network and anonymization service
(AS) before being reported back. Such a framework achieves
great flexibility with users’ privacy respected, yet the privacy
in opportunistic forwarding is not considered. To improve
privacy and confidentiality in opportunistic network, we
should mine deeper in modern cryptography.

PEKS was presented by Boneh et al. [9] based on bilinear
pairings which makes searching on encrypted data possible.
PEKS was improved and used in [1]. But only explicit
keywords are not enough to fit in complex application
requirements, especially when users know little about the
network. When users submit complete queries, they will feel
“left in the dark” [10] and have to use a try-and-see approach
for finding information. In this respect, fuzzy interests and
match of them which can enhance the user interactivity are
needed, which current PEKS implemented in opportunistic
network cannot achieve. In [11], wildcard-based fuzzy set
construction was introduced, but for a word of length 𝑙 and
similarity 𝑑 quantized by edit distance [12], the size of fuzzy
set is 𝑂(𝑙

𝑑
). In this fuzzy set, many meaningless words that

existed bring spatial redundancy. Later, in [13], dictionary-
based fuzzy set construction was proposed to improve the
efficiency dramatically.

Shikfa introduced IBE and their scheme fits well in
context-based opportunistic network. IBE is proposed by
Shamir [14] and Boneh and Franklin [15] based on bilinear

pairings. It enables resource providers (publishers in oppor-
tunistic network) to utilize user’s identity as public key
without querying for public key certificate online.This feature
fits the relaxed-connection environment of opportunistic
network very well and was demonstrated in Shikfa’s work.

Based on IBE, Sahai and Waters proposed attribute-
based encryption or fuzzy identity-based encryption (ABE)
in 2005 [16]. Research in ABE has been hot since then. Su et
al. compared ABE with IBE and summed up for advanced
features in [17]. All these features are very suitable for
opportunistic networks.The first is thatABE enables resource
providers to encrypt messages with only attributes without
considering the number or identities in the group, which
can reduce the encryption cost on opportunistic network
nodes and protect users’ privacy in a tailor-made no-explicit-
destination environment of opportunistic network. Secondly,
only the one whose attribute-based identity satisfying the
requirement of cipher text can decrypt the cipher text, which
assures end-to-end confidentiality in a relaxed connected
environment of opportunistic network. Third is that in ABE,
users’ key was related to random polynomial or random
number; thus no collusion is possible among opportunistic
network users.The last is that flexible access control strategies
such as the AND, OR, NOT, and THRESHOLD of attributes
are supported which will dramatically increase the flexibility.
The first basic ABE [16] scheme only supports threshold
access strategy; then researchers developed it and proposed
key-policy attribute-based encryption (KP-ABE) [18] and
ciphertext-policy attribute-based encryption (CP-ABE) [19]
to achieve more flexible access control strategies. The former
enables users to make rules about the messages they are
going to receive, and the latter allows senders to make access
strategies for ciphertexts.

From the aforementioned work, it could be concluded
that none of related research work has achieved privacy
or confidentiality with good flexibility in content-based
opportunistic network. Some kind of improved PEKS and
ABE can be our first choice. Therefore we propose a privacy
protecting forwarding decision scheme based on PEFKS and
a confidentiality protecting scheme based on CP-ABE.
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3. Problem Statement

3.1. Reference Model. The involved nodes of interest-centric
opportunistic network are some people working in the
same or near places, carrying portable devices with one
or more wireless communication interfaces such as Wi-
Fi, near field communication (NFC), and Bluetooth. They
devote themselves to the opportunistic network system to get
information (news, e-mails, gossip, etc.) through multi hop
forwarding based on their opportunistic mobility.Their roles
in such a system are equal and could work as a subscriber,
an intermediate node, and a publisher [20] at the same time.
In fact, all users are supposed to be greedy and intend to
get without sharing. Therefore, some incentive system exists
aiming at leading users to offer their devices’ capacity such as
storage space and computing power.

Figure 2 depicts the reference model of opportunistic
communication in previously mentioned application sce-
nario, in which a subscriber 𝐴 broadcasts its interest advise-
ments 𝑅𝐴, while a publisher 𝐶 publishes contents 𝑃𝐶.
Intermediate nodes are responsible for two things: setup of
forwarding tables 𝐹𝑇 according to interest advisements and
decision making based on forwarding tables.

To specify the limitation of interest keywords, 𝐷
0
is

defined as a dictionary containing all valid English words
which might be chosen as candidate interests. Every valid
user has a subset of candidate keywords 𝑊

∗

𝑢
which would

be constant in the lifetime of an opportunistic network.
Additionally, all people involved have their own attributes
set 𝑌 = {𝑦

𝑢,1
, 𝑦
𝑢,2

, . . . , 𝑦
𝑢,𝑛

} to describe their identities.
Users’ interests vary over time with the change of hot topics.
So interest-centric opportunistic network enables users to
update their current interests which all come from𝑊

∗

𝑢
.

Subscriber’s interest advertisement message is composed
of two parts: control information 𝐶𝐼

𝐴
of the message and

identity 𝐼𝐷
𝐴
of 𝐴, expressed as 𝑅𝐴 = [𝐶𝐼

𝐴
, 𝐼𝐷
𝐴
]. Without

considering security of the network, 𝐶𝐼
𝐴
is a sub set of 𝑊∗

𝐴
.

𝐼𝐷
𝐴
is identity of subscriber 𝐴.
Publisher’s publishedmessage is composed of three parts:

control information, payload, and access policy, which could
be represented as 𝑃𝐶 = [𝐶𝐼

𝐶
, 𝑃
𝐶
, 𝐴
𝑃𝐶
]. 𝐶𝐼
𝐶

represents
publisher-defined keywords which can be used as an index
of the payload 𝑃

𝐶
. 𝐴
𝑃𝐶

is access policy of 𝑃
𝐶
which supports

AND, OR, and THRESHOLD of interests. In this paper we
refer to the definition of access policy from [19] directly.

An intermediate node’s 𝑘th record in forwarding table
is composed of two parts: routing information and set of
identities of subscribers who are interested in the routing
information. We express it like 𝐹𝑇[𝑘] = [𝑅𝐼

𝑘
, 𝑆𝐼𝐷
𝑘
]. 𝑅𝐼
𝑘
is

the routing information and 𝑆𝐼𝐷
𝑘
is the set of identities of

subscribers who are interested in the routing information.
What is more, every intermediate node will maintain a
message list 𝐿𝑖𝑠𝑡

𝐵
= {𝑃𝐶

𝐵,1
, 𝑃𝐶
𝐵,2

, . . . , 𝑃𝐶
𝐵,𝐿𝐵

} containing
the messages to be forwarded with the size of 𝐿

𝐵
.

3.2. Threat Model. In this paper, we focus on two kinds
of threats: one is user privacy leakage through index-
ing information embedded in interest advertisements and
published contents, and the other is information stealing

from published contents. The threat model is illustrated in
Figure 3.

The first kind of threats aims at acquiring and recording
the trends of users’ interests and published contents which are
considered as privacy. The executors could be an adversary
or a malicious authenticated user. Here we suppose that it is
extremely hard to pass the authentication for an adversary;
thus neither impersonation nor forgery is possible. As formor
type, the main attacking measure is eavesdropping and brute
force attack. Adversary, whose computation capability is
powerful, would sniff all the packets in its communication
range and try to reveal the privacy. As the latter, executors
have normal computation power and act just like the normal
users by advertising, forwarding, and publishing. What is
more, they would advertise or publish some specific topics
to confuse and pry into privacy.

The second kind of threats could also be performed by the
afoementioned two kinds of executors. An adversary would
keep attacking with brute force, and malicious users would
advertise interests as many as possible on purpose and try to
find some clues of personal information.

3.3. Design Goals. There are two goals we would like to
achieve in our research.

(i) We intend to design a privacy preserving forward-
ing decision scheme, which on one hand enables
subscribers to publish encrypted fuzzy interests on
the other hand enables intermediate nodes to for-
wardmessages according to encrypted fuzzy interests.
The scheme can assure users’ full privacy in the
circumstance of opportunistic network and enhance
anonymity through fuzzy interests.

(ii) We want to embed the concept of attribute-based
identity into opportunistic network to adapt to the
feature of no explicit destinations. And we intend
to design a confidentiality preserving scheme with a
fine-grained access control strategy on shared data,
in which publishers make and attach an expressive
access control strategy to the messages they are about
to send.Only subscribers whose attribute-based iden-
tities satisfy the access control strategy are legalized to
decrypt the ciphertext.

4. Proposed Scheme

In this chapter we will firstly introduce the security pre-
liminaries needed in the demonstration of our scheme in
Section 4.1. Then our PEFKS- and CP-ABE-based distributed
security scheme will be described in Sections 4.2 and 4.3.

4.1. Preliminaries

(1) PEKS will be used in in forwarding decision scheme
to protect privacy. It consists of three preliminaries:
PEKS, Trapdoor, and Test.
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Figure 3: Threat model of the working people application scenario.

(i) PEKS: it inputs public key of some node 𝐴 and
a keyword 𝑤, outputs a searchable encrypted
keyword𝑤󸀠,𝑤󸀠 cannot be obtained only with𝑤:

𝑤
󸀠
= 𝑃𝐸𝐾𝑆 (𝐴pub, 𝑤) . (1)

(ii) Trapdoor: it inputs private key of some node 𝐴
and a keyword𝑤 and outputs the trapdoor𝑇𝐷

𝑤

of 𝑤. 𝑇𝐷
𝑤
is private because computation of it

needs private key:

𝑇𝐷
𝑤
= 𝑇𝑟𝑎𝑝𝑑𝑜𝑜𝑟 (𝐴priv, 𝑤) . (2)

(iii) Test: it inputs a searchable encrypted keyword
𝑤
󸀠 and a trapdoor 𝐷, outputs 𝑡𝑟𝑢𝑒 if and only

if 𝑇𝐷 is the trapdoor of 𝑤, otherwise outputs
𝑓𝑎𝑙𝑠𝑒:

𝐹𝑙𝑎𝑔 = 𝑇𝑒𝑠𝑡 (𝑤
󸀠
, 𝑇𝐷) . (3)

(2) CP-ABE will be used in the confidentiality preserv-
ing scheme to realize a fine-grained access control
strategy. It consists of four preliminaries: CPA Setup,
CPA Encrypt, CPA KeyGen, and CPA Decrypt.

(i) CPA Setup: setup ofCP ABE needs a third party
authority. Firstly let 𝐺

1
be a bilinear group of

prime order 𝑝, and let 𝑔 be a generator of
𝐺
1
. Secondly choose two random components

𝛼, 𝛽 ∈ 𝑍
𝑝
and then publish the public key and

master key:

𝐶𝑃𝐴pub

= {𝐺
1
, 𝑔, ℎ = 𝑔

𝛽
, 𝑓 = 𝑔

1/𝛽
, 𝑒(𝑔, 𝑔)

𝛼

} ,

𝐶𝑃𝐴master = {𝛽, 𝑔
𝛼
} .

(4)

(ii) CPA Encrypt: sender makes the access policy
𝑇
𝑀

for the message about to be sent, encrypts
plain text𝑀, and gets cipher text 𝐶𝑇:

𝐶𝑇 = 𝐶𝑃𝐴 𝐸𝑛𝑐𝑟𝑦𝑝𝑡 (𝐶𝑃𝐴pub,𝑀, 𝑇
𝑀
) . (5)
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(iii) CPA KeyGen: the receiver submits its attributes
set 𝑆 to authority, and authority uses 𝐶𝑃𝐴master
and 𝑆 to compute the private key 𝐶𝑃𝐴priv,𝑆:

𝐶𝑃𝐴priv,𝑆

= 𝐶𝑃𝐴 𝐾𝑒𝑦𝐺𝑒𝑛 (𝐶𝑃𝐴master , 𝐶𝑃𝐴pub, 𝑆) .
(6)

(iv) CPA Decrypt: in the end, receiver uses𝐶𝑃𝐴priv,𝑆
to decrypt 𝐶𝑇 if 𝑆 satisfies 𝑇

𝑀
, receiver will get

𝑀.
𝑀 = 𝐶𝑃𝐴 𝐷𝑒𝑐𝑟𝑦𝑝𝑡 (𝐶𝑇, 𝐶𝑃𝐴priv,𝑆, 𝑇𝑀) . (7)

4.2. PEFKS-Based Privacy Preserving Forwarding Scheme

(1) Initialization. The initialization is completed by the
trusted third party 𝑇𝑇𝑃. It possesses a public key 𝑇𝑇𝑃pub
and a private key 𝑇𝑇𝑃priv. It should be noticed that, 𝑇𝑇𝑃 is
not always on-line in lifetime of opportunistic network; in
fact, it only works when a new user registers to participate.
As for PEFKS, 𝑇𝑇𝑃 will distribute its 𝑇𝑇𝑃pub to every user
registering. When a subscriber 𝐴

𝑖
submits its candidate

interests set𝑊∗
𝐴𝑖
to 𝑇𝑇𝑃, 𝑇𝑇𝑃 constructs a fuzzy set for every

word in 𝑊
∗

𝐴𝑖
using dictionary-based fuzzy set construction

[13]:

𝐹
𝐷0

𝑤,𝑑
= {𝑤
󸀠
, 𝑒𝑑 (𝑤

󸀠
, 𝑤) ≤ 𝑑, 𝑤

󸀠
∈ 𝐷
0
} ,

for each 𝑤 in 𝑊
∗

𝐴𝑖
.

(8)

Then trusted third party (TTP) constructs trapdoor sets
for all fuzzy sets using private key of TTP and returns them
to 𝐴
𝑖
:

𝑇
𝐴𝑖 ,𝑤

= {𝑇𝐷 = 𝑇𝑟𝑎𝑝𝑑𝑜𝑜𝑟 (𝑇𝑇𝑃priv, 𝑤
󸀠
) ,

for each 𝑤
󸀠 in 𝐹

𝐷0

𝑤,𝑑
} .

(9)

After the registration, 𝑇𝑇𝑃 can be off-line for some time.
There may be a doubt why 𝑇𝑇𝑃 cannot always be on-line
to process the subscriber’s changing interests. The reason is
simple; in opportunistic network, stable connections cannot
be guaranteed, nor a centric security service.

(2) Construction of Forwarding Tables. If one subscriber 𝐴
𝑖

wants to broadcast its interest advertisement, it chooses the
necessary trapdoor sets from all candidate ones obtained
when registering, then uses the trapdoor sets as new 𝐶𝐼

𝐴𝑖
,

and broadcasts new 𝑅𝐴
𝑖
to all intermediate nodes it meets.

After intermediate node 𝐵
𝑘
receives 𝑅𝐴

𝑖
, it will create a new

record in its forwarding table composed of two parts; the first
part is 𝐶𝐼

𝐴𝑖
of 𝑅𝐴

𝑖
and the second is the identity of 𝐴

𝑖
. The

process is described in Figure 4.
When intermediate𝐵meets𝐷, it firstly does the lookup of

𝐹𝑇
𝐵
and delivers messages in 𝐿𝑖𝑠𝑡

𝐵
.Then it fetches all records

from its 𝐹𝑇
𝐵
, adds self-identity to the second part of every

forwarding table record, and exchanges it with𝐷.

(3) Secure Lookup of Forwarding Tables. When publisher
𝐶
𝑗

has new payload 𝑃
𝐶𝑗

to publish, it chooses key-
words that can index the payload to form a set 𝑊

𝐶𝑗
=

Foreach 𝑓𝑡 in 𝐹𝑇
𝐵

If (𝐷 ∈ 𝑓𝑡 ⋅ 𝑆𝐼𝐷) == 𝑡𝑟𝑢𝑒)
Foreach 𝑝𝑐 in 𝐿𝑖𝑠𝑡

𝐵

𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦 = 𝐹𝑢𝑧𝑧𝑦𝑇𝐸𝑆𝑇 (𝑓𝑡 ⋅ 𝑅𝐼, 𝑝𝑐 ⋅ 𝐶𝐼);
If (𝑠𝑖𝑚𝑙𝑎𝑟𝑖𝑡𝑦 ≥ 𝑇𝐻) {TH: threshold to deliver}

deliver 𝑝𝑐 ⋅ 𝑃 to 𝐷;
break;

End
End

End
End

Algorithm 1: SecureLookup (𝐹𝑇
𝐵
, 𝐷).

Define Counter = 0
Foreach 𝑡𝑑 in 𝑆

𝑇𝐷

Foreach 𝑤
󸀠 in 𝑆

𝑤
󸀠

If (𝑇𝑒𝑠𝑡 (𝑤
󸀠
, 𝑡𝑑) == 𝑡𝑟𝑢𝑒) Counter ++;

End
End

End
Return Counter;

Algorithm 2: 𝐹𝑢𝑧𝑧𝑦𝑇𝑒𝑠𝑡 (𝑆
𝑇𝐷

, 𝑆
𝑤
󸀠 ).

{𝑤
𝐶𝑗 ,1

, 𝑤
𝐶𝑗 ,2

, . . . , 𝑤
𝐶𝑗 ,𝑀𝐶𝑗

} and then encrypts them based on
𝑃𝐸𝐾𝑆 to get a set of searchable encrypted keywords which
will be used as new 𝐶𝐼

𝐶𝑗
:

𝑃𝐸𝐾𝑆
𝐶𝑗

= {𝑤
󸀠
= 𝑃𝐸𝐾𝑆 (𝑇𝑇𝑃pub, 𝑤) , for each 𝑤 in 𝑊

𝐶𝑗
} .

(10)

With 𝐶𝐼
𝐶𝑗
, the encrypted payload 𝐸(𝑃

𝐶𝑗
) and the access

policy 𝑇
𝑃𝐶𝑗

together, 𝐶
𝑗
forms a new 𝑃𝐶

𝑗
and broadcasts it to

every intermediate node it meets. Details about 𝐸(𝑃
𝐶𝑗
), and

𝑇
𝑃𝐶𝑗

will be discussed in the following section. The process is
described in Figure 5.

When intermediate node 𝐵 meets some other one D, it
would execute SecureLookup algorithm and decide whether
to forward some messages to it.

In SecureLookup algorithm, the subfunction FuzzyTest
function is used to calculate the similarity between 𝑆

𝑇𝐷
and

𝑆
𝑤
󸀠 (see Algorithms 1 and 2). Here 𝑆

𝑇𝐷
means the control

information from a record of forwarding table and 𝑆
𝑤
󸀠

means the control information of a published content. A
larger returned value means a higher similarity. If the result
of FuzzyTest is higher than threshold, the payload will be
delivered to D.

4.3. CP-ABE-Based Confidentiality Preserving Scheme

(1) Initialization. 𝑇𝑇𝑃 is responsible for initialization of CP-
ABE including the creation of public key 𝐶𝑃𝐴pub and the
master key 𝐶𝑃𝐴master. Having finished the key generation,



International Journal of Distributed Sensor Networks 7

𝑇𝑇𝑃 will broadcast 𝐶𝑃𝐴pub to every user intending to
participate in the system. The registration stage also involves
authentication which is beyond the scope of this paper. After
the registration, a subscriber 𝐴

𝑖
submits its attributes set 𝑌

𝐴𝑖

to the trusted third party which is responsible for calculating
the corresponding private key 𝐶𝑃𝐴priv,𝑌𝐴𝑖

and returning it
to 𝐴
𝑖
. After the registration, 𝑇𝑇𝑃 could be away from the

connected areas of the system:

𝐶𝑃𝐴priv,𝑌𝐴𝑖
= 𝐶𝑃𝐴 𝐾𝑒𝑦𝐺𝑒𝑛 (𝐶𝑃𝐴master , 𝐶𝑃𝐴pub, 𝑌𝐴𝑖) .

(11)

(2) Encryption of Published Content.When a publisher𝐶
𝑗
has

new contents to publish, he firstly creates an access policy
in which designated subscribers’ attribute requirements are
described, and then he would encrypt the content with
𝐶𝑃𝐴pub to get cipher text 𝐸(𝑃𝐶𝑗):

𝐶𝑃𝐴priv,𝑌𝐴𝑖
= 𝐶𝑃𝐴 𝐾𝑒𝑦𝐺𝑒𝑛 (𝐶𝑃𝐴master , 𝐶𝑃𝐴pub, 𝑌𝐴𝑖) .

(12)

(3) Decryption of PublishedContent.The encrypted published
content message is then forwarded according to some kind
of content-based routing scheme which of course could be
our proposed PEFKS-based interest-centric routing scheme.
When a subscriber who is interested in the content receives
the message, it tries to decrypt. If and only if the subscriber’s
personal attribute set satisfies the access policy, the decryp-
tion succeeds and he gets the plaintext:

𝑃
𝐶𝑗

= 𝐶𝑃𝐴 𝐷𝑒𝑐𝑟𝑦𝑝𝑡 (𝐶𝑇, 𝐶𝑃𝐴priv,𝑌𝐴𝑖
, 𝐸 (𝑃
𝐶𝑗
)) . (13)

The subscheme mentioned previously is illustrated in
Figure 6.

5. Evaluation and Analysis

In this chapter we will evaluate and analyze the security and
the performance of our schemes.

5.1. Security. First is the security requirement of privacy. In
our scheme, users’ full privacy is well preserved by PEFKS.

PEFKS is reliable in terms of cryptography concerns,
owing to deriving from 𝑃𝐸𝐾𝑆. In [9], Boneh proved that
PEKS is able to resist chosen keyword attack in randomoracle
model [21] in the assumption that bilinear Diffie-Hellman
problem is difficult. In other words, having no trapdoors of
keywords, obtaining the plain text of keyword is impossible.
In our PEFKS utilizing, the creation process of trapdoors
relies on private key of TTP which indicates that only TTP is
allowed to calculate and distribute the trapdoors. To support
search on encrypted fuzzy keywords, a fuzzy set related to
every submitted keyword is created firstly. For every single
word in a fuzzy set, the analysis is the same as in the case of
PEKS [9].

Some people might have doubts about the possibility of
brute force attack performed by adversary who has almost

Alice
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𝑊∗Alice

While registering
While TTP offline

Choose 𝑇Alice ,𝑤

RAAlice = [𝑇Alice ,𝑤 , Alice], for each 𝑤 in𝑊Alice

𝑇Alice ,𝑤 , for each 𝑤 in𝑊∗Alice

Figure 4: Setup of one record in forwarding table.

While registering
While TTP offline

Bob

TTP
TTPpub

Cathy

PCCathy = [PEKSCathy , 𝐸(𝑃Cathy ), 𝑇𝑃Cathy ]

Figure 5: Create and publish new content.

unlimited calculation power and storage space.The adversary
would try generating as many encrypted keywords as pos-
sible, using the public key. In our proposed solution, fuzzy
interests add a second layer of anonymity for users by blurring
users’ real interests. The reason is that only one keyword in
a fuzzy set could reveal real interests of some users. Even if
an adversary consumes huge time and space to achieve the
indexes of published contents, what he actually gets is only a
set of fuzzy words, which makes it very hard to acknowledge
user’s true privacy. Such a trick corresponds to k-anonymity
protection model introduced in [22].

As for threats caused by malicious users who are already
authenticated by TTP, they also could not work out in our
proposed scheme. The most dangerous security pitfall is
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Figure 7: CP-ABE encryption and decryption time cost: (a) the 𝑥-axis corresponds to the complexity of the access policy; (b) the 𝑥-axis
corresponds to the complexity of access control strategy tree.

when malicious users act as intermediate nodes, which is
prevented completely in our scheme. On one hand, creation
and exchange of forwarding tables involve no cryptographic
operations on encrypted keywords which keeps valuable
information safe. On the other hand, lookup of forwarding
tables and decisions of forwarding is based on FuzzyTest, in
which the similarity is calculated using a trapdoor set and

a searchable encrypted keyword set as inputs. In all these
processes, neither plaintext of interests nor relation between
an interest keyword and a user is leaked. Thus full privacy
presented by Shikfa et al. [1] is achieved.

Second is the confidentiality requirement. In loosely
trusted environment of opportunistic network, the main
challenge for confidentiality is collusion attack, which is also
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Table 1: Comparison of security features.

Security feature Nguyen et al.
[4]

Symington et al.
[5]

Shikfa et al. 2009
[6]

Shikfa et al. 2010
[1]

Proposed
scheme

End-to-end payload encryption Yes Yes Yes Yes Yes
Resilience to dictionary attack No Yes Yes Yes Yes
User’s full privacy No No Yes Yes Yes
Decryption based on content/context No No No Yes Yes
Secure partial match in forwarding No No No Yes Yes
Secure fuzzy keyword index No No No No Yes
Secure multiple keyword index No No No No Yes
Secure access control strategy for message No No No No Yes

Table 2: File size before and after encryption of CP-ABE.

Published
content ID

File size (KB)
Before encryption After encryption Added size

1 239 241 2
2 473 475 2
3 951 953 2
4 1843 1845 2
5 3711 3713 2
6 7365 7367 2
7 14844 14846 2
8 29511 29513 2
9 58678 58680 2
10 116632 116634 2

the core challenge ofABE. InCP-ABE,KeyGen uses two layers
of random masking to create private keys. Private key for
every user is related to the second layer of random masking;
thus even if two or more subscribers conclude sharing their
submitted attributes and related private keys, the collusion
attack will not take effect. The detailed demonstration is
illustrated in [16, 19].

Comparison of security features between our proposed
scheme and other aforementioned schemes in context of
content-based opportunistic network is shown in Table 1.
It could be seen that the proposed scheme achieves most
security features of them.

5.2. Performance. The performance of PEFKS mainly relies
on the size of the trapdoor set from a forwarding table record
and the size of the searchable keyword set from a published
content. Dictionary-based filter strategy used here could
decrease the size of a fuzzy set dramatically, thus speeding up
the calculation of FuzzyTest algorithm.

To evaluate the performance of CP-ABE, we conducted
several experiments on a virtual machine equipped with
Core 2 Duo based on jPBC library [23] which is a java
version PBC library [24]. We measured the time required for
encryption and decryption under various scenarios. Besides,
we measured the cipher text size overhead incurred by our
scheme to see if an acceptable cost exists in storage.

FromFigure 7 we can see that the encryption and decryp-
tion time of CP-ABE has a significant linear correlation with
the size of published content and the complexity of access
policy. Considering the file size, even for a file of 120Mbytes,
it costs less than 6 seconds. Considering the complexity of
access policy, encryption and decryption time for an access
control strategy tree with 80 leaves is still no more than 6
seconds. In an age that mobile devices strong in computing
power and storage are widespread, such a time cost is
acceptable. What is more, in the application environment
of opportunistic network, publishers or subscribers are not
worried to encrypt or decrypt, which will leave enough time
for security operations.

From Table 2. we can see that no matter what size
the original published content is, the cipher text is always
2 Kbytes larger, meaning CP-ABE costs almost no storage
redundancy in practice.

6. Conclusion

In this paper, we introduced the concept of interest-centric
and attribute-based identities into opportunistic network.We
focused on the security issues of user privacy and end-to-end
confidentiality in a specific distributed application scenario of
wireless opportunistic network, in which people work in near
areas and share information without revealing their identity.

Finally, we proposed our PEFKS- and CP-ABE-based
distributed security scheme which consists of two sub
schemes. The first is a PEFKS-based privacy preserving
forwarding decision scheme which assures users’ full privacy
and enhances anonymity through fuzzy interests. As far
as we know, we are the first to employ fuzzy technique
in opportunistic network and to allow partial match on
encrypted fuzzy control information. The second is a CP-
ABE-based confidentiality protecting scheme, in which pub-
lishers make and attach an expressive access control strategy
to the messages they are about to send, and then subscribers
whose attribute-based identities satisfy the access control
strategy are legalized to decrypt cipher-text, finally achieving
confidentiality with a fine-grained access control strategy on
shared data. Both schemes rely on an offline TTP which is
needed only when opportunistic network user registers.

We evaluated our scheme from aspects of security and
performance, which leads to the conclusion that our scheme
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suits the features of opportunistic network very well, because
of not only the relatively low cost in computation and storage
but also its satisfaction with necessitous need for fine-grained
access control.
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Wireless sensor network (WSN) experiment platforms are used for teaching, research, and development ofWSN. However, existing
WSN experiment platforms generally have the following disadvantages: tediousmanual operations, invasivemeasurementmethod,
poor sensor self-awareness, and low resource utilization rate. To address the above problems, this paper proposes OPCPP, an online
Plug-Configure-Play experiment platform for WSN. It has four prominent strongpoints: in-application programming in batch,
noninvasive measurement method, sensor self-awareness, and remote operation. OPCPP has been used in eight colleges in China
for teaching course of “internet of things” till now. We also develop a sensor-aware ZigBee-based smart home system prototype
based on OPCPP.

1. Introduction

Recently, wireless sensor network has a great research
progress because of the advances in microelectromechanical
systems and wireless communication technologies. To have
a deep understanding and application of WSN, WSN exper-
iment platform is essential for development, research, and
teaching of WSN. However, the existing WSN experiment
platforms seldom have good usability and are mainly limited
in the following aspects.

(1) Tedious Manual Operations. WSN experiments often
involve multiple nodes. Therefore, when users conduct an
experiment on current experiment platform, they often spend
a lot of time in repeating tedious operations for every node,
which results in low efficiency. For example, for having an
experiment of wireless routing protocol, users have to down-
load object code into nodes in WSN experiment platform
one by one with a hardware emulator, such as CC Debugger
in TI [1]. Obviously this inevitably involves repeated manual

plug-and-programoperationswhich are time consuming and
tedious.

(2) Invasive Measurement Method. In existing experiment
platforms, the traditional method for collecting experimental
data is as follows: node transfers its experimental data to
the sink node via wireless communication, and then the
sink node delivers all data to PC through serial port or
ethernet port for further process. Since a large number of
experimental data collected via wireless channel could fail
the wireless network, this method is obviously not suitable
for experiments such as time synchronization experiment
[2], routing algorithm experiment [3], and other experiments
where a large number of experimental data has to be collected
for analyzing protocol performance.

(3) Poor Sensor Self-Awareness.The existing experiment plat-
forms generally support the experiment of several common
sensors, such as temperature, humidity, and accelerometer.
Although the driver development of these sensors is similar,
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it is still difficult to a beginner. An easy-to-use experiment
platform should have the ability of self-adaption for new
sensor.

(4) Low Resource Utilization Rate. Existing platforms gen-
erally do not support remote operation. Users can use the
experiment equipment only when they are in the lab. Thus,
low resource utilization rate is inevitable.

In order to address the above-mentioned problems, we
design OPCPP, an online Plug-Configure-Play WSN experi-
ment platform. Contrary to the above four shortcomings of
traditional WSN experiment platforms, the new experiment
platform has four strongpoints as follows.
(1) In-Application Programming in Batch. Users can update
the code of any node in OPCPP without hardware emulator,
and they can even update codes of all nodes in batch
simultaneously with our software tool. This will significantly
reduce the tedious and repeated manual code downloading
operations.
(2) Noninvasive Measurement Method. Two data channels,
wireline or wireless, are built in OPCPP, and users can assign
either of the two channels for data transmission. A typical
application scenario is that the test data is transmitted via
wireline while the data of protocol execution process, such
as Transport Protocol Data Unit (TPDU), is transmitted
wirelessly. With this assignment, the test data flows do not
interfere with TPDU, so the performance of wireless protocol

Node BNode A

Sink node

Node C

Node D
PCPC

Wired connection Wired connection
Wire bus

Figure 3: Architecture of sensor network layer.

can be accurately measured by analyzing test data post facto.
The feature is especially important for research in wireless
network.
(3) Sensor Self-Awareness. The concept of Plug-Configure-
Play is similar to the concept of Plug-and-Play. It means that
when a node plugs a new sensor, user only needs to specify
the usage method of the sensor with simple operation on
configuration software running on PC, and the sensor can
then work without any driver developing. Thanks to this
capability, it seems that node has the capability of sensor self-
awareness only if the electric interface of sensor is compatible
with node.
(4) Remote Operation. OPCPP can be connected to a local
network or Internet. Users can remotely access any node in
OPCPP and get any data they need with a browser such as
IE. Users can also download program of nodes remotely. It
is convenient for user to conduct an experiment whenever
and wherever. It will enhance the resource utilization rate
significantly and improve the availability of OPCPP.

The remainder of this paper is organized as follows.
In Section 2 related works are introduced. In Section 3,
architecture of OPCPP is presented. Section 4 gives the
implementation of the four strongpoints of OPCPP. OPCPP
is shown in Section 5, and the last section is conclusions and
future works.

2. Related Works

In the section, we show briefly the existing WSN experiment
platforms. Many platforms have been designed for one or
several specific emphasis. Some existing platforms focus on
teaching of WSN. Ying-xin et al. [4] researched and imple-
mented a teaching experiment platform based on MSP430
and CC2420 chipsets. This platform is mainly a simple
temperature and humidity data acquisition and presentation
system for teaching WSN. Sun and Andrew Yang [5] pre-
sented a suite of practicalWSNapplications based onTinyOS.
It focuses on usingWSN data collection and dissemination as
examples to provide technology-based education and train-
ing. An-Feng et al. [6] proposed WSN routing experimental
teaching platform based on Omnet++. It focuses on the
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teaching and experiment of routing algorithm.Hloupisa et al.
[7] proposed an open source development platform forWSN,
which is designed for simple WSN teaching.

Some existing platforms focus on providing development
platformofWSN.Girod et al. [8] proposed Emstar: a software
environment for developing and deploying heterogeneous
sensor-actuator networks. It is a software environment for
developing and deploying complexWSN applications. Kuo et
al. [9] presented an NTP experimental platform for hetero-
geneous wireless sensor networks. They mainly considered
providing an open platform to test and to showcase WSN
systems and applications. Handziski et al. [10] proposed
a scalable and reconfigurable testbed for wireless indoor
experiments with sensor networks. It is mainly designed
for indoor deployment of wireless sensor networks. Ertin
et al. [11] proposed a testbed for sensing at scale; its design
focuses on sensing and scaling. Gireesan Namboothiri et al.

[12] designed a testbed for distributed target tracking with
directional sensors.

Some platforms mainly consider WSN research. Schiller
et al. [13] proposed ScatterWeb, which is a wireless sensor
net platform for research and teaching.This platform focuses
on the design for low-power consumption. Werner-Allen
et al. [14] proposed Motelab: a web-based wireless sensor
network testbed. It is a powerful tool mainly for sensor
network research. Kuzu et al. [15] introduced a multipurpose
WSN platform for research and training in data fusion and
multifeature target tracking. Sheu et al. [16] designed and
implemented a testbed to realize various experiments in
heterogeneous wireless sensor networks.

Compared to the existing related research, we focus on
the experiment efficiency, availability, and scalability of WSN
experiment platform.

3. Architecture of OPCPP

In this section, we introduce the architecture of OPCPP. In
order to improve flexibility and scalability of the platform,
we design a layered architecture. As shown in Figure 1, the
architecture of OPCPP consists of four layers: sensor network
layer, smart gateway layer, network communication layer, and
application layer.

3.1. Sensor Networks Layer. This layer consists of a number of
nodes which carry sensors. As shown in Figure 2, the nodes
can compose wireless networks of different topology which
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are important for collecting the sensor data and controlling
the sensor action.

As mentioned above, in order to provide the capability
of invasive measurement method, each node of OPCPP has
both wireless communication channel and wireline commu-
nication channel, as shown in Figure 3. Node can collect
sensor data and transmit sensor data to sink node in wireless
channel while background data such as the status of node and
test data can be transmitted via wireline channel.

3.2. Smart Gateway Layer. This layer is mainly a Plug-
Configure-Play service-oriented gateway which is proposed
by our research partners [17]. The smart gateway layer
consists of WSN manager, protocol translator, and database.
WSN manager supervises the sensor network and provides
simple application interfaces. Protocol translator executes the
protocol conversion between ZigBee and IP-based protocol
for convenient access from external network. Database stores
the information of sensors on the nodes, test data, and

association rules, which is a necessary component for sensor
self-awareness.

A creativeness in this layer is the so-called “Plug-
Configure-Play.” As shown in Figure 4, when user plugs a
sensor or an actuator, such as a LED, a smoke detector, or
a temperature sensor on the node, user configures the usage
information of sensors, such as the output pin, input pin,
and enable level, in the first step, then this information will
be saved in the database. WSN manager sends the above
information to node carrying the sensor. The node can then
play the device based on the information. In thismanner, new
sensor can be supported without driver development.

3.3. Network Communication Layer. This layer providesmul-
tiple ways for application layer to access gateway layer, such
as Internet, 3G, Wi-Fi, and LAN.

3.4. Application Layer. The application layer includes three
components: experiment demo system, program download
module, and sensor manager. Experiment demo system
dynamically shows collected sensor data and controls the
actions of sensor. This system is suitable for teaching users to
understand the concept of WSN and conduct experiments.
Program download module provides an interface to down-
load programs to nodes via local network or Internet. This
will significantly reduce the repeated manual operations and
improve the experiment efficiency. Sensor manager is used
for configuring the information of sensors on nodes in order
to conduct different sensor experiments flexibly.

4. The Implementation of OPCPP

In this section, we give the implementation of OPCPP by
introducing our solution to the main creativeness of OPCPP.

4.1. In-Application Programming. The node of OPCPP con-
sists of a CC2530 module and a Serial2Ethernet module as
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shown in Figure 5. CC2530 [18] is a system-on-chip (SoC)
solution for IEEE 802.15.4, ZigBee, and RF4CE applications.
It enables robust network nodes to be built with very low total
bill-of-material costs. The CC2530 combines the excellent
performance of a leading RF transceiver with an industry-
standard enhanced 8051 MCU, in-system programmable
flashmemory, 8-KBRAM, andmany other powerful features.

In order to implement the function of in-application
programming, the program image of CC2530 is divided
into two sections. As shown in Figure 5, the first section
is for BootLoader and the second section for application
code which stores user program. BootLoader is used for
reprogramming the application code section. BootLoader
receives the packets of application code which users want
to download from serial port (serial port can be remotely
controlled via the under-mentioned Serial2Ethernetmodule)
and then writes them into the specified flash area in the
application code section. After downloading the application
code, BootLoader will jump to the application code section
for running the application code.

4.2. Noninvasive Measurement Method. Node provides wire-
line channel to support noninvasive measurement method.

We use a Serial2Ethernet module as shown in Figure 6,
the Serial2Ethernet module realizes conversion between
serial communication and ethernet communication. Each
Serial2Ethernet module has a configured IP address which
can be used for identifying nodes. With ethernet cable, each
Serail2Ethernetmodule connects node to smart gateway with
ethernet. So, user can do experiment ofWSN and acquire test
data without influencing the execution of wireless protocol.

4.3. Sensor Self-Awareness. Critical idea for sensor self-
awareness is to migrate sensor driver from node in sensor
network layer to smart gateway layer. When a new sensor is
plugged on a physical node, user will configure the sensor
in the user interface of smart gateway layer. The information
includes the type of a sensor, sensor name, the GPIO pins
of node connected with the sensor, and so forth. Then the
database in smart gateway will store the information.

As shown in Figure 7, the process of “play” in Plug-
Configure-Play is as follows: (1) when a node starts to
work, it will request smart gateway to send its configuration
information (the information of virtual nodes on the node).
(2) Smart gateway sends the configuration information of the
request node. (3) After the node receives the configuration
information packet, it will analyze the packet based on
the protocol defined beforehand. The configuration packet
includes the type of sensors, virtual address, the IO pins
which sensors connect to, and so forth. The node sets its
GPIO pins and records the information of sensors which
it connects to. Then sensors on the node can be driven
normally. (4)When application layer calls service interface to
control a sensor, gateway sends commands to the node which
the sensor belongs to. (5)Thenode receives the command and
calls the interface of sensor driver. (6) Sensor returns data to
the node or operates according to the command. (7)Thenode
returns the sensor data or sensor event to gateway.

4.4. Remote Operation. To support remote operation of
OPCPP, it should be connected to a local network or Internet.
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Five sensors on Node B
are considered as five

virtual nodes; we need to
configure five virtual nodes

Virtual node information
includes GPIO, such as

temperature virtual node
connects to P1 4 and P1 5

Figure 11: Configuration of sensor information.

As above mentioned, every node has a Serial2Ethernet mod-
ule. Every Serial2Ethernet module implements a lightweight
TCP/IP protocol stack. Thus, smart gateway and users can
establish a TCP/IP connection to every node. With the
TCP/IP connection, smart gateway and users can remotely
access every node, update program, and get data of every
node. As shown in Figure 8.

5. OPCPP Show

The prototype of OPCPP is shown in Figure 9 as follows.
Each node consists of a CC2530 module and Serial2Ethernet

module. Each node has 21 GPIO pins, VCC pin, and GND
pin. The pins are used for connecting to sensors.

As shown in Figure 10, various sensors are plugged on
each node. For example, Node B has five sensors: tempera-
ture, humidity, light, buzzer, and ultrasound ranging. Node
C has two sensors: accelerometer and angular rate sensor.

When sensors are plugged on a node, we configure the
sensor information of the node as shown in Figure 11. The
information includes node address, node name, and GPIO
pins used by sensors.

After configured, the sensors can work. Node will collect
the data of sensors and transmit data to gateway, and then
experiment demo system shows these sensor data in graphic
manner. For example, the four sensors including temperature,
humidity, light strength, and ultrasound ranging are on Node
B. After configured as shown in Figure 11, the four sensors
on Node B can work. The data of the four sensors will
be collected and shown in the experiment demo system.
Figure 12 is graphic interface of the four sensor data. Users
can watch the real-time changes of the four sensor data.

OPCPP provides an online program download interface
for users’ development and research of WSN. Users can also
easily establish a TCP/IP connection to the experiment node
and get test data using popular software such as network
debugger assistant. For example, as shown in Figure 13, we
download the code to all the nodes inOPCPP simultaneously.
The IP of Node 2 and Node 3 are, respectively, 192.168.1.22
and 192.168.1.23. After programming, we establish a TCP/IP
connection to Node 2 and Node 3 with a network assistant
and get the test data of Node 2 and Node 3.

After our experiment statistics, the average time of pro-
gramming a node using a hardware emulator is about 2.3
minutes.The average time of programming a node in OPCPP
is about 1.4 minutes. The average time of programming
all nodes (10 nodes) in OPCPP simultaneously is about
1.45 minutes. The time to complete an experiment using a
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Temperature data

Ultrasound ranging data

Humidity data

Light data

Figure 12: Experiment demo.

Node 2
IP: 192.168.1.22

Node 3
IP: 192.168.1.23

Figure 13: Download code and collect test data with network
debugger assistant.

hardware emulator is proportional to the number of nodes
it needs. However, the time to complete an experiment using
OPCPP is almost a constant because the process speed of PC
is far faster than the nodes and the programming of nodes
can be concurrent.Thus, it will greatly reduce the experiment
time especially when the WSN experiment involves many
nodes.

6. Conclusions and Future Works

Current experiment platform cannot satisfy the need of
teaching, research, and development of WSN. In order to
provide a simple, flexible, and scalable platform, this paper
proposes OPCPP, an online Plug-Configure-Play experiment
platform for WSN. It has four prominent strongpoints: in-
application programming in batch, noninvasive measure-
ment method, sensor self-awareness, and remote operation.
With OPCPP, users can conveniently do application develop-
ment and research for algorithms and protocols in WSN. It

also improves the utilization rate of hardware resources. We
also quickly developed a ZigBee-based smart home system
prototype based on OPCPP.

For future works, we will improve OPCPP to provide
more simple interfaces. We will attempt to combine it with
cloud computing technology to build a virtual WSN lab for
users. We will also research for algorithms and protocols of
wireless network with OPCPP.
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This paper proposes a novel distributed time synchronization scheme for wireless sensor networks, which uses max consensus to
compensate for clock drift and average consensus to compensate for clock offset.Themain idea is to achieve a global synchronization
just using local information. The proposed protocol has the advantage of being totally distributed, asynchronous, and robust to
packet drop and sensor node failure. Finally, the protocol has been implemented inMATLAB.Through several simulations, we can
see that this protocol can reduce clock error to ±10 ticks, adapt to dynamic topology, and be suitable to large-scale applications.

1. Introduction

As in all distributed systems, time synchronization is very
important in wireless sensor networks (WSNs) since the
design ofmany protocols and implementation of applications
require precise time, for example, forming an energy-efficient
radio schedule, conducting in-network processing (data
fusion, data suppression, data reduction, etc.), distributing
an acoustic beamforming array, performing acoustic ranging
(i.e., measuring the time of flight of sound), logging causal
events during system debugging, and querying a distributed
database.

Time synchronization is a research area with a very long
history. Various mechanisms and algorithms have been pro-
posed and extensively used over the past few decades. How-
ever, several unique characteristics of WSNs often preclude
the use of the existing synchronization techniques in this
domain. First, since the amount of energy available to battery-
powered sensors is quite limited, time synchronization must
be implemented in an energy-efficient way. Second, some
messages need to be exchanged for achieving synchronization
while limited bandwidth of wireless communication discour-
ages frequentmessage exchanges among sensor nodes.Third,
the small size of a sensor node imposes restrictions on com-
putational power and storage space. Therefore, traditional

synchronization schemes such as network time protocol
(NTP) and global positioning system (GPS) are not suitable
for WSNs because of complexity and energy issues, cost
efficiency, limited size, and so on.

In the context of WSNs, time synchronization refers to
the problem of synchronizing clocks across a set of sensor
nodes that are connected to one another over a single-hop or
multihopwireless networks. To achieve time synchronization
inwireless sensor networks, we have to face the following four
challenges.

1.1. Nondeterministic Delays. There are many sources of mes-
sage delivery delays. Kopetz andOchsenreiter [1] describe the
components of message latency, which they call the Reading
Error, as being comprised of 4 distinct components plus
the local granularity of the nodes clocks. Their work was
later expanded by [2] to include transmission and reception
time.Themost nondeterministic delay is called Access Time,
which is incurred in the MAC layer waiting for access to the
transmit channel, its orders of magnitude is larger than the
synchronization precision required by the network.

1.2. Clock Drift. Manufacturers of crystal oscillators spec-
ify a tolerance value in parts per million (PPM) relative
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the nominal frequency at 25∘C, which determines the max-
imum amount that the skew rate will deviate from 1. For the
nodes used in WSNs, the tolerance value is typically in the
order of 5 to 20 PPM. If no drift compensation applied, two
synchronized nodes will be out of step soon.

1.3. Robustness. Since sensor networks are often left unat-
tended for long periods of time in possibly hostile environ-
ments, synchronization schemes should be robust against
link and node failures. Mobile nodes can also disrupt routing
schemes, and network partitioning may occur.

1.4. Convergence Speed. Nodes in wireless sensor networks
always distribute in large scales, one node may get in touch
with another by many hops. This increases the difficulty
in reducing the convergence speed in time synchronization
algorithm design.

Up to now,many protocols have been designed to address
this problem. These protocols all have some basic features
in common: a simple connectionless messaging protocol,
exchange of clock information among nodes, mitigating
the effect of nondeterministic factors in message delivery,
and processing utilizing different schemes and algorithms,
respectively.They can be classified into two types: centralized
synchronization and distributed synchronization.

Centralized synchronization protocol, such as RBS [4],
TPSN [2], and FTSP [3], usually has fast convergence speed
and little synchronization error. This kind of protocol needs
a physical node acting as the whole network’s reference
clock, so it has to divide the nodes into different roles, for
example, client node and beacon node in RBS. If the node
with the special role, such as beacon node in RBS, is out of
work, the protocol will suffer from big damage. To deal with
the WSNs’ dynamic topology, centralized synchronization
protocol is often designed with complexity logic. Another
disadvantage of centralized synchronization protocol is that
synchronization error grows with the increase of network
hops.

Distributed synchronization protocol, such as TDP
[5]/GCS [6]/RFA [7]/ATS [8]/CCS [9], can use local informa-
tion to achieve the whole network synchronization.This kind
of protocol can easily adapt toWSNs’ dynamic topology prop-
erty with lite computation. Currently, the disadvantage of
distributed synchronization protocol is that the convergence
speed may be a bit slow, relating to the network topology.

This paper describes a new distributed protocol for time
synchronization in wireless sensor networks called time
synchronization using max and average consensus protocol
(TSMA). We adapt a number of techniques to take up the
challenges time synchronization has in WSNs. To eliminate
the nondeterministic delays, we make use of MAC layer
timestamp technique. To compensate for the clock drift, we
adapt max consensus protocol, and we use average consensus
protocol to compensate for the clock offset. This protocol
has the advantages of being computationally light, scalable,
asynchronous, robust to node and link failure, and it does not
require a master or controlling node.

The rest of the paper is organized as follows. Section 2
summarizes the related work. Section 3 introduces some
mathematical tools and definitions that will be instrumental
for the proof of convergence of the proposed TSMA algo-
rithm. Section 4 introduces a model for the clock dynamics
and formally defines the synchronization objectives, while
Section 5 presents the TSMA algorithm in details. This
is followed by MATLAB simulations in Section 6. Finally,
Section 7 briefly summarizes the results obtained and pro-
poses potential research directions.

2. Related Work

Typical time synchronization algorithms in WSNs include
timing-sync protocol for sensor networks (TPSNs) [2], ref-
erence broadcast synchronization (RBS) [4], flooding time
synchronization protocol (FTSP) [3], time diffusion protocol
(TDP) [5], global clock synchronization (GCS) [6], Reach-
back Firefly algorithm (RFA) [7], average time synchroniza-
tion (ATS) [8], and consensus clock synchronization (CCS)
[9]. RBS, TPSN, and FTSP are centralized synchronization
protocols, while TDP, GCS, RFA, ATS, and CCS are dis-
tributed synchronization protocols.

TPSN [2] is designed as a flexible extension of NTP
[10] for use in wireless sensor networks, which consists of
two phases: a level discovery phase and a synchronization
phase.The level discovery phase organizes the whole network
into a hierarchical tree topology with the master node at
its root, then perform the pair wise synchronization along
the branches of the hierarchical structure using the classical
sender-receiver synchronization handshake exchange in the
synchronization phase. TPSN is a centralized synchroniza-
tion protocol, utilizes MAC layer timestamping to reduce
message delivery nondeterminism and improve synchro-
nization accuracy, its convergence speed increases linearly
with the max network hops. This approach suffers from
two limitations. The first limitation arises because if the
root node or parent node dies, then a new root election or
parent-discovery procedure needs to be initiated, thus adding
substantial overhead to the code and long periods of network
desynchronization. The second limitation is due to the fact
that geographically closed nodes might be far in terms of the
tree distance, which is directly related to increase the clocks
error locally.

RBS [4] aims to provide synchronization amongst a
set of client nodes located within the single-hop broad-
cast range of a beacon node. Compared to the traditional
protocols working on an LAN, its main contribution is to
directly remove two of the largest sources of nondeterminism
involved in message transmission, transmission time, and
access time, by exploiting the concept of a time critical
path, which is the path of a message that contributes to
nondeterministic synchronization errors. This centralized
protocol uses least squares linear regression to compensate
for the clock drift, its convergence speed also increases
linearly with the max network hops. Using the beacon node
makes this protocol vulnerable to node failure and node
mobility.
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FTSP [3] is an ad-hoc, multihop time synchronization
protocol for WSNs. It achieves high accuracy by utilizing
timestamping of radio messages in low layers of radio stack,
completely eliminating access time to the radio channel
required in CSMA MAC protocols. Further accuracy is
achieved by compensating for clock skews of participat-
ing nodes via linear regression. Several mechanisms are
used to provide robustness against node and link failures,
most notably periodic flooding of synchronization messages
throughout the whole network, but this approach still do not
completely solve the limitations aforementioned in TPSN.

Nodes employing TDP [5] periodically self-determine to
become master/diffusion leader nodes using an election/re-
election procedure. Master nodes then engage neighboring
nodes in a peer evaluation procedure to isolate problem
nodes. Timing information messages are broadcasted from
master nodes and then rebroadcasted by the diffused leader
nodes for a fixed number of hops, forming a radial tree
structure. This approach is fully distributed, but it does not
compensate for the clock drift. To the application needing
small tolerance time, this algorithm has to increase the syn-
chronization frequency, which greatly decreases the node’s
battery life.

In GCS [6], nodes take turns to broadcast a synchro-
nization request to their neighbors who each respond with
a message containing their local time. The receiving node
(at the center of this exchange) averages the received time-
stamps and broadcasts this value back to its neighbors which
adopt this value as their new time. This is repeated by each
node in the network until network wide synchronization is
achieved. This approach is fully distributed, but it does not
compensate for the clock drift. To get higher time accuracy, it
has to decrease the time synchronization period.

RFA [7] is inspired by firefly synchronizationmechanism.
In this algorithm, every node periodically broadcasts a
synchronization message, and anytime they hear a message
they advance, of a small quantity, the phase of their internal
clock that schedules the periodic message broadcasting.
Eventually all nodes will advance their phase till they are all
synchronized, that is, they fire a message at the same time.
This approach, however, does not compensate for clock drift,
therefore the firing period needs to be rather small.

ATS [8] uses a cascade of two consensus algorithms
to tune compensation parameters and converge nodes to a
steady state virtual clock. In the first stage, nodes broadcast
local timestamps in order to estimate the clock skew rates
relative to each other. Nodes then broadcast their current
estimate of the virtual clock skew rate and receiving nodes
combine this with their relative skew estimates to adjust their
own virtual clock estimate.The same principle is then applied
to remove the offset errors.This is a fully distributed protocol;
its convergence speed is a bit slow, related to the network
topology.

CCS [9] utilizes average consensus algorithm to compen-
sate the clock offset. By the accumulated offset error that
they remove during each round of offset compensation nodes
can observe how much their own clocks drift away from the
consensus time, then they use this information to compensate
the clock drift, which can be seen as an enhancement of

Table 1: Time synchronization features for different protocols.

Distrib. Skew comp. MAC
timestamp

Linear skew
convergence speed

TPSN [2] No No No No
FTSP [3] No Yes Yes Yes
RBS [4] No Yes Yes Yes
TDP [5] Yes No No No
GCS [6] Yes No No No
RFA [7] Yes No No No
ATS [8] Yes Yes Yes No
CCS [9] Yes Yes Yes No
TSMA Yes Yes Yes Yes

ATS. This approach is also fully distributed and has the
disadvantage of slow convergence speed.

The TSMA protocol proposed in this paper is similar
to ATS and CCS. It is fully distributed, that is, it does
not require any special root, including skew compensation,
and exploits MAC-layer timestamping for higher accuracy.
Unlike ATS and CCS, the proposed protocol uses max
consensus method to compensate the clock drift, which has
faster skew convergence speed as the centralized protocol,
that is, it increases linearly with the max network hops. The
features of all the protocols mentioned in this section are
summarized in Table 1.

3. Mathematical Preliminaries

We assume that links inWSNs are symmetric, so the network
can be modeled as an undirected graph 𝐺 = (𝑉, 𝐸), where
𝑉 = {V

𝑖
| 𝑖 = 1, 2, . . . , 𝑛} represents the nodes in the WSNs,

and the edge set 𝐸 represents the available communication
links, that is, (V

𝑖
, V
𝑗
) ∈ 𝐸 if node 𝑗 sends information to node

𝑖. We refer to V
𝑖
and V
𝑗
as the tail and head of the edge (V

𝑖
, V
𝑗
),

respectively. The orientation of the graph is a choice of heads
and tails for each undirected edge. The set of edges of a fix
orientation of the graph is denoted by 𝐸

0
. Thus, 𝐸

0
contains

one and only one of the two edges (V
𝑖
, V
𝑗
), (V
𝑗
, V
𝑖
) ∈ 𝐸. We

use 𝑚 to present edge number and 𝑛 the vertex number, for
example, 𝑛 = |𝑉|, 𝑚 = |𝐸

0
|. The set of neighbors of node is

denoted by 𝑁
𝑖
= {V
𝑗
| 𝑒
𝑖,𝑗
∈ 𝐸}. The degree of node V

𝑖
is the

number of its neighbors |𝑁
𝑖
| and is denoted by deg(V

𝑖
). The

degreematrix is an 𝑛×𝑛matrix defined asΔ = Δ(𝐺) = {Δ
𝑒𝑖,𝑗
},

where

Δ
𝑒𝑖,𝑗
= {

deg (V
𝑖
) , 𝑖 = 𝑗

0, 𝑖 ̸= 𝑗.
(1)

Let 𝐴 denote the adjacency matrix of 𝐺. Then, the
Laplacian of graph 𝐺 is defined by

𝐿 = Δ − 𝐴. (2)

The matrix 𝐿 has the following features.
(i) All the row sums of 𝐿 are zero, and thus 𝑒

0
= (1,

1, . . . , 1)
𝑇
∈ 𝑅
𝑛 is an eigenvector of 𝐿 associated with

the eigenvalue 0.
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(ii) Fix and orientation of the graph, and let 𝐸
0
= {𝑒
𝑖
|

𝑖 = 1, 2, . . . , 𝑚}, then 𝐿 = 𝐶𝐶𝑇, where 𝐶 = {𝑐
𝑝𝑞
} is an

𝑛 × 𝑚matrix, 𝑛 is the number of vertex set𝑉, and𝑚
is the number of the edge set 𝐸

0
,

𝑐
𝑝𝑞
=

{{

{{

{

+1, if V
𝑝
is the head of edge 𝑒

𝑞
;

−1, if V
𝑝
is the tail of edge 𝑒

𝑞
;

0, otherwise.
(3)

It is a well-known fact that this property holds regardless
of the choice of the orientation of𝐺 [11]. Let 𝑥

𝑖
denote a scalar

real value assigned to V
𝑖
. Then, 𝑥 = (𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑛
)
𝑇 denotes

the state of the graph 𝐺. We define the Laplacian potential of
the graph as follows:

Ψ
𝐺
(𝑥) =

1

2
𝑥
𝑇
𝐿𝑥. (4)

Lemma 1 (Laplacian potential [12]). Ψ
𝐺
(𝑥) has the following

properties.

(i) Undirected graph 𝐺’s Laplacian potential is positive
semidefiniteness, and

𝑥
𝑇
𝐿𝑥 = ∑

(V𝑖 ,V𝑗)∈𝐸0

(𝑥
𝑖
− 𝑥
𝑗
)
2

. (5)

(ii) If 𝐺 is a connected graph, Ψ
𝐺
(𝑥) = 0 if and only if 𝑥

𝑖
=

𝑥
𝑗
, for all 𝑖, 𝑗.

Lemma 2 (connectivity and graph Laplacian [11]). Assume
graph G has c connected components, then

rank (𝐿) = 𝑛 − 𝑐. (6)

Particularly, for a connected graph with 𝑐 = 1, rank(𝐿) =
𝑛 − 1.

Lemma 3. 𝐺 is an undirected and connected graph, 𝐿 is 𝐺’s
Laplacian matrix, then there must be a zero in 𝐿’s eigenvalues,
and all the other eigenvalues of 𝐺 are positive and real.

Proof. 𝐺 is an undirected graph, then 𝐿 is a real symmetric
matrix. After diagonalization, the rank of matrix 𝐿 stays the
same. 𝐺 is a connected graph, then based on Lemma 2, the
rank of matrix 𝐿 is 𝑛 − 1, then there must be a zero in 𝐿’s
eigenvalues, and all the other eigenvalues of 𝐺 are nonzero. 𝐿
is a real symmetric matrix, so 𝐿’s eigenvalues are real. Based
on Lemma 1, 𝐿 is a positive semidefinite matrix, then 𝐿’s
eigenvalues are nonnegative. In conclusion, there must be a
zero in 𝐿’s eigenvalues, and all the other eigenvalues of 𝐺 are
positive and real.

Definition 4 (consensus). Let the value of all nodes 𝑥 be the
solution of the following differential equation:

̇𝑥 = 𝑓 (𝑥) , 𝑥 (0) ∈ 𝑅
𝑛
. (7)

In addition, let 𝑋 : 𝑅
𝑛
→ 𝑅 be a multi-input single-

output operation on 𝑥 = (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
)
𝑇 that generates

a decision value 𝑦 = 𝑋(𝑥). We say all the nodes of the graph
have reached consensus w.r.t. 𝑋 in finite time 𝑇 > 0 if and
only if all the nodes agree and 𝑥

𝑖
(𝑇) = 𝑋(𝑥(0)), for all 𝑖 ∈ 𝐼.

Some of the common examples of the operation 𝑋 are given
as follows:

(i) average consensus,

𝑋 (𝑥) = Ave (𝑥) = 1

𝑛

𝑛

∑

𝑖=1

𝑥
𝑖
; (8)

(ii) max consensus,

𝑋 (𝑥) = Max (𝑥) = max (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
) ; (9)

(iii) min consensus,

𝑋 (𝑥) = Min (𝑥) = min (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
) . (10)

Theorem 5. 𝐺 is an undirected and connected graph if every
node in 𝐺 runs the following distributed protocol:

𝑢
𝑖
(𝑡) = ∑

𝑗∈𝑁𝑖

(𝑥
𝑗
(𝑡) − 𝑥

𝑖
(𝑡)) + 𝑇

0
, (11)

where 𝑇
0
is a constant, then the vector of the value of the nodes

𝑥 is the solution of the following ordinary differential equations:

̇𝑥 = −𝐿𝑥 + (𝑇
0
, 𝑇
0
, . . . , 𝑇

0
)
𝑇

, 𝑥 (0) ∈ 𝑅
𝑛
. (12)

In addition, all the nodes of the graph globally asymptoti-
cally reach an average consensus, and then every node will have
the same status,

𝑥
𝑖
(𝑡) = 𝑥

𝑗
(𝑡) = 𝑡𝑇

0
+ Ave(𝑥 (0)) , ∀𝑖, 𝑗, 𝑖 ̸= 𝑗. (13)

Proof. Equation (12) corresponds to a typical linear time
invariant system; its complete response can be solved by
calculating zero-status response and zero-input response,
respectively.

(a) Solve the zero-status response 𝑥
𝑠
(𝑡), where

̇𝑥
𝑠
= −𝐿𝑥

𝑠
+ (𝑇
0
, 𝑇
0
, . . . , 𝑇

0
)
𝑇

, 𝑥
𝑠
(0) = (0, 0, . . . , 0)

𝑇
.

(14)

Based on Laplacian matrix 𝐿’s features, the particular
solution of 𝑥

𝑠
(𝑡) is 𝑥

𝑝
(𝑡) = 𝑇

0
(𝑡, 𝑡, . . . , 𝑡)

𝑇. −𝐿 is a real
symmetric matrix, so −𝐿 can do diagonalization, let 𝑃 be
the corresponding invertible matrix. Based on the theory of
linear algebra, the homogeneous solution of 𝑥

𝑠
(𝑡) is

𝑥
ℎ
(𝑡) = 𝑐

1
𝛼
1
𝑒
𝜆1𝑡 + 𝑐

2
𝛼
2
𝑒
𝜆2𝑡 + ⋅ ⋅ ⋅ + 𝑐

𝑛
𝛼
𝑛
𝑒
𝜆𝑛𝑡, (15)

where 𝑐
𝑖
(1 ≤ 𝑖 ≤ 𝑛) is undetermined coefficient, 𝜆

𝑖
(1 ≤ 𝑖 ≤

𝑛) is matrix 𝐿’s 𝑖th eigenvalue, 𝛼
𝑖
(1 ≤ 𝑖 ≤ 𝑛) is𝑃’s 𝑖th column,

which is the corresponding eigenvector of eigenvalue 𝜆
𝑖
, so

the zero-status’s complete response is

𝑥
𝑠
(𝑡) = 𝑥

𝑝
(𝑡) + 𝑥

ℎ
(𝑡) = 𝑇

0
(𝑡, 𝑡, . . . , 𝑡)

𝑇

+ 𝑐
1
𝛼
1
𝑒
𝜆1𝑡 + 𝑐

2
𝛼
2
𝑒
𝜆2𝑡 + ⋅ ⋅ ⋅ + 𝑐

𝑛
𝛼
𝑛
𝑒
𝜆𝑛𝑡.

(16)
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We know that 𝑥(0) = (0, 0, . . . , 0)
𝑇, so 𝑐

1
𝛼
1
+ 𝑐
2
𝛼
2
+

⋅ ⋅ ⋅ + 𝑐
𝑛
𝛼
𝑛
= (0, 0, . . . , 0)

𝑇, in addition, 𝛼
1
, 𝛼
2
, . . . , 𝛼

𝑛
is linear

independence, then 𝑐
1
= 𝑐
2
= ⋅ ⋅ ⋅ = 𝑐

𝑛
= 0, the solution of

zero-status response is 𝑥
𝑠
(𝑡) = 𝑇

0
(𝑡, 𝑡, . . . , 𝑡)

𝑇.
(b) Solve the zero-input response 𝑥

𝑠
(𝑡), where

̇𝑥
0
= −𝐿𝑥

0
, 𝑥
0
(0) = 𝑥 (0) . (17)

Observe that all the eigenvalues of −𝐿 are negative, except
for the single zero eigenvalue.Thus, any solution of the system
asymptotically converges to a point 𝑥∗

0
in the eigenspace

associatedwith𝜆
1
= 0.This implies that an average consensus

is globally asymptotically reached by all the nodes. Let 𝑥∗
0
be

one equilibrium of the system ̇𝑥
0
= −𝐿𝑥

0
. Then, −𝐿𝑥∗

0
= 0,

and thus 𝑥∗ is the eigenvector of the Laplacian 𝐿 associated
with the zero eigenvalue 𝜆

1
= 0. On the other hand, we

have 𝜓
𝐺
(𝑥
∗

0
) = (1/2)(𝑥

∗

0
)
𝑇
𝐿𝑥
∗

0
= 0, and from connectivity

of 𝐺, it follows that 𝑥∗
0,𝑖
= 𝑥
∗

0,𝑗
= 𝑎, for all 𝑖, 𝑗, that is, 𝑥∗

0
=

(𝑎, 𝑎, . . . , 𝑎)
𝑇, 𝑎 ∈ 𝑅. Notice that ∑𝑛

𝑖=1
𝑥
0,𝑖
= 0. Thus, Ave(𝑥

0
)

is an invariant quantity. This implies Ave(𝑥∗
0
) = Ave(𝑥(0)).

But Ave(𝑥∗
0
) = 𝑎, therefore 𝑎 = Ave(𝑥(0)), then the solution

of zero-input response is 𝑥∗
0
= (𝑎, 𝑎, . . . , 𝑎)

𝑇, where 𝑎 =

Ave(𝑥(0)).
Above all, when zero-input response reaches the equilib-

rium status, the system’s full response is

𝑥 (𝑡) = 𝑥
𝑠
(𝑡) + 𝑥

0
(𝑡)

= (𝑡𝑇
0
+ Ave (𝑥 (0)) , 𝑡𝑇

0
+ Ave (𝑥 (0)) , . . . , 𝑡𝑇

0

+ Ave (𝑥 (0)))𝑇.

(18)

In other words, every node in the network finally has the
same status.

4. Clock Model

Clock synchronization is of significant importance in WSNs.
Before delving into the details of synchronizing clocks, we
first define some terminologies used in this paper. 𝑐(𝑡)
denotes a reference clock, where 𝑡 is the real time, that
is, coordinated universal time (UTC). Every sensor node
maintains its own local clock, which is a monotonically
nondecreasing function of 𝑡. This local clock is an ensemble
of hardware and software components, essentially a timer that
counts the oscillations of a quartz crystal running a particular
frequency. In general, the timer is programmed to generate
an interrupt, which is called a clock tick. At each clock tick,
the interrupt procedure increments the clock value stored in
memory.

For any two nodes’ local clocks 𝑐
𝑖
(𝑡) and 𝑐

𝑘
(𝑡), the clock

𝑐
𝑖
(𝑡) is considered correct at time 𝑡 if 𝑐

𝑖
(𝑡) = 𝑐(𝑡), or the clock

𝑐
𝑖
(𝑡) is considered accurate at time 𝑡 if 𝑑𝑐

𝑖
(𝑡)/𝑑𝑡 = 𝑑𝑐(𝑡)/𝑑𝑡,

and two clocks 𝑐
𝑖
(𝑡) and 𝑐

𝑘
(𝑡) are synchronized at time 𝑡 if

𝑐
𝑖
(𝑡) = 𝑐

𝑘
(𝑡). The aforementioned definitions show that the

two synchronized clocks are not always correct or accurate;
time synchronization is not related to time correctness and
accuracy. As for most applications in WSNs, it is sufficient to
achieve clock synchronization. Since the oscillator frequency

is time varying due to ambient conditions such as temper-
ature changes, variations of electric supply voltage, and air
pressure, clock 𝑐

𝑖
(𝑡) of node 𝑖 can be modeled as

𝑐
𝑖
(𝑡) = 𝑘

𝑖
𝑡 + 𝑏
𝑖
, (19)

where 𝑏
𝑖
is the clock offset, the difference between the time

reported by clock 𝑐
𝑖
(𝑡) and the real time at the initial instant

𝑡
0
(i.e., 𝑏

𝑖
= 𝑐
𝑖
(𝑡
0
) − 𝑐(𝑡

0
)), and 𝑘

𝑖
is defined as the skew of

the clock 𝑐
𝑖
(𝑡). To achieve perfect synchronization in a sensor

network, all nodes 𝑖 = 1, 2, . . . , 𝑁must precisely compensate
for their clock parameters 𝑘

𝑖
and 𝑏
𝑖
so that all clocks have zero

offset error and all tick at the same rate.

5. TSMA Method

In this section, we present our time synchronization algo-
rithm, that is, TSMA. Instead of trying to synchronize to
an external reference like absolute time or UTC, the TSMA
method aims to achieve an internal consensus within the
network on what time is, and how fast it travels. In every
synchronization round, the TSMA algorithm updates the
compensation parameters for each node and over time the
network clocks converge to a consensus,

lim
t→∞

𝑐
󸀠

𝑖
(𝑡) = 𝑐

𝑐
(𝑡) , (20)

where 𝑐
𝑐
(𝑡) is the consensus clock.

The consensus clock is not a physical clock, it is a new
virtual clock, that is, generated from the network of nodes
running the TSMA algorithm. The consensus clock has its
own skew rate and offset relative to the absolute time.

By expanding the clock functions from both sides of (20),
we can see the compensation parameters that all nodes must
obtain in order to synchronize to the consensus clock,

lim
𝑡→∞

(𝑘
󸀠

𝑖
𝑐
𝑖
(𝑡) + 𝑏

󸀠

𝑖
) = 𝑘
𝑐
𝑡 + 𝑏
𝑐
,

lim
𝑡→∞

(𝑘
󸀠

𝑖
𝑘
𝑖
𝑡 + 𝑘
󸀠

𝑖
𝑏
𝑖
+ 𝑏
󸀠

𝑖
) = 𝑘
𝑐
𝑡 + 𝑏
𝑐
.

(21)

Then, we have

lim
𝑡→∞

𝑘
󸀠

𝑖
=
𝑘
𝑐

𝑘
𝑖

,

lim
𝑡→∞

𝑏
󸀠

𝑖
= 𝑏
𝑐
− 𝑘
󸀠

𝑖
𝑏
𝑖
.

(22)

To achieve these compensation parameters, nodes repeat
the TSMA algorithm in synchronization rounds which
consist of two main tasks; skew compensation and offset
compensation. In skew compensation, the nodes iteratively
select the max skew rate estimation from its neighbors in
order to improve their skew compensation parameter. In the
offset compensation phase, nodes average their neighbors’
clock readings to synchronize nodes to a common time.

5.1. Skew Compensation. Thegoal of skew compensation is to
ensure all compensated clocks in the network tick at the same
rate, that is,

lim
𝑡→∞

𝑘
󸀠

𝑖
𝑘
𝑖
= 𝑘
𝑐
, ∀𝑖. (23)
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We use max consensus protocol to compensate for clock
skew. For perfect skew compensation, the skew rate of the
consensus clock is given by

𝑘
𝑐
= max (𝑘

1
, 𝑘
2
, . . . , 𝑘

𝑛
) . (24)

Nodes execute the following algorithm to converge their
clock skew to the consensus value.

Step 1. Before running the synchronization algorithm, nodes
set their skew estimation 𝑘󸀠

𝑖
to 1, and set their respect life time

life
𝑖
to 0.

Step 2. At the beginning of each synchronization round, every
node increases their own life time life

𝑖
by 1. If node 𝑖’s life time

life
𝑖
> 3, then node 𝑖 broadcasts a synchronization packet

containing its own local clock value 𝜏
𝑖
and estimated skew 𝑘󸀠

𝑖

using a CSMA/CA MAC scheme once per synchronization
round. Like other synchronization techniques, MAC layer
timestamping is required to ensure that clock values are
transmitted instantly.

Step 3. If node 𝑖 receives a synchronization packet from node
𝑗 at time 𝑡, then this node should immediately record its own
local time 𝜏

𝑖
(𝑡) and node 𝑗’s information (𝜏

𝑗
(𝑡), 𝑘
󸀠

𝑗
(𝑡)). If node

𝑖 has not stored a history local time pair before, then create
the local time pair (𝜏

𝑖
(old), 𝜏

𝑗
(old)) and assign it with

(𝜏
𝑖
(old) , 𝜏

𝑗
(old)) = (𝜏

𝑖
(𝑡) , 𝜏
𝑗
(𝑡)) . (25)

If the history local time pair has already existed, and
satisfies 𝑘󸀠

𝑖
(𝑡) ∗ (𝜏

𝑗
(𝑡) − 𝜏

𝑗
(old)) > 𝑘

󸀠

𝑗
(𝑡) ∗ (𝜏

𝑖
(𝑡) − 𝜏

𝑖
(old)),

we will update this node’s estimated skew 𝑘
󸀠

𝑖
and the history

local time pair (𝜏
𝑖
(old), 𝜏

𝑗
(old)) using

𝑘
󸀠

𝑖
(𝑡) = 𝑘

󸀠

𝑗
(𝑡) ∗

𝜏
𝑖
(𝑡) − 𝜏

𝑖
(old)

𝜏
𝑗
(𝑡) − 𝜏

𝑗
(old)

,

(𝜏
𝑖
(old) , 𝜏

𝑗
(old)) = (𝜏

𝑖
(𝑡) , 𝜏
𝑗
(𝑡)) .

(26)

5.2. Offset Compensation. After the skew compensation algo-
rithm is applied, all local estimators will eventually have the
same drift, that is, they will run at the same speed. At this
point, it is only necessary to compensate for possible offset
errors. To achieve this, each node aims to accurately estimate
the instantaneous average time of all its neighbors’ clock in
the network and set their clocks to this time. FromTheorem 5,
we can see that every node in the network will finally reach
the same status,

𝑏 (𝑡) =
1
󵄨󵄨󵄨󵄨𝑁𝑖
󵄨󵄨󵄨󵄨

∑

𝑗∈𝑁𝑖

𝑏
𝑗
(𝑡) . (27)

In reality, however, it is not practically possible for nodes
to calculate the instantaneous global average time of all its
neighbors’ clock in the network. Since sensor networks may
consist of a large number of nodes, and one node may have
lots of neighbors. It is impossible for nodes to exchange clock
values instantaneously, and nodesmay suffer frompacket loss
and other network dynamics.
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Figure 1: Clock error of 100 simulated nodes running the TSMA
protocol in a 10 ∗ 10 network with synchronization period of 1min
and transmission range of 2.

Instead, the TSMA algorithm converges network clocks
to an approximation of 𝑏(𝑡) using the locally available
informationwithin the single-hop transmission range of each
node. Nodes execute the following algorithm to converge
their clock offset to the consensus value.

Step 1. Before running the synchronization algorithm, nodes
set their offset estimation 𝑏󸀠

𝑖
to their current local time and set

their respect life time life
𝑖
to 0.

Step 2. At the beginning of each synchronization round,
nodes reset their confidence parameter Conf

𝑖
to 1 and

increase their life time life
𝑖
by 1. If node 𝑖’s life time life

𝑖
> 3,

then node 𝑖 broadcasts a synchronization packet containing
its estimated offset 𝑏󸀠

𝑖
and confidence parameter Conf

𝑖
using

a CSMA/CA MAC scheme once per synchronization round.
MAC layer timestamping is required to ensure that clock
values are transmitted instantly.

Step 3. For each broadcast, all other nodes within receiving
range update their own clocks by combining this value with
their own clocks using the confidenceweighted running aver-
age equation and then increase their confidence parameter
Conf
𝑖
by 1,

𝑏
󸀠

𝑖
(𝑡)=

{{

{{

{

𝑏
󸀠

𝑗
(𝑡) , if life

𝑖
=1

Conf
𝑖
(𝑡)∗𝑏
󸀠

𝑖
(𝑡)+Conf

𝑗
(𝑡)∗𝑏
󸀠

𝑗
(𝑡)

Conf
𝑖
(𝑡)+Conf

𝑗
(𝑡)

, if life
𝑖
>1,

Conf
𝑖
(𝑡)=Conf

𝑖
(𝑡) + 1.

(28)

The confidence parameters give weighting to the clock
values fromnodes that have already received synchronization
packets in the current round. These nodes are generally
closer to a local consensus than those who have not received
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Figure 2: Geographic distribution of synchronization error of a 10 ∗ 10 sensor network for transmission range of 2 (a) before and (b) after
one round of offset compensation.

any sync packets, and this was found to increase the rate
of convergence.

6. Simulation

In this paper, we use max consensus to compensate for clock
skew and use average consensus to compensate for clock
offset. To show the correctness and robustness of the TSMA
algorithm, we make a simulation in MATLAB; the following
is the simulation environment: there are 100WSN nodes in
the 10 ∗ 10 grid, one grid one node, and we place the node
in the center of the grid, the base value of nodes’ oscillator
is 32.768KHz, the skew rates are assigned randomly from a
normal distribution with mean = 1 and standard deviation =
20 PPM, nodes are given an initial error distribution between
0 and 1000 ticks.

6.1. Offset Compensation. In this simulation, we set the time
synchronization period to 1 minute. Nodes broadcast one
sync packet per round in random order with a transmission
range of 2, which means if the distance between two nodes
is less than 2, then they can communicate with each other.
Figure 1 shows the clock errors from average time measured
in clock cycles. In the first three synchronization periods,
nodes’ life time is less than 3, so they do not transmit any
synchronization packet to their neighbors, and then in 3min-
utes, nodes start to compensate for the clock skew and offset.
After seven rounds compensation, 100 nodes in the network
achieve the synchronization state, the synchronization error
between any two nodes is included between ±10 ticks.

The geographic distribution of clock errors in the network
is shown in Figure 2. It can be seen that before Figure 2(a),
the first round of offset compensation, the clock error relative
to the average time can reach up to 550 ticks, but after
Figure 2(b), the first round offset compensation, the clock
error reduces to 140 ticks. Also we can see that the clock

error after compensation transfer smoothly in geographic
distribution, the local error between any neighboring nodes
is no larger than 50 ticks.

A histogram of the clock errors is shown in Figure 3.
It can be seen that before Figure 3(a), the first round of
offset compensation, the standard deviation of clock error
reaches up to 286.32, but after Figure 3(b), the first round
of offset compensation, this value reduces to 70.90. From
Figures 2 and 3, we can see that after the first round of offset
compensation, the clock errors among nodes are significantly
reduced.

Figure 4 shows the convergence of the skew rates of 100
nodes in this simulation. From Figure 4, we can see that after
two synchronization periods all the 100 nodes’ skew rates
converge on the maximum clock skew.

6.2. Transmission Range. Figure 5 shows the transmission
range’s effect to algorithm performance. We set the trans-
mission range to 1, 2, and 3, respectively, then compare
their convergence speed with each other. From Figure 5,
we can see that synchronization accuracy and convergence
speed are found to improve as the transmission range of the
nodes increased, since nodes could receive synchronization
packets from a greater proportion of the network population.
On the other side, to increase the transmission range, we
also increase the energy consumption of nodes, so in the
practical application, we should make a tradeoff between
energy consumption and convergence speed.

6.3. Dynamic Topology. The simulation, shown in Figure 6,
is intended to study the robustness properties of the TMSA
protocol subject to node failure and node replacement, as well
as the performance in terms of convergence speed and steady
state synchronization error.The synchronization period is set
to 1 minute which is sufficiently large to exhibit the effects
of different clock speeds. The simulation was run for about
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Figure 3: Histogram of the synchronization errors from the instantaneous global average time of the sensor network (a) before and (b) after
one round of offset compensation.
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Figure 4: Convergence of the skew rate of 100 simulated nodes run-
ning the TSMA protocol in a 10 ∗ 10 network with synchronization
period of 1min and transmission range of 2.

50 minutes and presents 4 different regions of operation
indicated by the letters A, B, C, and D which model potential
node failure or the addition of the new nodes. In Region
A, all nodes are turned on simultaneously with random
initial conditions of their local clocks. After 2 synchronization
periods, the synchronization error between any two nodes
is included between ±10 ticks, that is, the maximum error is
smaller than 20 ticks. At the beginning of Region B, about
20% of the nodes chosen random in the grid are switched
off and then switched on at different random times. Once
a node is switched on, it starts updating its estimated time

using TSMA protocol but does not transmit any message
for the first three synchronization periods to avoid injecting
large disturbances into the already synchronized network,
and then it starts to transmitting and receiving messages
equally. The plot in Figure 6 clearly shows that the nodes
get synchronized as soon as they are turned on without
perturbing the overall network behavior. At the beginning of
Region C, about 20% of the nodes turned off their radio, that
is, they stop updating their parameters 𝑘󸀠, 𝑏󸀠, then we turn on
the 20% nodes’ radio at about 35 minutes. In this procedure,
we can see that all nodes keep the synchronized state, the
reason is that their skew rates have already converged to
the maximum skew rate in the network, these 20% nodes
still synchronize with others. At the beginning of Region D,
we replace the node in the top left corner with one node
having 40 PPM drift, which is the max skew rate in the
network now, and then all the other nodes will compensate
themselves to this skew value. From Figure 6, we can see that
three synchronization period after the new node joining the
network, it starts to transmitting messages to its neighbors,
after a short transient the nodes quickly synchronize again.

7. Conclusions

This paper presented a new synchronization algorithm for
WSN, the time synchronization using consensus protocol,
which is based on consensus algorithms whose main idea is
to average local information to achieve a global agreement
on a specific quantity of interest. The proposed algorithm
is fully distributed, asynchronous, includes skew compensa-
tion, and is computationally light. Moreover, it is robust to
dynamic network topologies due, for example, to node failure
or replacement. Finally, a set of simulations are presented
to show the good performance of the proposed protocol.
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Figure 5: Clock errors of 100 simulated nodes running the TSMA protocol in a 10 ∗ 10 network with synchronization period of 1min in
transmission ranges of 1 (a), 2 (b), and 3 (c).
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Figure 6: Clock errors of 100 simulated nodes running the TSMA
protocol in a 10 ∗ 10 network with synchronization period of 1min
and transmission range of 3. Region A: all nodes are on. Region B:
20% of the nodes are turned off and then turned on at random times.
Region C: 20% of the nodes turned off their radio, and then turned
on their radio after 5 synchronization periods. Region D: replace the
node in the top left corner with one node having 40 PPM drift.

However, extensive work is still necessary to compare the
performance of our proposed approach relative to FTSP [3]
and other protocols over large scale multihop sensor network
and over longer periods.
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In recent years, P2P file sharing has been widely embraced and becomes the largest application of the Internet traffic. And the
development of automobile industry has promoted a trend of deploying Peer-to-Peer (P2P) networks over vehicle ad hoc networks
(VANETs) for mobile content distribution. Due to the high mobility of nodes, nodes’ limited radio transmission range and sparse
distribution, VANETs are divided and links are interrupted intermittently. At this moment, VANETs may become Vehicle-based
Delay Tolerant Network (VDTNs). Therefore, this work proposes an Optimal Fragmentation-based Multimedia Transmission
scheme (OFMT) based on P2P lookup protocol in VDTNs, which can enable multimedia files to be sent to the receiver fast and
reliably in wireless mobile P2P networks over VDTNs. In addition, a method of calculating the most suitable size of the fragment
is provided, which is tested and verified in the simulation. And we also show that OFMT can defend a certain degree of DoS attack
and senders can freely join and leave the wireless mobile P2P network. Simulation results demonstrate that the proposed scheme
can significantly improve the performance of the file delivery rate and shorten the file delivery delay compared with the existing
schemes.

1. Introduction

The applications of peer-to-peer (P2P) networks have been
growing at tremendous speed these past few years. The P2P
traffic was about 37.9% of the global Internet traffic [1]. P2P
file sharing uses multiple peers to distribute contents, which
can solve the bandwidth bottleneck highlighted by the C/S
modewheremulticlients download files from the same server
simultaneously [2]. Therefore, multisource transmission is
a popular architecture in P2P networks to increase the
scalability and robustness. For large multimedia files, multi-
source transmission plays an irreplaceable role.

Although originally developed for the wired Internet,
these P2P-based content distribution networks (also referred
to as P2P-based file-sharing systems) now transcend network
boundaries (wired orwireless).This is because a large number
of wireless handheld devices introduced to the market in

recent years have enhanced the trend of file distribution
among the mobile users. Moreover, instead of the con-
ventional cellular networks, low-cost wireless connectivity
such as Bluetooth and IEEE 802.11 offers the mobile devices
an alternative way to communicate with each other. By
exploiting such low-cost wireless connectivity, MANETs, the
automatically self-organized wireless networks without any
preconfigured infrastructure, can be established to enable
independent mobile users to interact with each other. Due
to the common characteristics such as decentralized archi-
tecture, self-organization, and self-healing features between
P2P networks and MANETs, this structure makes the P2P
applications over MANETs feasible and popular [3–7].

Vehicular ad hoc networks (VANETs) are special
MANETs in which the nodes are vehicles. In VANETs, vehi-
cles establish temporary network connections and commun-
icate with each other under self-organization. They can also
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perform the distribution of data quickly and efficiently for
the benefit of passengers’ safety and comfort. However, there
are many limitations preventing nodes communicating with
others steadily. For example, the fast changing topology of
vehicles, limited radio range, and so on, all result in that
the amount of time nodes in radio range of one another
is reduced. Accordingly, the duration of time that nodes
are able to transfer data between one another as they pass
is limited in VANETs. So, vehicle-based delay tolerant
networks (VDTNs) are invited by all these issues. VANETs
links are always intermittent and this interruption last longer,
so that the path between the source node and destination
node may not exist at any time; then VANETs become
VDTNs [8]. VDTNs perform routing functions through
store-and-forward mechanism [9–12], where a source node
forwards messages to intermediate nodes moving into its
transmission radio coverage. Meanwhile, these intermediate
nodes store the receivedmessages and forward themwhen an
appropriate forwarding opportunity rises.Therefore, VDTNs
enable nodes to be temporarily unreliable and long-standing
disconnections. However, all of these characteristics affect
the efficiency of P2P sharing. Therefore, the characteristic
that at any time the path between the source node and
destination node may not exist limits the P2P application
over VDTNs. Fortunately, this paper presents a reasonable
and effective solution.

Although some work has been done in the multi-source
transmission of wireless mobile P2P networks [13–18], one of
the key assumptions of the current solutions in the literature
is the existence of end-to-end routing path between any two
nodes. In this paper, we propose an optimal fragmentation-
based multimedia transmission scheme (OFMT) based on
P2P lookup protocol, which allows multimedia files to be
transmitted to the receiver fast and reliably in the mobile
P2P networks over VDTNs. In addition, there is no need
for a centralized control point, and senders can freely join
and leave from the wireless mobile P2P network.The distinct
features of the proposed scheme include the following.

(1) It is common to split such big multimedia files into
several fragments. However, the size of each fragment
directly affects the efficiency of file transmission, for
example, fragment delivery rate, transmission delay,
network load, and so on. This point can be proved
by the simulation results in Section 5. Therefore, we
propose a method that the receiver calculates the size
of multimedia files’ fragments according to the real-
time features of the networks.

(2) We present a multimedia transmission mechanism
named optimal fragmentation-based multimedia
transmission scheme (OFMT) based on P2P lookup
protocol, which can be applied to VDTNs. In the
meantime, it explores the full potential of each source
nodes; thus the performance of multimedia file
transmission achieves significant results including
improving the fragment delivery rate and reducing
the transmission delay.

(3) All that is needed is that the receiver calculates the
size of fragment 𝑀 in our OFMT scheme. So the
algorithm complexity is 𝑂(1).

(4) The node churn has small impact on the performance
of OFMT.

The rest of the paper is organized as follows. In Section 2
we describe the related work about P2P lookup protocol and
multi-source transmission in wireless mobile P2P networks;
we present a distributed multi-source parallel coadjutant
transmission method in Section 3. Section 4 provides the
security analysis of our protocol. The simulation results are
presented in Section 5. Section 6 concludes the paper.

2. Related Work

Multi-source transmission is a popular architecture in P2P
networks to increase the scalability. A good example ofmulti-
source architecture is the BitTorrent system [19]. In [5], a
multi-source transmission protocol using network coding
is presented. Multi-source real-time video transmission is
studied in [13, 14, 16].

In a cooperative network with multiple potential relays
andmultiple simultaneous transmissions, the selection coop-
eration is presented in [15], wherein each source pairs with a
single “best” relay. In [13], a peer-to-peer (P2P) service for
the transmission of real-time video content is introduced,
exploiting the contemporary usage of multiple network paths
over the current Internet. Reference [16] presents a multi-
source streaming approach to increase the robustness of
real-time video transmission in MANETs. For that, video
coding as well as channel coding techniques on the appli-
cation layer is introduced. Reference [14] shows how video
streaming applications can benefit from the diversity offered
by P2P systems and implement distributed streaming and
scheduling solutions with multipath packet transmission. An
asynchronousmulti-source streaming (AMSS)model [20, 21]
is discussed to realize the scalable multimedia streaming
service. Here, each of multiple sources sends only a part of
a multimedia fragment to a receiver.

In [22], a heterogeneous asynchronous multi-source
streaming (HAMS) model is discussed, where multiple
sources transmit packets of a multimedia file to a requesting
receiver to increase the throughput, reliability, and scalability
in P2P overlay networks. The source nodes send fragments
not in distributed manner, although parallel transmission
mechanism is used in HAMS model. It needs to send some
control packets among all the source nodes to determine
which file fragments should be sent by each of them.
Obviously, this model is only suitable for good network
connectivity such as the Internet. It is impracticable that the
control packets determine how to send fragments in VDTNs
with high transmission delay and low message delivery rate.
In the case of loss of control packets, the performance of
this protocol almost cannot be guaranteed. In addition, the
complexity of this model is high.

The literature [18] presents a multisource selection mech-
anism in MANETs. In this protocol, the time period of the
multimedia transmission is divided into time slots. Each time
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slot corresponds to one file fragment. In each time slot, it
finds a source nodewith the best performance as the sender of
this time slot and repeats the process until all the fragments
are transmitted. Apparently, this method has low reliability.
If the selected sender leaves the network or disconnects with
the receiver, then the file cannot be transmitted normally.
Therefore, it is only suitable for the networks with good
connectivity. In [17], the author has improved the previous
scheme by selecting𝑀 senders in each time slot to increase
the reliability of the system. However, all the selected 𝑀
senders still transmit fragments serially according to the
time slots. That is, each time slot corresponds to one file
fragment. As a result, the transmission delay is relatively high.
Moreover, this protocol is only suited to the condition that
the connection between the source node and the destination
node exists. And it is not feasible in VDTNs.

All the multi-source transmission mechanisms discussed
above only apply to the networks with good connectivity. In
addition,most of themdonot employ parallel idea to improve
the throughput of network. Only [22] proposes a parallel
transmission mechanism, but its application scenarios are
limited. To address the problems and issues discussed above,
it is desirable to develop a fast and reliable transmission
scheme of the multimedia files which can apply to some
special networks.Thus, in Section 3, we propose a distributed
multi-source parallel coadjutant transmission of multimedia
based on P2P lookup protocol in VDTNs.

3. OFMT Scheme Based on
P2P Lookup Protocol

VDTN is a network model abstracted out of ad hoc, wireless
sensor network (WSN) and other self-organizing wireless
networks. Its typical characteristic is the link between nodes
that is intermittently interrupted and usually the interruption
lasts longer, so that at any time the path between the source
node and destination node may not exist [8]. Therefore,
the transmission mechanism of the multimedia files in the
mobile wireless P2P networks over VDTNs is different in the
current scheme.

In wireless mobile P2P networks, due to nodes joining
and leaving the networks, the system performance may be
dramatically affected. We call this phenomenon node churn
[23, 24]. As a result, under the situation of unstable links, if a
single source node is used, the churn of this source node will
cause a sharp drop in the efficiency of files transmission. For
this reason, in this work, we use multi-source transmission
first. On the one hand, it increases the robustness of the
system. On the other hand, it can provide multimedia file
sharing at the same time and enhance the capacity and
efficiency of real-time transmission [17]. Second, in our
scheme, the fragments of a multimedia file are transmitted
to a receiver from multiple sources in parallel to increase
the throughput.Thirdly, multiple source nodes transmit their
fragments in a fully distributed way. Finally, the proposed
coadjutant transmission mechanism is implemented by let-
ting the source nodes that have finished their own tasks
automatically help the node that has sent the least fragments.

It is worth emphasizing that the mechanism is still executed
in a distributed manner.

Before the detailed description of the OFMT, we first
introduce three types of nodes of the networks: the receiver
node, the source node, and common intermediate node.

(i) The receiver node𝐷, defined as the node that requests
files.

(ii) The source node 𝑆, defined as the node storing the
desired file found by the receiver executing a P2P
lookup protocol.

(iii) The common intermediate node IN, defined as the
nodes other than the receiver nodes and the source
nodes, which are mainly responsible for storing and
forwarding the messages.

3.1. Fragment Distribution to Multiple Sources. The inter-
mittent connectivity of VDTNs means there may be no
persistent existence of connections between the source node
and the destination node. That is, the links among nodes
are very unstable and the duration of connections is very
short. During packet transmission, if the link is down then
the part of the fragment that has already been sent will be
dropped. Therefore, to improve the fragment delivery rate, it
is necessary to divide such bigmultimedia files into fragments
with suitable size based on the actual link condition of the
networks. Meanwhile, these fragments must be indexed.

In this paper, we propose to determine the fragment size
according to the mean duration of the network links.

First, the receiver node 𝐷 collects the historical informa-
tion of the networks including the number of network con-
nections 𝐶 and the total duration of network connections 𝑡.

Second, before sending the fragment request, the receiver
node 𝐷 calculates the mean duration of the network links
that equals 𝑡/𝐶 and then calculates the size SM of total
packets transmitted during the lifetime of a link using the
nodes’ average transmission speed (bandwidth). However, in
the best cases, that is to divide SM into several packets in
VDTNs. In our experiments, we found that fragment’s size
of SM/5 allows for reasonable results in a variety of networks.

Third, in our method, the task list Stask[] of each source
node 𝑆 is the fragments with id 𝐿, 𝐿+𝑁, 𝐿+2𝑁, . . . , 𝑄, where
𝐿 is the ordinal of 𝑆 in the address list of the source nodes
searched by 𝐷, 𝑁 is the number of the source nodes found
by 𝐷, and 𝑄 is the largest integer satisfying𝑄 = 𝐿 + 𝑖𝑁 ≤
the biggest fragment id (𝑖 = 0, 1, 2 . . .).

As described above, each node is assigned as many tasks
as each other. We adopt coadjutant transmission mechanism
in OFMT; thus, the good-performance nodes will finish tasks
earlier than the nodeswith poor-performance, and then those
nodeswith earlier completion help the unfinished nodes until
the entire file is transmitted.Therefore, our scheme takes into
account nodes with various properties while not reducing the
throughput of the system.

3.2. Data Structure. Here, we set the size of the entire
multimedia file as 𝑓 Size, the number of source nodes as 𝑁,
the fragment size as 𝑀, the address list of source nodes as
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Saddrs = [𝑃
1
, 𝑃
2
, 𝑃
3
, . . . , 𝑃

𝑁
] (suppose the 𝑖th source node

address searched by the receiver is 𝑃
𝑖
, 𝑖 = 1, 2, 3 . . . 𝑁), the

fragment ID as 𝑓Id = 0, 1, . . . 𝑄, 𝑄 = Math.ceil(𝑓 Size/M),
and the requested file ID as FId.

3.2.1. ACK. In OFMT, all the nodes of the networks need to
maintain a global success list ACK[0 ⋅ ⋅ ⋅ 𝑁−1][0 ⋅ ⋅ ⋅ 𝑓Num−1]
to store the fragment IDs that have been sent to the receiver
𝐷 successfully, where 𝑓Num = Math.ceil(𝑓 Size/(𝑀 ∗ 𝑁)).
ACK[𝑖][𝑗] = 𝑖+𝑗∗𝑁, (𝑖 = 0, 1, . . . , 𝑁−1; 𝑗 = 0, 1, . . . , 𝑁−1)
when the node 𝑃(𝑖 + 1) has sent its (𝑗 + 1)th fragment and the
receiver𝐷 has received it successfully.

Once the receiver 𝐷 successfully receives a file fragment
(fragment ID is 𝑓Id), it checks ACK[][] to see if ACK[𝑠][𝑓]
exists, where 𝑠 = 𝑓Id%𝑁, 𝑓 = 𝑓Id/𝑁. If ACK[𝑠][𝑓] exists, it
means the fragment 𝑓Id has already been received and then
this fragment will be dropped. On the contrary, if ACK[𝑠][𝑓]
does not exist, it means the receiver 𝐷 has not received
this fragment before and starts to receive it immediately. At
the same time, set ACK[𝑠][𝑓] = 𝑓Id. By using this data
structure, a fragment id 𝑓Id can be directly targeted to its
storage location ACK[𝑠][𝑓] in ACK[][] by any nodes, where
𝑠 = 𝑓Id% 𝑁, 𝑓 = 𝑓Id/𝑁. As a result, this data structure
reduces the algorithm complexity.

3.2.2. Message. In our scheme, three types of messages are
introduced in the multi-source transmission process.

(i) Initial-multicast-notification-request (IMIR) mes-
sage is a multicast-notification message sent to all
the source nodes from the receiver after 𝐷 executes
a P2P lookup protocol to find the desired file. IMIR
mainly includes the address of 𝐷, the address list
SAddrs of 𝑁 source nodes, the requested file id FId,
and the fragment size𝑀.

(ii) Unicast-notification-request (UIR) message is a
unicast-notification message sent to the node 𝐴
from𝐷 when 𝐷 checks ACK[][] and finds there is a
node 𝐴 sending none of the fragments. UIR mainly
includes the address of 𝐷, the address of the node 𝐴,
the requested file id FId, and the fragment size𝑀.

(iii) Source-fragment (SF) message is a fragment-message
sent to the receiver 𝐷 from a source node 𝑆 after this
source node receives a notification message from 𝐷.
SFmainly includes the address of the source node, the
address of 𝐷, the requested file id FId, the fragment
id 𝑓Id, and the relevant multimedia file content.

3.2.3. Timeout Timer. In our scheme, each node needs to
maintain a timeout timer.

(i) The timeout timer at 𝑆: each source node 𝑆 starts the
timer after sending an SF message. When the timer
expires, 𝑆 starts to send the next file fragment until
all fragments have been successfully sent.

(ii) The timeout timer at 𝐷: 𝐷 starts the timer each time
it sends an IMIR or UIR message. When the timer
expires, it checks ACK[][]. If there is an uninformed

source node, then 𝐷 sends UIRmessage to this node.
This process is repeated until all the source nodes are
notified or the number of the timer expiring exceeds
a certain threshold.

(iii) The timeout timer at IN: each intermediate node
IN starts the timer at the beginning of transmitting
the file. When the timer expires, they check whether
the current carried messages are successfully trans-
mitted.

3.3. OFMT Scheme. With the above data structure, OFMT
scheme is described below.

(1) The receiver 𝐷 executes a P2P lookup protocol to
find the desired file, and then the address list of the
source nodes is sent to the receiver. Suppose there are
𝑁 source nodes.

(2) The receiver node 𝐷 collects the historical infor-
mation of the networks to calculate the average
duration of the network links and then calculates
the size SM of total packets transmitted during the
lifetime of a link based on the nodes’ average trans-
mission speed (bandwidth). In our experiments, we
found that fragment’s size of SM/5 allows for reason-
able results in a variety of networks.

(3) 𝐷 sends IMIR message to 𝑁 source nodes using
multicast to inform them to divide themultimedia file
FId into fragments with size𝑀 and requests the first
fragment. In themeantime,𝐷 starts its timeout timer.

(4) After receiving IMIR or UIR message, each node in
the networks compares its address with the destina-
tion address list of the message:

if this node is a common intermediate node,
then it continues to forward this message.

If this node is one of 𝑁 source nodes, then it divides
the file FId into fragments with size 𝑀 and sends
the first fragment of its task list Stask[]; meantime, it
starts its timeout timer after sending the fragment.

(5) After receiving a fragment successfully, the receiv-
er 𝐷 puts its fragment id into ACK[][], which means
that this fragment has been successfully transmitted.

(6) When the timeout timer expires, do the following
actions until all the fragments have been transmitted
successfully.

(i) The receiver 𝐷: check ACK[][] whether the frag-
ments whose ids are from 0 to 𝑁 − 1 have been
successfully sent.

(1) If any fragment with id ranging from 0 to𝑁− 1
is missing in ACK[][] and the number of timer
expirations exceeds 3, then either the relevant
source node is dead or has left the networks.
Therefore, 𝐷 no longer sends notification mes-
sages and waits for the assistance of the other
nodes and removes the timer.
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(2) If any fragmentwith id ranging from0 to𝑁−1 is
missing in ACK[][] and the number of timer
expirations is less than 3, then 𝐷 sends UIR to
the relevant source nodes.

(3) If the fragments whose ids are from 0 to 𝑁 −
1 have all been sent to 𝐷, then 𝐷 removes
the timer, which means that then 𝑁 source
nodes have already been notified and the next
step is to rely on them to complete fragments
transmission in a distributed manner.

(ii) The source node 𝑆: here, we suppose the prior file
fragment id sent by 𝑆 is 𝐼.

(1) If 𝑆 does not finish the transmission of the
fragments in 𝑆’s task list Stask[].

If (𝐼 + 𝑁) ≤ Math.ceil(𝑓 Size/𝑀), 𝑆
sends the fragment with id 𝐼 + 𝑁.
If (𝐼 + 𝑁) > Math.ceil(𝑓 Size/𝑀), it
means 𝑆 has already sent all the fragments
of its task list, then go to (2).

(2) If 𝑆 has already sent all the fragments
of Stask[], then run the coadjutant algorithm
(Algorithm 1).

(iii) The common intermediate node IN checks ACK[][].
If a current-carried fragment has been sent suc-
cessfully to the receiver 𝐷, then IN removes this
fragment and stops forwarding. If on the contrary,
IN continues to forward this fragment to the next hop
according to DTNs’ routing protocols.

From the above steps, it can be drawn that even low-
performance and low-reliability mobile nodes can also be
a sender in our scheme. This is due to the coadjutant
mechanism, which makes good-performance nodes account
for more fragments and poor-performance nodes send frag-
ments as possible as it can. Therefore, the throughput of
the system is not affected. In addition, our OFMT scheme
tries best to reduce the redundant transmission of packets
and increase the reliability and availability. We also have the
highest file delivery rate and the lowest transmission delay.

4. Safety Analysis of OFMT Scheme

4.1. Denial of Service (DoS). The transmission of the multi-
media file depends on the cooperation of each source node.
Therefore, one of themost worrisome results is the possibility
of a denial of service (DoS) attack where malicious nodes
refuse to transfer file fragments to the requesting node. Selfish
nodes performing this attack attempt to benefit from the
resources of others without offering their own resources in
exchange [25]. The selfish nodes attempt to stop, or at least
slow, file delivery rate [26].

In this case, the performance is equivalent to the cases that
fewer senders are selected or the selected senders leave the
network. However, as a result of using coadjutant mechanism
in our scheme, even in such circumstances that if not all

source nodes are selfish nodes, these surviving nodes still can
finish the transmission of the files while system performance
does not fall a lot, which can be seen from Figures 7 and 9.

4.2. Impacts of Nodes Churn. In OFMT, all nodes can be
divided into three categories: source nodes, common inter-
mediate nodes, and the receiver nodes. Therefore, 6 cases are
presented to discuss the effect on system performance due to
node churn.

(1) The case of a source node leaving the networks: if the
leaving node has good performance, the system is like
losing a right-hand man, resulting in increased delay.
However, the system can still rely on other nodes to
complete the transmission of all fragments. In con-
trast, if a poor-performance node leaves the network,
it canmandate other good-performance nodes to help
to complete the transmission. Meanwhile, the system
performance is not significantly decreased.

(2) The case of a source node joining the networks: if
a source node rejoins the network after it left the
network, and then at the time when it rejoins, it
can continue its task. Thus the completion of the file
transmission can be accelerated.

(3) The case of the common intermediate nodes leaving
the networks: this case makes VDTNs nodes sparser
and often leads to network fragmentation. Therefore,
it will have an impact on VDTNs routing such
as reducing the message delivery rate. The system
performance is also affected.

(4) The case of the common intermediate nodes joining
the networks: VDTNs nodes are denser in this case.
Therefore, the message delivery rate of VDTNs rout-
ing is improved as well as the system performance.

(5) The case of the receiver node leaving the networks: in
this case, because of the absence of the receiver, it does
not matter whether the network performance is good
or bad. This is a usual case in VDTNs.

(6) The case of the receiver node joining the networks:
if the receiver node rejoins the network after it left
the network, the system is back to normal.The source
nodes continue to transmit the file fragments and the
system performance will not be affected.

5. Simulation Results and Discussions

To begin this section, we simply introduce the existing algo-
rithm multi-source serial transmission (MST) based on time
slot. In MST, the time period of the multimedia transmission
is divided into time slots. Within each time slot, all source
nodes or only the good-performance nodes send the same
file fragment. Moreover, in this algorithm, the fragment size
totally depends on the receiver, not the actual situation of
the networks. In this section, we simulate OFMT and MST.
The transmission structures of OFMT andMST are shown in
Figures 1 and 2.
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if (All the fragments of Stask[] have been successfully transmitted to the receiver𝐷)
{

Find the source node min𝑆 that has sent the least fragments in ACK[][]. Check the task
list of min𝑆 reversely and find the first fragment that isn’t sent successfully. Then 𝑆 helps
min 𝑆 to send this fragment.
}

else
{

Check the task list Stask[] sequentially in ACK[][] and find the first fragment that isn’t
sent successfully. Then, 𝑆 sends this fragment.
}

Algorithm 1: Coadjutant algorithm.
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Figure 1: The transmission structure of OFMT.
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Figure 2: The transmission structure of MST.
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Figure 3: The relationship between file delivery rate and fragment
size 𝑀 (simulation time = 60Ks, 𝑁 = 10, transmitting range =
10m).

5.1. Simulation Settings. In our simulation, we use extended
MChord [24] P2P lookup protocol, and the transmission
protocol is simulated by the opportunistic network environ-
ment simulator (ONE) [27, 28]. We assume interpersonal
communication betweenmobile users in a city usingmodern
mobile phones or similar devices, using Bluetooth at 2Mbit/s
net data rate with 10m radio range [29]. The mobile devices
have up to 100MB of free buffer space for storing and
forwarding messages.

Therefore, based on the above scenario, the simulation
parameters are set as in Table 1.There are three types of nodes
in the networks which are used to simulate the movement of
pedestrians, cars, and buses. All trajectories are based on the
Helsinki map.
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Figure 4: The relationship between file delivery rate and transmis-
sion time (𝑁 = 10, transmitting range = 10m).
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Figure 5:The relationship between overhead ratio and transmission
time (𝑁 = 10, transmitting range = 10m).

In the following simulation, we compare OFMT with
two cases of MST: MST (Fragment size = 1M) and MST
(fragment size = 2M).

5.2. Simulation Results. In Figure 3, we show the relationship
between file delivery rate (FDR) and fragment size𝑀 under
5 different movements. As can be seen from the figure, the
fragment size can greatly affect FDR in the networks. We
find that when the seed of the movement model is set to 1,
2, and 4, the corresponding curves can obtain the maximum
at the third point where the fragment size is 100KB and the
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Figure 6:The relationship between file delivery rate/overhead ratio
and transmission time (𝑁 = 10, transmitting range = 10m).
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Figure 7:The relationship between file delivery rate and the number
of source nodes (simulation time = 60Ks, transmitting range =
10m).

curves whosemovement seed is 3, 5 can obtain themaximum
at the second point where the fragment size is 50KB, while
the fourth point where the fragment size is about 150KB
in every curves is found by our OFMT scheme (𝑀 = the
average duration of the network links/5). When the file size
is a multiple of megabyte or even gigabyte, the difference
between the value found by our OFMT scheme and the value
where FDR is the highest is less than 100KB. Meanwhile, the
corresponding FDR of the two differs within 0.05. Obviously,
our method can get the approximate optimal value of𝑀 to
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Table 1: Simulation parameters.

Parameter Value
Buffer size 100M, 500M (buffer size of the receiver)
Transmit range 10m, 50m, 100m
Transmit speed 250 kBps
Wait time 0, 120
Speed (2.7, 13.9) (7, 10)
nrof hosts 44

Message sizes 𝑀 (the calculated fragment size), 1000KB,
2000KB

World size 5000, 4300
Router Spray and wait router
Movement model Map route movement (Helsinki map)
Number of senders 2, 4, 6, 8, 10
File size 500M

get a much larger FDR. Therefore, Figure 3 shows that our
proposed method provides an effective way to look for the
value of 𝑀. In the following simulation, the value of 𝑀 in
OFMT scheme equals the average duration of the network
links/5.

Figure 4 shows the changing tendency of FDR over time
both in OFMT and MST. We can see that the FDR of both
algorithms is increasing over time, and the FDR in OFMT
is much higher than two cases of MST. One reason for this
is that OFMT scheme can calculate the fragment size 𝑀
according to the actual situation of the networks. Another is
due to OFMT scheme using parallel coadjutant transmission.
As a result, on the one hand, parallel transmission can
improve the throughput of the system. On the other hand,
coadjutant transmission can solve the problem that the
message delivery rate is low in VDTNs; that is, it helps to
resend those dropped packets due to disconnected links.
Therefore, OFMT scheme improves FDR.

We plot the overhead ratio (OR) against the time in
Figure 5. The OR is defined as the ratio of the number of
the messages that failed to reach the destination and the
messages that are transmitted to the destination successfully.
The larger the OR is, the more overhead is required in every
transmission of a packet. As can be seen from the figure, the
changing tendency of OR over time is not obvious, and the
OR of the three is very comparable. Before 60Ks, OFMT has
a larger OR than MST. However, after 60Ks, the situation is
exactly opposite. Therefore, we consider a composite metric
FDR/OR which takes FDR and penalizes it for having a poor
OR. Sowemaintain the standard of “higher is better.” It is very
clear that the performance of OFMT is better thanMST from
Figure 6. At the same time, it also demonstrates that OFMT
can achieve a higher FDR while maintaining a lower OR.

Figure 7 provides the relationship between FDR and
the number of the source nodes. We can see that the FDR
of OFMT is always higher than both two cases of MST.
Meanwhile, the FDR of both OFMT and MST does not
change much while the number of the source nodes ranges
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Figure 8: The relationship between the time of achieving the max
FDR and the number of source nodes 𝑁.

from 2 to 10, which illustrates that the source node churn have
small impact on the performance of networks.

Figure 8 shows the relationship between the number of
the source nodes and the time of both schemes achieving
the largest FDR when the transmitting range is 100m.
Two curves of MST whose fragment sizes are 2M and
1M, respectively, overlap. Measured by our experiments, the
largest FDR of OFMT is 100%. However, two cases of MST
can only achieve 96.32% and 97.4%, respectively. This is
because MST transmits the packets based on time slots and
each time slot corresponds to one file fragment. However,
VDTNs can neither guarantee the message delivery time nor
guarantee that each fragment in each time slot be successfully
transmitted to the receiver. In addition, from the figure,
we can see that OFMT achieves the highest FDR earlier
than MST. This means OFMT scheme has a much lower
transmission delay.

We plot the FDR of both OFMT and MST (frag-
ment size = 1M) against time with different trans-
mitting ranges in Figure 9. It is clear that the FDR of both
algorithms increases with time under any transmitting range.
What is more, OFMT’s FDR is higher than that of MST. In
addition, we can also observe that the larger the transmission
range is, the higher the FDR is. This is because the larger
transmission range results in better network connectivity and
higher message delivery rate, and ultimately higher FDR.

6. Conclusions

This paper proposes an optimal fragmentation-based
multimedia transmission scheme (OFMT) based on
P2P lookup protocol in VDTNs. More specifically, three
mechanisms enable the highest file delivery rate and the
lowest transmission delay. In addition, we design amethod to
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Figure 9: The relationship between file delivery rate and transmis-
sion time (𝑁 = 10).

get a best suitable fragment size which allows for reasonable
results in a variety of networks. Moreover, we show the safety
analysis of OFMT scheme including DoS attack and node
churn. Finally, the results of simulation demonstrate that the
proposed scheme significantly improves the performance of
file delivery rate and file transmission delay compared with
the existing scheme. Therefore, OFMT provides higher level
of securities.
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