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Wireless sensor networks (WSNs) have been increasingly
popular which attract attention worldwide. WSN is now one
of the key enablers for the Internet of Things (iThings) where
WSNs will play an important role in future internet by collect-
ing surrounding context and environment information. The
innovations of integration of WSNs into iThings offer many
interesting avenues of research for scientific communities.
The research into WSNs for iThings is extremely important
which could possibly change our day-to-day lives.

The purpose of the special issue is to collate efforts and
achievements on the research of WSNs for iThings. This
special issue will focus on fundamental issues in research and
development of WSNs for iThings as well as new challenges
in modelling and simulation of novel WSNs for iThings. This
special issue contains thirteen papers which were selected
from twenty-seven submissions after a peer review process.

Security is one of the most important research issues on
WSNs for iThings. In an effort to address this challenge, S.
Jiang et al. design a lightweight mobile reauthentication pro-
tocol for individual mobile network nodes which consumes
less communication and computation recourse and, in the
meantime, protects the privacy of mobile sensor nodes. The
security and performance evaluation results show that the
reauthentication scheme satisfies the security requirements
for mobile WSNs, which is also suitable for the WSN environ-
ment with limited resources. L. Chen et al. focus on security
solutions for the vehicular ad hoc networks (VANETS) in the
emergency communication cases, in which the communica-
tion infrastructures are not always available. The security, fea-
sibility, and efficiency of the proposed EPEC approach have
been verified by the theoretical and experimental analyses.

Y. Guo et al. develop a selection mechanism for threshold
key management in MANETs with selfish nodes. This mech-
anism can dynamically select a coalition of nodes to carry
out the threshold key management service in runtime. The
evaluation results show that proposed mechanism not only
improves both the success ratio of key management service
and lifetime of the network and but also reduces both the
cost of participating nodes and compromising probability of
MANETs, when compared with existing work in the presence
of selfish nodes. X.-y. Chen et al. address the issues of node
replication attacks on the area of wireless sensor networks.
A location-binding symmetric key scheme and a detecting
scheme have been proposed in the paper to address this
issue. Extensive simulations have been conducted, and the
simulation results indicate that the detection overheads are
low and evenly distributed among all the sensor nodes.

Data integrity is one of major concerns in security. L.
Zhu et al. focus on the issue of data integrity in WSNs and
propose an efficient integrity-preserving data aggregation
protocol (EIPDAP) to guarantee the integrity of aggregation
results. EIPDAP can promptly verify the integrity of aggrega-
tion results once receiving the corresponding authentication
information, thus significantly reducing energy consumption
and communication delay.

Routing plays an important role in wireless sensor net-
work communication. W. Xin-sheng et al. propose a load-
balanced secure routing protocol for wireless sensor net-
works. The simulation results show that LSRP has achieved
better routing performance and security. Z. Li et al. propose
a traffic prediction-based fast rerouting algorithm (TPFR) to
enable effective communication between the cluster heads



and a sink node in WMSNs (TPFR) by using autoregressive
moving average (ARMA) model. According to their evalua-
tion results, TPFR can achieve the traffic load balancing and
reduce energy consumption among network nodes by using
fast rerouting scheme based on traffic prediction.

J. Gao et al. present a novel anticollision algorithm
named query splitting-based anticollision (QSA) for mobile
RFID-based Internet of Things. QSA reduces the number
of collisions efliciently and makes it possible to identify
multiple mobile tags without rollback. According to the
performance evaluation results published in this paper, the
proposed QSA algorithm takes fewer timeslots and achieves
better performance in identifying mobile tags. Pei et al.
propose a combing cogitative radio method in WSNs, named
CWSNs, which integrates the idea of “the last diminisher”
in the field of fairness allocation, the demand of secondary
users (SUs), and channel characteristics. The research shows
that CWSNs can achieve a higher transmission range, better
use of the spectrum, lower energy consumption, and better
communication quality.

The underwater acoustic sensor network is a special type
of wireless sensor networks. Unlike the terrestrial wireless
sensor networks that mainly rely on radio waves for commu-
nications, underwater sensor networks utilise acoustic waves.
S. Xiong et al. present the so-called (response to the earliest
transmitter of RTS MAC) RET-MAC protocol for underwater
acoustic sensor networks. The simulation results reveal that
RET-MAC can not only achieve higher fairness and balanced
throughput but also reduce energy consumption and delay.

New research results on service provision on wireless
sensor networks for Internet of Things have also been
included in this special issue. N. Xi et al. identify the
security constraints for each service participant to secure the
information flow in a service chain based on the lattice model.
A distributed verification framework is then presented in
the paper which enables different service participants to
verify their information flow policies. The evaluation results
show a significant decrease in verification cost and a better
load balance between sensor nodes. J. Zhu et al. propose a
novel adaptive multihypothesis (MH) prediction algorithm
for distributed compressive video sensing. The simulation
results show that the proposed framework can provide better
reconstruction quality than the framework using original
MH prediction algorithm.

Mobile social network is an important application in
future Internet of Things. Zhu et al. explore the delay
tolerance in the message delivery from the source to the
destination in mobile social networks. The simulation results
indicate that the proposed theoretical models match very well
with the simulation trace statistics.
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Mobility is a common character of the emerging RFID-based internet-of-things. However, most of prior RFID anticollision algo-
rithms ignore the movement of tags, which can degrade the identification performance seriously and even result in tag starvation
problem. This paper presents a novel anticollision algorithm named Query Splitting-based Anticollision (QSA) for mobile RFID-
based internet-of-things. By designing adaptive query, QSA reduces the number of collisions efficiently and makes it possible to
identify multiple mobile tags without rollback. In QSA, we propose a query stack technology to avoid the rollback operation caused
by new arriving tags, which solves the tag starvation problem under mobile environments. The performance evaluation shows that
the proposed algorithm takes fewer timeslots and has better performance in identifying mobile tags.

1. Introduction

Radio frequency identification (RFID) is a contactless wire-
less communication technology. The scope for using this
technology boosts as RFID tag becomes a low-cost device due
to mass production [1]. As the rapid proliferation of RFID
tags, it has given rise to various concepts that integrate the
physical world with the virtual one. One of the most popular
concepts is the Internet-of-Things (IoT), a vision in which the
Internet extends into physical entities. In the IoT, RFID is the
foundation to connect the things together [2].

RFID systems consist of a reading device called reader,
and multiple tags which are attached to physical entities in
the IoT. The reader is typically a powerful device with ample
memory and computational resources. On the other hand,
tags vary significantly in their computational capabilities.
Among tag types, passive ones are emerging to be a popular
choice for large scale deployments due to their low cost [3].
For passive tags, they respond only at reader commands with
the energy provided by the reader [2, 4].

In RFID systems, the reader usually needs to communi-
cate with multiple tags. If there are multiple tags in a reader’s
interrogation zone, the reader receives the responses from
these tags simultaneously. For a reader, it is not able to distin-
guish exact information from the interfered wireless signals,

which is called collision. Collision is a serious problem in
RFID systems since the reader will not receive the messages
rightly once collision occurs [5]. An example is shown in
Figure 1. Simultaneous responses transmitted by multiple tags
collide, resulting in an increase of identification delay, even
failure of reading the tags. Therefore, an efficient anticollision
algorithm is required to reduce collisions and to achieve fast
identification.

The tag collision problem becomes more serious in
mobile RFID-based IoT. The physical entities with tags are
often mobile, which facilitates competitive advantage through
benefits such as improved efficiency, increased visibility,
reduced cost, and many others [6]. The mobile devices can
be part of numerous products, gadgets, and vehicle parts [7].
These devices close the gap between the real word and its vir-
tual representation via, for example, seamless identification
and integration with other wirelessly-embedded devices and
their surroundings.

However, the mobile devices result in new challenges for
anticollision problem. One of the challenges is tag starvation.
For example, as shown in Figure 1, the reader is processing the
collision caused by Tag 1 to Tag N. Assuming the reader has
partitioned the tags for several rounds and will identify one
tag out right now. If Tag N +1 enters the reader’s interrogation
zone at this time, the new arrived tag might cause the rollback
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FIGURE 1: The tag collision with mobile tag.

of the partition operations. Therefore, the done operations
have to be repeated and the delay of identifying the tags
increases. If the new tags enter the reader’s interrogation zone
at an interval that causes rollback repeatedly, some tags might
depart the reader’s interrogation zone before being identified,
which is called “tag starvation” in mobile environments.
Therefore, it is necessary to provide efficient anticollision for
mobile RFID-based IoT.

In this paper, we will deal with the “tag starvation” and
performance problem for anticollision in mobile IoT. By the
design of query stack and query rules, the proposed anticol-
lision algorithm avoids repetition operations and decreases
the collisions consequently. In summary, our contributions
include the following.

(i) We characterize the problem of anticollision in
mobile environment, which is more practical for the
emerging IoT technology.

(ii) We propose a novel anticollision algorithm named
Query Splitting-based Anticollision (QSA) for mobile
RFID-based IoT, which solves the problem of tag star-
vation and performance degradation resulted from
the tag mobility.

(iii) Simulation and analysis evaluate the efficiency of
the proposed algorithm. The results show the better
performance of the proposed algorithm to the prior
methods.

The rest of this paper is organized as follows. Section 2
outlines preliminary, includes background, related work.
Section 3 presents the problems for mobile tags. Section 4
gives the detailed design of our algorithm. The simulation
results are provided in Section 5. Finally, Section 6 concludes
the paper.

2. Preliminary

2.1. Collision Detection. Code technologies are widely used
for collision detection. Manchester code is one of the most
popular technologies for RFID systems [5]. In Manchester
code, the value of one bit is defined as the voltage transition
within a bit window. A bit “0” is coded by a positive transition,
while a bit “1” is coded by a negative transition. In RFID
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systems, if two (or more) tags transmit different values simul-
taneously, the positive and negative transitions of the received
bits cancel each other out. This state is not permissible in
Manchester code during data transmission and is recognized
as an error. Therefore, Manchester code makes it possible to
“trace a collision to an individual bit” and “find where the
collided bit is” [8].

Figure 2 shows an example of Manchester code for
collision detection. The IDs of tag 1 and tag 2 are “10101100”
and “10001001,” respectively. When tags 1 and 2 send their
IDs simultaneously using Manchester code, the decoded
data from the interfered signal received by the reader is
“10x01x0x,” where “x” represents a collided bit. In this
example, the locations of the collided bits are the 3rd, 6th,
and 8th bits. This information helps the reader separate the
collided tags into subsets more smartly and identify the tags
more quickly.

Manchester code can be utilized to detect the collision
bits, but the tags should be strictly synchronized. Fortunately,
the tags in passive RFID systems are all driven by the reader
with both energy and the same clock frequency.

2.2. Anticollision Algorithms. Many researches have focused
on the issue of anticollision including tag-driven and reader
driven procedures [9]. Tag-driven anticollision protocols
function asynchronously [5]. For example, in Aloha-based
protocols [10], time is divided into slots and each tag ran-
domly transmits its ID in each timeslot. The tags contin-
uously retransmit their IDs until the reader acknowledges
their transmission. However, the Aloha-based protocols have
several serious problems. For example, a specific tag may
not be identified for a long time, leading to the so-called
“tag starvation” problem. The performance of Aloha-based
protocols is sensitive to the number of tags. Furthermore, it
is very difficult to predict the number of tags in mobile envi-
ronments, if not impossible.

For reader-driven anticollision protocols, they function
synchronously, since all tags are controlled and checked by
the reader simultaneously. Therefore, the reader can avoid tag
starvation under static environments. Furthermore, they can
be categorized into Binary Tree algorithm (BT) [11-13] and
Query Tree algorithm (QT) [14-16].

2.2.1. Binary Tree Algorithm (BT). BT performs collision res-
olution by splitting collided tags into disjoint subsets. These
subsets become increasingly smaller until they contain one
tag. Each tag has a random binary number generator. For
example, in Figure 3, tags with a counter value of zero are
considered to be in the transmit state; otherwise, tags are in
the sleep state. After each timeslot, the reader informs tags
whether there is a collision or not. If there was a collision, each
tag in the transmit state generates a random binary number.
Tags will become in sleep state after being identified.

As can be seen that the average number of timeslots to
identify the first tag is

T (N) = log,N, €]

where N is the number of tags. Note that the reader needs to
broadcast the universal condition (all bits are “1”) before the
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FIGURE 3: Binary tree based anticollision procedure.

first timeslots to collect all tags lying in its interrogation zero.
Furthermore, the total number of timeslots for identifying all
N tags is

N
T (N) = ) log,k.
k=1

)

The time consumption is the most serious defect since it
has not recorded the history information, which results in a
large amount of repeat operations.

2.2.2. Query Tree (QT). Query tree (QT) algorithms store
tree construction at the reader, and tags only need to have a
prefix matching circuit. The reader transmits a serial number
to tags, which they then compare against their IDs. The tags
whose IDs equal to or lower than the serial number respond
to the reader’s command. The reader then monitors tags reply
bit by bit using Manchester code, and once a collision occurs,
the reader splits tags into subsets based on collided bits. The
reader then transmits another query by replacing the most
significant collided bit with “0” and sets the other bits to “1”
This procedure stops until a single tag has been selected out.

Rollback Query Tree (RQT) is proposed to reduce the
average number of timeslots for identifying the tags. During
the partition operation, these records are saved at the reader.
Thus, the anticollision can avoid the repeating operations
based on the saved information when the reader tries to select
out the next tag. The timeslot number of RQT is

T (N) =log,N+N -1, (3)

where N is the number of tags.

3. Problem for Identifying Mobile Tags

In static environments, Rollback Query Tree reduces the
number of timeslots to deal with collision in RFID systems.
However, both tag starvation and delay problems occurred in
mobile environments. If one tag enters the reader’s interro-
gation zone when the reader is processing the entered tags,
some obtained results might be destroyed by the new arrived
tag. The total number of identifying tags is

M
T(N+M)=T(N)+ ) (T;+R,), (4)

i=1
where N, M are the numbers of the tags in the reader’s inter-
rogation zone already and the new arrived tags, respectively;
T(N) is the timeslots number as is defined in formula (3).
T;, R; are the timeslots for processing the new arrived tag i
and the timeslots that caused by the repeat operations. The
increased timeslot for a new arrived tag i is T; + R;.

If the increased time is greater than the interval time
between the arriving tags, the existing tags might not be
processed in a long time since the reader has to reexecute the
rollback operations for the new arrived tags. Therefore, tags
starvation problem will happen if the following condition is
met:

T i <T; +R,;

1

(5)

where T;_,;,, is the interval time between the new arrived
tag i to i + 1. If each tag i meets the requirement in formula
(5), no tags will be selected out successfully. This requirement
is considerably strong, but to a moving tag, it will fail to be
identified only if the reader has not processed before it leaves
the reader’s interrogation zone.



In the following, we take an example to illustrate the
rollback caused by a new arriving tag. As shown in Figure 4,
there are already four tags (IDs: 10100011, 11100010, 11100011,
and 11110010) in the reader’s interrogation zone. After two
rounds of query (named ¢; and g,), the tag 10100011 is the
first one to be identified. Then, the reader should broadcast
the queries g5, g4, and g5 to select the next smallest tag
11100010 in the reader’s interrogation zone. If a new tag
01100011 enters the interrogation zone between broadcasting
q, and gs, it will respond to the query g5 “<11100010.” Then,
the reader receives the response “x110001x” (combined by
11100010 and 01100011) instead of selecting out tag 11100010.
Therefore, the reader should broadcast the new request com-
mand “<11111111” according to the highest uncertain “x” bit.
Unfortunately, this query command includes the responses
from all tags, and the queries “q;” and “q,” have to be
executed again in the following. In an extreme situation, the
operation might be repeated many times for the consecutive
arriving tags as shown in formula (5). Thus, tag starvation is
possible for query tree schemes in mobile environments.

4. QSA: Query Splitting-Based
Anticollision for Mobile IoT

4.1. Overview of the Anticollision Algorithm. Firstly, a set of
queries Q = (4,9, --.,>q;) is defined for the reader, where
q, is initialized as “<{1}"”. The reader executes the following
steps to identify tags.

(1) Broadcast the current query in Q to all tags.

(2) When receiving the responses from tags:
(2.1) if the reply is string w without “x” bits, then
select and process the tag with ID wj

(2.2) ifacollision is detected; that is, the reply is string

w with “x” bits, then set the next query in Q;
(2.3) if there is no reply from tags, do nothing.

(3) Update Q according to the received responses.

Repeat the above procedure until Q is empty. In this
procedure, four commands (REQUEST, SELECT, READ-
DATA, and DESELECT) are adopted as defined in Table 1.

For tags, letw = w,w,, ..., w, be the tag’s ID. The query is
defined as follows: if w < g, then the tag sends string w to the
reader, where g is the query string received from the reader.

As can be seen from the above procedure that the key
problem is how to design the query scheme, our main idea
is to keep the history records which can avoid rollback of the
done operations.

4.2. Design of Adaptive Query

4.2.1. Query Stack Design for Rollback Operation. As shown
in Table 1, REQUEST is the query command for the reader
to split tags into subsets. To reduce the total timeslots for
identifying all tags, we design a query stack structure to
implement the rollback operations during query process.
“Push Query” and “Pop Query” are the two basic operations

International Journal of Distributed Sensor Networks

TABLE 1: Definition of commands.

Reader sends REQUEST command with
parameter ID_Condition to tags. Tags compare
their IDs against the received ID_Condition
and reply their IDs to the reader if ID <
ID_Condition.

REQUEST
(ID_Condition)

SELECT (ID) Reader selects the tag ID.
READ-DATA Reader reads data from the selected tag.
DESELECT Reader cancels the selected tag, and this tag

thus enters silent state.

of query stack. Each query response is pushed into query
stack if and only if the response includes “x”

We also take the example in Figure 4 to explain the
stack operation. The response is “111x001x” for the query
q3: “<111111117 The response “111x001x” includes “x”; thus,
it is pushed into the query stack as shown in Figure 5. In the
same way, the response “1110001x” is also pushed into the
query stack with the query g,: “<11101111” When the reader
broadcasts the query g5: “<11100010,” a new tag “01100011”
enters the reader’s interrogation zone. Thus the response will
be “x110001x” and it is also pushed into the stack as shown
in Figure 5.

Once a response includes no “x,” the reader will select this
tag (using the command SELECT as shown in Table 1) and
read the selected tag (using the command READ-DATA as
shown in Table 1). After that, the reader will pop one element
from the query stack. For example, when the new arrived tag
“01100011” has been processed, the element “x110001” will
then be popped out. The following design is how to set the

« »

x” bits and broadcast new query commands.

4.2.2. Rule Design for Query Condition. The rule for query
command is one of the most important designs in QSA. As
shown in Table 2, the rules can be presented as two kinds.
One is for the obtained response, and the other is for the pop
stack.

(1) Rule for Obtained Response. When the reader receives
response including “x” bits, the next query condition should
be set according to the collision bits in the response. The
second line in Table 2 shows the rule for this kind of obtained
response.

In the first iteration, all bits are set as 1) that is,
Max(ID), to collect the responses from all tags. For example,
the parameter is “11111111” for eight bits ID. In the following
iteration, the highest bit “x” is set as “0”; the bits which are

« »

lower than the highest “x” are all set as “1.” According to the

« »

setting of “x” bits, we can draw the following theorem.

Theorem 1. Rule for obtained response implements binary
splitting for multiple tags.

Proof. The response is a string S = {0, 1, x}", where n is the
bit number of tag ID. The highest “x” bit in S is denoted as k,
and it must meet the following requirement:

S[k] = {x}, S[n---k+1] = {0, 11" % (6)
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FIGURE 5: Query stack for new arrived tags.

TABLE 2: Rule design for query condition.

.The ﬁrst The nth iteration

iteration
Rule for bit(k) = 0, bit(k — 1---1) = {1}*"",
obtained Max(ID)  (where k is the highest “x” bit in the
response response)

if there is new arrived tag
bit(k) = 1;

Rule for pop ~ Cannot bit(k — 1---1)= {0}
stack happen  else

bit(k--- 1) = {1}F
end

Then, there is at least one tag whose kth bit is “1” and at
least one tag whose kth bit is “0.” Otherwise, the kth bit cannot
be “0.” Therefore, REQUEST “< bit(k) = 0, bit(k—1---0) = 17

77 gy < 1111111

gs :< 11100010

- Rollback for
the new arrived tag
1

11110010

g :< 11100011

11100011

CI New arrived
Q Collision

FIGURE 4: Rollback problem for the new arrived tag.

Push query. / Pop query
Stack_3 x110001x
Stack_2 1110001x
Stack_1 111x001x

splits the tags into two catalogs as binary division: one catalog
is with S[k] = {0}, and the other is with S[k] = {1}. O

This rule can reduce the query scope by dividing the
responding tags into two catalogs until only one tag respond.

(2) Rule for Pop Stack. After one tag is selected and processed,
the top element is popped out. This element includes “x” bit.
The rule for pop stack deals with the problem of setting these
bits, which is shown in the third line of Table 2. Note that it
cannot be the first iteration in anticollision process (“cannot
happen” in Table 2) since the stack is empty at the beginning.

To the popped element, there are two situations: without
new arrived tag and with arrived tag when it pushed into
the stack. For the situation without new arrived tag, all bits
are set as “1” in order to include all unprocessed tags; that

is, bit(k---1) = {l}k, where k is the highest “x” bit. On the
other hand, if there are new arrived tags, the highest “x”
bit is set as “1,” and the lower bits are all set as “0”; that is,
bit(k —1---1) = {0}*".

Whether there is new arrived tag or not, it can be judged
according to the following formula:

Highestx (Top) > Highestx (Top-1), (7)
where Highest x is the function to obtain the highest “x” bit in
its parameter, Top means the first element in the query stack,
and Top-1 is the second one.

Theorem 2. If the highest “x” bit of the first stack element
is higher than that of the second stack element, that is, the
condition of formula (7) is met, there must be new arrived tag.
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FIGURE 6: Flow chart of the proposed QSA algorithm.

Proof. According to rule for obtained response, the reader
first processes the tags whose highest “x” bit is “0” Therefore,
only when the higher “x” bit is processed, it is possible
for lower “x” to be processed. Thus, the highest “x” always
decreases as the distance to the top of query stack. However,
it is possible that the “x” can be at any bit if new tags arrive.
That is to say, formula (7) is a result caused by new arrived

tags. O

For example, as shown in Figure 5, the highest “x” bit
in the top stack element Stack_3 is 8, and that in Stack_2 is
1. Formula (7) meets and there is new arrived tag. In the
example, the query for Stack 2 element “1110001x” is g5
“<11100010” in the example of Figure 4. While the highest “x”
bit in top element Stack_1 is the 8th bit. There is new arrived
tag whose 8th bit is “0” Otherwise, the new arrived tag is
impossible to be included by the query “<11100010” and the
top element cannot be “x” at the 8th bit. In fact, there is a
new arrived tag whose ID is 01100011 in the example.

4.3. The Procedure of the Proposed QSA. Based on the design
of query stack and query rule, we describe the procedure
of the proposed QSA algorithm in the following. In QSA,

the reader first broadcasts the query with the parameter
(max_ID) and receives the replies from all tags in its inter-
rogation zone. If the received response of this query includes
“x7 the tree can be divided into the left subtree and the right
subtree according to the highest bit “x” In the left subtree,
the highest “x” bit is “0,” and that of the right tree is “1.” The
procedure of the anticollision algorithm is shown in Figure 6.
It mainly includes three parts: process the left subtree, process
the right subtree, and read one tag.

4.3.1. Process the Left Subtree. If there is “x” in the received
response, the reader begins to process the left subtree. Firstly,
the reader pushes the response which has “x” bits into the
query stack. We design this query stack which can record the
entrance to the right subtree. Then, it sets the query condition
according to the rule for obtained response in Table 2. Finally,
the reader broadcasts the query with the set condition, which
enables a new round communication.

4.3.2. Read One Tag. If the received response has no “x” bit,
there is no collision and a single tag is identified. The reader
will select this tag and read data from it. After the tag is
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processed, command “DESELECT” will make this tag keep
silent state in the following.

4.3.3. Process the Right Subtree. After one tag is read, the
algorithm will begin to process the right subtree. Firstly, the
top element of the query stack is popped out, and it is set
according to the rule for pop stack. As described in previous
Section, there are two possibilities, that is, with new arrived
tag and without new arrived tag when setting the query
condition. If there is new tag which causes higher “x” bit,
the query will enter the left tree process after receiving the
response. Otherwise, the process will further deal with the
right subtree. Note that the process will end until the query
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FIGURE 9: The number of collisions versus various mobile velocities.

stack is empty, which means that all tags have been identified
already.

5. Simulation Results

To evaluate anticollision performance, we compare the time
consumption and identification efficiency of the proposed
QSA algorithm with that of two representative schemes
Query tree (QT) and Rollback Query Tree (RQT). Under
mobile environments, we measure the number of timeslots
used to read out all tags. Firstly, we fix mobile velocity of the
tags and evaluate the results. The mobile velocity of tags is set



as the following rule: a group of five tags enter the reader’s
interrogation zero at the interval of five timeslots.

Figure 7 shows the results of collision numbers under
various numbers of tags. As can be seen that QT meets the
most number of collisions, since it has not recorded the
query results during the procedure of finding the least tag
ID. RQT always takes more collisions than the proposed QSA
algorithm, which is consistent with formula (4). Both 64 bits
and 128 bits tag ID in Figures 7(a) and 7(b), the proposed
QSA takes the least number of collisions, which illustrates
the efficiency of the QSA since it overcomes the rollback
operations when new tags arrive.

To identify the tags as soon as possible, the algorithm
should keep high identification efficiency. Identification effi-
ciency is defined as the ratio of the number of success
timeslots to the total timeslot number. Higher identification
efficiency means less wasted timeslots for collisions. Figure 8
describes the comparison of identification efficiency between
RQT and the proposed QSA. The identification efficiency of
QSA is higher than that of RQT. It validates the analysis of
number of consumed timeslots in Figure 7(a). The identifi-
cation efliciency of the proposed QSA especially decreases
slowly as the tag number increases. While the RQT is of lower
identification efficiency when the tag number increases. For
example, the identification efficiency of the RQT is below 45%
when the tag number is 300.

From the theoretical analysis, it can be known that the
mobile velocity will affect the results of collisions. Finally, we
evaluate the impact of tag mobile velocity. In this experiment,
total 200 tags enter the reader’s interrogation zone at different
intervals, which varies from 1 to 5 timeslots. The same
with the above experiments, five tags come into the reader’s
interrogation zone at a pointed timeslot. As can be seen from
Figure 9, the proposed QSA achieves the least number of
collisions under all intervals of entering tags. An interest-
ing change happens in QT scheme: the collision number
increases firstly and then decreases. It is because the tag
number increases quickly at the smaller interval of entering
tags, which causes more collisions. The gap between RQT
and the proposed QSA increases as the interval increases. It
indicates that the velocity of mobile tags will cause different
rollback operations in RQT, while it is eliminated in our QSA
algorithm.

6. Conclusions

Collision is considered as one of the most important issues
that affect the identification process in RFID systems. Mobile
tags of IoT especially induce new problems such as perfor-
mance degrade and tag starvation. In this paper, we propose
a novel anticollision algorithm named QSA to solve these
problems. The proposed QSA can overcome the problems
resulted from mobile tags efficiently. Compared to prior
schemes, the QSA presents a better performance at different
mobile velocity and various tag numbers.
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To solve the problems of limited energy of the nodes and security of routing in wireless sensor networks, load-balanced secure
routing protocol (LSRP), a load-balanced secure routing protocol for wireless sensor networks, is proposed. Based on structured
topology of hexagonal mesh, hops at different directions are calculated on the optimal route for transmitting data packets in LSRP.
Depending on characters of hops, the nodes can rapidly find a route among multiple optimal routes by the policy of the twice
probability routing selection. Data breach is prevented by data encryption, and data security is realized by one-way hash key chain
and symmetric key authentication. LSRP offers preventions against usual attacks, and it also takes into account traffic load balance.
Analysis and simulation results show that LSRP has better performance on traffic load balance and security.

1. Introduction

As a convenient tool to capture information, wireless sensor
networks can access information in fields that are beyond
the arm of flesh. Special fields of application such as military
and antiterrorism require security of sensitive data, which
arouses scholars’ attention on the security of wireless sensor
networks [1, 2]. However, complex security measures based
on cryptography are inapplicable owing to the calculation and
storage capability of the nodes of wireless sensor networks.
Open wireless communications means with limited band
width facilitate attacks such as eavesdropping and DoS.
The multihop transmission and self-organization approach
causes deficiency of key infrastructure and possibility of
malicious nodes to mix in the network to implement insider
attack. All of these problems pose a greater security challenge
to wireless sensor networks than traditional network [3].
The discovery of self-organizing routing, the approach of
multihop data forwarding, and the mode of open wireless
communication pose two threats to routing security in
wireless sensor networks [4]: on one hand, there might be
potential threats to security in the course of packet trans-
mission, such as eavesdropping, altering, and discarding,

which will result in breach, inauthenticity or loss of the
content; on the other hand, the attackers might manipulate
the packets on communication links to attack the network
through routing and cause performance deterioration or even
breakdown of the network. This makes routing security an
important subject in studies about the security of wireless
sensor networks. A series of secure routing protocols have
been proposed against various kinds of routing attacks. For
example, GPSR [5] can detect black hole regions through
periodic broadcast probe request and effectively detect and
counteract sinkhole attack and wormholes attack. SRWA
[6] uses mobile agent to reduce false positive to defense
wormholes attack. SeRWA [7] protocol uses symmetric key
cryptography to defense wormhole attack and can find a
secure route against a wormhole attack. SPINS [8] can
realize authentication, encryption and refreshing of data and
authentication of broadcast packets under the condition of
limited resources, and effectively detect and counteract data
eavesdropping, altering, and replay attacks. EENDMRP [9]
uses the multiple paths and digital signature crypto system
to transmitted data packets and effectively prevent selective
forwarding, sinkhole, and altering attacks. By importing
tokens, SRD [10] can detect and prevent acknowledgement



spoofing and false routing information attack. SDDR [11]
uses the yTESLA (microtimed, efficient, streaming, loss-
tolerant authentication) algorithm in order to prevent black
hole and acknowledgement spoofing attacks. INSENS [12]
and TRANS [13] adopt measures like link-layer encryption
and authentication, multipath routing, identity authentica-
tion, two-way connection authentication, and authentication
broadcast to effectively prevent false routing information,
Sybil attack, and HELLO FLOOD attack. ATSR [14] uses
accurate location information to implement a distributed
trust model to prevent selective forwarding and Sybil attacks.
Multipath and multibase station routing [15] can effectively
prevent HELLO FLOOD attack and replay attack through the
key and one-way hash key chain assigned by multitree key
protocol. Multipath routing [16, 17] can effectively prevent
particular attacks with the feature of attracting all traffic
to pass the malicious nodes, such as wormbhole, sinkhole,
and selective forwarding attacks. By checking the credit of
the nodes, ARRIVE [18] can effectively prevent selective
forwarding attack. However, these algorithms and protocols
are mainly targeted at one or several types of attacks and
have disadvantages in excessively large load of calculation and
communication.

Taking both security and energy saving into consid-
eration so as to extend the service life of the network is
still a burning problem. By combining topology generation
and routing discovery, this paper reduces the complexity
of routing discovery by combine topology generation and
routing discovery, based on this, puts forward a secure
routing protocol based on the twice probability routing
selection, LSRP (load-balanced secure routing protocol).
LSRP realizes routing security by one-way hash key chain
and symmetric key cryptography and balances network load
through optimizing routing to extend the service life of
the network. Section 2 elaborates the routing protocol LSRP.
Section 3 analyzes the security of LSRP and makes com-
parison with relevant tasks. Section 4 gives demonstration
through simulation.

2. Load-Balanced Secure Routing
Protocol (LSRP)

Topology control can effectively reduce energy consumption
of wireless sensor network [19]. The literatures [20-23] reach
the conclusion after analysis and comparison that hexagonal
mesh structure can use redundant nodes to store energy and
as a result has prominent advantage in effectively length-
ening the service life of the network. Meanwhile, regular-
shaped topology also provides applicable rules for route
discovery and positioning of malicious nodes. On the basis
of the approach stated in the literature [15], this section
adds security design and puts into effect a secure way to
generate hexagonal mesh topology, and then secure routing
protocol LSRP is set up on this topology. LSRP realizes
routing discovery and selection, data packet transmission and
security authentication, and defense against routing attack.

2.1. Generation of Network Topology. Sensor nodes are
deployed to the detected region by scattering. Before that,
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symmetric key K, corresponding to the base station and
temporary shared symmetric key K, are saved at each
node. The latter one will be deleted after the node completes
topology construction. Upon being scattered to the target
region, nodes form a structured network topology made up of
the same hexagonal cell in logic by broadcast communication.
Formation of the topology includes four phases as follows.
(1) Node initialization. In this phase, nodes acquire
own and neighbors’ locations. The node obtains the respec-
tive position (x, y) through GPS, then broadcasts Hello
packet ((x, y), MACKtemp((x, y))) at a distance of 2a. ais

the side length of the regular hexagonal cell (shortened as
RC) while MACmep((x, y)) is the message authentication
code generated by using Ki,, for verifying the authenticity
of (x, y). The node receives Hello packet and verifies the
authenticity of (x, y) through K, and MACK“‘mP((x, ¥)).
After Hello packet passes authentication, the node saves the
position information of neighboring nodes.

(2) Cell partition. In this phase, nodes determine which
RC they affiliate to. BS broadcasts partitioning message
which contains the location of BS and a. To facilitate easier
notations, we introduce set of coordinates (u, v) where the V-
axis coincides with the Y-axis, and U-axis is 30 degrees tilted
counterclockwise from the X-axis. The (u, v) coordinates of
RC center are referred to as the ID of RC. Once node P
receives the partitioning message, it calculates the IDs of the
four adjacent RCs, as shown in Figure 1. P then calculates the
distances between itself and these RCs’ centers and adapts the
ID of the RC whose center is closest to it.

(3) Active node election. In this phase, active node is
picked out according to the following rules: assuming G is a
node coordinates set in an RC, one node whose coordinate is
Ming (x, y) is picked out. This is the active node of the RC it
belongs to. Ming (x, y) is defined as below: set G as the node’s
coordinate set; (x, y) € G; any (x,, y,) meets the criteria of
(x9> ¥9) € G and is different from (x, y); if (x, y) meets the
criteria: x < x, or x = x5 and y < y,, then (x, y) is the
minimum coordinate of G, written as Ming (x, y). All other
nodes then enter into sleep state. Sleep node periodically
sends an inquiring message to the active node, and the active
node either keeps it asleep or lets it become new active node
to continue its work.
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FIGURE 2: U, V coordinate system.

(4) Secure architecture construction. In this phase, secure
architecture is constructed, that is, the communication
relations are set up between RCs. Each RC’s active node
broadcasts request packet ((u, v), MACKtemp (1, v))). (u,v) is
the coordinate of the node sending request packet. The active
node receives request packet and verifies its facticity. Then,
according to (u, v) and the node’s own coordinate, the active
node will be able to determine whether the node sending
packet is the active node of the neighboring RC. If it is, add it
to the table of neighboring RCs.

2.2. Routing Discovery and Selection. According to the fact
that LSRP is based on hexagonal mesh topology, a routing
discovery and selection method is designed.

The main idea of the method is as follows. First of all,
calculate the number of hops in U, V, and W directions from
the source node to the destination node. Then, choose the
transmission routing according to the policy of the twice
probability routing selection, that is, according to certain
probability, choose a direction R, among U, V, and W, and
randomly generate the number of continuous hops, T}, in R,
direction according to certain probability rules by referring
to the total number of hops in R, direction and that of
other directions. The packet will take T} hops continuously
along R, direction. If there are unfinished hops along other
directions, choose another direction R, according to certain
rules. If there are T, hops along R, direction, take T, hops
continuously along R, direction. And the like, until it comes
to the destination node.

The detail of routing discovery and selection is as follows.

2.2.1. Routing Discovery. As shown in Figure 2, routing dis-
covery is to calculate the number of hops along the shortest
path from S to D, that is, u, v, w (u denotes u hops in
direction U. v denotes v hops in direction V. w denotes w
hops in direction W). Among u, v, w, atleast one is equal to
0.

According to the above result, we designed Algorithm 1
to calculate the initial values of u, v, and w. In OPA_uvw
algorithm, the case that two out of three directions of hops
are zero is considered, which states that only one optimal path
between source node and destination node. For the case, u, v,
and w are updated, and two new paths whose hops are one

more than that of the optimal path are added for improving
performance on traffic load balance.

2.2.2. Routing Selection. According to the type of node,
routing selection is divided into the following two types.

(1) Source Node Routing Selection. After source node S
monitor one event, it needs to select one path in advance to
transmit the event message to destination node D, that is,
it needs to determine routing information (u, v, w,t,s) and
routing direction. t denotes direction of packet forwarding
for next hop node. s denotes hops in direction ¢. According
to characters of u, v, and w, OPA_uvwts algorithm for the
twice probability routing selection to calculate the values of
routing information is designed as shown in Algorithm 2.

(2) Intermediate Node Routing Selection. After intermediate
node has received the data packet, it needs to determine
next hop routing information (u,v,w,t,s) and direction.
According to routing information (u,v,w,t,s) in the data
packet, update_uvwts algorithm is designed for computing
next hop routing information and direction as shown in
Algorithm 3.

2.3. Data Packet Transmission. Data packet is forwarded
according to the routing computed by above routing algo-
rithm. In order to strengthen security, acknowledgement
packet, alert packet, and notice packet are additionally
introduced in LSRP. Acknowledgement packet is for detect
selective forwarding attack. Alert packet is for transmitting
alert message containing the position of the attackers to the
source node. Notice packet is for transmitting message of
attack existence in the path to the source node.

The routing transmission of different types of packets is
shown in Figure 3.

The realization process of the data packet transmission is
as below.

Set S as the source node, B as the intermediate node,
and D as the destination node.

Step 1. S: generate (encry,,,, MACgy(encryy, ),
MACqyk (counter), routing,,, ., direction).

Step 2. S — B: {routing,, ., €NCryq,,, counter,
MACqp (encryy,,. ) MACqyy (counter)}.

Step 3. B:
(routing,,,, ;<)
Step 4B - B {routinguths’ encrYdata> COHnter)
MACgp (encryyg,,.) MACqyy (counter)}.

Step 5. B — D: {routing,, ., encryg,,, counter,
MACgp (encryy,,, ) MACyyk (counter)}.

Step 6. D:  verify_cout(counter), verify MAC
(encryy,,,), decrypt(encryy,..), judge_attack().

verify_cout(counter), update_uvwts

Detailed descriptions about the data packet transmission
are given below.

Step 1. The source node S constructs the data packet
shown in Figure 4. The routing information (u, v, w, t, s) and
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FIGURE 3: Routing transmission of different types of packets.

Input: source node S (u,, v,), destination node D (U, V;)
Up =Ug —UsVp = Vg = Vg
neither of uj, and v, is 0
{if up, and v, have opposite signs,
{if lup| > |vpl, then (u, v, w) = (up + vp, 0, vp)
if lup| < |vpl, then (u, v,w) = (0, vy + up, up)
if lup| = |vp|
fw=wvp
//convert one-way path to multi-way path; sign (x) means the sign of x
if [w| > 1,then (u, v, w) = (sign(w)(-1), sign(w)(1), sign(w)(Jw| — 1))
if lw| = 1, then (1, v, w) = (0,0, vp)}}
if uj, and v, have the same sign, then (v, v, w) = (up, vp, 0)}
if one between up, and vj, is 0 and the one not equal to 0 is larger than 1
{ //convert one-way path with number of hops over 1 to multi-way path
if [vpl > 1, then (u, v, w) = (sign(vp)(1), sign(vp)(|vpl — 1), sign(vp)(1))
if [up| > 1, then (u, v, w) = (sign(up)(lupl — 1), sign(up)(1), sign(upy)(-1))}
if between up, and vp,, one is 0 and the other is equal to 1, then (u,v,w) = (up, vp, 0)
Output: (u,v,w)

ALGORITHM 1: OPA _uvw.

Input: (u, v, w)
if one among u, v, wis 0, set w = 0 (similar treatment in the case of u = 0 or v = 0)
{the active node randomly chooses one direction in U and V by the principle of equal probability,
supposing U direction is chosen (similar treatment for V direction)
direction = sign(u)
//t takes value 1,2, 3, standing for U, V, W direction respectively
if [v] = 1,then (u, v,w,t,s) = (sign(u)(lu| — 1), v, w, sign(u)(1), (Ju| - 1))
if [v]#£1
{ randomly select a figure ul among 1 ~ |u| by the principle of equal probability,
if ul > 1,then (u,v,w,t,s) = (sign(u)(|u| — 1), v, w, sign(u)(1), (ul — 1))
if ul = 1,then (u,v,w,t,s) = (sign(u)(Ju| - 1), v, w, sign(v)(2), [v| - 1)}}
if none among u, v, w is 0
{choose one direction randomly in U, V and W by the principle of equal probability
supposing U direction is chosen (similar treatment for Vor W direction)
direction = sign(u)
if u-v<O0andv-w > 0,then (u,v,w,t,s) = (0,v,w,sign(w)(3), |w|)
if u-v>0andv-w > 0,then (u,v,w,t,s) = (0,v,w,sign(v)(2),|v|)
if u-v>0andv-w<0,then (u,v,w,t,s) = (u,0,0,sign(u)(1), [u])}
Output: (u, v, w, t, s) and direction

ALGORITHM 2: OPA _uvwts.
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Input: (&, v, w, t, s)

if next hop
{ direction = sign(u)

if next hop

Output: (u, v, w, t, s) and direction

Assuming t is U direction (For V' or W direction similarly processing)
node in t direction is normal node

If s > 1, then (u,v,w,t,s) = (sign(u)(lu| - 1), v, w,t, (s — 1))
If s =1,v#0,then (4, v,w,t,s) = (sign(u)(Ju| - 1), v, w, sign(v)(2), |v|)
If s = 1L, w#0, then (u,v,w,t,s) = (sign(u)(|lu| - 1), v, w, sign(w)(3), [w|)
Ifs=1,v=0,w = 0,then (u,v,w,t,s) = (0,0,0,0,0);
If s = 0, it means that event packet reaches destination node }
node in t direction has been marked with failure node
{ if v#0, then {(u, v, w, t,s) = (sign(u)(Ju| + 1), sign(v)(|v| - 1), w, t,s + 1),
direction = sign(v)(2)}
ifw#0,then {(u,v,w,t,s) = (sign(u)(|ul + 1), v, sign(w)(Jw|-1),¢,s + 1),
direction = sign(w)(3)}
ifv=0,w = 0,then {(,v,w,t,s) = (u,0,sign(u)(-1),¢,s),
direction = sign(u)(2)}}

ALGORITHM 3: update_uvwts.

Encrypted data  Fresh degree to check whether the packet is fresh

L

Packet type

|

Direction |Routing | Encryga., Counter

MACgp(encryg,,) | MACoyk(counter) Type

The direction of the

transmission route

for messages at this Routing information
node (u,v,w,1,5)

Encryg,, authentication code generated /‘\
using the symmetric key shared by
SandD

Counter authentication code generated
using one-way hash key

FIGURE 4: Format of data packet.

transmission direction can be got by OPA_uvw algorithm and
OPA _uvwts algorithm (see Algorithms 1 and 2).

Step 2. S sends the data packet to the intermediate node at
next hop.

Step 3. The intermediate node receives the data packet,
firstly verifies the fresh degree of the packet via counter,
and then according to the received (u,v,w,t,s) and above
update_uvwts algorithm it calculates the routing,, .. and
direction from the intermediate node to the destination node
D.

Step 4. The intermediate node sends the data packet to
the neighboring downstream intermediate node along the
transmission direction outputted in Step 3. Next, it does the
following operations.

(1) If it is the node that generates acknowledgement
packet, it constructs the acknowledgement packet shown in
Figure 5.

K;; the current one-way hash key used in MACqux
(ACK) is calculated by

—int((T.—
Ki,j = N int((T.—T3)/L) (Ki,n) ) )

N, is the total number of one-way hash keys that can be used
by the node; T, is the time of the key used by the node at the
beginning; T, is the current time of the node; L is the life cycle
of one-way hash key; K; , stands for the last key in the node’s
one-way hash key chain; int denotes rounding function.

Direction comes from the data packet saved in the buffer.
The acknowledgement packet is sent towards upstream in the
opposite direction to data packet transmission.

TTL is determined by the policy preset in the protocol,
that is, the number of hops required to arrive at the previous
node generating acknowledgement packet.

(2) Waiting acknowledgement packet from its down-
stream node. If receiving acknowledgement packet in pre-
scribed time, it does the following operations.

(i) Check whether the one-way hash key, K; ; used by the
packet is valid.

If K; ; meets the below criterion:

T,-T
(CZL cl)_m>1; (2)

T, is the time of the acknowledgement packet received this
time; T, is the time of the acknowledgement packet received
last time generated by the same node; L is the life cycle of
one-way hash key; m meets the criterion: K; , = F"(K;;);
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ACK authentication code generated using one-way hash key

Acknowledgement message

J/ Number of hops in packet transmission

l

Direction ACK

MACoux(ACK) TTL Type

The direction of packet transmission route

)

Packet type

FIGURE 5: Format of acknowledgement packet.

Alert_Msg authentication code generated using one-way hash key

Alert message

|

Direction Alert_Msg

MACqy (Alert_Msg) Type

The direction of packet transmission route

Packet type

FIGURE 6: Format of alert packet.

K;;and K;, are the one-way hash keys received this time
and last time from the node generating the acknowledge
packet; then K; ; is considered invalid, send the alert packet
illustrated in Figure 6 to S.

Alert_Msg contains information identifying its down-
stream neighboring node as a malicious node. Direc-
tion comes from the data packet saved in the buffer.
The alert packet is sent towards upstream in the
opposite direction to data packet transmission.

(ii) If the time to receive the acknowledge packet over-
runs the expected time, send the alert packet to S.

(iii) Check whether ACK is authentic via MACqyx (ACK).
If not, discard the packet.

(iv) Add 1 to the number of acknowledgement packets
received. Ifitis under the expected value and overruns
the stipulated time limit, send the alert packet to S; if
it is up to the expected value, delete the data packet
temporarily saved in the buffer.

(v) If TTL > 0, deduct one from TTL value and send the
acknowledgement packet to the upstream nodes.

Step 5. The intermediate node sends the data packet to D
according to the routing information.

Step 6. The destination node receiving the data packet makes
the following four operations.

(1) Via MACqp, (encryy,.,), check whether encryy,, is
authentic. If not, discard the packet.

(2) Check the authenticity of counter via MACg,
(counter), and then check whether the packet is fresh
by comparing it with relevant values of the current
node. If not fresh, discard it.

(3) Decipher the data content of the packet.
(4) Check whether there is attack.

Set the number of packets received by D from S as S, and
the number of packets already sent by S as S,. S, needs to be
initialized and recalculated at certain interval or after attack
is repaired. S; is the number of packets sent by S contained
in the last packet received at last calculation cycle or in the
first packet received after attack is repaired, while o is an
adjustable parameter related to the network’s packet loss rate.
If

|Ss_Sl_Sr_1|
|Ss_sl|

it means that the packet is normally received and update S,
with S, + 1; otherwise, it means that there is attack. D will
set S to alert state and use other secondary routes (referring
to the routes comprised of nodes surrounding the optimal
route with one hop more than the optimal route) to send
the notice packet illustrated in Figure 7 to inform S about
intruding node likely to make selective forwarding attack.
When S receives the notice packet, it changes the data packet
transmission mode, from regular mode to detection mode.

<o, (3)

3. LSRP Performance Analysis

We evaluate LSRP comprehensively both in theory and by
simulation, with focus on analyzing its security and traffic
load balance.

3.1. LSRP Security Analysis. LSRP safeguards network secu-
rity from the below aspects.

(1) Defense against eavesdropping attack. In order to cap-
ture high-sensitive data transmitted between the nodes, the
attacker tries to get relevant information by eavesdropping
the communication link.

To make sure the packet content is breach-proof, before
transmission, LSRP encrypts the packet content, as described
in Stepl of above data packet transmission, and gener-
ates encrypted message encryg,,. This can prevent outsider
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Notice message indicating existence of

L

Fresh degree to check
attacker on the communication link  whether the packet is fresh

Counter authentication code
generated using one-way hash key

L

Direction |Routing,s| Notice_Msg

Counter

MACgp(notice_Msg) | MACpyg(counter) | Type

T T

The direction of packet

.. Routing information
transmission route &

(u, v, w, t, s)

Notic_Msg authentication code generated using

T

Packet type

the symmetric key shared by S and D

FIGURE 7: Format of notice packet.

attackers from eavesdropping the communication link to
intercept the packet and steal its content.

(2) Defense against altering attack. If these exists insider
attacker in the communication link, the insider_attacker can
send a counterfeit packet to the receiver by altering the data
packet and result in the receiver’s making incorrect judgment
or operation.

LSRP uses symmetric key and one-way hash key to
generate authentication code to prevent the packet from
being altered. For example, in Step1 of above data packet
transmission, symmetric key shared by S and D is used to
generate MACgp, (encryy,.) for encryy,,, while in Step 4
of data packet transmission, one-way hash key is used to
generate MACqyx (ACK) and MACqyx (Alert_Msg) for the
acknowledgement packet and alert packet, respectively. After
receiving the packet, the receiver verifies the authentication
code. If the packet information is inconsistent, it is ascer-
tained that the packet content has been altered and hence
there exists altering attack in the communication link.

(3) Defense against replay attack. The attacker intends
to drain network energy and interfere in normal packet
transmission by continuously replaying the old packet.

LSRP prevents the packet from being replayed by outsider
attackers by inserting counter tag, which indicating fresh
degree of the packet, and its authentication code into the
packet. For instance, in Step 1 of data packet transmission,
counter and MACnyk (counter) are used. As each receiver
has a corresponding counter in itself, by comparing it with
counter in the packet, it can determine whether the packet is
fresh or not. If not, discard the packet. MACyyx (counter)
guarantees the authenticity of counter. In this way, replay
attack can be prevented. Moreover, thanks to the application
of counter, that is, packet fresh degree, cycling attack [24] is
also counterchecked.

(4) Defense against Wormholes and Sinkhole attacks. In
Wormbholes attack, the attacker receives the information at
one end of the network through low-latency link and at
the same time by virtue of its high performance sends the
information to the cahoot at the other end to replay it, so
as to produce high-performance communication link, attract
the nodes to use the link where the attacker lurks, and then
carry out larger sabotage by combining selective forwarding
attack. In Sinkhole attack, a compromise node is produced
to attract almost all traffic within certain region to pass
through it, creating a sinkhole centering on the attacker, and
then to carry out larger destruction by combining selective
forwarding attack.

From the perspective of security, one important advan-
tage of routing protocols based on geographical position is
that it makes it difficult for the attackers to make Wormholes
and Sinkhole attacks [24]. LSRP belongs to this category and
can well defend against Wormholes and Sinkhole attacks.
Routing protocols constructing topology initiated by base
station, such as REAR [25], are prone to Wormholes and
Sinkhole attacks. In the construction of the topology used
by LSRP, the geographical positions of the base station and
local nodes, the side length of RC and localized interaction
are adopted, which make Wormbholes unable to come into
being. As the transmission route of data packet is realized
by the policy for the twice probability routing selection
proposed in this paper, the traffic is naturally routed to the
physical position of the base station and is hardly attracted to
other places to form sinkhole. Consequently, LSRP is almost
immune to Wormholes and Sinkhole attacks.

(5) Defense against Sybil attack. A feature of Sybil attack
is that the attacker keeps changing identity to attract as many
packets as possible to go through it in the disguise of nodes
at different positions and then carries out larger sabotage
by combining selective forwarding attack. Sybil attack poses
huge threat to multipath routing and geographical position
based routing. Routing protocols mentioned in the literatures
[5, 16,17, 21, 26] are prone to Sybil attack.

LSRP is a routing protocol based on geographical position
and therefore prone to Sybil attack. LSRP defends against
Sybil attack by using symmetric key. In order to make Sybil
attack, the attacker needs to put the disguised node in the
transmission route of data packet. According to LSRP, to
become a transmitting node in the route, the node needs
to save its information in the neighboring nodes. One node
accepts another node as its neighboring node in the course of
topology construction. In the topology construction process
given in Section 2, message authentication code generated
using Ky, is used for identity authentication between
the nodes. Without K,,, the attacker cannot pass packet
authentication, accordingly cannot disguise a node to become
the neighboring node of other legal nodes and hence inca-
pable of making attack.

Even if the attacker captures the node and gets the
symmetric key, in LSRP, it is difficult to disguise itself as other
nodes and make Sybil attack, for the below reasons: in LSRP,
as each node and the base station share a unique symmetric
key and the ID of each node is verified via the symmetric key,
the attacker can hardly get the symmetric key of several nodes
by capturing one node to disguise itself as several nodes.
Hence, it is hard to make Sybil attack in this way.
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FIGURE 8: The case that the attacker discards data packet and does not return acknowledgement packet.

(6) Defense against HELLO FLOOD attack. In HELLO
FLOOD attack, by right of high-power transmission, the
attacker makes many nodes believe that it is their neighbor
and causes those nodes send packets to an unknown place.
As a result, the network is plunged into a mess.

Similar to the defensive measures against Sybil attack,
LSRP also uses symmetric key to defend against HELLO
FLOOD attack. HELLO FLOOD implements attack by mak-
ing many legal nodes believe it is their neighbor, while the
key of Sybil attack also lies in turning the attacker into
the neighboring node of the legal nodes. These two types
of attacks differ in the radiated power and the destruction
target of the attackers. The approach for verification of legal
neighboring nodes adopted in the defense against Sybil attack
is also applicable in the defense against HELLO FLOOD
attack. With it, the attacker is unable to win the legal nodes’
trust and is rejected from adding to the neighbor table of
the legal nodes. Hence, HELLO FLOOD attack is effectively
prevented in the same way.

(7) Defense against selective forwarding attack. In selec-
tive forwarding attack, the attacker gains its end to sabotage
network information by forwarding some information only
and discarding the other. For some other attacks aimed at
routing, such as Wormbholes, Sinkhole, Sybil, they usually
unite with selective forwarding attack to exert huge destruc-
tive force. Therefore, defending against selective forwarding
attack is of great importance. Moreover, as this attack discards
packet selectively and is more concealed, defense is even more
difficult and the countermeasures are more complicated.

In LSRP, selective forwarding attack is detected by check-
ing the number of packets sent by the source node and the
number of packets already received from the source node
accord with formula (3). When an attack is detected, in Step 4
of data packet transmission, a measure for positioning and
detecting selective forwarding attack is provided to search for
the position of the intruding node. This measure can detect
the position of the attacker in the case of the following three
attacks with time- and acknowledgement-based multihop
detection technology:

(i) The attacker randomly discards packets and does
not return acknowledging packets. LSRP chooses
some nodes from the route to return acknowl-
edgement packet to its upstream nodes, who then
decide whether the neighboring downstream node
is an attacker according to the number of received
acknowledgement packets. For example, in the case
of Figure 8, the attacker u,, discards the packet from
uq; therefore u,,’s downstream nodes are unable to

send acknowledgement packet, which causes ug, ug,
and u; to receive one acknowledgement packet only
(if there is no attack, two acknowledgement packets
should be received by each node). Then, u, generates
an alert packet, reporting that u,, is an attacker, and
sends it to S. ug and u, might also generate alert
packet, but S can fix on the position of the attacker
according to the last “time node seeing the previous
data packet” Therefore, the judgment can be formed
that the attacker specified by u, is the real attacker.

(i) When the attacker finds that there is attack detection
action, it does not discard the packet but intentionally
prolongs the time to return acknowledgement packet.
Delayed reply of acknowledgement packet causes
upstream nodes far away from the attacker unable
to receive the acknowledgement packet and conse-
quently generates an alert packet by mistake, which
causes legal nodes to be mistaken for the attacker.
In Step 4 of data packet transmission, LSRP validates
whether the downstream neighboring node is an
attacker by checking the interval between sending
the data packet and receiving the acknowledgement
packet. If the interval overruns certain threshold
value, it is affirmed that the downstream neighboring
node is an attacker.

(iii) The case as illustrated in Figure 9 occurs. It is divided
into two stages: attack preparation and attack imple-
mentation. At the former stage, the attacker intercept
the acknowledgement packet, so as to intercept the
one-way hash key K, needed for fabricating an
acknowledgement packet at next stage. At the later
stage, the attacker discard new receiving data packet,
fabricates a new acknowledgement packet with key
K, and sends it to the upstream. In this case, despite
the acknowledgement packet is used for detection, it
is hard to find the attacker’s position though it has
discarded the data packet. Regarding this problem,
LSRP realizes prevention of malicious altering of
packets by stipulating the Time to Live of each key
in one-way hash key chain. When a node receives
an acknowledgement packet, formula (2) is used to
check if the key is within the valid time. If yes, keep
upward transmission; otherwise, generated an alert
packet and send it to S.

(8) Defense against acknowledgement spoofing attack. In
acknowledgement spoofing attack, the attacker eavesdrops
the packet sent to other neighboring nodes, sends acknowl-
edgement spoofing packet to the source node that sends the
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FIGURE 9: One case of selective forwarding attack.

packet and makes it believe that a weak link is robust or an
expired link is “alive”; hence packet loss is incurred.

This kind of attack can be regarded as a particular case
of selective forwarding attack, because the destination node
cannot receive packets sent by the source node as the attacker
sends false acknowledgement packet and leads to data packet
loss. LSRP can find out the position of the invalid RC by
the approach of detecting the position of the intruding node
in selective forwarding attack and treats the invalid RC as
the attacker of selective forwarding. In this way, though
the real attacker sending the false acknowledgement packet
is not dealt with, it is not capable of acknowledgement
spoofing attack anymore, because a better communication
link is chosen to realize secure packet transmission. Hence,
acknowledgement spoofing attack is effectively prevented.

3.2. LSRP Traffic Load Balance Analysis. As a secure routing
protocol, LSRP features routing selection based on hexagonal
mesh topology, one prominent advantage of which is that
the route is determined only in relation with the node’s
coordinate, dispensing with generation of aroute leading
to the destination node by flooding or searching for other
destination nodes in other directions. It can save the energy
consumed in routing searching. DPRA [15] is also a routing
protocol based on hexagonal mesh topology, but it has
only realized routing selection, and hasn't taken routing
security into account. In addition, though DPRA is intended
to pick out a suitable routing via the probability formula
P = (P,P,P,) = (lul + |v| + |w]) ™" (Jul, ||, |lw]) to balance
network traffic load, it is still inferior to LSRP in traffic load
balance. This section analyzes traffic load balance of LSRP in
comparison with DPRA.

We analyze the load of RCs passed by packets when
packets are sent from the source node S (u,,v,) to the

destination node D (u,, v;). Suppose w = 0 (analysis is the
same in the case of u = 0 or v = 0). P, ; is set to denote the
probability of packet’s passing through 1ntermed1ate RCnode
M(ug, vi), i = luy —ugl, j = v — vl

(1) When M falls into the middle RCs as shown in the
shaded part of Figure 10, the P, ; of LSRP and DPRA accords
with formula (4) and (5), respectively,

1 1 1 1
5T T T 4)
3 |u] —i+1
PNyl 4 v —i— j+ 1
) (5)
v -j+1

Ml 4 v —i— 41

From formula (4) and (5), we know that in LSRP the
probability of packet’s passing through M is (1/2)(1/|u| +
1/]v]), while that in DPRA is related both to the values of u
and v and to the node’s position; therefore load balance in
LSRP is superior to that in DPRA.

(2) When M falls into the surrounding RCs in 1, 2, 3, and
4 parts of Figure 10, traffic load balance is analyzed as follows.

(i) When M is a node of part 1, the P of LSRP and
DPRA accords with formula (6) and (7), respectively,
with value falling into [1/2]ul, 1/2] and [TT5" ((lul -
£)/(lul + |v| — 1)), lul/(lul + |v])], respectively,

1 Jul—-i+1
p.=-.= - 6
= ©)
i-1
lul -t
P .= _ 7
" glulﬂvl—t 7
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FIGURE 10: RCs traversed by the data packet.

(ii) When M is a node of part 2, the P; of LSRP and
DPRA accords with formula (8) and (9), respectively,
with value falling into [1/2v],1/2] and [[T5" (1] -
)/ (lul + |v| = 1)), vl/(lul + [v])], respectively,

I |v[-j+1

Pi=- 8
=5 (®)
1
] |V| -t (9)
i [ul + vl -t
(iii) When M is a node of part 3, the P;; of LSRP

and DPRA accords with formula (10) and (5),
respectively, with value falling into [(1/ 2)((1/|v]) +
(1/1ul)), (1/2)((1/lul) ~ (1/IvD) + 1] and [[T2>((IvI-
)/ (lul + [v| =), vI/(lul + VD],

L (10)

(iv) When M is a node of part 4, the P, ; of LSRP and
DPRA accords with formula (11) and (5), respec-
tively, with value falling into [(1/2)((1/|v]) + (1/
lul)), (1/2)((1/Iv]) = (1/Jul) + D] and [TT5>((lul -
)/ (ul + vl =), [ul/(lul + [vD],

(11)

The above analysis shows that the probability of packets’
passing through M node in 1, 2, 3, and 4 regions in LSRP
and DPRA falls into interval A = [min(1/2|ul,1/2|v|),
max((1/2)((1/1v])=(1/ul)+1), (1/2)((1/]ul)=(1/]v])+1))] and
interval B = [min([T3 " (jul - £)/(jul + v - ), T2 (vl -
)/ (lul+|v|=1)), max(|u|/(lul+[v])), [v]/(lul +]v])]. As A C B, it
can be deduced that node load balance in 1, 2, 3, and 4 regions
in LSRP is superior to that in DPRA.

4. Simulation Experiment

We evaluated LSRP in depth through simulation in NS2. Asa
security mechanism has been added and the protocol itself
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F1GURE 11: Load from the node (-10, 10) to the node (0, 0).

is secure, experimental evaluation mainly focuses on load
balance of network traffic and energy consumption of the
network. As for the scenario of experiment, assuming that
3000 nodes are randomly generated and distributed over 632
RCs on an 800 x 800 m” site, each RC only has one active
node, the sensitive radius of the nodes in the RC is 20 m and
the communication radius is 40 m. The experiment uses the
same energy consumption model as described in literature
[27], with the initial energy of each node set to 100 J.

4.1. Network Traffic Load Balance. Figures 11 and 12 map the
simulation results of sending 10000 data packets from the
source nodes RC(-10, 10), RC(-10, 6) to the destination node
RC(0, 0), respectively. In the chart, Node No. refers to the
sequential number of the nodes ordered in u direction on
multiple optimal routes. From Figures 11 and 12, it can be seen
that LSRP features better load balance than DPRA under the
condition that hops in U, V, and W directions are balanced
or not balanced. They also show that the more unbalanced
the hops in U, V, and W directions, the better load balance
is realized by LSRP than by DPRA. The experiment figures
reflect that LSRP has indeed improved traffic load balance.

4.2. Network Energy Consumption. In order to defend against
various kinds of attacks, in addition to symmetric key and
one-way hash key chain, LSRP also adds acknowledgement
packet, alert packet and notice packet. Transmitting these
three kinds of packets intended to defend against selective
forwarding attack increases energy consumption. By compar-
ing the solution to defend against selective forwarding attack
in LSRP with that proposed in the literature [28] by Xiao et
al., we illustrate the issues of energy consumption of the nodes
and delay of data packets.

Figures 13 and 14 examine the energy consumption
situation of the nodes when the transmission interval is 0.02
seconds (i.e., conditions with packet loss; Figure 15 shows a
situation of packet loss when 1000 data packets are sent at
different intervals and without attack), under the condition
of without attacker or with attacker. From the charts, we can
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FIGURE 13: Energy consumption of each node on the optimal route
after 1000 packets are sent from the source node (-7, -3) to the
destination node (0, 0), without attack.

see that in LSRP energy consumption at each node is lower
than that in Xiao’s solution. This is because LSRP only invokes
attack detection solution when attack is spotted and returns
to the status of no attack detection after the attacker is located
and dealt with; while in Xiao’s solution, attack detection is
done every time a data packet is sent, therefore extra energy
is consumed.

Figure 16 examines the average energy consumption of
the nodes under different transmission intervals. The chart
shows that in the case of the same transmission interval, the
average energy consumption in LSRP is less than that in Xiao’s
solution. This is because LSRP only invokes attack detection
solution when attack is spotted and returns to the status of no
attack detection after the attacker is located and dealt with;
while in Xiaos solution, attack detection is done every time
a data packet is sent, therefore extra energy is consumed.
Meanwhile, Figure 16 also reveals the trend of descending
at first and then ascending gradually of the average energy
consumption, that is network energy consumption is closely
related to the frequency of packet transmission. Descending
at the beginning is because the network becomes less busy
and less crowded, packet loss is reduced, and accordingly
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after 1000 packets are sent from the source node (-7, —3) to the
destination node (0, 0), without attack.

the number of alert packets decreases; consequently, energy
consumption of the nodes is reduced. Later, the average
energy consumptions mounts up because under no network
congestion and no packet loss, as the packet transmission
interval lengthens, so does the node¢’s idle time. However, the
node still consumes energy at idle time, so more and more
energy is consumed.

Figures 17 and 18 examine delay of data packets under
without attacker and with one attacker. The charts show that
delay of data packets is relevant to the frequency of packet
transmission. In the case of short transmission interval,
the packet arrival time in LSRP is much shorter than that
in Xiao’s solution. This is also because LSRP only invokes
attack detection solution when attack is spotted; therefore
the number of acknowledgement packets is less than that
of Xiao’s solution, so is packet delay or congestion. When
packet transmission interval is larger than 0.08 seconds and
lengthens gradually, the arrival time of LSRP is a little shorter
than and very close to that of Xiao’s solution. This is because
as the transmission interval lengthens, so does the node’s
idle time. The percentage of energy consumed at idle time
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without attacker.

increases and energy consumption of the node hinges on its
idle time.

5. Conclusion

With rapid development of wireless sensor network applica-
tions, to guarantee routing reliability of the sensor network
is a fundamental requirement to the security of the entire
network and has become the major challenge in the research
on wireless sensor security applications. This paper proposed
an load-balanced WSN secure routing protocol, LSRP. Based
on energy-saving hexagonal mesh topology, LSRP realizes
security control over sensor network routing by making
use of encryption technology, one-way hash key chain, and
symmetric key technology and topology structure based on
geographical position. In addition, through the policy of the
twice probability optimized routing selection, it allows each
RC to share data transmission more evenly, balances network
trafficload, and effectively prevents some RCs from dying too
quickly, and consequently lengthens the life cycle of WSN.
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Wireless sensor networks are susceptible to node replication attacks due to their unattended nature. Existing replicas detection
schemes can be further improved in regard of detection probabilities, detection overheads, and the balance of detection overheads
among sensor nodes. In this paper, we make the following contributions: first, we point out the unrealistic assumption that the
replica node would behave honestly as the benign sensor nodes; thus the existing detection schemes would fail if the replica nodes
cheat or collude with the compromised node. Then, we propose a location-binding symmetric key scheme forcing the replica nodes
to be inserted only in the vicinity of the compromised node. Later, a detecting scheme is presented to inspect the location claims
within the neighborhood. Finally, analysis shows that our scheme helps to detect and defend against replication attacks effectively
and efficiently. Extensive simulations are conducted and the results show that the detection overheads are low and evenly distributed

among all the sensor nodes.

1. Introduction

Wireless sensor networks (WSNs) are generally deployed in
the unattended environments for some missions, such as
environment monitoring and enemy surveillance. The unat-
tended nature and the lack of tamper-resistant hardware
cause wireless sensor networks to be vulnerable to various in-
sider attacks, threatening the operation of WSNs.
Replication attack is one of the insider threats. The
attacker captures one or more sensor nodes, tampers with
them and obtains the credential materials, such as the identity
and keys, then clones some nodes as replica nodes, and sur-
reptitiously inserts these replicas in the network. Subse-
quently, the attacker may launch a variety of insidious attacks,
such as data injection, selecting forwarding, routing loop, or
even topology partition. Just as shown in Figure 1, a network
was formed by the normal nodes (without frame). The
captured and compromised nodes are represented in the solid
frame, and replica nodes are represented in the dashed frame.
Thus, detection of replica nodes becomes one research
hotspot in WSN [1]. The first distributed replication detection

schemes RM and LSM were proposed by Parno et al. [2]. In
RM scheme, nodes broadcast to neighboring nodes the loca-
tion claim message signed by ID-based public key scheme.
Then the neighbors forward such received claim message
with a specified probability to randomly selected network
nodes, which act as witness. According to the birthday para-
dox [1], the nodes owning the same ID would select same wit-
ness nodes with a big probability. These witness nodes even-
tually detect replicas successfully. To further increase the de-
tection probability, LSM scheme is also proposed. In this
scheme, the nodes in the forwarding path of the claim mes-
sages also store and compare the messages. Thus witness line
segment is formed from the source to the destination; then
the witness line of the same ID will cross at some node with a
large probability and the node at the cross point acts as the
witness node. Compared with RM scheme, the detection
probability is increased at the cost of memory storage. How-
ever, LSM scheme has the crowded-center problem because
the witness line is prone to cross at the center of network with
a big probability.



FIGURE 1: Replication attacks in wireless sensor network.

2. Related Work

The existing detection schemes can be classified as centralized
approaches and distributed approaches.

2.1. Centralized Detection Approaches. The schemes in [3-6]
assume a central base station to conduct the detection. Choi
et al. [3] proposed to detect the replica nodes by set. The
network is divided into disjoint subregions. A header node
is enumerated to report the member list to the base station in
each subregion. The reports from all of the header nodes are
computed by set. The intersection of two sets is checked; any
nonempty intersection implies the existence of the replica
sensor node. Brooks et al. [4] proposed a centralized scheme
to detect replication attacks by using random key predis-
tribution. Every sensor node should report the usage of its
keys. If the usage of some key exceeded the threshold, then
the sensor node was identified to be suspicious. Ho et al.
[5] presented a SPRT method for replica detection in mobile
sensor networks, in which the base station checks whether
the speeds of the mobile sensor nodes exceed the threshold.
Based on a state-of-the-art signal processing technique, com-
pressed sensing, Yu et al. [6] proposed CSI to detect replica-
tion attacks.

2.2. Distributed Detection Approaches. In distributed ap-
proaches [2, 7-14], the replication attacks detection is con-
ducted by reporting the location claim messages to randomly
chosen witness nodes in the network. Paradoxes of the
location claims indicate the detection of replication attacks.
To further improve the detection probability, Conti et al. [7]
proposed RED scheme, in which a random seed was shared
and upgraded in the network. The same random seed and the
same pseudorandom function result in the same witness node
chosen by replica nodes and the compromised node. But it is
difficult to share and upgrade such random seed across the
whole network. Zhu et al. [8] proposed another detection
scheme by using localized multicast. Ho et al. [9] proposed to
take advantage of the group deployment knowledge to further
raise detection probability and lower detection overheads.
Zhang et al. [10] proposed four detection schemes, B-MEM,
BC-MEM, C-MEM, and CC-MEM, to address the cross-over
problem and the crowded-center problem in the detection.
Li and Gong [11] proposed RDE scheme to utilize the local
neighborhood geographic information for replication attacks
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detection. Zeng et al. [12] proposed two detection schemes,
RAWL and TRAWL, to distribute the witness sensor node to
the network. Wang and Shi [13] introduced mobile patrollers
to detect replica nodes; the result shows this solution is
effective and also energy efficient to prolong the lifetime of
network. Xing and Cheng [14] proposed two replication de-
tection schemes from both the time domain and the space
domain in MANETS (mobile ad hoc networks). The basic idea
is to utilize a cryptographic one-way hash function to force
the replica sensor nodes to keep on generating paradoxes.

It is assumed by existing schemes that compromised
sensor node and the replica node carry out the detection
procedures honestly. However, it is not always true; it is more
likely that the program code in the compromised sensor node
and the replica sensor node has been modified by the attacker
for the purpose of escaping from being detected. To make
things worse, the replica node may collude with the compro-
mised node, which will lead to the failure of existing detection
schemes.

In this work, we seek to detect and defend against the
replication attacks with fewer communication, computation,
and memory overheads than previous works. We propose a
location-binding pairwise key scheme, forcing the attacker to
insert the replica nodes to the vicinity of the compromised
node. Then, the neighbor sensor nodes around the replica
sensor nodes are the first possible witnesses to detect the
replication attacks.

The remainder of this paper is organized as follows: the
next section illustrates the network model and assumptions;
Section 4 proposes our location-binding pairwise key man-
agement scheme which is used in our scheme to defend
against the replication attacks; Section 5 presents our replicas
detection scheme; Section 6 analyzes the security and effi-
ciency of our scheme, and extensive simulations supporting
the analytical findings are also shown. Discussion follows in
Section 7. Section 8 concludes the proposed scheme.

3. Network Model and Assumptions

In this paper, we assume that there are only stationary sensor
nodes in the wireless sensor network. We also assume that the
communications between the stationary sensor nodes are bi-
directional, which is also an assumption of most of previous
detection schemes.

Stationary nodes can get their geographic location by
using positioning device (e.g., GPS device) or positioning
algorithms [15-18]. Also, we assume that all the sensor nodes
are loosely time synchronized using time synchronization
techniques, such as [19, 20]. Consider

Flwp) =Y aap M

i,j=0

Prior to network deployment, we assume that a trusted
authority (TA) chooses one t-degree bivariate symmetric
polynomial in (1) with the coeflicients a;; (0 <, j < t—1) over
the finite field GF(g), where g is a prime large enough to
accommodate the keys. The symmetry of the polynomial
assures the equation f(«, 8) = f(f, «), which also implies the
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equation of the coeflicients g;; = a;;. Also, TA select a crypto-
graphic one-way hash function h(-), which maps arbitrary-
length input into fixed-length output. TA preloads every
sensor node with the symmetric polynomial f(e, 8) and the
hash function h(-). Table 1 lists all the relevant symbols and
the corresponding meaning.

4. Location-Binding Pair-Wise Key Scheme

Most of the existing detection schemes explore the public key
algorithms for encryption and digital signature. Even if public
key algorithms are feasible and available in wireless sensor
networks, the large computation overheads will exhaust the
limited battery power and pose great challenges to the
resource-limited sensor nodes.

Due to the low cost, small factor, and limited resources in
the sensor nodes, symmetric encryption algorithms are more
suitable for wireless sensor networks. In [21], the key manage-
ment in distributed sensor networks is studied. Fei et al. [22]
proposed a time-space related symmetric key predistribution
scheme. Wang et al. [23] proposed an updateable key man-
agement scheme with intrusion tolerance through symmetric
polynomial and one-way hash chain.

We assume the sensor nodes adopt a location-binding
pair-wise key scheme (LBK), which tightly binds the sensor
node’s identity with its geographical location to resist against
node capture and replica nodes. In the following, we first
propose our location-binding pair-wise key management
scheme.

4.1. Sensor Deployment and Localization. After sensor nodes
are deployed into the targeted region, each sensor node car-
ries out the bootstrap procedure as described by Algorithm 1.
The sensor node obtains its geographical location (x, y).
Then, the sensor nodes use their location (x, y) and the
collision-resistant one-way hash function A(-) to compute its
identity as ID = h(x||y), where || denotes message concate-
nation. In this way, we bind each sensor node’s identity tightly
with its geographic location to resist against replication
attack.

Once the identity is generated, a sensor node, for example,
sensor node u, generates its key ring polynomial K, () =
f(ID,, B), then erases the symmetric polynomial f(e, f5)
permanently.

All the sensor nodes are required to conduct the previous
process within short time duration T'1 lest the attacker
captures the symmetric polynomial.

4.2. Neighborhood Pairwise Key Establishment. Every sensor
node broadcasts its identity within its radio range to establish
its neighborhood. Then each sensor node uses its neighbor
lists to calculate the relevant pair-wise key for encryption
and decryption. For example, every sensor node establishes
pair-wise keys with its neighboring sensor node according to
Algorithm 2.

To defend against node attacks from compromising ¢
sensor nodes and deriving the symmetric polynomial f(«, f3),
every sensor node, for example, sensor node u, is required to

TABLE 1: Notation summary.

Notation Meaning

n Total number of sensor nodes

u,v,w Sensor nodes u, v, and w

u, Replica sensor node of u

U, Witness sensor node of v and u,

fla, B) Bi-variate symmetric polynomial

h(x) One-way hash function

K,(B) Key ring polynomial of sensor node u

ID,, ID,, o

D, Respective identity of sensor nodes u, v, and w

II?::) K Pairwise key between sensor nodes u, v,and w

A Tolerance of time synchronization

R Sensor communication range

B Average r}urr}ber of sensor nodes in the
communication range

N Number of witness sensor nodes

d Distance between ¢ and u,

y The ratio of d to R

S Area of the deployment region of the network

S, S, S, Area of sensor communication, blind zone, and

witness zone

get its geographic location and computes its key ring poly-
nomial K, () within a time limit T'1 after bootstrap. Once
K, (p) is generated or T'1 expires every sensor node erases
the relevant polynomial f(a, §) permanently. Algorithm 1
describes such a bootstrap procedure.

Also, every sensor node, for example, sensor node u,
should establish neighborhood and compute the pair-wise
keys with at most ¢ — 1 neighbor nodes within a time limit 72
after key ring polynomial K, (f3) is generated. Once keys are
computed or T2 expires every sensor node erases its key ring
polynomial K,(8) permanently. In this way, even if the
attacker compromises a sensor node, t—1 keys are not enough
to deduce the key ring polynomial K,,(/3). Algorithm 2 details
the whole process.

For those sensor nodes that have more than t —1 neighbor
nodes, the pair-wise keys can be negotiated through the com-
mon neighbor nodes in their neighborhood. For example, in
Figure 2, sensor node u has more than -1 neighbor nodes, in
which sensor node v has already established the pair key K,,,,
with node u according to Algorithm 1; also node v has estab-
lished pair-wise key K, with node w, while sensor node v has
to negotiate with node w to share a pair-wise key. The nego-
tiation needs 4 steps as shown in Figure 2:

(1) node u sends a negotiation request message to node
w, including the identity of u and w, the message type
(Nego_Req), the neighbor list of node u, and a nonce.
The nonce is used to defend against replay attack;

(2) node w receives node u’s neighbor list, chooses one
common node, for example, node v, generates the
shared key K,,,, randomly, and answers node u with
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1 Start timeout timer T'1

2) Get the location I, = (x, y)

(3) Compute sensor identity ID,, = h(x| y)
(4) if (T1) then

(5) Compute key ring polynomial K,,(8) = f(ID,,, )
(6) Erase the symmetric polynomial f(«, f3)

(7) else

(8) Erase the symmetric polynomial f(«, f3)

9 Halt

(10) end if

ALGORITHM l: Sensor node bootstrap procedure.

1) Broadcast(ID,,1,)

(2) Initialize and start timeout timer T2

(3) c=0

(4) while (T2 && c <t -1) do

(5) Receive (ID,,1,) from a neighbor node

(6) If I, = 1,| <RandID, not in the neighbor list
(7) Compute pair-wise key K,,, = K,,(ID,)
(8) Store ID, and K,

9) c=c+1

(10) end if

1) end while

(12) Erase the key ring polynomial K,,(3)

ALGoRrITHM 2: Direct neighborhood pair-wise key establishment.

the answer message, including the identity of u and
w, the message type (Nego_Anw), and the secret part,
which contains node v’s identity, the nonces of nodes
u and w, encrypted with the shared key K, ;

the encrypted messages are deciphered using the pair-wise
key according to the node’s identity. If this decryption fails,
then the node is identified as a replica node.

Because of the above pair-wise key scheme and the
location-binding sensor nodes’ identity, the attacker is re-
stricted in placing the replica nodes after compromising
benign nodes and making replicas. The best strategy for the
attacker is to put the replica nodes in the vicinity of the
compromised node. This way, the replica nodes can utilize the
stolen credentials to communicate with the neighbor sensor
nodes of the compromised node and hide in the network
without being detected.

Thus, the replica nodes are restricted to a region around
the sensor node. Based on this idea, we propose a replication
detection scheme within neighborhood.

Every sensor node broadcasts location claim message to
its neighborhood periodically:

(3) node w sends a message to node v, which includes
the identities of nodes w and v, the message type
(Nego_Ask), and the secret part, containing the iden-
tity of nodes u and v, the nonce of w, and the shared
key K,,,,, encrypted with the shared key K,,;

(4) node v replies to node u with a message, including
the identities of v and w, the message type (Nego_Rly),
and the secret part, which contains the identities of w
and u, the shared key K,,,,, and the nonce of node w,
encrypted with the shared key K,,,..

Node u decrypts to get K, and then decrypts the secret
part of message from node w to verify the identity of node v
and the nonce of node w. If the verifications pass, then node

u stores ID,, and K,,,,; otherwise node w is removed from the
neighbor list of node u.

5. Replicas Detection

Replica nodes detection can be conducted right after the
sensor nodes are initialized and location-based pair-wise
keys are generated. Node location inspection is carried out
to detect the forged nodes who claim to have the benign
nodes’ location. If the node passes location inspection, then

Message,, : (ID,,1,,,t,, MAC). (2)

ID,, 1, t,, and MAC denote the identity, location, time,
and message authentication code, respectively. The sensor
nodes in the neighborhood carry out Algorithm 3 to conduct
replication attack detection.

When the sensor node v receives a message from its
neighbor node u, it computes the distance to check whether
or not the claim is issued from its neighbor sensor nodes. If
this check fails, the sensor node who issued this location
claim is identified as a replica node.
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(1) ID,, ID,,,, Nego_Req, neighborlist, nonce,,

(2) ID,,, ID,,, Nego_Anw, (ID,,, nonce,,, nonce,,) K,,,,

(3) ID,, ID,,, Nego_Ask, (ID,, ID,,, K,,,,, nonce,,) K,,,

(4) ID,, ID,,, Nego_Rly, (ID,, ID,, K,,,, nonce,,) K,,,,

FIGURE 2: Pair-wise key negotiation.

Input: ID,,[,,t,, MAC
Output: detection result: 0 = not a replica node, 1 = replica, 2 = N/A (not available)
1 function NDRA(ID,,,,,t,,, MAC)
(2 if h(ID, |l 1l t,) # MAC and |t, —t,| > A then
3) return 2
(4) end if
(5) if |I, —1,| > R and h(x| y) #ID,, then
(6) return 1
7) end if
(8) return 0
9) end function

ArLcoriTHM 3: Neighborhood detection of replication attack.

6. Analysis and Simulations

To inspect our defending and detection scheme, both numer-
ical and simulations results are shown in this section. First, we
give the security analysis in Section 6.1, then the numerical
results follow in Section 6.2, and simulation results are shown
in Section 6.3.

6.1. Security Analysis

Definition 1. The communication coverage of a sensor node
is a circle with center at the sensor node and radius equal to
the communication range R. The area is written as S,.

The sensor nodes in the communication coverage of
sensor node u are neighbor sensor nodes of u.

Definition 2. Blind zone is defined as the common communi-
cation coverage of sensor node u and its replica sensor node
u,. Sensor nodes in the blind area cannot distinguish sensor
nodes u and u,. This zone and its area are written as S,.

Definition 3. Witness zone is defined as the region in the
communication coverage of sensor node u, but not in the
communication coverage of sensor node u. Sensor nodes in
the witness zone, written as witness sensor nodes, can detect
the replica sensor node u,. This zone and its area are written
as S,

We also have the following facts.

Fact 1. Replica node u, can be detected if and only if at
least one witness sensor node exists in witness zone.

Fact 2. Sensor node 1 and its replica node u, can col-
lude if and only if there are only two sensor nodes in
the blind zone: u and u,..

Scenario 1: The Distance between u and u,: d < R.If the
attacker compromises sensor node u, then it makes one
replica node u,, deploys u, in a distance d < R, just as shown
in Figure 3(a). Then node u, shares the same credentials as
u. The common neighbor nodes in the blind zone cannot
distinguish u from u,. While sensor node in the witness zone
of node u, can detect the forged geographic location of node
u,. So, if the attacker wants to make u, undetected, he must
make sure that there are no sensor nodes in the witness zone
Sy Thus, replica node u, can cheat the sensor nodes in the
blind zone S, using the legitimate security credentials.

In scenario 1, u and u, cannot collude, because sensor
nodes in the blind zone can detect the colluding message in
which the identities are the same. So, if u wants to collude with
u,, there should be no sensor nodes other than « and v, in the
blind zone S...

Lemma 4. Replica sensor node u, stays undetected and col-
ludes with sensor node u, if and only if N = 1; that is, replica
sensor node u, has only one neighbor sensor node u.
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(c) d>2R

FIGURE 3: Replication node u, in three scenarios.

Proof. This lemma holds according to Fact1and Fact2. [

This lemma indicates that it’s difficult for the attacker to
insert replica sensor node u, in the sensor network ensuring
that u, stays undetected and colludes with u.

Lemma 5. If replica sensor node u, stays undetected and does
not collude with sensor node u, then replica sensor node u, can
cheat all the sensor nodes in the blind zone of sensor node u and
replica sensor node u,.

Proof. This lemma holds trivially. O

This lemma means that we need some new schemes to
detect the replica sensor node u,.

Scenario 2: The Distance between u and u,:R < d < 2R
In Figure 3(b), if replica node u, is placed at a distance d €
(R,2R] away from sensor node u, then node u and node u,
cannot communicate directly, but there are still possibilities
that u and u, share common neighbor nodes. Even though
compared with scenario 1, the common area between node u
and node u, is smaller, the threats of replication attacks still
exist.

Lemma 6. If replica sensor node u, is inserted at a distance
R < d < 2R away from u, then u and u, cannot collude.

Proof. This lemma holds trivially. O

Scenario 3: The Distance between u and u,:d > 2R. In
Figure 3(c), if the replica node u, is deployed away from
node u at a distance larger than 2R, then node u, not only
cannot communicate with node u directly, but also shares no
common neighbor node with node u. So, node u, will have
to establish pair-wise keys with neighbor nodes around, the
identity of u, is the same with u; and it is easy to be detected.
But if the attacker changes node u,’s identity, it is impossible
to deduce the key ring polynomial without the symmetric
polynomial. So, node u, can only eavesdrop on the commu-
nications around itself, whereas it cannot decrypt any of the
messages without relevant pair-wise key. Actually, node u, is
isolated to die. The attacker would not benefit too much from
scenario 3.

Lemma 7. In scenario 3 with u — u, distance d > 2R, u, can
stay undetected if and only if u, is isolated without any neighbor
sensor nodes.

Proof. This lemma holds according to Fact 1. O

6.2. Numerical Discussion. In this section, we execute the
mathematical analysis to get the numerical results of our
proposed defending and detection scheme.

Given that there are #n sensor nodes evenly distributed in
the network, the area of network deployment region is S, the
communication radius of the radio is R, and the detection
probability in three scenarios is calculated as follows.

The blind zone in scenario 1 and scenario 2 is the common
communication area between the benign node u and the
replication node u,, which can be computed as in (3). Then
the area of the witness zone of «, can be computed by (4). In
Figure 4, the common area S, can be computed as

S, = 2 (area of sector AuB — area of triangle AuB)

-=((32) -3 (2o (2]
:2<<mxam<§%>+n>an%02&b<(Vﬁﬁt?ﬁ»,

S. = 2R%arccos (%) - 0.5d V4R? - d2.
3)

Sensor nodes in the blind zone cannot distinguish sensor
node u from replica node u,; however, the sensor nodes in the
witness zone can detect the replica node u, by checking the
distance between the claimed location of u,. So, to detect u,,
the more nodes in the witness zone, the better. Once the sen-
sor nodes are deployed in the region, the detection relies more
on the area of the witness zone. The area of the witness zone
can be calculated as

S, =S, - S,

(4)
= R* — 2R*arccos (%) +0.5d V4R? — d2.
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FIGURE 5: The number of witness nodes.

The number of sensor nodes depends on the distribution
of the sensor nodes in the deployment area. Suppose that the
sensor nodes are evenly distributed in the area. Then the den-
sity of sensor nodes is 71/S and the sensor nodes in the witness
zone can be computed as

N = (nR2 — 2R%arccos <%> +0.5d V4R? - dz) X (g)
(5)

To detect the replica node u,, the number of sensor nodes
in the witness zone must be greater than or equal to 1 as in the
inequality

N=>1. (6)

To facilitate our analysis, we let y denote the ratio between
the distance of u — u, and the communication radius R as in
(7). In scenario 1 and scenario 2, y is in the range of 0 to 2 (0 <
y < 2), while in scenario 3, y is greater than 2. Consider

=—. 7)
VTR
Also, we let B denote the average number of sensor nodes
in the communication range. B can be derived as in (8). The
greater B is, the more neighbor sensor nodes exist:
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FIGURE 7: Detection probability.

Then (5) can be rewritten as function of y and B, yielding

N = (l) X B x (n—Zarccos(O.Sy) +0.5y 4—)/2). 9)
n

We can see from (9) that the number of witness sensor
nodes on the replica node u, is only related with B and
y. Figure 5 shows that the number of witness sensor nodes
changes with y and B, where B is assumed to be in the range
of 0 to 10. Figure 6 shows that the number of the witness
nodes changes with the ratio y when fixing B to 1, 5, and 10,
respectively.

If N is greater than or equal to 1, it means that the replica
node u, would be detected definitely. Otherwise, there would
be some false positives in the detection scheme. To ensure
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a100% detection probability without false positives, B and y
should satisfy the inequality

N=>1,

1
—)xB -2 0.5y) +0.5y\/4 - 2)21,
<7-[)X x(n arccos (0.5y) + 0.5y y
B> u :
<7'r — 2arccos (0.5y) + 0.5y/4 — yz)
(10)

This means that we can get higher detection probability
by increasing the density of sensor nodes. Meanwhile, it also
means that the attacker has to insert the replica node close
to the compromised sensor node u to stay undetected. The
closer the replica node is to the compromised node, the less
the potential threat of the replication attacks is

Atlast, we let P denote the detection probability as in (11).
Figure 7 shows that the detection probability changes with the
ratio y when Bis fixed to be 1, 5, and 10, respectively. Consider

N, B«

YA
P= (n — 2arccos (0.5y) + 0.5y/4 - ,,2) (1)

1, otherwise.

6.3. Detection Performance. To inspect the detection scheme,
simulations in different scenarios are carried out in the NS2
network simulator [24].

6.3.1. Replication Detection. In the simulations, the WSN
deployment area is 5000 meters both in the width and in the
length. The wireless nodes’ physical radio model is TwoWay-
Ground and the MAC layer protocol is IEEE 802.11. In
NS2, the default communication radius of the wireless node
is 250 meters.

Simulations are conducted in two network deployments;
there are 100 sensor nodes in one deployment, while there are

1000 sensor nodes in the other deployment. In both deploy-
ments, the sensor nodes are distributed randomly with a
uniform distribution. There is only one replica sensor node in
every round of the simulations; the replica sensor node claims
to own a location-binding identity, but the identity is forged.
The average count of neighbor nodes can be computed with
(7), yielding the average sensor nodes count; B = 0.7854 and
B = 7.854, respectively.

We carried out 100 rounds simulations in both deploy-
ments. The detection probability was computed as the ratio
of the successful detection rounds to the total 100 rounds. We
change the distance ratio y defined in (6) from 0.0125, 0.025,
0.05, 0.1, 0.2, 0.5, 1.0, 1.5 to 2.0 in the simulations, in order to
examine the detection probability in 3 scenarios.

The results are shown in Figure 8, in which the analytical
results are also shown for comparison. It can be seen that the
larger the ratio y is, the larger the detection probability is,
which fits the analytical results.

6.3.2. Detection Overhead. At last, simulations are carried
out to analyze the detection costs of our scheme. In the
simulations, the total number of sensor nodes is fixed to n =
1000; only one replica node is randomly selected from all the
sensor nodes.

Figure 9 shows the results. Every stationary sensor node
has to send about 1 data packet to its neighbor sensor nodes,
while it has to receive about at most 7 data packets from its
neighbor nodes on average. That is, in total, at most 8 data
packets have to be transmitted on average.

7. Comparison with Related Work

In our scheme, every sensor node asynchronously reports its
location-based identity to its neighbor nodes and also has to
receive claim messages from all its neighbor nodes. The total
communication and computation overheads incurred by
the detection are O(B). Memory requirement to store the
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TaBLE 2: Comparison with other schemes.
Communications Memory
RM [2] O(n) O(+/n)
LSM (2] O(+/n) O(+/n)
RED [7] O(+v/n) o(1)
CSI [6] O(logn) -
Our scheme O(B) O(B)

pair-wise keys with neighbor nodes in every sensor node is
O(B).

The detection algorithm is executed by every node in
the network in a distributed manner, eliminating the packets
forwarding in the network. Thus, the detection overheads are
well balanced over the network.

Table 2 compares the detection overheads with RM [2],
LSM [2], RED [7], and CSI [6] schemes, in which B represents
the average number of sensor nodes in the communication
range.

As distributed approaches, RM [2], LSM [2], and RED (7]
all assume public key schemes, which poses great challenges
to the resource-limited sensor nodes. Yet, as a centralized
scheme, CSI assumes the base station to conduct detection,
which has the common problems of centralized approaches,
such as single-point failure and unbalanced overheads among
the sensor networks [1].

8. Conclusions

We present a detecting and defending scheme against replica-
tion attacks within neighborhood by using location-binding
symmetric key scheme. The replica nodes are restricted to
the vicinity of the compromised node. The location claim
messages would not be forwarded, eliminating the overheads
of other sensor nodes out of the neighborhood.

The analysis results show that the average number of
sensor nodes and the distance between the compromised
sensor node and the replica node determine the detection
probability. The greater sensor nodes is, the higher the
number of the detection probability; the farther apart the
compromised node is from the replica node, the higher
the detection probability is. Simulation results confirm the
analytical findings. Compared with previous replica detec-
tion schemes, our scheme greatly lowers relevant detection
overheads.
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Message delivery in a mobile social network (MSN) is difficult due to the fact that the topology of such network is sparse and
unstable. Various routing schemes for MSNs were proposed to make the message delivery robust and efficient. However, little
research has been conducted to explore how much delay has to be tolerated for the message delivery from the source to the
destination. Since the social relationships among nodes are stable during a certain period of time, it is expected that the delay
of message delivery in MSNs could be modeled with a probability model. In this paper, we take the first step to address this issue.
We firstly extract three routing models from the existing routing schemes for MSNs and then develop the probability models of the
message transmission delay for each abstract routing model. The simulation results show that the theoretical models match very

well the simulation trace statistics.

1. Introduction

Mobile social network is a type of delay-tolerant networks
(DTN [1]) which take into consideration the sociality of the
participating nodes of the networks [2]. If the terminals of
MOSN are smartphones facilitated with rich sensing capability,
it can function as a typical distributed sensor network [3].
Similar to the traditional mobile ad hoc networks (MANETS),
no fixed infrastructures are built in such networks, and com-
munications between the nodes depend on short-distance
wireless links, like Wi-Fi or even Bluetooth. Since equipment
in an MSN is usually carried by people moving freely, those
nodes may organize themselves into highly dynamic topol-
ogy, and the links between the nodes are usually intermittent
and connected by opportunity due to the mobility of the
nodes. As aresult, large transmission delay is allowed in MSN.
So in some extent, MSN is considered as a type of delay-
tolerant networks. Although routing in an MSN might adopt
the similar store-and-forward strategies [4] that dominate
DTNs, it is essentially different from the DTN routing
because the sociality of the user behavior can be cooperated
explicitly to improve the efficiency of networking and com-
munication in MSNs. Previous works [5-7] have shown that
the performance of routing in MSN may heavily depend on
the users’ social behavior like that in a human social network,

which is also the key characteristic for the design and analysis
of the other issues in MSNs; see, for example [8, 9].

Traditional MANET routing protocols such as AODV
[10], DSR [11], DSDV [12], and LAR [13] make assumption
that the topologies of the networks are fully connected.
These protocols will fail to route any message if there is no
precomputed route from source to destination at the time of
message being sent. In an opportunistic MSN, nodes carry
the data to be forwarded and also are ready to forward
data for other nodes. What is more, the mobility of nodes
can be exploited to forward data opportunistically upon
the encounter with each other. The key problem here is
hence how to design appropriate relay selection strategies to
improve the opportunity or probability of data forwarding.
This improvement will make the data forwarding more
efficient with less delay. Relay selection strategies depending
on the history of contacts among nodes were proposed to find
the right forwarding relays [14, 15].

While the end-to-end connections cannot be preset when
the message is ready for transmission, social networks often
demonstrate unique social characteristic like the so-called
small-world phenomenon shown in the Milgram’s 1967 mail
transfer experiment [16]. In a social network, two-people
contacts frequently usually have social ties. Recently, several



sociality-aware routing strategies have been proposed to
improve the routing efficiency for the MSNs [17-19].

Both contact history-based and social network metrics-
based routing schemes designed for MSNs are best-effort, and
there is no delay guarantee for the message delivery from
the source to the destination. While MSNs are transmission
delay-tolerant, it is still curious that how much delay must
be tolerated for the message to be delivered from source to
the destination or the delay bounds for message delivery in
certain scenarios. These bounds are particularly interesting
for the future multimedia application over the MSNs. While
most of the work for data delivery in MSNs focuses on the
design of new routing schemes, researches about how to
evaluate the message delay remain rare and we try to make
a first step to fill this gap.

In our opinion, the difficulty of the delay estimation for
MSNs comes from two aspects: the dynamics of network
topology and the uncertainty of the routing path. Though
the mobility of nodes makes the networks’ physical topol-
ogy change dynamically, the nodes’ social behavior tries
to maintain regular contacts among nodes with social ties.
We believe, therefore, it is possible to predict the routing
behavior, at least the bounds of end-to-end delay of message
delivery in an MSN.

In this paper, we illuminate a unified framework for
evaluating the delay of message delivery in MSNG. Firstly, we
propose general routing models extracted from the existing
routing schemes. Then, we evaluate the delay with stochastic
process theory based on the extracted routing model. The
contributions of our paper are in threefold. First, we extract
characteristics from the existing MSN routing strategies and
classify them into three general models. Second, we propose a
general method to evaluate the end-to-end delay in an MSN.
And last, we design simulation experiments to validate the
theoretical model. To our knowledge, this is the first effort to
estimate the end-to-end delay of message delivery in an MSN
via a probability framework.

The rest of this paper is organized as follows. Section 2
reviews the existing work. Section 3 presents the abstract
routing model of the MSNs. Section 4 analyzes the delay
bounds of the three types of general routing models with
stochastic process theory and gives out the estimation results.
Section 5 validates the performance of the proposed probabil-
ity delay model by comparing the theoretical result with the
simulation, and Section 6 concludes the paper.

2. Related Work

There is much work on the routing schemes for MANETs
[20], from which the DTNs were evolved. The researches
about routing schemes in a DTN might originate from the
work of Jain et al. [4], in which messages are to be moved
end-to-end across a time-varying connected graph but the
topology dynamics may be known in advance. After that,
there is much progress on this topic [21, 22].

Epidemic routing [23] which is originally designed for
MANETs could deliver data fast and robustly by forwarding
data to any encounters. To satisfy the limitation of energy
and memory of nodes, a variety of relay selection strategies
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specially for DTNs are proposed [14, 15,17-19]. Lindgren et al.
proposed the ProPhet [14], making use of contact history to
predict the probability of the meeting of the two nodes. Only
nodes that can reach the destination with a higher probability
will get the data from the relay.

Data dissemination in the delay tolerant MSNs is a critical
component of many applications, for example, content update
in an online social networks [24]. Sociality-based routing
schemes for the DTNs have also been studied in recent
years. SimBet routing [17] uses two social metrics (centrality
and similarity) to estimate or predict the probability that
potential relay nodes may reach the destination. Unlike the
ProPhet and Epidemic, only one copy of data exists in the
networks by SimBet routing. After that, Daly and Haahr tried
to improve SimBet by using multiple copy of data forwarding
[18]. Recently, Hui et al. [19] proposed a novel sociality-based
forwarding algorithm, BUBBLE, which employed two social
and structural metrics, namely, centrality and community.

Though there have been many research works on the
design of routing schemes for the delay tolerant MSN,
model-based performance evaluation of these routing
schemes is relatively scarce. Boldrini et al. [25] considered
a utility-based cooperative data dissemination system in
which the utility of data was defined based on the social
relationships between users. Specifically, they designed a
Markov model to characterize the data dissemination process
in both its stationary and transient regimes. The main result
of their analysis is that the data distribution process always
converges to one of two possible stationary regimes.

Our study is obviously different from above work. In this
paper, we concentrate on how to evaluate the delay from the
source to the destination in a delay tolerant MSN by a proba-
bilistic way. Based on the abstracted routing models, the data
disseminating process is modeled as a stochastic process to
estimate the delay to be experienced in such routing process.

3. Models

3.1. Network Model. In an MSN, nodes may be in a moving
status and links between some nodes do not always exist.
These characteristics make the topology of an MSN dynamic.
However, during a certain time, the social relationships
among the nodes are fixed. Being similar with [26, 27], we
assume the pairwise node intercontact time is exponentially
distributed. We consider the links among nodes as the social
relationships of their holders, and the network model can be
described as follows.

Consider an MSN with n mobile nodes, which can be
denoted as a graph G = (V, E), where V is the set of nodes
and E is the set of links between nodes. If there is social
relationship between node i and node j, let e;; € E denote
the edge e;; between them. Letting A;; denote the weight
of the link e;;, then the intercontact time between nodes
i and j obeys exponential distribution with parameter A;;.
And further, the contacts between nodes i and j form a
homogeneous Poisson process with the contact rate A;;.

3.2. The Model of MSN Routing. An MSN may experience
frequent, persistent link partitioning and may never have
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a stable end-to-end path. Like in DTNs, routing in MSN
employs the store-and-forward strategies over the oppor-
tunistic links. From various routing schemes existing cur-
rently, we extracted the following essential attributes which
play the key roles for message delivery in an MSN.

(a) The relay selection strategy: this is without doubt the
most important issue in the design of MSN routing,
which directly affects the routing performance. Gen-
erally, we divided the strategies into two categories:
nonstrategic that forwards data to any nodes it meets,
and strategic that only forwarding data to those nodes
which have better forwards quality.

(b) The data copying strategy: to improve the successful
ratio of message delivery, the relays usually forward
multiple copies of the data to their neighbors concur-
rently. However, this strategy significantly increases
the consumption of the network resource. The data
copying strategy here can be classified as single-copy
and multicopy in general. The multicopy strategies
can be further divided into finite-copy and infinite-
copy strategies. While the routing scheme with finite-
copy strategy usually forward fixed number of copies
to the neighbors, the routing schemes with infinite-
copy strategy simply forward the data to all the nodes
it encounters.

(c) Clustering: while a good relay selection strategy can
restrain the number of data copy to be forwarded,
clustering is an effective approach to limit the over-
consumption of the resource in a large scale MSN.
According to whether the nodes will be clustered,
the routing schemes for MSNs can be classified into
layered routing and plain routing.

In this paper, only plain routing is considered. We extract
three types of routing models from existing instances of
routing schemes designed for MSNs based on the first two
attributes described above.

3.2.1. Single-Copy Strategic Routing (SCSR). The routing strat-
egy refers that node carrying data will not indiscriminately
forward data to whichever it encounters but only chooses
those nodes that can forward the data to destination with
one or more hops. The usual routing strategies include what
we have mentioned before, for example, the contacts history-
based and social metric-based relay selection. A typical
routing scheme belonging to this type is SimBet.

3.2.2. Multicopy Routing without Strategies (MCR-WS). This
is the simplest routing schemes. Mobile node will forward its
carried data to any nodes it encounters and keep the data at
the same time. An infinite-copy strategy is more popular than
the finite multiple copy strategy. Epidemic routing belongs to
this type of routing schemes.

3.2.3. Multicopy Strategic Routing (MCSR). In this type of
multicopy routing schemes, strategies are considered which
makes routing decisions more complex. Since it combines

the simplicity of multicopy routing and efficiency of strategic
routing, it attracts more attention and most of the routing
schemes belong to this type. Compared with MCR-WS
routing, if the relay selection strategy is designed to be
effective enough, MCSR could achieve similar performance
while consuming less system resources. ProPhet is a typical
routing scheme of this type.

3.3. Some Assumptions of the Routing Model. We make the
following assumptions listed from weak to strong.

(1) There is enough time for the nodes to exchange their
data when they contact.

(2) For the intercontact time is much longer than the data
transmission time over the link, the latter would be
ignored when evaluating the transmission delay.

(3) In the case of multicopy routing strategy, nodes’
buffer capacity is large enough thus no packet will be
discarded due to the lack of memory.

(4) TTL (time-to-live) field is set as time limitation and
the data will be discarded actively if it does not arrive
at the destination after TTL time’s forwarding.

(5) All nodes will not receive the same data for two times
by numbering the message with a global ID created by
a Hash function.

4. Analysis

We will analyze the delay of message delivery in MSNs based
on the three routing models in Section 3. Before the detailed
analysis, we firstly present an important result in Lemma 1.
Assume that the source S intends to send data to the desti-
nation D through the intermediate node set {N;, N, ..., N,}
as shown in Figure 1. Denote A, A,,...,A,,; as the weight
of intermediate links in sequence, and the correspond-
ing intercontact time is X, X,,...,X,,;. As described in
Section 3.1, the intercontact time between nodes follows
exponential distribution, so the probability density function
of Xy is fy, (x) = Ae M*. Then the maximal aggregated
time needed to forward data from S to D is

r+1

Y=Y X, 1)
i=1
which is hypoexponentially distributed [28] according to the
following lemma.

Lemma 1 (section 5.2.4 of [28]). For an opportunistic path
with r hops, the corresponding edges weight as A1, A5, ..., Apyys
then the probability density function of Y as in (1) is

r+1

frx) =Y I f (), )
k=1

where C,(cr”) = H;ri#k(/\s/(}ts = A)-
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FIGURE 1: Opportunistic path connecting nodes S and D.

By formula (2) and assumption 5, the expected delay of the
path in Figure 1 is

r+1
Z C,(:H)Akef’\"de
k=1

<T + A}{) ‘”kT> :

4.1. Delay of Multicopy Routing without Strategies. We firstly
analyze the case of MCR-WS and the typical routing of this
type is Epidemic [23]. Messages generated at source node will
be forwarded to encountering nodes that have not received
the data. Data will disseminate over the whole network
quickly by multicopying in the network. As we know, MCR-
WS usually enjoys the minimum delay but consumes much
more system resources.

According to assumptions 1 and 2 in Section 3, the time
needed to send data from the source to the destination is
the sum of the intercontact time between intermediate nodes
pairs. There might be several possible routing paths connect-
ing the source to the destination. But due to the multicopy
strategy, the transmission delay is always the minimum of
delays along all the possible paths as the following lemma.

T T
E[Y] = L xpy (x)dx = Jo x
3)

r+1
_ z C(r+1) <

Lemma 2. There are m paths {P|,P,,...,P,} between the
source node S and destination node D. The correspond-
ing transmission delay of each path is elements of set

{Y,Y,,...,Y,,}. Then with MCR-WS, the delay between S and
DisT(S,D) = min{Y,,Y,,..., Y, }.
Proof. The proof is obvious and omitted. O

Because the weight of every edge constructing a path
can be got according to formula (2), the cumulative distri-
bution function Fy (x) of each path’ delay can be derived by
Lemma 1. By Lemma 2, the cumulative distribution function
of T(S, D) is given out in Proposition 3.

Proposition 3. In the MCR-WS scheme, if {Y,,Y,,...Y,,} are
independent with each other, then the transmission delay from
Sto DT(S,D) = min{Y,,Y,,...,Y,,} follows the distribution

Fr(x)=1-[](1-F, (). 4)

i=1
Proof. According to Lemma 2, any one of the elements in
{Y,,Y,,...,Y,,} satistying Y; < x makes sure T < x. The
probability of Y; > x foralliis [T, (1 - Fy.(x)), thus F(x) =
1-TTZ,(1 - Fy(x)). O

Proposition 3 is provable on conditions that all the
possible paths are independent. If two paths do not share
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any node, these two paths are independent with each other.
However, all paths in {Y7,Y),...,Y,,} from S to D usually are
not independent, and some correlated paths should be fixed
approximately. Assuming that P, = {N"", N;i), ..., N9} and
P; = {Nij ), Néj) ..., N} are two paths sharing intermediate
node, the shared node Ny @ or N,g) is called broken node

. @ _ J) () 0] ()
1fN 2 and Nk o #Nk e In contrast, N orN is

called backing node if N(’) = N(J and N(l) #N(J " By

the position of the broken node and the next backmg node,
two subpaths can be found which have the same source S’
(broken node) and the same destination D’ (backing node).
Because the two subpaths share no common intermediate
nodes, they are independent. As a result, through Lemma 1
and Proposition 3, the expectation of transmission delay from
S" to D' can be calculated as T’, building a dummy connection
between S’ and D' instead of the paths which connecting
them. The distribution of intercontact time Y’ between S’
and D' is approximated as exponential distribution with
parameter Ag;y = 1/T’. Through the above approximate
treatment, two related paths could be merged into one path.
What is more, if the same merging process is done on all the
paths {Y},Y,,...,Y,}, a group of independent paths will be
constructed. Finally, transmission delay evaluation of MCR-
WS will be done using Proposition 3 directly.

4.2. Delay of Single-Copy Strategic Routing. Now we consider
the second case, SCSR. The strategy here refers to that relaying
nodes will not forward data to any encounters but select those
that could forward the data to the destination with better
quality. There are several different relay selection strategies.
Some maintain a local encountering probability by contact
history and others calculate the utility value using social
metrics. Despite of the distinct of the strategies, no strategy
can guarantee that the relay selection will always reach the
destination. It is assumed that the probability of selecting a
right relay is a constant Py, y,. We will show how to estimate
the value of Py, later.

Let V be the node forwarding data and N (V) its neighbor
set. Because not all neighbors can lead to the destination,
let W(V) < N(V) denote nodes that can forward data to
the destination and tend to be selected as the next relay by
the strategy. Due to the single-copy strategy, only one of
the nodes in N (V) will receive data from V. To make sure
the data could be forwarded to the destination with highest
probability, the intercontact history between node V and the
candidates of relays is used to decide the probability of relay
selection. Let P,(N;) denote the probability that node N; ¢
W(V) is selected by V as the next relay. For node N; € W(V),
it is obvious that the more frequently contacting with V, the
higher probability of P,(NN;). So we have

Z P (Ni) = Ppaw
iEW(V)

P,(N;): P,(N;) =w(N,V):w(N;: V) ¥i,jeW (V).

(5)



International Journal of Distributed Sensor Networks

In most cases, there are many possible paths connect-
ing the source S and the destination D. All the possi-
ble path set can be found and it is denoted as PathSet
(S,D) = {(P,, Prob,), (P,,Prob,),..., (P, Prob,,)}, in which
Prob; denotes the probability of selecting path P, for mes-
sage delivery. Assuming the path P; includes the following

1
nodes N; (source), N,,...,N,,_;,N,, (destination), then

Prob, = 1_[pS (N;). (6)

i=2

Because there is only one data copy in the network, with
the assumption of independent probability of possible path
selection, we can calculate the probability of the successful
message delivery:

PEVal = ZPrObi' (7)

i=1

What is more, it is easy to get the probability of successful
message delivery of the real scenario and we denote it
as Ppe,- Then letting Pp = Prea» With (5), (6), and (7),
the probability of selecting the proper relay Py, can be
calculated.

Through above discussion, the preparation for the evalu-
ation of SCSR has been done and then Proposition 4 is given
as follows.

Proposition 4. In the type of SCSR, assume the possible
routing path set is Path(S, D) = {(P,, Prob,), (P,, Prob,),...,
(P,,Prob,,)}, in which Prob; denotes the probability of
selecting path P,. And let Y; denote the transmission delay
over path P. Then the delay T needed to send data from
source to destination successfully has the following probabil-
ity density function:

Prob

fr(x) = ny (x) X ()

Real

where Py, = Y.") Prob; and fy (x) is the probability distri-
bution function of the variable Y;.

Proof. Firstly, it is proved that f(x) satisfies the property of

probability density function. Obviously, forall x € R, f(x) >
0 and it has

[T rew=]" e

J*‘X’ ifY () x Prob

Real

< Prob oo ©
rob;
= Z—’ X J fy, (x)dx
i=1 PReal 0 '
B iProbi 1
i=1 PReal .

So fr(x) can be probability density function of variable
T. Then we prove that the relationship in (8) makes sense.

Because of the single-copy strategy, there is only one path
that is selected to transmit data. The probability Prob; of
each path being chosen can be calculated according to (5),
(6), and (7), and the distribution functions of transmission
delay Y; on each path are known; we have

p(T=x)= ZP x) x Prob;. (10)

i=1

By the influence of policy, the data may not be sent to
the destination for selecting the wrong path, which makes
the transmission delay infinite. If the case of choosing the
broken path is not taken into consideration, the sum of
chosen probability of all the possible left paths Y, Prob is
less than 1, which makes the component of T' uncompleted.
But if we normalize the probability of selecting the proper
path, that is to say, letting the probability Prob; be normal-
ized as Prob,/Pg.,, which would keep the component of T
completed, then we can get the probability density function
frx) = ¥, fy,(x) x Prob;/Ppe, under the condition of
successful message delivery. O

By Proposition 4, the expected time delay from the source
node S to the destination D in this type of routing schemes
can be easily got as

E[T(S,D)] = Prob;,

Y E[Y]x

1

i€Path(S,D) PReal ( )
4.3. Delay of Multicopy Strategic Routing. The multicopy
strategy improves the probability of successful message
delivery comparing with the SCSR. And the relay selection
strategy reduces the overhead of MCR-WS. Spyropoulos et al.
[15] proved that the performance of MCSR could achieve the
performance of Epidemic routing if the strategy was designed
properly.

The method of dealing with relay selection strategy is
similar to that in SCSR. We still assume the probability of
selecting the proper relay is a constant Py, . However, due
to the multicopy strategy, every node in W(S) is selected
with the same probability Pg,;.i. All paths connecting the
source S and destination D will be denoted as Path(S, D) =
{(Py, Prob,), (P,, Prob,), ..., (P,,, Prob,,)}. Then the probabil-
ity of transferring data on path P; is

|P-1
Prob; = (P Eval-W) > (12)

where |P;| — 1 is the number of relays selected. Unless all the
possible paths fail, the data will fail to be transmitted to the
destination. So the probability of successfully sending data is
1-[1Z,(1 - Prob,). Letting

m

- H (1 - PrObi) = PReal’ (13)

i=1

then Py, and each probability Prob; can be calculated. To
evaluate the transmission delay in the MCSR, Proposition 5
is given as follows.



Proposition 5. In the type of MCSR, node S sends message to
node D and the all possible routing path set is Path(S, D) =
{(P,, Prob,), (P,,Prob,), ...,(P,,Prob,)}. If the routing
paths are independent with each other, the transmission delay
T follows:

m

Fr(x)=1-]](1-Fy (x)) x Prob,. (14)

i=1

Proof. We consider all the cases of T > x. Firstly, if
the data is sent successfully to the destination, it requires
all transmission delay on every possible routing path that
has Y; > x. Because all Y; are independent with each other,
through the distribution function of Y;, the probability of
Y, > xfori = 1,2,...,mis H:Zl(l - FY,-("))- For every
possible routing path is selected at the probability of Prob;,
the probability of Y; > x should be multiplied by Prob;. Then
we have Fp(x) = 1 - H:Zl(l - Fy (x)) x Prob;. Secondly,
we verify whether F.(x) fulfills the definition of distribution
function. Obviously, it is true that lim, _, F;(x) = 1, for
lim, _, o Fy(x) = L foralli=1,2,...,m. O

Proposition 5 requires that all possible correlated routing
paths are independent with each other. Some fixing similar
to MCR-WS should be done. Two related routing paths that
share intermediate nodes will be merged. The merging pro-
cess is as same as the process in MCR-WS, but the probability
of the new merged routing path should be re-calculated.
Assume, in the merging process, two subpaths which have
m, and m, nodes, respectively, include their common head
node §' and tail node D'. After they have been merged, the
probability of having data flow from S’ to D" is 1 — (1 -
(Poyarw)™) X (1= (Pgyarw)™)- Through the path merging and
probability modifying process, a new independent routing
path will be got. Then using Proposition 5, the transmission
delay in MCSR can be calculated.

5. Simulation

In this section, we validate our delay model by comparing
the theoretical delay model with the simulation results. All
of the three routing schemes corresponding to each routing
model are included: Epidemic [23] for MCR-WS, SimBet [17]
for SCSR, and ProPhet [14] for MCSR.

5.1. Simulation Setup. The simulation experiment is devel-
oped based on the general discrete event simulation plat-
form OMNET++ [29]. Though the scale of network in our
simulation could be set as any size only if it is within the
resource constraints of the simulator, the theoretical delay
model has no relevance to the scale. In the simulation, 30
nodes are randomly placed inside an area of 500 x 500 m>.
IEEE 802.11b DCF is used as the MAC layer protocol. The
radio propagation range of all nodes is set as 100 meters. The
nodes move according to the Gauss-Markov mobility models
[30], with a minimum speed of 0 m/s and a maximum speed
of 5m/s. When two nodes are in the radio propagation range,
it is considered that they meet and can communicate with
each other. As models omit the transmission delay of the
channel, the transmission delay of all channels is set as 0.
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TABLE 1: Pearson Correlation Coefficient.

Routing model Pearson Correlation Coefficient

MCR-WS 0.8591
SCSR 0.8021
MCSR 0.9065

During the simulation, the source and destination nodes
are selected randomly from the node set. Data packets are
generated by the source node every five seconds and 3000
packets will be sent during this interval. The time-to-live
fields of these packets are set as 15 s, which means the message
will be discarded if it has not arrived at the destination after
15 seconds. The intercontact time of nodes meeting each
other is recorded to provide the social ties for the model-
based numerical experiment. We approximate the parameter
of the exponential distribution as the reciprocal of the average
intercontact time. The parameter setting of ProPhet is as same
asin [14], thatis, P, = 0.75, 8 = 0.25,and y = 0.98. And the
parameters of SimBet are just like in [17], thatis, « = 8 = 0.5.
To simulate the packet routing process, every data packet is
forwarded on the meeting of the expected nodes according
to the routing schemes and the transmission delay is traced.

5.2. Model Evaluation. We try to evaluate the accuracy of
the theoretical model by comparing the estimated delay with
the corresponding statistics of the simulation result. We have
already derived the probability density function or cumula-
tive distribution function of the transmission delay of each
routing model, respectively, as in (4), (8) and (14). Denote
all the delays traced in the simulation as {d,,d,,...,d,,} and
divide the time interval [0, TTL] into constant k parts
equally. The constant k should be carefully set. Then count-
ing the number ¢ of d; belongs to each subinterval and
let ¢;/m be the probability of the subinterval. In one simu-
lation, the comparison results are shown in Figures 2, 3, and
4. It is obvious that the delay in simulation matches very well
the delay calculated by the proposed theory model.

Then we run the simulation for 20 times of each routing
model, each of which includes sending 3000 data packets.
Each time the network scale is also N = 30 but with
different network topology. Through the simulation, the
average transmission delay is obtained and the expected delay
by the model could also be calculated. Pearson Correlation
Coeflicient [31] is a measure of the correlation between two
variables X and Y, giving a value between +1 and —1 inclusive.
The more close to +1 or —1, the more related they are. It
is commonly denoted with r and can be obtained from the
following formula:

_ Z?:l (X,. - X) (Yi B 17) )
S (%~ X) 32 (3 -7

We use Pearson Correlation Coefficient to show further
how much the average transmission delay in simulation
matches the theoretical result. The result presented in Table 1

r

(15)
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shows that the simulation delays and theory-calculated delays
are highly related.

6. Conclusions

In this paper, we proposed a probability model to estimate the
delay of message delivery in the delay tolerant mobile social
networks. We firstly extracted three general routing models
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FIGURE 4: Comparison of MSCR.

from the existing various routing schemes for MSNs. Accord-
ing to an elegant result in probability theory, we constructed
probability delay models for each of the three routing models.
Then the simulation experiments were designed to validate
the accuracy of the theoretical delay model. It was found
that the delay statistics from the simulation trace matched
very well the theoretical results, which means that proposed
model is quite accurate for the prediction of delay of message
delivery in an MSN.

During the model construction, we omitted the storage
limitation of the nodes in an MSN. In the future work
we will enhance the proposed delay model considering the
message loss from the storage limit. For only the plain routing
schemes for MSNs being considered in the current work,
delay estimation for the layered routing schemes is also a
valuable extension to this work.
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In underwater acoustic sensor networks (UASNs), the propagation delay of acoustic signals is much longer than Radio Frequency
(RF). There is spatial unfairness problem caused by space-time uncertainty. Hence, the design of Medium Access Control (MAC)
is a challenging issue. In underwater, it not only considers transmission time but also takes location into account. In this paper, we
propose Response to the Earliest Transmitter of RTS MAC (RET-MAC) protocol to solve the problem. RET-MAC adopts adaptive
RTS Contention Phase (RTS CP) to determine the earliest transmitter of RTS. And CTS Delay Phase (CTS DP) is added to postpone
sending CTS in order to avoid collision. In addition, we propose CTS back-off mechanism to adjust the length of CTS DP as needed.
Contention back-off mechanism is used to reduce network congestion and increase fairness further. The simulation results show
that our scheme can achieve higher fairness and throughput; at the same time it also guarantees lower energy consumption and

delay.

1. Introduction

Recently, with the development of the computer technology,
microelectronics technology, and communication technol-
ogy, underwater acoustic sensor networks (UASNs) have also
got great progress. There are a wide range of applications
of UASNs, such as oceanographic data collection, pollu-
tion monitoring, offshore exploration, disaster prevention,
assisted navigation, and tactical surveillance applications [1].
A Media Access Control (MAC) protocol is used to coordi-
nate the access to the shared acoustic channel among multiple
nodes, which is very critical to the network performance [2].
However, unlike the terrestrial wireless sensor networks that
mainly rely on radio waves for communications, underwater
sensor networks utilize acoustic waves, which present a much
harsher environment for both the physical and the data-
link layers [3]. In fact, underwater acoustic communications
are characterized by three major differences with respect to
terrestrial radio: the very low propagation speed; the strongly
anisotropic nature, whereby horizontal channels are usually
harsher than vertical channels; the significant difference

between the power required to operate acoustic transducers
and the power required to receive or listen to an acoustic
signal [4].

In designing resource-sharing schemes for underwater
networks, one needs to keep in mind the peculiar charac-
teristics of the acoustic channel [5]. In [6], Syed et al. point
out that the long propagation delay of acoustic media leads
to spatial unfairness problem. The nodes nearer the receiver
occupy the channel quickly. On the contrast, other nodes
away from receiver may be in “starvation” state for a long
time. And sensor nodes are battery-powered, which makes
the energy of nodes very limited, especially the energy cost
required by communications [7]. In addition, compared with
terrestrial wireless sensor networks, replacement of these low
cost batteries in underwater is a challenging task and uneco-
nomical too [8]. Therefore, there is an important significance
to design the fairness and low energy consumption of UASN
MAC protocol.

MAC protocols decide how multiple nodes share the
underlying acoustic channel, which is critical to the overall
network performance [9]. In this paper, we propose Response
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FIGURE 1: (a) Different transmission time but collision at N. (b) Same transmission time, no collision at N. (c) Spatial fairness problem.

to the Earliest Transmitter of RTS MAC (RET-MAC) proto-
col, which can ensure node to contend the channel fairness.
According to the sending time of RTS packet, the protocol
uses RTS Contention Phase (RTS CP) to determine the
earliest transmitter of RT'S in order to satisfy spatial fairness.
On the other hand, our protocol postpones the transmission
of CTS packet by CTS Delay Phase (CTS DP) to avoid
collision. Above all, we adopt adaptive RTS CP and CTS DP
to reduce delay. In addition, contention back-off mechanism
is added to increase fairness further. The simulation results
show that RET-MAC not only achieves higher fairness and
lower delay, but also has better throughput and energy
efficiency.

The rest of this paper is organized as follows. In Section 2,
the related work is introduced. In Section 3, we discuss the
spatial unfairness issue in UASNs and present our RET-
MAC protocol. Then we analyze the protocol parameters in
Section 4. After that, we evaluate the performance of RET-
MAC in Section 5. Finally, we conclude this paper and discuss
some future research in Section 6.

2. Related Work

Currently, there are many MAC protocols for terrestrial RF-
based sensor networks, which are devoted to conserve energy
and increase system performance by avoiding collision, such
as S-MAC [10], CC-MAC [11], and Z-MAC [12]. However,
they are not applicable to UASN due to long propagation
delay and the characteristics of underwater environment [13].
The MAC protocol design of UASNs is facing many greater
challenges, gradually attracting researchers’ attention.

In [14], Peng et al. introduce a contention-based MAC
protocol with parallel reservation (COPE-MAC) for UASN.
In order to establish communication with less rounds of
handshakes, they propose parallel reservation, while using
cyber carrier sensing to detect and avoid collisions with com-
putation. COPE-MAC can improve MAC performance in
both network throughput and energy efficiency. In [3], Chird-
choo et al. study Aloha-based variant protocols, proposing
two Aloha-based random access MAC protocols, namely,
Aloha-CA and Aloha-AN, for UASN. The two protocols com-
bine Aloha with carrier sensing, use short reservation frame
to contend channel, and add some relevant information of
data to reservation frame. Other nodes sense the channel to
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achieve the information which will be sent from neighbor
nodes and calculate the busy time of the channel. In the
busy time, they take into sleep state in order to reduce
energy consumption. Both schemes can boost the throughput
by reducing the number of collisions. In [15], Park and
Rodoplu propose UWAN-MAC protocol suitable for UASN.
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It uses relative time stamps, not only in the transmission of
data but also in the establishment of communication with
newcomers, ingeniously solving synchronization problem
between nodes sending and receiving data. And at the
same time, it effectively saves energy and reduces the data
collision rate. In [16], Hsu et al. propose a Spatial-Temporal
MAC (ST-MAC) protocol, which is designed to overcome
spatial-temporal uncertainty based on TDMA-based MAC
scheduling for energy saving and throughput improvement.
They construct the Spatial-Temporal Conflict Graph (ST-
CQ) to describe the conflict delays and propose the Traffic-
based One-step Trial Approach (TOTA) to solve the col-
oring problem. Through a comprehensive study, ST-MAC
has better network throughput and energy cost compared
with existing schemes. In [17], Azar and Manzuri propose
a MAC protocol based on reserved time slot. It employs
a synchronization algorithm to synchronize all nodes and
uses the listen/sleep periodic operation for saving energy.
In addition, the protocol uses short ranges of underwater
acoustic communication links to achieve higher throughput.
In [18], Cho et al. propose a PR-MAC protocol, in which
nodes exchange information between 2hop neighbor nodes
in random accesses period. According to predetermined pri-
ority, each node is assigned transmission opportunities with
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FIGURE 6: Example of network configuration.

contention free method by TDMA scheme. The reservation
period is divided into several slots to transfer data reducing
collision. PR-MAC can also reduce energy consumption
by reducing period with active mode. In [19], Hong et
al. propose an efficient continuous time scheduling TDMA
protocol (ECS), including the continuous time based and
sender oriented conflict analysis model, the transmission
moment allocation algorithm, and the distributed topology
maintenance algorithm. By using continuous time based
transmission moment allocation scheme, differences of link
delays are further utilized and channel utilization of receiver
node is improved. At the same time, ECS has higher network
throughput and better efficiency.

However, these research works of underwater acoustic
sensor networks MAC protocols mainly focused on collision
avoidance, throughput, and energy efficiency, but most of
them rarely consider fairness. In contention protocols, the
long propagation delay of acoustic media leads to spatial
unfairness problem. Xie and Cui propose a reservation-
based MAC protocol (R-MAC) in [20]. R-MAC has three
phases to allocate the channel resources including latency
detection, period announcement, and periodic operation.
Nodes transfer data at its own slots. At the beginning, node in
latency detection phase detects the propagation latency to all
its neighbors. In the period announcement phase, each node
randomly selects its own listen/sleep schedule and broadcasts
this schedule. The data are transmitted in the periodic
operation phase. In R-MAC, an intended receiver randomly
selects one reservation from the reservations it collects to
support fair access of the channel. However, it has low
throughput and is not suitable for intensive network. Later, in
[6], Syed et al. point out the problem that is long propagation
delay of acoustic channel leading to spatial unfairness. They
propose the T-Lohi MAC protocol to solve the problem. T-
Lohi uses the random back-off method to ensure the fair
access of the channel, to overcome the problem of “the nodes
nearer the receiver occupy the channel quickly” However, T-
Lohi does not consider hidden terminal problem, resulting
in that network throughput becomes lower. In [13], Liao
and Huang propose SF-MAC protocol to solve the spatial
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unfairness. SFE-MAC adopts the RTS/CTS handshake method
to solve the hidden terminal problem, and during contention
period determines the earliest transmitter of RTS packet by
Probability Rule. However, in SE-MAC, the contention period
is fixed, and the length of the handshake time is longer. It
seriously impacts on network throughput. In this paper, RET-
MAC protocol considers the hidden terminal problem and
solves spatial unfairness. At the same time, it uses adaptive
handshake time and some mechanisms to reduce delay and
energy cost and improve network throughput.

3. RET-MAC Protocol Design

In this section, we first discuss space-time uncertainly and
spatial unfairness problem in UASNs. Secondly, we introduce
network model and the basic idea of RET-MAC protocol.
Then we analyze RTS CP and CTS DP. Finally, CTS back-
off mechanism is used to adjust CTS DP. And we propose
contention back-off mechanism to increase fairness further
and reduce network congestion.

3.1. Spatial Unfairness of UASN. In terrestrial short-range RF
network, propagation delay is negligible. While in UASNs it is
essential to consider the location of nodes and transmission
time due to the long propagation delay of acoustic media. In
[21], Syed et al. first propose that due to long propagation
delay of acoustic media, a collision at receiver has space-time
uncertainty. In Figure 1(a), when nodes A and B transmit
packets at different time, owing to the low propagation delay
between A and N, the signals of A and B arrive N at the same
time. There happens collision at N. In Figure 1(b), both nodes
A and B transmit packets at the same time, owing to different
propagation delay node N may successively receive the signals
of A and B without collision. These examples show that in
UASNSs a collision in receiver not only depends on packets
transmission time, but also depends on the location of nodes.
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Propagation delay of signal is proportional to the distance
between nodes, in competition protocol node nearer the
receiver easily obtain channel leading to spatial unfairness
problem. As shown in Figure 1(c), nodes A and B request the
channel, B sends request earlier, and A sends later, while the
request packet of A arrives N earlier, node A may first obtain
the channel. Therefore, the nodes nearer the receiver occupy
the channel quickly, which make relatively distant nodes that
cannot fairly use channel. That is spatial unfairness problem.

According to the above discussion of spatial unfairness
problem, especially when all nodes frequently require for
sending data, nodes away from the receiver cannot effectively
obtain the channel. So, this paper proposes RET-MAC proto-
col to satisfy the spatial fairness. And it adopts adaptive RTS
CP and CTS DP to achieve lower energy consumption and
delay.

3.2. UASN Model. RET-MAC adopts receiver-based protocol
and mainly handles the spatial unfairness. Therefore, in this
paper network model consists of a single receiver and n
contenders; contenders send RTS to receiver in order to
obtain channel and then send data later. This paper assumes
that network has these following properties.

(1) All nodes have a unique ID and are relatively fixed.
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(2) All nodes have similar capabilities (processing/com-
munication), and clock is a weak synchronization.

(3) All contenders contend channel and send their data
to the receiver.

(4) Contenders are randomly distributed in the largest
transmission range of the receiver.

The third and fourth properties of network mainly pro-
ceed from the receiver. The protocol allocates the channel
resources according to the sending time of RTS packet,
satisfying that the channel is allocated to the earliest request
node.

3.3. RTS Contention Phase (RTS CP). Based on RTS/CTS
method RET-MAC responses to the earliest transmitter of
RTS packet to allocate the channel, and all the control packets
contain sending time of this packet. During RTS CP the
receiver determines the contender which first sent RTS. Then,
in order to avoid collision the receiver postpones CTS DP
to send CTS. Other contenders which failed competition
continue to contend channel after this communication is over.
Figure 2 describes the basic idea of the RET-MAC protocol.
Assuming that node N is receiver, nodes A, B, and F are
contenders. Node N received RTS from A, B, and F in RTS
CP and determined A that first sent RTS. Then, receiver N
postponed CTS DP to send CTS to A. Finally, node A sent
data to N.

Due to long propagation delay of acoustic media, receiver
captures the first RTS which may not be the earliest sent, so
we add RTS CP to determine the earliest transmitter of RTS
packet.

Properties. The length of RTS CP is determined by both the
currently earliest sending time of RTS and the time of the first
captured RTS. And it is changing dynamically.

Proof. Assuming that the length of RTS CP is §, the maxi-
mum transmission range of acoustic signal is R. The velocity
of underwater acoustic is V. So, the maximum propagation
delay is T = R x V. In Figure 3, node N is receiver. Nodes A,
B, C, and F are contenders. The distance between N and F is
R.

Firstly, node N captures the first RTS from A at time t.
At this time, N regards A as the earliest transmitter of RTS.
Because the maximum length of propagation time is T, if the
sending time of RTS is earlier than t,, it certainly reaches N
in the period of T — (¢t — t,). So, 0 is equal to T' — (¢ — t,,).
Then, node N captures RTS from B, while ¢, > ¢, this RTS is

ignored. At time t', N captures RTS from C, and t, < t,, so C
is regarded as the earliest transmitter of RTS. If there is earlier
RTS, it certainly arrives at N in the period of T — (t' —t,) after
timet'. At this time, 8 is equalto T—(¢t—t.) less than T—(t—t,).
As you see, the length of RTS CP is contraction. And so on,
we can achieve the earliest transmitter of RTS packet.
Therefore, the length of RTS CP is determined by both the
earliest send time of RTS and the time of the first captured
RTS. And it is changing dynamically according to currently
earliest transmitter. O

The pseudo-code of RTS CP algorithm determining the
earliest transmitter of RTS and the end time of RTS CP is
shown in Algorithm 1. The input of the algorithm is current
captured RTS packet (r_frame).

3.4. Beforehand CTS (BCTS). In RET-MAC, contenders lis-
ten to any control packets from other nodes before sending
RTS. In this case the channels have been occupied, and the
contenders keep silent and do not participate in this com-
petition. In order to avoid collision, RET-MAC postpones
CTS DP to send CTS. However, the hidden contenders that is
out of the maximum propagation range of some contenders
keep silent until hearing CTS. If these contenders have data
to send before receiving CTS, there may cause collision at
receiver. Therefore, we add a Beforehand CTS (BCTS) to
prevent collision caused by hidden nodes. When the receiver
captures the first RTS, it immediately broadcasts BCTS to
notify its neighbor that the channel is occupied.

In Figure 4, node N is receiver. Nodes A, B, and F are
contenders. Node A achieved the channel and sent data, while
node B was out of the maximum propagation range of A,
and node B sent RTS (B,) before hearing CTS. In this case,
there may cause collision. Thus, when receiver captures the
first RTS from A, it immediately broadcasts BCTS. Node B
keeps silent after hearing BCTS. When the length of CTS DP
is longer, it can effectively avoid collision caused by hidden
nodes.

3.5. CTS Delay Phase (CTS DP). Due to adding BCTS in
RET-MAG, and when the length of CTS DP is longer, it can
effectively avoid collision. However, the longer handshake
time increases energy consumption and seriously affects
network throughput. So, in order to reduce delay and energy
consumption and improve network throughput, the protocol
should consider how to shorten the length of CTS DP without
collision. Assuming that the length of CTS DP is g, all control
packets (RTS, CTS, and BCTS) have equal size and their
transmission times are T..

In Figure 5, node N is receiver. Nodes A, B, and F are
contenders. The instance between N and B is the maximum
transmission range, and the propagation delay between them
is T. During RTS CP N determines the earliest transmitter
E and the length of RTS CP (6) is equal to T' — (¢ — tf). The

propagation delay between F and Nis t' —t ;; we can conclude
that the time interval from £ ; to the time of receiving CTS of

FisT+q+ (t - t¢), where the processing time of node is
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Function RTS_COMPETE
Begin function
//Achieve send time of RTS
(1) r_time = r_frame — send_time
(2) if (r_time > first_sendRTS_time)

3) free(r_frame) //Free this packet
(4) else

//Update the earliest transmitter

(5) first_sendRTS_node = r_frame — sender

//Update the earliest transmit time of RTS
7) first_sendRTS_time = r_time
//Update the end time of RTS CP
(8) RTS_compete_endtime = T+r_time
(9) end if

End Function

ALGORITHM l: Pseudo-code of the RTS CP algorithm.

negligible. In order to avoid CTS collision, it must meet the
constraints of

T+q+(t'—tf)22T+TCzq2T+Tc—(t'—tf). @

In addition, the time interval from ¢ to the time of
receiving data of N is 8 + g + 2(t' — t¢) + T, and the last RTS

may arrive N at t”. In order to avoid data collision, it must
meet the constraints of

S+q+2(t' —t)+T.=q22T+T,-2(t' - t;)-0.
2)

Wehave0 <t'—t, <T,8 = T—(t—t;),and ' —t; > t—t .
Thus, when we take g > T + T, it can fully satisfy (1) and (2).
However, when the length of CTS DP is longer, the handshake
time is larger. In this case the network throughput becomes
very poor. Therefore, in RET-MAGC, in order to reduce delay

and improve network throughput we take the initial value of
qgequaltoT +T..

BCTS is added, and node N may capture the last RTS at
time ¢t After time t""’ there will not be any RTS which arrive
at N. However, we take the initial value of q is T'+ T, and have

8+q=2T+T, - (t-t;)<2T +2T.. 3)

From (3), at the end time of CTS DP, there may be RTS
which arrive at N. Therefore, if N is in receiving state at the
end time of CTS DP, we need to dynamically extend the CTS

DP. This paper proposes CTS back-oft mechanism to extend
CTS DP.

3.6. CTS Back-off Mechanism. When receiver sends CTS at
the end time of CTS DP, it may be receiving RTS. This
paper proposes CTS back-oft mechanism to extend CTS DP
in order to be ready for sending CTS again. As the above
discussion, the initial value of g is T'+ T, and when g > 2T +
2T, - 6, not any control packets arrive at receiver. Therefore,
the length of CTS DP g is shown in

T+T, i=0,
k.

é
T+TC+’2—‘1—§, i>0, k,_, +08 < 2T,
2T + 2T, -0, i>0, ko +03>2T,

q=k; = (4)

where 7 is the number of extending CTS DP. In fact, at the
end time of CTS DP, the probability of receiving RTS is low.
And with the length of CTS DP increasing, the probability
decreases. In the part of analysis, this paper analyzes the
maximum probability of extending CTS DP when g takes the
initial value.

3.7. Contention Back-off Mechanism. Receiver only com-
municates with one contender in each communication. In
other words, other failed contenders continue to contend the



International Journal of Distributed Sensor Networks

30
H
© 5t // i
z /
Q
—§ 20 | //,
< P
o
e
o =
g, 10 =
& 5 .
3} g o »7~A~~~—&"‘
% 5t @E=== e AN A
Seclr o=@ F =W === == ===
0 L L L L N | | R .

0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05
Traffic rate (pkt/s)

-©- RET-MAC
-%- RET-MAC-L

-A~ COPE-MAC
-B- R-MAC

FIGURE 12: Average delay of packets with traffic rate.

channel after this communication ends. The failed contenders
calculate the end time of this communication according to
the send time of CTS and propagation delay. And in order to
save energy, the failed contenders enter into sleep state until
this communication ends. In order to satisfy the fairness of
contending channel and avoid network congestion caused by
all nodes sending RTS in short time, we propose contention
back-off mechanism which makes all contenders postpone
a(x) time to send RTS. In contention back-off mechanism, we
take the number of contending channel of current data packet
into «(x) that can increase the fairness of access channel
further. The value of a(x) is given by

a(x) = (random [0,1] + (1 - CNT(x)>> x CW, (5)

where 7 is the number of receiver’s neighbor nodes, which is
included in BCTS to notify neighbors. CN(x) is the number
of what the current data packet contend channel. If data
packet is sent successfully, CN(x) is 0, and the maximum
value of CN(x) is n. CW is the size of contention window, we
take it as T' in simulation. From (5) it can be seen that when
CN(x) is larger, a(x) is smaller. Contenders send RTS earlier
and more easily achieve channel.

4. Analysis of Protocol Parameters

In this section, we first discuss the maximum probability of
extending CTS DP in order to explain that the probability
of extending CTS DP is very lower under the initial case.
In addition, we also analyze the maximum throughput of
network in detail under the above network model.

4.1. The Maximum Probability of Extending CTS DP. The
Maximum Probability of extending CTS DP (MP-CD) is
defined as the maximum probability of what CTS DP is
extended to be ready again for sending CTS, because receiver
may be receiving control packet at the end time of CTS
DP. In Figure 6, node N is receiver. Nodes A, B, C, and

G- ,::@::: _____
BBEE AR AR A L E  Eh hbl TR
0.8 g\ e i
\ﬁ\ \\\ -
LT A AL B g ]
06 CAALTRTIR

Delay fairness index (DFI)

0.2F

0 0.01 0.015 0.02 0.025 0.03 0.035 0.04 0.045 0.05

Traffic rate (pkt/s)
-©- RET-MAC -A- COPE-MAC
-%- RET-MAC-L -8- R-MAC

FIGURE 13: Delay fairness index with traffic rate.

F are contenders. The distance between C and N is the
maximum propagation range. Nodes B and C are out of the
max propagation range of FE We analyze MP-CD under the
conditionofg =T +T.,.

As shown in Figure 7, node N in RTS CP determined F
which first sent RTS. The time interval from the sending time
of Fs RTS to the end time of CTS DP is 2T'+T... And at the end
time of CTS DP, BCTS packet have been sent out for about
2T+ At, where At = t—t;, and we definer = T -At-T,)/2.
Therefore, the control packets of all contenders in shadow
area of Figure 6 cannot arrive at N at the end time of CTS
delay phase. The contenders in the white areas of Figure 6
only in certain time send RTS that may arrive at N at the end
time of CTS DP.

We assume that all contenders have data packets to send
at the end of each communication and send RTS to contend
channel. According to contention back-oft mechanism, the
maximum length of contention windows is 2T. And some
contenders send RTS in the time interval of the red areas
of Figure 7 that may lead to extend CTS DP. Therefore, one
contender may lead to the probability of extending CTS DP
is

TC
£=—=<. (6)

2T

In addition, we assume that the distance between receiver
and the earliest transmitter of RTS is d. We can conclude 0 <
At < d/C, and the blank areas of Figure 6 are given by

2 2
s = R? —2R2arcsin\j1 - % +d\/R2— d—

4
R2 22 R+ 12— 42
+2 (R2 - r2) arccosL —2r2arccos+;d
2dR 2Rr
R +d -7 2 72 2, 32 2)2
(7)
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The number of nodes in the blank areas of Figure 6
satisfies N = [n x s/mR*]; n is the number of the receiver’s
neighbor. Thus, the maximum probability of extending CTS
DP is given by

B=1-(1-¢N. (8)

Assuming that the maximum propagation range of nodes
Ris 500 meters, acoustic velocity V is 1500 meters per second,
d set R/2. The size of control packets is 40 bit. Each modem
transmits data at a speed of 10 kb/s, and 7 increases from 1 to
50. We can calculate that T, is equal to 0.004 seconds, T is
equal to 1/3 seconds, and the value of € is 0.006, 0 < At <
1/6. At this time, the relationship of n, At, and 3 is shown in
Figure 8.

As shown in Figure 8, when # is constant, At is larger,
and the value of f8 is larger. For example, we take n = 20,
At = 1/6 seconds, so f = 0.0413. We can see that the
probability of extending CTS DP is very low. So, the length of
CTS DP mostly is equal to T' + T.. And according to (3), RET-
MAC shortens the length of the sum of RT'S CP and CTS DP.
That is said that RET-MAC reduces delay and then improves
network throughput. In fact, the value of 8 is far small than
theoretical value. First of all, not all nodes have data packets
to send at the same time. Secondly, contenders keep silent
after hearing other RTS or BCTS. Finally, we conclude the
theoretical value is larger than the fact value, because our
assuming is the highest possible.

4.2. Maximum Throughput. This section estimates the maxi-
mum throughput of RET-MAC in the above network model.
In this network model, the maximum throughput can be
shown as the maximum packet which the receiver has
received. We assume that the network is in ideal state without
any collision. The processing delay of node is negligible. Every
node has data packets to send and fairly transfer packets.

Figure 9 describes a data communication cycle. ¢; is the
idle time interval between the (i — 1)th communication
and the ith communication. T,; is the propagation delay
between receiver and the earliest transmitter of RTS in ith
communication. T is transmission delay of data packet. g;
is the length of CTS DP in ith transmission. So, the ith data
packet is received successfully that need time T,;, which is
given by

T,=t;+2T +q;+T,; +T.+ T, 9)

Assuming that the network operation time is T}, # is
throughput of receiver, so we can conclude that

n n n
T, = Zti + 24T + Zqi + ZTxi +3T, + 1Ty
i=1 i=1 i=1

(10)
T,

T UYL, (t+ g+ T+ 2T+ T+ T,

=1

From (10), the maximum throughput is relative to g and
T. However, in specific operating conditions the value of T
is fixed. There is no idle time with short CTS DP that can
achieve high throughput. So, we take t; = 0,q = T + T, and
the theoretical maximum throughput of network is

- L (11)
max = 377 X+ T, +T,

where T, is the average propagation delay between receiver
and contenders. In simulation section, the difference between
simulation result of RET-MAC throughput and the value of
analysis is small. It is said that RET-MAC can effectively use
channel resource and have lower collision rate.
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5. Protocol Performance Evaluation

In this section, we first present main performance evaluation
index. According to fairness index [18], we define Spatial Fair-
ness Index and Delay Fairness Index. Secondly, simulation
environment and working parameters are present. Finally, we
analyze and compare RET-MAC with other MAC protocol
by evaluating some important medium access metrics such
as fairness, delay, throughput, and energy consumption.

5.1. Main Performance Evaluation Index. Fairness is an
important aspect of underwater network protocol. RET-
MAC is to solve spatial unfairness problem. This paper
analyzes spatial fairness from throughput. If contenders have
very good spatial fairness, when they have equal traffic
rate, all nodes have equal data packets to send not because
of their distance from the receiver. Therefore, this paper
uses throughput to react spatial fairness. In addition, the
transmit delay of data packets is also an important aspect
of underwater network protocol; lower and fairness transmit
delay can effectively improve network performance. The
fairness index [22] has been widely used as a standard to deal
with fairness problem. Thus, we also define the spatial fairness
index and the delay fairness index based on it.

(1) Spatial Fairness Index. In this section, we analyze spatial
fairness from throughput. We assume that in aforementioned
network model there are n contenders. According to this
paper needs, we define Spatial Fairness Index (SFI) as follows:

nog)?
SFI _ (Zz:l 1)

, (12)
nx (XL, %)
where 7 is the number of contenders, and §; is throughput
of ith node. If all contenders can fairly access channel, their
throughput is equal, at this time SFI set 1. If one node always

occupies channel, SFI set 1/n. In short, if the value of SFI is
close to 1, the spatial fairness of network is better.

(2) Delay Fairness Index. The transmit delay of packet includes
waiting delay, transmission delay, and propagation delay. In
UWDOSN, propagation delay is longer. And it is proportional
to the distance between nodes. Therefore, under network
model of Figure 10 we analyze delay fairness. In this way,
transmission delay and propagation delay of packet are equal,
so delay fairness of packet depends on fairness of waiting
time.

We still use the fairness index [22] to define Delay
Fairness Index (DFI) as follows:

(X, d)’

)

(13)

where 7 is the number of packets which is received success-
fully. If delay is equal, DFI set 1. If delay jitter is larger, DFI
is small. In short, if the value of DFI is close to 1, fairness of
waiting delay is better.

5.2. Simulation Environment and Working Parameters. We
implement RET-MAC protocol in Aqua-Sim [23], an NS-
2 based simulator for UWSN, developed at the Underwater
Sensor Network (UWSN) Lab at the University of Connecti-
cut. The simulation environment consists of a single receiver
and n transmitters. All transmitters are randomly dispersed in
the sensing region of receiver. Each transmitter will transmit
data, which follows the Poisson arrival process with average
traffic generation rate A. For power consumption, we also
use the numbers from a practical acoustic modem as follows:
transmitting power 50 W, receiving power 3 W, and idle
power 80 mW [24]. All simulations last for 1000 seconds and
all the results are obtained from the average of 100 runs. The
setting of key simulation parameters are listed in Table 1.
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TaBLE 1: Simulation parameters.

Simulation parameters Values

Propagation range R 500 meters

Underwater Acoustic Velocity V 1500 meters per second

Transmitting Power 50 W
Receiving Power 3W

Idle Power 80 mW
Data transmission rate 10 kbps
Size of Data packet 60 Bytes
Size of Control packet 40 bits
Simulation Cycle 1000 seconds

Contention Windows CW 1/3 seconds

We compare RET-MAC with another MAC protocol by
evaluating the important medium access metrics such as
fairness, throughput, energy consumption, and delay. For
first three aspects, we consider two different scenarios where
Scenario-1 has 20 transmitters, and the data generation rate
A of each transmitter increases from 0.01 to 0.1 packets per
second. In Scenario-2, we fix traffic rate A to 0.05, and the
number of contenders increases from 5 to 40. For delay
simulation environment, we adopt 4 contenders and one
receiver based on Figure 10. The data generation rate A in this
scenario increases from 0.01 to 0.05 packets per second.

5.3. Analysis of Simulation Results. In this section, through
simulations, we would like to study the performance of
RET-MAC and compare it with COPE-MAC [14], R-MAC
[20], and RET-MAC-L in UWSN. COPE-MAC protocol is
a new MAC protocol based on RTS/CTS. It adopts parallel
reservation to improve communication efficiency and uses
cyber carrier sensing to detect and avoid collisions. In the
long propagation delay of UASNs especially, COPE-MAC
can improve MAC performance in both network throughput
and energy efficiency. R-MAC is a reservation-based MAC
protocol. It carefully schedules the transmissions of control
and data packets avoiding data packet collision completely.
In R-MAC, each node adopts periodic listen/sleep to reduce
energy waste in idle state and overhearing. And intended
receiver randomly selects one reservation from the reserva-
tions that it collects, so it supports fairness. RET-MAC-L is
a special case of RET-MAC protocol. Due to adding BCTS,
we take § + g = 2T + 2T,. In this case when receiver sends
CTS, there will not be any node occupying the channel. So
we called it RET-MAC-L protocol.

(1) Spatial Fairness. According to Section 5.1, we analyze
spatial fairness by (12) SFI. Figure 11 shows that both RET-
MAC and RET-MAC-L have very good spatial fairness. No
matter what data rate is high or the number of nodes is
large, SFI is approximately equal to 1. Thus, both ways of
response-to-the-earliest-transmitter and contention back-off
mechanism can provide effectively fair access channel of
contenders. However, SFI of COPE-MAC decreases with
traffic rate and the number of nodes increasing. Although

International Journal of Distributed Sensor Networks

in COPE-MAC the intended receiver will randomly pick the
senders to establish connection and by one reservation it can
transmit more packets at different time, it does not weigh the
fairness access of all nodes. Also, despite the fact that R-MAC
supports fairness, in Figure 11(b) when the number of nodes
becomes larger, collision rate is very high. So, its fairness
shows very bad compared with other protocols. While just the
number of contenders is small, R-MAC shows better fairness.
For example, in Figure 11(b) the traffic rate is fixed, when the
number of contenders is 5, and SFI is equal to 1. But when the
number of contenders increases to 40, SFI is less than 0.05.

(2) Delay. Figure12 shows the average transmit delay of
packets under the structure of Figure 10. As we can see from
Figure 12, RET-MAC has lower average transmit delay of
packet, because using dynamic adaptive RTS CP and CTS DP
makes both the handshake time and makes the transmit delay
of packet shorter. While RET-MAC-L uses fixed time, so the
average delay of packets is slightly higher than RET-MAC.
For R-MAC protocol, collision rate increased with traffic rate.
So, when traffic rate is higher, average delay of packets is
larger. Figure 13 shows delay fairness of packets. We analyze
delay fairness of packets by (13) DFI in Section 5.1. The delay
fairness of packets of both COPE-MAC and R-MAC reduces
with traffic rate increasing. However, RET-MAC still has
much more stable delay fairness; its DFI maintain at 0.8 or
more, even remaining good delay fairness in case of lower
average delay.

(3) Throughput. In the above simulation model, channel
utilization can be replaced by throughput. As shown from
Figure 14, both two changes of traffic rate and contenders,
RET-MAC has better throughput. In Figure 14 especially,
when traffic rate or contenders are lower, the packet delivery
ratio of RET-MAC is equal to 100%, because RET-MAC used
dynamically adaptive RTS CP and CTS DP, under avoiding
collision which can effectively shorten the length of hand-
shake time to improve network throughput. Furthermore, in
Figure 14 data line of “Analytical” is drawn according to (11)
and simulation environment parameters. There is only a small
gap between RET-MAC throughput and analytical thought in
Figure 14. There are two main reasons: first, owing to adopt
contention back-off mechanism, there is a small idle time
between twice data communications; second, the data line of
“Analytical” is calculated under the ideal state.

COPE-MAC can achieve higher network throughput
with using parallel reservations and cyber carrier sensing
mechanism, but it is still lower than RET-MAC. Due to
using a fixed length of sum of RTS CP and CTS DP, the
handshake time of RET-MAC-L becomes longer than RET-
MAC. Therefore, its throughput becomes lower. R-MAC
uses listen/sleep mechanism which seriously impact on the
network throughput. And R-MAC does not apply to intensive
networks; otherwise there is lower throughput.

(4) Energy Consumption. Energy consumption is another
important aspect of UASNs, because lower energy con-
sumption can effectively extend lifetime of network. From
Figure 15(a), we can see that for all protocols, average energy
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consumption of packet decreases at first with traffic rate
increasing. When traffic rate is equal to 0.01pkt/s, in idle
state energy consumption accounts for most of all energy
consumption. So, average energy consumption of packet
is higher. After traffic rate arrived at 0.04 pkt/s, the data
lines of average energy consumption leveled off. Figure 15(a)
also shows that RET-MAC can achieve much higher energy
efficiency than other protocols. From Figure 15(b), we can
see that average energy consumption increases with number
of contenders increasing. Compared with other protocols,
RET-MAC has lower energy consumption. Although R-MAC
adopts listen/sleep mechanism to save energy, network colli-
sion increases with contenders. Therefore, when the number
of contenders arrives at 40, average energy consumption of
packet is higher. In addition, because RET-MAC shortens
handshake time and reduces waiting time of contenders,
average energy consumption of RET-MAC is lower than RET-
MAC-L.

6. Conclusion

This paper discussed spatial unfairness problem and pro-
posed Response to the Earliest Transmitter of RTS MAC
(RET-MAC) protocol to achieve fairness. RET-MAC adopts
adaptive RTS CP to determine the earliest transmitter of RTS.
And CTS DP is added to postpone sending CTS in order to
avoid collision. We also proposed CTS back-off mechanism
to adjust the length of CTS DP as needed. In addition,
contention back-off mechanism is used to reduce network
congestion and increase fairness further. The simulation
results show that our scheme can achieve higher fairness and
throughput. At the same time, it also guarantees lower energy
consumption and delay. As future work, we will still explore
fairness problem when time is not synchronization, and study
fairness control is based on network load and amount of
sensed information in order to enhance fair using of network
bandwidth.
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Rerouting has become an important challenge to Wireless Multimedia Sensor Networks (WMSNs) due to the constraints on energy,
bandwidth, and computational capabilities of sensor nodes and frequent node and link failures. In this paper, we propose a traffic
prediction-based fast rerouting algorithm for use between the cluster heads and a sink node in WMSNs (TPFR). The proposed
algorithm uses the autoregressive moving average (ARMA) model to predict a cluster head’s network traffic. When the predicted
value is greater than the predefined network traffic threshold, both adaptive retransmission trigger (ART) that contributes to switch
to a better alternate path in time and trigger efficient retransmission behaviors are enabled. Performance comparison of TPFR with
ant-based multi-QoS routing (AntSensNet) and power efficient multimedia routing (PEMuR) shows that they: (a) maximize the
overall network lifespan by load balancing and not draining energy from some specific nodes, (b) provide high quality of service
delivery for multimedia streams by switching to a better path towards a sink node in time, (c) reduce useless data retransmissions

when node failures or link breaks occur, and (d) maintain lower routing overhead.

1. Introduction

Efficiently transmitting multimedia streams in wireless multi-
media sensor networks (WMSNss) is a significant challenging
issue, due to the limited transmission bandwidth and power
resource of sensor nodes. Three recent surveys [1-3] on
current trends and future directions in WMSNs show that to
overcome various failures, such as node failures, link breaks,
network congestion, and dynamic holes, routing has the
responsibility of choosing an alternate path that is not optimal
to continually deliver the multimedia streams which can
cause huge rerouting overhead. These three surveys also
expatiate that there is no solution focusing on addressing
the rerouting problem of multimedia streaming in WMSNS.
Thus, more rerouting algorithm explorations are required to
adapt to topology changes caused by various failures and
guarantee the quality of service of multimedia streaming
delivery.

Rerouting over WMSNSs is different from the existing
routing protocols for scalar wireless sensor networks [2, 3].
It is a very critical and challenging issue due to the stringent

quality of service (QoS) requirements of multimedia (video
streaming, still images, and audio) transmission, such as (1)
the end-to-end delay, (2) the packet delivery rate, and (3)
the PSNR (peak signal-to-noise ratio) level. Hence, a fast
rerouting mechanism is required in order to avoid various
failures resulting in service interruption.

This paper proposes a traffic prediction-based fast rerout-
ing (TPFR) algorithm for use among the cluster heads in
WDMSNs. TPER runs on the top of the uneven cluster network
topology, because the uneven clustering network model may
provide a valuable solution to balance the network loads
and prolong the lifetime of WMSNs [4]. According to the
literature [5], the intercluster multipath routing is discovered.
And then, we use autoregressive moving average (ARMA)
model to predict the cluster head’s network traffic. When
the predicted value is greater than the predefined network
traffic threshold, both adaptive retransmission trigger (ART)
that contributes to switch to the better alternate path and
trigger efficient retransmission behaviors are enabled. In
consequence, this failure area is smoothly bypassed, and mul-
timedia streams are continually forwarded to the destination
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TABLE 1: Multipath routing and transmission protocols for WMSNs.
Protocol Network architecture Geogrjaphm Operational layer Fault-tolgrant Performance metric
routing mechanism
MMSPEED [6] Flat Yes Routing/MAC Weak Delay/overhead
TPGF [7] Flat Yes Routing Medium Delay/hop count
MPMPS [8] Flat Yes Routing Medium Distance/delay/data type
AntSensNet [5] Hierarchical No Transport/routing Medium Delay/packet delivery ratio/overhead
PEMuR [9] Hierarchical No Routing/MAC Medium Delay/energy consumption/PSNR

node. Finally, TPFR is implemented on the NS-2 platform.
Compared with similar algorithms, TPFR can significantly
improve the quality of data transmission services. Moreover,
TPFR has lower energy consumption and routing overhead
and can prolong the network lifetime.

The rest of the paper is organized as follows. Section 2
introduces an overview of existing related works. Section 3
provides the network architecture, the system model, and the
assumptions. Section 4 presents the traffic prediction-based
fast rerouting algorithm. Section 5 presents the theoretical
analysis and the performance evaluation. Finally, Section 6
concludes the paper.

2. Related Work

In this section, we focus on multipath routing protocols for
WMSNs that include routing and scheduling functionalities,
and we summarize them in Table L.

Multipath and Multi-SPEED (MMSPEED) routing proto-
col [6] supports probabilistic QoS guarantee by provisioning
QoS in two domains, timeliness and reliability. MMSPEED
adopts a differentiated priority packet delivery mechanism in
which QoS differentiation in timeliness is achieved by provid-
ing multiple network-wide packet delivery speed guarantees.
MMSPEED needs the support of IEEE 802.11e at the MAC
layer with its inherent prioritization mechanism based on
the differentiated interframe spacing (DIFS). Each speed level
is mapped onto a MAC layer priority class. For supporting
service reliability, probabilistic multipath forwarding is used
to control the number of delivery paths based on the required
end-to-end reaching probability. In the scheme, each node
in the network calculates the possible reliable forwarding
probability value of each of its neighbors to a destination
by using the packet loss rate at the MAC layer. According
to the required reliable probability of a packet, each node
can forward multiple copies of packets to a group of selected
neighbors in the forwarding neighbor set to achieve the
desired level of reliability. MMSPEED could use its redundant
path selection scheme for load balancing, which is not only
for reliability enhancement, but also to improve the overall
network lifetime. However, the drawback of the protocol is
that it shows degraded performance in handling various holes
and the sudden network congestion.

The two-phase geographical greedy forwarding (TPGF)
routing protocol [7] focuses on exploring and establishing
the maximum number of disjoint paths to the destination
in terms of the minimization of path length, the end-to-end

transmission delay, and the energy consumption of nodes.
The first phase of TPGF algorithm explores the possible paths
to the destination. During this phase, a step back and mark
is used to bypass voids and loops until successfully a sensor
node finds a next-hop node which has a routing path to the
base station. The second phase is responsible for optimizing
the discovered routing paths with the shortest transmission
distance (i.e., choosing a path with least number of hops to
reach the destination).

The MPMPS (multipriority multipath selection) routing
protocol [8] is an extension of TPGE. MPMPS highlights
the fact that not every path found by TPGF can be used
for transmitting video because a long routing path with
long end-to-end transmission delay may not be suitable for
audio/video streaming. Furthermore, because in different
applications, audio and video streams play different roles and
the importance level may be different, it is better to split the
video stream into two streams (video/image and audio). For
example, video stream is more important than audio stream
in fire detection because the image reflects the event; while
audio stream is more important in deep ocean monitoring.
Therefore, we can give more priority to the important stream
depending on the final application to guarantee the using of
the suitable paths.

It is worth to note that both TPGF and MPMPS are
offline multipath routing protocols. However, these “oftline
multipath” protocols have to explore the multiple routes that
may exist between the source and the destination before the
actual data delivery phase. They may not be well adapted
for large-scale highly dense unattended network deployments
and for networks with frequent node mobility.

The literature [5] proposes a QoS routing algorithm
for WMSNs based on an improved ant colony algorithm
(AntSensNet). The AntSensNet algorithm introduces routing
modeling with four QoS metrics associated with nodes or
links. The algorithm can find a route in a WMSNs that
satisfies the QoS requirements of an application, while simul-
taneously reducing the consumption of constrained resources
as much as possible. Moreover, by using clustering, it can
avoid congestion after quickly judging the average queue
length and solve convergence problems, which are typical in
ant colony optimization. In addition, AntSensNet is able to
use an efficient multipath video packet scheduling in order to
get minimum video distortion transmission.

Power eflicient multimedia routing (PEMuR) [9] aims at
both energy efficiency and high QoS attainment. To achieve
its objectives, PEMuR proposes the combined use of an
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FIGURE 1: Graphical depiction of the nonuniform clustering architecture adopted by TPFR.

energy aware hierarchical routing protocol with an intelligent
video packet scheduling algorithm. The routing protocol
enables the selection of the most energy efficient routing
paths and manages the network load according to the energy
residues of the nodes. In this way, an outstanding level
of energy efficiency is achieved. Additionally, the proposed
packet scheduling algorithm enables the reduction of the
video transmission rate with the minimum possible increase
of distortion. In order to do so, it makes use of an analytical
distortion prediction model that can accurately predict the
resulted video distortion due to any error pattern. Thus, the
algorithm may cope with limited available channel band-
width by selectively dropping less significant packets prior to
their transmission.

Both AntSensNet and PEMuR are “online” energy effi-
cient hierarchical multipath routing protocols. However,
these “online multipath” protocols lack fast rerouting mech-
anism when the various failures of nodes or links happen.
Thus, the drawback of the two protocols is that the QoS of
the video stream transmission rapidly degrades in handling
various holes and sudden failures. In consequence, they may
not be well adapted for the resource-constrained WMSNs
and the stringent quality of service (QoS) requirements of
multimedia transmission.

Hence, we propose a novel online fast rerouting algorithm
called TPFR that (1) reduces video distortion using multi-
priority-level multipath transmission model, (2) predicts
network traffic through cluster heads using autoregressive
moving average (ARMA) model, and (3) fast routes packets
through better alternate paths using the traffic prediction
strategy for avoiding various failures.

3. System Model

The many-to-one traffic pattern results in the hot spot
problem when the multihop forwarding mode is adopted in

intercluster communication for WMSNSs. Because the cluster
heads closer to the base station are burdened with heavier
relay traffic, the area near the base station becomes a hot spot.
Nodes in the hot spot drain their energy and die much faster
than other nodes in the network, reducing sensing coverage
and causing network partitions. Although many protocols
proposed in the literature reduce energy consumption on
forwarding paths to increase energy efliciency, they do not
necessarily extend the network lifetime due to the unbalanced
energy consumption.

We divide the network into uneven clusters using our
proposed protocol, called UCBCPNS [10], where each cluster
is deployed with heterogeneous sensors (camera, audio,
and scalar sensors) that communicate directly in a certain
schedule with a cluster head and relay their sensed data
to it. Moreover, these heterogeneous sensor nodes have the
same radio interface and propagation range. A cluster head
has more resources, and it is able to perform intensive
data processing. These powerful nodes and cluster heads
are deployed nonuniformly in the network, and they are
wirelessly connected with the sink either directly (in case of
first-level cluster heads) or through other cluster heads in
multihop mode. The graphical depiction of the nonuniform
clustering architecture is shown in Figure 1. Our algorithm
runs on the top of the nonuniform clustering network
topology.

Then, the queuing model on a multimedia sensor node
is designed, which is shown in Figure 2. According to the
urgency and importance of the data streams, the model
sets the different priorities for the different types of data
streams and allows the high priority data stream to firstly
transmit on a better path. For example, there are three
types of data streams to be transmitted, such as video
stream, sound stream, and scalar data stream. According to
different application scenarios and demands, the system may
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FIGURE 2: Queuing model on a multimedia sensor node.

automatically set different priority levels for different types
of traffic. When a cluster head receives different types of
traffic from other cluster heads, the received traffic is divided
into three types, namely, video stream, sound stream, and
scalar data by using the classifier model in the node’s inside
queues. Then the system makes a decision on the forwarding
sequence of different types of traffic reference to the priorities
set by itself. It is worth to note that the video sequence begins
with an I-frame and is followed by P-frames and B-frames.
I-frame in the video streams is a key frame, and P-frames
and B-frames are nonkey frames. In a group of pictures,
the decoding of P-frames and B-frames depends on the I-
frame. If the I-frame is lost, the P-frames and the B-frames
become useless data, which not only affects the quality of the
video decoding, but also will result in the waste of network
resources [11]. In our scheme, I-frame is firstly delivered on a
better path.

The scheduler in Figure 2 has two functions which are
similar to the function of routing. One is responsible for deliv-
ering the higher priority data streams to the optimal primary
routing, and the other is responsible for fast rerouting the
data streams to another better alternate route when various
failures happen. The first function has been achieved using
the AntSensNet [5], and the second function will be achieved
using the TPFR proposed in this paper.

4. Traffic Prediction-Based Fast Rerouting

Internet traffic prediction plays a fundamental role in net-
work design, management, control, and optimization [12].
Essentially, the statistics of network traffic itself determines
the predictability of network traffic. Network traffic predic-
tion for WMSNSs is the process of mapping past (and present)
traffic values onto future traffic values through linear or
nonlinear mapping functions as shown in

Xt+k)=F[X({#),Xt-1),....X({t-p+1)], (1

where the function F maps the past p traffic values X (¢), X(t—
1),..., X(t—p+1) onto the k step-ahead traffic value X(t+k).
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The design of a traffic prediction scheme mainly concerns
constructing or devising the proper mapping functions.

4.1. Traffic Prediction Model Using Autoregressive Moving
Average. We firstly gather enough network traffic from a
gateway. The hybrid network traffic includes the multimedia
data generated by the MeshEye nodes and the scalar data
generated by the Mica2 nodes, which is shown in Figure 3.
Assume that the time series of the collected traffic is {X}.
Then the time series {X;} is analyzed using the famous
commercial statistical software named SAS, and we find that
the time series {X;} is a stationary and non-Gaussian white
noise sequence. The modeling is described as follows.

(1) Sample autocorrelation coefficients and partial cor-
relation coefficients: we obtain the sample autocorrelation
coefficient of X; using

Y (x, = %) (%, — X)

Z?ﬂ (x; — E)2

Pr = , VO0<k<n (2)
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The sample partial correlation coefficient of X; is obtained
by using

- D,
=— VO0<k<n, 3)
Prx D
where
1A pe
|/ Pre—
D = . bl
Pr-1 Pr—2 1
~ ~ (4)
Lop o p
— p L P
Dk = . . e
ﬁk—l ﬁk—z ﬁk

After that, we find that the two correlation coefficients
P and ¢y show significant tailing. Thus, we use the ARMA
(p> q) model to fit the time series {X;}.

(2) The order p and the order g of the ARMA process: the
Akaike information criterion (AIC) [13] is used to select the
order p and the order g, which is shown in formula

AIC = -21n (B) + 2M, )

where M denotes the number of unknown parameters in the
model and f3 denotes the maximum likelihood estimates of 3.

The logarithm likelihood function in (5) is denoted by
formula

n(Bixyonx,) == 5na2+ 2+ Dn2a] . @)

Combine formula (5) and formula (6), and then we can
get formula

AIC(p,q) =nlng’ +2(p+q+1). )

We solve the minimum value of the function AIC (p,q)
and obtain that the minimum of AIC occurs at the order p
equals 2 and the order g equals 1. As a consequence, we use
the ARMA (2, 1) model to fit the time series {X;}, which is
shown in

®(B)X; = O (B)a;,
®(B)=1-¢,B—¢,B, (8)
©(B)=1-6,B,

where B is a backward shift operator, {g;} is a Gaussian
white noise with mean zero and variance ¢*, and ¢,, ¢,,
0,, and aﬁ (white noise variance) are parameter estimation.
We use the least squares estimation method to estimate
the parameters ¢,, ¢,, 0;, and aﬁ in time series {X;} due to
the resource-constrained sensor nodes. We can obtain the
estimated parameters ¢; = —0.63703, ¢, = 0.33314, 0, =
-0.93656, and o> = 0.00172. These parameters satisfy the

stationarity condition of the time series {X;}, namely, ¢, +

¢, < 1,4, — ¢, < 1,and |¢,| < 1. Hence, we can get the
ARMA fitted model which is shown in

X, +0.63703X,_, —0.33314X,_, = a, + 0.936564,_,. (9)

According to the stationarity and invertibility conditions
of the ARMA model, we also get

o0
Xy = ZGiet_i,
i=0

[ee]
& = lext,j,
j=0

where {G;} denotes the Green function values and {I j}
denotes the values of the inverse functions

Xy = Z ZGinxt—i—j' (11)

i=0 j=0

(10)

We refer to x,,;, for all | > 1, as the [-step ahead forecast
of {X;}. x,,; can be expressed as a linear function of the past
p traffic values, which is shown in

x 0= ZDi'xt—i’ (12)
i=0

where D; is the coefficient matrix of the past traffic values and
X,(I) denotes the I-step ahead forecast of the time series {x,}.
The forecasting error of the time series {x,} is shown in

e,()=x,-%x(). (13)

The minimum variance of the forecasting error above is
denoted by

Vary  [e; (1)] = min {Var [e, ()]} . (14)

Hence, we also get the explicit expressions of X,(I) and
e,(I), which are shown in

o0 o0

)?t (l) = Z ZGHI'Ijxt—i—j) Vl > 1)
i=0 j=0
(15)
1-1 oo
e =Y YGIxp
i=0 j=0

Theoretical and experimental results show that multistep
prediction may bring about much greater forecast error and
complexity [13], and hence we only give 1-step ahead forecast
model for the resource-constrained wireless multimedia sen-
sor networks.

For the ARMA (2,1) model, the 1-step ahead forecast
model and its associated forecast error are shown in

o0 00 (oe]
x (1) = Z ZG1+inxt—i—j’ e (1) = ZGOIJ’CM*J"
i=0 j=0 j=0
(16)
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The model is implemented on Matlab 7.0. The comparison
between the real network traffic and the prediction network
traffic is shown in Figure 4. The results show that the model
can accurately predict the WMSNSs traffic. Furthermore, the
model has some benefits, such as linear computing and low
complexity.

4.2. Traffic Prediction-Based Fast Rerouting Strategy. Firstly,
set a traffic threshold value denoted by Max based on the
processing capability of a sensor node. Denote the network
traffic at time i by X;. We refer to X,,, as the I-step ahead
forecast of {X;} at the forecast origin ¢, and we refer to P,(1)
as the probability that X, is greater than Max:

P (1) =P(X;py > Max | X X, 1, X, 5.0 X)) . (17)

The probability distribution of X; is subjected to the
probability distribution of a;. Here a; obeys the normal
distribution; therefore X; also obeys the normal distribution.
According to the statistical analysis of the collected multime-
dia sensor traffic, we can find that X; obeys the N(uy, ag()
distribution, where yy and oy denote the mean and variance
of the time series {X;}. Then we can obtain

- X - Max
P(XtﬂSMaX):P( t+1 MXS ax #X)

Ox Ox
1 (Max-pg)/ox
=— J e dt,
21 J-c0 (18)

Il
|
o

P (1) (Xp41 < Max)

2/2 "

=1- —

\/27‘[ —00

As a consequence, we can obtain a traffic prediction-
based fast rerouting strategy which is shown in Theorem 1.

1 (Max —py)/ox
| e
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Theorem 1. A sufficient condition for the adaptive path
switching is that the probability of the X,,, value greater
than the preset traffic threshold Max is equal to 1 —

(1/2m) [ e P,

Let us illustrate the results of the theorem using an
example. The graphical depiction of the example is shown in
Figure 5.

In the Figure, route 1 is a primary path from a source node
to the base station. Both route 2 and route 3 are alternate paths
for route L.

Case I is that we do not use traffic prediction-based fast
rerouting strategy. When node B is unable to process packets
from other nodes, it takes the initiative to discard the packets.
However, the node A continues to transmit the rest data
packets until it finds the failure of node B. Node A will send
the invalid message of node B to the source node. After
that, the source node will forward the rest traffic through the
alternate route 2 or route 3.

Case II is that we use traffic prediction-based fast
rerouting strategy. When node B discovers that it satisfies
the sufficient condition of Theorem1, it will forward the
urgent message to the source node via multihop wireless
links at once. When the source node receives the urgent
message, the efficient retransmission behavior is triggered.
Obviously, the forwarding packets may bypass the fault area
in advance and are smoothly rerouted through the alternate
path 2, which can greatly improve the reliability of the data
transmission and reduce the transmission delay. In addition,
the other advantage of the fast rerouting strategy is that the
data retransmission times, the energy consumption, and the
routing control overhead may also be greatly reduced.

5. Theoretical Analysis and
Performance Evaluation

5.1. Theoretical Analysis

5.11. Performance Analysis. Retransmission is one of the
greatest impact factors on network performance due to vari-
ous failures, such as network congestion, coverage hole, and
routing hole. Some backgrounds and the symbol definitions
are introduced as follows.

We firstly introduce the first-order radio model adopted
in [14]. By using this approach, an energy loss of d* due to
channel transmission is assumed. The energy Er (k, d) that a
node dissipates for the radio transmission of a message of k
bits over a distance d is due to running both the transmitter
circuitry and the transmitter amplifier and is given by

Ep (ko d) = Eyo % k + £y, % k % d°, (19)

where E, . is the transmitter circuitry dissipation per bit,
which is supposed to be equal to the corresponding receiver
circuitry dissipation per bit, and ¢,,,,,, is the transmit amplifier
dissipation per bit per square meter.
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FIGURE 5: Graphical depiction of fast rerouting.

Similarly, the energy Eg, (k) dissipated by a node for the
reception of a k-bit message is due to running the receiver
circuitry. It is given by

ERx (k) = ERxfelc (k) = Eelec * k. (20)

Secondly, we refer to E. as the communication energy
consumption of a node, A denotes the number of links from
a source node to the sink, [ is an average path length of a link,
T, is the average transmission delay from a source node to
the sink node, and p is the packet loss rate.

The probability of data successfully retransmitted at the
first time is (1 — p)* . Let & be equal to (1 — p)*™, and the
probability of data successfully retransmitted at the second
time is (1—«)e. Similarly, we can obtain that the probability of
data successfully retransmitted at the third time is (1 - o) .
The average retransmission time T is given by

T=a+2a(l-a)+3a(l-a)’ +---

_[ a ] (l-0) 1 _ 1 (21)
l—al [1--o) « (q-p*"
We combine (19) and (20) with (21) to get
k 2
Ec = ETx + ERx = T o [2Eelec + sampd ] . (22)

(1-p)

Obviously, E, is proportional to kd*/(1 — p)A, in which it
must be noted that the communication energy consumption
E,_ decreases proportional to every decrease in the p and A
values.

The average transmission delay from a source node to the
sink node is given by

(23)

where B, denotes the average available bandwidth of a sensor
and D denotes the data to be transmitted.

Obviously, T,,. is proportional to IT/B,,, in which it must
be noted that the T,,. value increases proportional to every
increase in the [ and T values, and it increases proportional
to every decrease in B,,,.

Our algorithm uses the fast rerouting strategy based on
traffic prediction to bypass the fault area in advance and is
smoothly rerouted through better alternate path. Compared
with similar routing algorithms for WMSNS [5, 9], TPFR has
lower T value, A value, and p value and higher B, value.
These parameters play an important role in improving the
network performance, such as reducing the transmission
delay, network energy consumption, and prolonging the
network lifetime.

5.1.2. Control Overhead Analysis. We refer to M as the size
of a datagram, M; denotes the size of a control message, and
M, is greater than M;. Then we let m denote the number
of the retransmitted datagrams and T,,,, (T},.x < T) denote
the maximum number of retransmissions. Additionally, w
denotes the path length from a source node to a failure node
and E, denotes the energy consumption of a processor on
executing the traffic prediction algorithm.

In this paper, the routing algorithms without the rerout-
ing mechanism are named non-TPFR.

For the non-TPFR algorithms, from the failure to the fault
recovery, the data packets D, and the energy consumption
E, generated by the algorithms are given by the following,
respectively:

D, = mM,T,, .. + oM, (24)
2
Ey = (Eqec + &mp * d°) X [MM Ty + @M;] + E o e0M;.
(25)

For our proposed algorithm, from the failure to the fault
recovery, the data packets D, and the energy consumption E,
generated by TPER are given by the following, respectively:

D, = wM,, (26)

Ey = (2B + &ymp X d°) x M, + E,.. (27)



TABLE 2: Simulation environment and used parameters.

Simulation parameter Value

Network size 400 x 400 m”

Node number 400

Link layer LL

MAC layer IEEE802.11

IFQ type Queue/DropTail/PriQueue
IFQ length 10

Antenna type Antenna/OmniAntenna
Physical type Phy/WirelessPhy
Channel type Channel/WirelessChannel
Energy model EnergyModel
Initial energy of a node 0.5]
Bandwidth 2 Mbit/s

Traffic threshold 1.7 Mbit/s

Obviously, from the failure to the fault recovery in net-
works, D, generated by the non-TPFR algorithms is greater
than D, generated by our algorithm. In addition, the energy
consumption of the processing module and the sensing
module is far less than that of the wireless communication
module. For example, the energy consumption of the 1 bit
information transmitted 100 meters is roughly equivalent to
that of the execution of the 3000 computer instructions. Thus,
E, is greater than E,.

In summary, from the failure to the fault recovery, the
efficiency of our algorithm with more local computations is
better than the non-TPFR algorithms with more commu-
nications and retransmissions. Moreover, our algorithm has
very strong practicality, and it has important implications for
improving the survivability of WMSNs.

5.2. Performance Evaluation

5.2.1. Simulation Parameters Settings. In this part, we sim-
ulate our proposal using NS-2 version 2.29 which is a
discrete event network simulator for over 100 experiments
with various random topologies. The network size is 400 m
x 400 m deployed with 400 nodes for duration of 1200 time
rounds. The traffic is CBR of 600 packet/second, and the
packet size is 316 bytes. The video traces come from MDC
Foreman video test sequences [15] provided by a study group
for the video tracking in Arizona State University. In the
current video traces, there are 300 frames, and the frame rate
is 30 frames/s, corresponding to a frame period equivalent to
36 ms. Additionally, we assume that the frame period is equal
to the size of a transmission window. We adopt IEEE802.11 for
the MAC layer as shown in Table 2 which lists the parameters
we used in our simulation.

In the simulations, we focus on measuring the perfor-
mance metrics after the network has set up to include the
average end-to-end delay, the average packet delivery ratio,
the peak signal to noise ratio, the energy consumption, the
remaining alive nodes, and the communication overhead. To
prove the effectiveness of TPFR, we have also implemented
the AntSensNet algorithm (ant-based multi-QoS routing) [5]
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and PEMuR (power efficient multimedia routing) [9], and we
compared the simulation results.

5.2.2. Simulation Results Evaluation. Figure 6 shows the
end-to-end delay, which is one of the important QoS param-
eters as the real-time multimedia packets have strict playout
deadlines. We compare the average end-to-end delay of our
algorithm combined with the AntSensNet routing discovery
technique with the other routing protocols (PEMuR and
AntSensNet). As shown in the figure, the TPFR design
methodology outperforms the two classical multimedia rout-
ing protocols.

It is shown clearly that with the increase of node failure
rate, our fast rerouting design has the minimum end-to-end
delay and outperforms the other routing protocols because
it depends on selecting a better alternate path in terms of
the bandwidth, the minimum hop count, and the remaining
energy before a node failure through the proposed traffic
prediction mechanism. It is worth to note that PEMuR and
AntSensNet only perform well at low node failure rate or link
breaks, but with higher node failures and link breaks, the
end-to-end delay increases exponentially due to the various
failures of cluster heads which cause lost packets retransmis-
sion frequently. More importantly, the two protocols lack the
rerouting mechanism.

The packet delivery ratio involves the ratio of successfully
delivered data packets to the total data packets sent from the
source to their destination. The average packet delivery ratio
(PDR) is shown in Figure 7 where our rerouting algorithm
outperforms the other algorithms, which confirms the previ-
ous theoretical analysis. We obtain this result due to the use of
the traffic prediction technology that bypasses various failure
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areas such as network congestion, any node failure or link
break, besides the selection of paths with better link quality
based on the bandwidth and the remaining energy. Thus the
number of lost packets significantly decreases. Such results
were expected, and this investigation confirms the authors’
hypotheses.

Figure 8 shows the average PSNR of the Foreman video
when a node failure rate ranges from 0 to 0.3. We can see that
the perceived video quality (PSNR) was higher for the sim-
ulations using TPFR when compared to the other protocols
under the nonuniform node distribution. And the simulation
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FIGURE 9: Energy consumption of network.

curve of TPFR is consistent with the original video sequence.
This is because the protocols PEMuR and AntSensNet are
not able to efficiently handle the retransmission of video
streams when node failures or link breaks occur. They are
only specialized in minimizing the video distortion under an
errorless transmission environment.

With respect to the average energy consumption, our
proposed algorithm has less energy consumption than the
AntSensNet algorithm as shown in Figure 9 with different
time rounds because of the many benefits that they get
from the traffic prediction-based fast rerouting. However, the
PEMuR algorithm has better energy efficiency before 400
time rounds because both AntSensNet and TPFR algorithms
lack sufficient information to find appropriate routes during
this period. After this period, when the algorithms converge
and the ants have gathered enough node and route infor-
mation, the quality of routes discovered for our algorithm is
superior to that found by PEMuR. In a word, with increasing
time and failures, we notice that PEMuR and AntSensNet
algorithms suffer from packet collisions and interferences and
consume more energy for retransmitting lost packets, while
TPER exploits the benefits from the adaptive fast rerouting
scheduling to prevent such problems and hence has less
energy consumption.

The depletion of nodes over time is a typical metric of the
energy efficiency of a routing protocol. Figure 10 shows the
number of alive nodes in networks has changed over time,
and the TPFR protocol is significantly better than the other
routing protocols in retarding the time of node depletion.
For the PEMuR protocol, the first node depletion time is at
311 rounds and the last node depletion time is at 791 rounds.
For the AntSensNet protocol, the first node depletion time
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is at 702 rounds and the last node depletion time is at 876
rounds. For our proposed scheme, the first node depletion
time is at 927 rounds and the last node depletion time is
at 1129 rounds. The communication module consumes more
energy than other modules in a wireless multimedia sensor.
In our scheme, we use more traffic prediction computations
instead of communications. Hence, our protocol has lower
communicational energy consumption and can prolong the
network lifetime.

The extra control packets are required in order to periodi-
cally monitor and maintain path conditions. And the routing
overhead is shown in Figure 11. With increasing time, the
mean routing overhead is reduced for the three algorithms;
however, TPFR has a lower reduction of routing overhead
than other algorithms. Due to such periodic updates, they
constantly require a certain amount of routing overhead.
The overhead of PEMuR can be reduced by piggybacking
the control information on data packets if there is traffic
between a sink and cluster heads. And that of AntSensNet
can be reduced by embedding data into forward ants (a
specimen of data ants) and piggybacking the pheromone
information on data packets. In fact, TPFR is an improved
AntSensNet scheme. TPFR uses computational overhead
instead of communicational overhead, and hence it has lower
routing overhead. Additionally, the simulation result remains
consistent in the theoretical analysis of Section 5.1.2.

6. Conclusions

This paper presented TPFR, a novel fast rerouting algorithm
over WMSNSs, which aims at both energy savings and high
QoS. The innovation of our proposed algorithm lies in the

International Journal of Distributed Sensor Networks

g
=~

— —
[\S} w
T

—
—

Routing overhead (bytes)
IS
=) —

o
0

0.7 t

0.6 . . . .
200 400 600 800 1000 1200

Rounds

—— PEMuR
—— AntSensNet
—o— TPFR

FIGURE 11: Routing overhead.

combined use of ant-based hierarchical routing protocol
using multiple QoS metrics along with a traffic prediction-
based fast rerouting algorithm. The adopted rerouting algo-
rithm not only proposes an energy efficient rerouting pol-
icy, but also manages the network load according to the
energy residues of the nodes and prevents useless data
retransmissions through the proposed use of the intelligent
rerouting algorithm. In this way, an outstanding level of
energy efficiency and high QoS under the node failures or link
breaks network environments is achieved.

Extended simulation tests performed showed that the
utilization of TPFR enables the considerable retardation of
the energy depletion of the video nodes. The enhancement
in energy performance metrics provided by TPFR becomes
even greater in the case of a nonuniform node energy
distribution. Additionally, it was shown that TPFR succeeds
in maintaining high levels of the average end-to-end delay,
the packet delivery ratio (PDR), the perceived video quality
(PSNR), and routing overhead for a nonuniform energy
distribution. These advantages of TPFR enhance the belief
that this scheme is indeed capable of achieving efficient
multimedia stream communication in real-life applications.

The authors of this paper have already started to study this
research work under the network invasion. We plan to apply
the intrusion tolerance approach to solve a new challenging
problem. According to this approach, even if the network is
under DDoS attack, WMSN:s is still able to provide available
quality of service.
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A novel adaptive multihypothesis (MH) prediction algorithm for distributed compressive video sensing (DCVS) is proposed in this
paper. In the proposed framework, consistent block-based random measurement for each video frame is adopted at the encoder
independently. Meanwhile, a mode decision algorithm is applied in CS-blocks via block-based correlation measurements at the
decoder. The inter-frame MH mode is selected for the current block wherein the interframe correlation coefficient value exceeds
a predetermined threshold. Otherwise, the intraframe MH mode is worthwhile to be selected. Moreover, the adaptive search
window and cross-diamond search algorithms on measurement domain are also incorporated to form the dictionary for MH
prediction. Both the temporal and spatial correlations in video signals are exploited to enhance CS recovery to satisfy the best
linear combination of hypotheses. The simulation results show that the proposed framework can provide better reconstruction
quality than the framework using original MH prediction algorithm, and for sequences with slow motion and relatively simple

scene composition, the proposed method shows significant performance gains at low measurement subrate.

1. Introduction

In the wireless video sensor network, wireless video cameras
are widely used to timely operate and store the video data
which is waiting for the later upload to a fixed network
base station. However, in such a network, the resources, for
example, the computing and the storage capacity, are more
limited at the encoder than the decoder. To address this issue,
an advanced video coding scheme, referred to distributed
video coding (DVC) [1], is presented to satisty the low-
complexity capability at the encoder. Its main ideal is founded
on the principle of distributed source coding (DSC) with a
number of separate encoders and one joint decoder. However,
it still suffers from the disaster where huge amounts of raw
image data are captured at the decoder with the memory-
intensive consumption, even for still image. Fortunately, with
the development of the single-pixel camera architectures [2],
the underlying compressed sensing (CS) theory seems to
be a key approach to mitigate such a problem [3]. As an
effective data compression method, CS enables to directly

achieve the compressed data via a random projection on
the raw image data. Recently, distributed compressive video
sensing (DCVYS) [4] is proposed to flexibly utilize the CS in
the framework of the DVC. The compressed video data is
firstly obtained at a low complexity encoder. Then the CS
reconstruction is performed with the correlation exploitation
among successive frames at a high-complexity decoder [5-8].

Motivated by recent progress in the distributed video
coding, we propose a novel distributed compressive video
sensing framework, wherein several stopping criteria are used
to improve and speed up the multihypothesis prediction
algorithm for the CS frame reconstruction by the dual-
discrete wavelet transform (DDWT) [9] basis. The remainder
of the paper is organized as follows. In Section 2, the DCVS
and MH prediction are reviewed for the block-based CS. In
Section 3, the DVCS framework based on adaptive MH pre-
diction is introduced. The experimental results are presented
in Section 4. Finally, relevant conclusions and some remarks
are given in Section 5.



2. Related Works

2.1. Distributed Compressed Video Sensing. To the best of our
knowledge, the DCVS framework mainly can be divided into
two categories according to the original video data reception
at the encoder. At the encoder of DCVS, video frames are
grouped into group of pictures (GOP) consisting of a key
frame (also called K-frame) and a number of nonkey frames
(also called CS-frames). In the scheme proposed in [4], the
encoder obtains the original information, key frames are
encoded using traditional MPEG/H.264 encoding, while for
CS frames, measurements are taken via random measure-
ment matrix. Side information is generated from the neigh-
boring reconstructed K-frames. The disadvantage of this
framework is that the complex MPEG/H.264 encoding is still
required. On the other hand, in [10] where the encoder gets
the measurements directly but not the original information,
their approach is different from the scheme proposed in [4]
in which CS measurements are applied to both key and non-
key frames. K-frames are reconstructed using GPSR [11] while
stopping criteria based on side information generated from
the K-frames are used during the reconstruction process of
the CS-frames.

However, there still exit a few disadvantages in the afore-
mentioned methods. For example, the generation rule of side
information (SI) is usually simple due to releasing the com-
putation burden of the coders. The CS reconstruction process
also cannot perform effectively with the rough prediction. As
a result, the performance of the DCVS cannot achieve the
best. Thereby, we focus on a novel framework where several
criterions are proposed and also use adaptive search window
to improve the traditional MH prediction algorithm for the
better CS-frame reconstruction.

2.2. Multihypothesis Prediction for Block-Based CS of Video.
To alleviate the huge computation and memory burden for
both the sensing and reconstructing processes, images are
usually decomposed into small blocks for the further process.
An approach for block-based CS (BCS) for 2D images is
proposed with the assumption of the independence among
blocks in [12]. Thereby, from the perspective of the inco-
herence principle in CS theory, block-based measurements
seem to be less efficient than frame-based measurements due
to that the former sensing matrix is block diagonal and the
latter one is dense. Nonetheless, by the lower request of inco-
herence, BCS can preserve local information that helps the
decoder construct more accurate SI based on the interframe
sparsity model with the sparsity-constraint block prediction.
Thereby, the work in [13] explores the sparsity of small
interframe difference to remove the temporal redundancy,
though it is not suited for video sequences with large inter-
frame difference and fast motion. Later, the CS reconstruc-
tion of video is presented with an alternative way [14].
An explicit prediction using motion estimation (ME) and
motion compensation (MC) is utilized to overcome the above
problem. Another ME/MC-based reconstruction is also pro-
posed with the block-based measurement of a CS-frame to
form a block-by-block MH motion-compensated prediction
[15]. Recently, an improved strategy for incorporating MH
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prediction into the block-based compressed sensing with
smooth projected Landweber (MH-BCS-SPL) reconstruc-
tion of video is proposed [16] which could get a more
accurate prediction by finding a linear combination of all the
blocks/hypotheses in the search window.

2.3. Our Contributions. Different from current MH predic-
tion approaches which only focus on these modified MH
regularization algorithms, our approach combines both MH
prediction mode and dictionary acquisition in the aforemen-
tioned DCVS schemes. Our main contribution in this paper
is as follows.

(i) A novel block mode decision at the decoder is per-
formed for blocks in CS-frame. In particular, the
inter- and intramodes are adaptive used based on the
correlation of CS measurements in order to obtain
better reconstruction quality.

(ii) Cross-diamond search algorithm on measurement
domain is adopted to build the dictionary in Inter-
MH prediction mode, which provides much sparser
representation for the corresponding blocks.

(iii) A practical and real-time system is designed for the
DCVS via the above adaptive MH prediction.

3. Adaptive Multihypothesis Prediction
Algorithm of Our DCVS

3.1. Proposed DCVS Scheme. The proposed DVCS framework
based on the adaptive MH prediction (AMH_DVCS) is
described in this section. As illustrated in Figurel, at the
encoder, the frames of a video sequence are divided into two
categories: K-frames and CS-frames. To simplify the encode
framework, in both K-frames and CS-frames the consistent
block-based random measurements are adopted. Sequen-
tially, the measurements are transmitted to the decoder with
their corresponding nearby integers. Hereby, the sparse basis
matrix ¥ is used as the DDWT basis. Without loss of
generality, the subrate (Sg) is set higher in K-frames than in
CS-frames (S¢g), due to the K-frames usually reconstructed
with more advanced quality. In the section of the decoder,
a mode decision algorithm is formed based on the block
correlation of CS measurements. The blocks in CS-frame
(CS-blocks) are classified into two types, that is, inter-frame
MH prediction modes (Inter- MH mode) and intra-frame
MH prediction modes (Intra_MH mode). Then the bitstream
of measurements is processed with the selected decoding
mode. On one hand, the K-frame is reconstructed by intra-
frame reconstruction. On the other hand, the SI frame is
generated by the adaptive reconstruction for the CS frame.
Thus, residual frames are sparse recovered with SI frames,
and the further decoded CS-frames are produced. The more
detailed process is given in Section 3.2.

3.2. Adaptive Multihypothesis Prediction for
CS-Frame Reconstruction

3.2.1. Decoding Mode Decision Based on the Correlation of
CS Measurements. In our work, the adaptive decoding mode
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FIGURE 1: Proposed DCVS framework based on adaptive MH prediction.

is adopted to exploit the temporal and spatial correlation
of video sequences. For convenience, some attributions of
parameters in the DCVS are first discussed. Generally, CS
measurements can be modeled as random Gaussian sources.
And the dependence between two random variable quantities
is indicated by Pearson’s correlation coefficient [17]. The work
in [18] explores that the frames in various video sequences
have the high correlation among CS measurements with the
corresponding value even above 0.9. Therefore, we define the
correlation coefficient (CC) function of CS measurements as

YN -3 [, () - 7]
VEN, [ G) - P VEY, [ () - 73]

where y, and y, are the different measurement vectors of
block, N is the length of a measurement vector. Then, the
mode decision procedure is described as follows.

r(}’l’)’z) =

Step 1. Calculate the inter-frame CC function r (y5, yX),
where 5 and yj are the measurement vectors of current
coding CS-block and nearby key frames, respectively.

Step 2. Given a predetermined threshold T}, the Inter- MH
mode is selected for the current block, if 7 (5, y&) > T}, and
the Intra_MH mode is done otherwise. That is,

Inter MH r ( Ve yg ) > Ty,
B_mode =

2
Intra MH r (yf;,yg) <T,. @

3.2.2. Multihypothesis Prediction Algorithm. MH prediction
has a major distinctive advantage wherein multiple predic-
tions are used to yield a composite prediction, compared with
the traditional simple single-hypothesis (SH) prediction. For

this reason, various improved MH prediction methods are
developed and widely incorporated in the recent video coding
to enhance the video-coding quality. These methods impose
specific structures on the hypotheses to form the more strict
ultimate prediction with the target of the additional motion-
vector rate constraint by multiple predictions of a block.
Moreover, because the MH predictions are all performed at
the decoder, without the corresponding rate burden, the more
complex but better forms of MH prediction can be consid-
ered. The major work of ME/MC in residual reconstruction
is to create an MH predictive block with the windows, whose
distance is as close as possible to original block, in given
reference frames. The optimal sparse coefficient w;; can be
cast as

Wy; = arg mugn"xt,i - Ht,iw";

3)

where x,; is the ith block for the tth frame and H,; is a
matrix whose columns are the rasterizations of the possible
blocks within the search space of the reference frames within
the search window. And the MH predictive block X, ; is
constructed as

(4)

However, in the encoder, we can only receive the mea-
surements y,; = ®x, ;. Thereby, in the CS framework, the
estimated sparse coefficient @, ; can be obtained as

X = Hyw,;.

2 . 2
w,; = arg mu}n"CD (% — Ht)l-w)”2 = arg mu%n"y,),» - CDHt,iw“z.
(5)

The most common method to solve the least-squares

(LSQ) problem is Tikhonov regularization [19] which im-
poses a [, penalty on the norm of @, ; as

(6)

W,; = arg mugn"yt)i - CDHt’,-w“; + A||Twl3,
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where T is known as the Tikhonov matrix, and A is a scale
factor. For each block, @;; can be calculated directly by the
Tikhonov solution as

@,, = (0H,,)" (OH,) + XT'T)  (0H,,) y,. )

By taking (7) into (4), the prediction X,; can be finally
achieved as

(8)

Finally, all the predicted blocks X, ; are put together pro-
viding the SI frame.

Xy = Hyjw;.

3.2.3. Inter_.MH Mode Principles. The Inter_MH mode is
shown in Figure 2. Block-based measurements, along with
preceding and following key frames, are used to generate MH
block prediction. As for Inter_.MH mode, we use a dictio-
nary of temporal blocks in the adjacent key frames as the
matrix H; ;. Different from the original MH-BCS-SPL recon-
struction [16] with the fixed search window size, W = 6,
and the window centered in the position of current CS-
block, our proposed method uses the cross-diamond search
algorithm (CDS) in [20] for the fast block motion estima-
tion to calculate the maximum correlation coefficient (MCC)
of CS measurements. In the CDS algorithm, an initial cross-
shaped pattern (CSP), as shown in Figure 3(a), is proposed
as the initial step, and then a large diamond-shaped pat-
tern (LDSP) and small diamond-shaped pattern (SDSP) are
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algorithm on the 50th frame of four video sequences.

used, as depicted in Figure 3(b). The best matching block
is obtained by computing MCC between the current CS
block and the blocks within a search window while the
window size increases from 2 to 14. The process of the
window match is performed until the incremental MCC is
not larger than a threshold, for example, 0.005. Then the
block at the current search window is viewed as the best
matching block. The search window is a square region which

centered on the position of the best matching block. Because
the best matching block has the maximum correlation with
the current block in CS frame, the generated prediction is
sufficiently accurate for small search window size, so we set
the window size W to be 3 for lower computation.

In the Inter-MH mode, it assumes the atoms in the
dictionary are composed by a set of linear combinations
of temporal blocks which are also called MH predictions
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within the window centered on the position of the best
matching block in the adjacent key frames available at the
decoder. Given its corresponding compressed measurements,
Our method can predict the block optimally to generate the
SI for a CS block by using (7) and (8).

3.2.4. Intra_MH Mode Principles. The Intra_MH mode is
shown in Figure 4. Just as in the Inter_ MH mode, the block
match is also used. The only difference is that the dictionary is
composed by spatial blocks in CS-frame. The best matching
block is obtained by computing MCC between the current
CS block and the blocks within a search window in CS-
frame itself with the size W increasing from 2 to 11. If the
difference of MCC between the current and next sizes is not
larger than 0.00001, the current size is selected as the size of
window where blocks are used as the atoms of the dictionary.
Similarly, given its compressed measurements, this mode

enables the block to be optimally predicted to generate the
SI for a CS block.

3.2.5. Sparse Reconstruction with Decoder SI. With the afore-
mentioned adaptive decoding modes for each CS block, all
the recovered CS-blocks are put together which generates the
SI frame. AMH_DVCS employs a very simple but effective
algorithm to realize the sparse reconstruction with the SI
frame; that is, subtract the measurement vector of the current
frame from the measurement vector of the SI frame to form
anew measurement vector of the prediction error. When the
prediction is sufficiently precise, it can be faithfully recovered
from its compressed measurements. The approximation of an
input frame is then simply recovered by adding the prediction
error to the SI frame. The process of sparse representation
with decoder SI is summarized in Figure 5. The BCS-SPL
algorithm is used in the algorithm of sparse representation
with the decoder SI.
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FIGURE 8: Performance comparison between the proposed MH-BCS-SPL and the original BCS-SPL: average reconstruction quality of the
first 50 frames of the four sequences.

ﬁ\\ *

FIGURE 9: Reconstruction frame 50 of the Mother-daughter sequence with Scg = 0.3 and Sy = 0.7. (a) Original image. (b) Frame recon-

structed using the original MH-BCS-SPL with PSNR = 38.1821 dB. (c) Frame reconstructed using the proposed MH-BCS-SPL with PSNR =
39.9817 dB.
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(c)

FIGURE 10: Reconstruction frame 50 of the Football sequence with S5 = 0.3 and Sy = 0.7 (a) Original image. (b) Frame reconstructed using
the original MH-BCS-SPL with PSNR = 31.3012 dB. (c) Frame reconstructed using the proposed MH-BCS-SPL with PSNR = 33.9063 dB.

4. Simulation Results

The performance of our proposed framework is test on four
QCIF video sequences, that is, Foreman, Salesman, Mother-
daughter, and Football, with GOP = 2 and the block size
B = 16. Several subrates are also employed to evaluate the
proposed method with the baseline of the original MH-BCS-
SPL algorithm.

4.1. Results of the Correlation with Different Search Window
Size. Figure 6 shows the relationship between the search
window size W and the average correlation of the blocks
between original CS-frame and its SI frame predicted by
the original MH-BCS-SPL algorithm for 50th frame of four
video sequences. From Figure 6, we can see that at first the
correlation increases with the search window size growing,
which means a greater W can provide a better reconstruction
quality. But when the W exceeds a suitable size, the correla-
tion increases slower or decreases as the W growing. We know
that the lager the W is, the more complex the reconstruction
is. Thus, we make use of the adaptive search window size
in order to trade off between the reconstruction quality and
complexity.

4.2. Results for the Decoding Mode Selection. As long as
the decoding mode is selected, the reconstruction quality is
relatively insensitive to T;. From our simulations, T} = 0.999
achieves the maximum reconstruction quality and then is
used in our paper. The ratio between the Inter-MH mode
and the Intra-MH mode of blocks in the first 50 frames for
four sequences is provided in Figure 7. Figure 7 shows that
for the sequence with little motion, most blocks select the
Inter-MH mode, while most blocks select Intra-MH mode
for the sequence with fast or complex motion. In the Football
sequence, the motion of the first 38 frames is intense while in
the rest frames the motion is little and simple, so from Figure
7(d) we can see that the curve is intersecting in the 39th frame.

4.3. Performance Comparison with Original MH-BCS-SPL
Algorithm. The average PSNR performances with different
subrates for the four sequences using the proposed algorithm
and the original MH-BCS-SPL algorithm are shown in

Figure 8. The numerical values on the x-axis denote the
subrates of the CS-frames with a fixed K-frame subrate Sy, =
0.7 while those on the y-axis represent the average recon-
struction quality (PSNR in dB) of CS-frames.

As can be seen in Figure 8, the proposed adaptive MH-
BCS-SPL provides superior reconstruction quality over the
original MH-BCS-SPL across the range of tested subrates. It
also can be seen that for sequences with slow motion and
relatively simple scene composition, such as the Mother-
daughter sequence, the proposed method shows significant
performance gains, while the gap between adaptive MH-
BCS-SPL and MH-BCS-SPL narrows as the subrate increases.
However, for the Football sequence with fast or complex
motion, the performance gains are not substantial, while
the gap between adaptive MH-BCS-SPL and MH-BCS-SPL
broadens as the subrate increases.

We also compare the visual quality of the reconstruction
results. Figures 9 and 10 show examples for the reconstructed
frame 50 of the Mother-daughter sequence and Football
sequence with Sg = 0.3 and Sg = 0.7. These also demon-
strate better performance of our adaptive framework. Thus,
the proposed method gives better subjective and objective
reconstruction quality. Compared to the original MH-BCS-
SPL scheme, our method explores both the temporal and
spatial correlation not only between neighboring frames but
also between neighboring blocks in CS-frame itself to build
adaptive dictionary for more spare description and, therefore,
is able to achieve higher quality.

5. Conclusion

In this paper, a new distributed compressive video sens-
ing framework based on adaptive MH prediction is pro-
posed to simultaneously capture and compress videos at the
low-complexity encoder and efficiently reconstruct videos
at the decoder. The proposed framework can estimate the
inter-frame correlation between colocated blocks in neighbor
frames based on CS measurements to further divide these
blocks into two types. We exploit both the temporal and
spatial correlation between neighbor frames and blocks
in CS-frame. To enhance CS recovery, the adaptive MH
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predictions are developed to find the best linear combina-
tion of hypotheses. Our simulation results demonstrate that
the proposed framework can provide better reconstruction
quality than the original MH-BCP-SPL algorithm. Additional
considerable gain, approximately 0.5-3.6 dB, in the average
PSNR can be achieved compared with the prior works.
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The mobile wireless sensor network (MWSN) is a new style WSN with mobile sinks or sensors in the network. MWSN has
advantages over static WSN in the aspect of better energy efficiency, improved coverage, and superior channel capacity. However,
mobile nodes also bring some security problems. For example, it is difficult to ensure secure communications among the mobile
nodes and static nodes. In this paper, we design a lightweight mobile reauthentication protocol for mobile nodes. The designed
protocol provides forward secure pairwise key for the mobile node when it moves from one cluster to another. Thus, the mobile
sensor node can be authenticated by the new cluster head, and the privacy of his origin area is protected. In addition, the security and
performance analysis shows that our scheme meets the need of lower communication and computation overhead, while achieving
security requirement for mobile sensor node application in MWSN.

1. Introduction

WSN has become more and more prospective in human
life with the development of hardware and communication
technologies. However, due to the static network style, there
are some natural limitations of WSN, such as network
connectivity and network lifetime [1-4]. Furthermore, more
and more researches find that the mobility in WSN not only
improves the overall network lifetime and the data capacity of
the network, but also addresses delay and latency problems
[5-9]. There are many researches on how to realize better
energy efficiency, improve coverage, enhance target tracking,
and cause superior channel capacity for MWSN. However,
limited researches consider the issue caused by the mobile
sensor nodes, such as credibility with low consumption
overhead and secure communication in MWSN. While more
and more application scenarios require mobile sensors in
WHSN, such as traffic detection, animal observation E-Health,
and battlefield. Furthermore, some present researches begin
to consider the mobile adversary [10], which brings new
security problems. Therefore, we should pay attention to
realize the mutual authentication between the mobile node
and the cluster efficiently, generate the new pairwise key, and
make sure of the security of data transmission.

The framework of MWNS is given as in Figure 1. The
network considers four types of entities:

(1) base station—as usual, the base station is assumed
to be absolutely secure, which has plenty bandwidth,
energy, storage space, and computation capability;

(2) cluster head—cluster head is assumed to have more
storage space, energy, communication range, and
computation capability than sensor node, and notice
that, in general, the communication range of cluster
head is also larger than the sensor node;

static sensor node—we consider static sensor nodes
in our network model, since they can work for the
cluster head, and relay for mobile sensor node which
has smaller communication range than cluster head,
and in general, we assume that it has limited storage
space, energy, and communication range;

G

~~

(4) mobile sensor node—the mobility is the only differ-
ence between the mobile sensor node and the static
sensor node, and the mobile sensor node roams from
one cluster to another cluster and communicates with
the nodes in the cluster.



&> Static sensor node
@ Mobile sensor node

FIGURE 1: The framework of MWSN.

Based on the framework of MWSN, some security prob-
lems are brought by the mobility of mobile sensor node.
One problem is the identity authentication of mobile sensor
node in the new cluster. The other is the new session key
generated between mobile sensor node and new cluster
to ensure security communication. Moreover, we should
protect the privacy of the mobile sensor node which means
attackers cannot track it. Therefore, the security requirements
of MWSN are given as follows:

(1) the authentication of identity—making sure that the
identities of both parties who generate the key are
trusted;

(2) data integrity—ensuring that only authorized person
can modify the transmission of information;

(3) message privacy—transferring data can only be read
by authorized parties;

(4) key freshness: ensuring that the existing session key is
only used at current stage;

(5) node Resiliency—the network recovers when some
nodes are captured by malicious attackers;

(6) privacy-preserving—since the mobile sensor node
roams in WSN, attackers cannot track the mobile
sensor node;

(7) scalability—allowing revoking and joining nodes.
With the expanding of the network scale, it has little
effect on the storage space of nodes and communica-
tion consumption.

In this paper, we focus on the security requirements
caused by mobile sensor nodes. For the mobile sensor node
in MWSN, we present an efficient node reauthentication and
key generation scheme for mobile sensor nodes which con-
sumes less communication and computation overhead and
protects the privacy of the mobile sensor node. The security
and performance analysis shows that our re-authentication
scheme for mobile sensor node cannot only efficiently realize
the secure requirements for MWSN, but also suit for the
limited resource WSN.

The rest of this paper is organized as follows. In Section 2,
we introduce the related work. We present our protocol
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in Section 3. Section 4 gives the security analysis of re-
authentication protocol. Section5 gives the performance
analysis and simulation. Finally, we conclude the paper in
Section 6.

2. Related Work

We introduce our related work from three aspects: the
lightweight authentication schemes for WSN, the research of
mobile sink in MWSN, and the re-authentication schemes for
the mobile sensor node in MWSN.

The demand of lightweight is mostly considered in sensor
network. All nodes in sensor network are considered to be
static initially. For example, Perrig et al. [11] proposed a
typical authentication scheme named yTESLA (Timed Effi-
cient Stream Loss-Tolerant Authentication) by using the one-
way hash chain. The protocol publishes the authentication
key K, through delay to ensure that before the K,  is
published, the attacker cannot forge the correct broadcast
packets. Du et al. [12] constructed an authentication path
based on the public key mechanism by using Merkle Tree
to reduce the computation and communication overheads.
He also proposed dividing the entire WSN network into
region Merkle Tree which can reduce the height of the Tree
and the hops of the authentication. Ibriq and Mahgoub [13]
proposed an efficient authentication program in which BS
(Base Station) acts as the role of Certificate Authentication
(CA) and assigns part of its functions to CH (Cluster Head).
A sink can generate a key from “Partial Key Escrow Tab” [13]
in all nodes and can be elected as Cluster Head. After the
data integrated, messages are exchanged among cluster heads
and finally transmitted to BS. However, since the partial key
escrow Tab should be stored in every node, this scheme needs
additional storage space. All these authentication protocols
are for static nodes without considering roaming issue.

The advantages of mobile sink in MWSN have attracted
much attention. Zhang et al. [14] proposed several efficient
schemes to restrict the privilege of a mobile sink without
impeding its capability of carrying out authorized operations
for an assigned task. To prevent the authenticator from
revealing information due to mobile sink compromises,
the privileges of the authenticator are restricted by adding
parameters, such as the starting time and the ending time
of a task, the type of a task, and ID of the mobile sink.
Vieira et al. [15] proposed a bioinspired location service
named Phero-Trail location service protocol. In Phero-Trail,
location information is stored in a 2D upper hull of a
Sensor Equipped Aquatic Swarm, and a mobile sink uses
its trajectory projected to the 2D hull to maintain location
information. This enables mobile sensors to efficiently locate
a mobile sink. The results show that Phero-Trail performs
better than existing approaches. Agrawal et al. [16] proposed
a key update protocol which securely updates the session key
between a pair of nodes with the help of random inputs in
mobile sensor networks. The security analysis shows that the
proposed protocol resists known-key, impersonation, replay,
worm, and sink hole attacks, while also provides forward
secrecy, key freshness, and key control.
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TaBLE 1: Notation.

Notation Description

T Timestamp

M, The mobile node

CH,, CHy The cluster head

Kyup The pair-wise key for A and B

{M} Encrypt message M by K

MAC(k, M) The message authentication code of M using K
H() Hash function

Il Message connecting

® Xor

Recently the security of mobile sensor nodes in WSN
has been paid more and more attention. Han and Kim
[17] proposed the re-authentication issue concerning mobile
nodes moving among sink nodes. The scheme considers the
sink in the home cluster as a trusted third party. It prestores
authentication information in all surrounding neighbor
clusters and transfers the credible information to the new
sink. The communication and computation overhead of re-
authentication is reduced through credible trust. Qiu et al.
[18] considered a sensor node roaming within a very large and
distributed wireless sensor network, such as the application
of healthcare field, in which the sensor nodes are deployed
in the patient’s body. When a dynamic sensor node moves to
new area and wants to attack a router or a cluster head in this
area, it first sends a request message to the base station. After
verifying validity of the request message, the base station
generates the session key for mobile node and the router and
sends it to the router, and then the router sends the material of
session key to the mobile node to generate the session key. Qiu
also improves the E-G scheme to guarantee that two sensor
nodes share at least one key with probability 1 with less storage
and energy overhead. The disadvantages of Han’s scheme are
as follows. First, it only takes the mobile node, sink node, and
base station into consideration. Then, the communication
overhead of the program mostly concentrates on the mobile
node, so it has influence on the lifetime of the mobile node.
Lastly, the re-authentication material is prestored in the
neighbor clusters, which exists unnecessary communication
overhead and information leak. In Qiu’s scheme, the base-
station is always online and provides the full utilities. The re-
authentication also depends on the base station which incurs
large communication overhead.

3. The Proposed Protocol

With the mobility of MWSN, the mobile sensor nodes may
move from one cluster to another. If we repeat the new nodes
addition process proposed in [4], the scheme will degrade to
the E-G [19] scheme. Besides, some predistribution schemes
need to interrupt the operation of network and implemented
by man, which is unrealistic for the running wireless network.
Therefore, the roaming behavior of mobile sensor nodes
must consider how to get trust from the new cluster and

(© ST )
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M R R
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FIGURE 2: The re-authentication of mobile sensor node.
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FIGURE 3: Re-authentication of mobile sensor nodes.

generate the pair-wise key to achieve security communica-
tion. Considering the security requirements caused by mobile
sensor nodes in the MWSN, we design our re-authentication
protocol as follows. For convenience, we assume that after
the static WSN generated the communication keys for the
entities, the mobile sensor nodes join the network from some
clusters.

As Figure 2 shows, the whole process can be divided
into two phrases. Phrase 1 the mobile sensor node M, first
registers at the base station and then joins the network from
the fixed cluster CH, (home cluster). The main purpose of
this phase is to make M , initial trustily join the network. To
ensure security, this phrase is realized by oftline distribution.
Phrase 2 M, moves to another new cluster CHy (foreign
cluster), and it should pass the legal identify authentication of
CHj; before enjoying the resource of this cluster. To realize the
mutual authentication of M, and CHp, we can use the trusted
relationship among M,, CH,, and CHy. We describe the
further details of re-authentication as follows. The notation
used throughout our scheme is shown in Table 1.

3.1 Predistribution for Mobile Sensor Node. Before roaming
in the network, M 4 should register in the base station and get
the pre-distribution material by offline. Then, M, joins the
network from cluster head CH,. After being authenticated
by CH,, M, has the information including a hash number
H(I), arandom number R;, and the session key K¢y, pr, -

3.2. Mobile Sensor Node Reauthentication. After registering
at the base station and trusted joining CH,, M, can roam
in the network among clusters. As Figure 2 shows, after
completing Phase 1, the mobile sensor node M, moves to a
foreign cluster CHy, and M4 should pass the authentication
of CHj before communicating with other nodes in CHj. The
implementation mutual authentication of re-authentication
protocol is shown in Figure 3.
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Require: M, t,,t;, MAC,, MAC,.
I:  Verify (t* —t,) < At.
2:  if ¢, is valid then
3:
4: if MAC,* = MAC, then
5
6: if MAC,* = MAC, then
7:

MAC(Kcy, cn,o tslley)-
8: end if
9: end if
10: endif

Compute MAC, * = (Key, cn > Mallt,llt [IMAC)).
Compute MAC, * = (KCHA,MA’MA”tIHH(I))'

Compute e, = {H(I)’RI}KCHA,CHB and

ALcoriTHM 1: The process executed by CH , to message 2.

Compute MAC;* = MAC(Kcy , cnp» £31le1)-

Generate random number R,, compute Key, yr,

Compute MAC, = (Kgy, ar,» H(DIIt,l1Ry).

Require: ¢, e,, MAC,;.
I Verify (t+ —t;) < At.
2:  if t; isvalid then
3:
4: if MAC;* = MAC, then
5: Extract H(I) and R,.
6:
as formula (1).
7: Compute i, = H(R,) ® R,.
8:
9: end if
10:  endif

ALGORITHM 2: The process executed by CHj to message 3.

(1) When M, moves to the new cluster CHp, it
first launches the authentication procedure to CHj.
M, sends the message 1. M,, CH,, t;, MAC, to
CHp, where t; is the timestamp, and MAC, =
(K om,» Mullty [1H(D)).

(2) When CHj, receives message 1 at time ¢+, and CHp
first checks whether (¢t = — t;) < At. If the result is
valid, since there is no shared information between
CH; and My, and CHy would send message 2:
My, t,, t, MAC,, MAC, to CH,, where MAC, =
(Kenycn,» Mallt |t [IMAC).

(3) Upon Receiving the message 2, the home cluster CH 4
verifies message as Algorithm 1 and replies message 3:
t3,e;, MAC; to CHj.

(4) After receiving the message 3, CHy verifies message
as Algorithm 2. Then, CHy sends the message 4:
tyh, MAC, to M.

(5) Upon receiving the message 4 from CHp, the mobile
node M, executes Algorithm 3 to get the pair-wise
key

Kenym, = H(H D [R|[Ry). )

After generating the session key, M , verifies the correctness
of MAC,. If the validation is right, the session key is right.

During the communication with CHg, H(I) and R, should be
updated as H(I "Yand R; which are used as the authentication
material for the further re-authentication. CHy also sends
these information to the base station.

For convenience, the role of home cluster is acted by the
foreign cluster node through which the mobile sensor nodes
have completed the re-authentication process. That means
that after M, completes re-authentication in the foreign
cluster CHy, CHy, is the new home cluster of mobile sensor
node. When M, moves to another foreign cluster CH, CHp
acts as the home cluster which responsibly completes the re-
authentication between M, and CHg..

Taking the issue of tracking and protecting the privacy of
M, into account, we use the pseudonyms methods [20, 21]
during the communication. The whole time of M, in CHj is
divided in accordance with the time slice TS, and the length
of each time slice is At, which means we can get C time slices.
We denote PID, ; as the pseudonym of M, in the time slice
TS, where PID , ; is generated by two hash seeds H(I) and
R, as formula (2)

Sl,j = H’ (R2)>
S,; = H (H(I)), 2)

PID,; = H(S,;@S,).
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Require: t,, h;, MAC,.
1. Verify (t* —t,) < At.
if t, is valid then

end if
end if

2
3 Compute H(R,), and R,* = h; @ H(R)).

4: Compute Ky, py, * as formula (1).

5: Compute MAC, * = (KCHB,MA*»H(I)HQth).
6: if MAC,* = MAC, then

7

8

9

Kengmy * = Kepgnmy-

ALGORITHM 3: The process executed by M, to message 4.

Notice that since CHy knows R, and H(I), so it can
trace the messages sent by M, in its communication range.
While M, moves to CH¢ at TS; (actually CH, only knows
a mobile sensor node named PID, ; joining its cluster),
because CHy does not have the materials to generate the
pseudonyms, so it cannot trace the messages sent by M, out
of its communication range. By this way, we can protect the
privacy of M 4.

4. Protocol Security Analysis

4.1. The Protocol Satisfies Forward Security. Suppose that the
attacker gets the session key K¢y, between the mobile sen-
sor node M 4 and cluster node CH.. It is difficult for attackers
to derive the session key used before such as K¢y, p,- The
session key between M, and CHjy is determined by two
random numbers R; and R,. R; is produced in the last re-
authentication cycle and is transmitted in the ciphertext. R,
is transmitted by the XOR hash value h, in message 4. If
the attacker wants to obtain the plaintext R, he must know
the session key K¢y, 5, between M, and CH,. Thus, the
problem is deduced into how to get the session key between
M, and the first cluster CH . K¢y, 5, is sent offline, which
is assumed to be secure. R, is gotten by the hash and XOR
of the hash value of R}, and according to the irreversibility of
hash, the problem of obtaining the plaintext of R, is derived
to obtain the plaintext R,. Even if attackers get the current
session key of M ,, they cannot derive the previous session
key of M, through the previously analysis. The protocol
satisfies forward security.

4.2. Mutual Identity Authentication. In our scheme, as there
is no shared information between CH, and CHg, CHjg
cannot verify the identity of M,, so when CHjy receives
message 1, it transfers the message to CH,. CH, helps CHp
authenticate the identity of M , by computing MAC, through
using the hidden H(I). M, authenticates the identity of the
foreign cluster CHy mainly through MAC, which also uses
the hidden H(I). If MAC, is right, we believe that CHy has
the right identity. By this way, we realize mutual identity
authentication.

4.3. Prevent Man-in-the-Middle Attack. From the analysis of
our scheme, an attacker can track or intercept message I to

act the mobile sensor node M , and continue communicating
with foreign cluster head. It makes the entire protocol go
on running. Finally, feedback message (message 4) is gotten
to extract the session key material. However, according to
the analysis of forward security, R, and R, are not sent in
plaintext. In order to attack the protocol, the previous session
key should be known. And the whole problem is back to
the security of K¢y, 57, For man-in-the-middle attack, as
mentioned in mutual identity authentication, mutual identity
authentication ensures the correctness of the identity of
the message sender. MAC used in every message ensures
the message integrity. According to the general security
assumption of MAC [17], attackers cannot construct a valid
message to achieve communication. So the protocol can
prevent man-in-the-middle attack.

4.4. Prevent Replay Attack. When the mobile node M,
applies to join registered foreign cluster, every message of our
scheme has the current timestamp (t,, t,, t3, t4). The message
received in At time, to some extent, can prevent replay attack.
According to the session key generated in formula (1), the
generation of session key selects new random number, which
ensures the freshness of session key and prevents replay attack
effectively.

4.5. Protect the Privacy of the Mobile Node. Since the com-
munication of mobile sensor node uses the pseudonyms,
attackers and other entities cannot distinguish them which
protects the privacy of the mobile sensor node. But to the base
station and cluster heads, they can track the mobile sensor
node. After the mobile node joins the foreign cluster, the
cluster head sends the H(I) and R, to the base station, which
helps the base station to track and manage the mobile sensor
node. However, for the cluster head (such as CH;), CH only
knows that the pseudonyms of the mobile sensor node M,
is in its cluster. When the mobile sensor node M, moves to
a new cluster head (such as CHp,), CH. does not know the
pseudonyms of M ,, and it cannot track M 4. Therefore, the
privacy preserving of mobile sensor node is conditional.

5. Protocol Performance Analysis

We give the performance analysis of our scheme in this
section in terms of communication pass, message size, and



6 International Journal of Distributed Sensor Networks
TABLE 2: The required number of communication passes. TaBLE 3: The base parameter setting of message.
Han’s scheme Qiu’s scheme Our scheme Notation Length (byte)
Node to Sink 2n n n MAC 4
Sink to Sink m l 2 Random number 8
Sink to Node 1 1 1 Identity 1
BS to Sink — 1 — Time stamp 8
Key size 16

computation overhead. We also give the simulation of our
scheme on the NS2 simulation platform and use the time
delay to reflect the efficiency of our scheme.

5.1. Communication Pass. We compared the required number
of communication passes with Hans [17] and Qiu’s [18]
schemes, since both of them propose the reauthentication
protocols for mobile sensor nodes in WSN. Table 2 shows
the comparison of communication passes for mobile node
reauthentication, where n denotes the number of hops from
M 4 to the foreign cluster head (sink), m denotes the number
of neighbor cluster heads (sinks) around the home cluster
head, and I denotes the number of hops from foreign cluster
(sink) to the base station which is used in Qiu’s scheme.

Since Han’s and our schemes use the relation among
cluster heads to realize re-authentication for mobile sensor
node, which do not need communication with the base
station, in Qiu’s scheme, when the node joins a new sink,
it first sends the requirement message to the base station.
Actually, the message is first sent to the foreign cluster head
(n hops) and then to the base station via the foreign cluster (I
hops) which incurs large communication overhead. The hole
communication passes are (1 + I) hops.

Although the re-authentication of Han’s scheme does
not need communication with the base station, he pre-
stores the authentication information in all surrounding
neighbor cluster heads which are related with the number
of neighbor cluster (1 hops), while our scheme realizes the
re-authentication by the tradition tripartite authentication,
which results in less communication pass.

5.2. Message Size. The message size during the re-authen-
tication process is quantified by the byte which is to show the
communication overhead. We compare the message size with
Han’s. We use the base parameter setting of message as Han’s
[17] in Table 3.

From Table 4, we can see that our scheme has less message
size of the whole re-authentication process. Notice that
Han pre-stores authentication information in all surrounding
neighbor clusters and we only consider that the number of
authentication material of transmission size is 36 bytes, while
the actual number may be more than 36.

During re-authentication for mobile sensor node, we
reduce the message length transmission among the entities
since the data transmission consumes much more energy
than computation in WSN.

5.3. Computation Overhead. Computation overhead is quan-
tified by the number of execution encryption algorithm. As

TABLE 4: The required message size for re-authentication (byte).

Han’s scheme Qiu’s scheme  Our scheme
Node to Sink 48n 15n 14n
Sink to Sink >36m 151 53
Sink to Node 86 22 20
BS to Sink — 50 —
Total >(48n+36m+86) 15(n+1)+72 14n+ 73

TABLE 5: The required message size for re-authentication.

Han’s Qiu’s QOurs
Encryption/decryption in total 4 2 4
Encryption/decryption in node 1 1 2
MAC generation/verification in total 8 4 8
MAC generation/verification by node 3 2 4

Table 5 shows, the total number of encryption/decryption
of our scheme is the same as Han’s, both more than Qiu’s
scheme. Since the re-authentication of Qiu’s scheme is based
on the base station, our scheme and Han’s scheme are based
on the relation among clusters.

5.4. Protocol Simulation. We use NS2.29 to simulate our
scheme and Han’ scheme [17], since both of them realize
mobile node re-authentication without requiring communi-
cation with the base station. We use the transmission delay
to quantify the message size, which can reveal the availability
and efficiency of our scheme. The simulation uses the mesh
network topology, MAC layer uses the 802.15.4 protocol
written by Zheng and Lee [22] for NS2, the routing layer
uses the AODV routing protocol which has the shortest
hops, the transportation layer uses the UDP protocol, and
the application layer transmits the CBR packet. The message
size is set as Table 4. The data transmission speed is 250 KB/S,
which adopts the recommended beacon mode standard
setting in reference [22].

Supposing the communication radius of the mobile sen-
sor node and the common sensor nodes within the cluster to
be 20 m, the communication radius of cluster head is 100 m.
The computation delay of message 1 and message 4 in mobile
sensor node is 6 ms and 3ms [23], respectively, while the
computation delay of message 2 and message 3 node is 1 ms
for cluster head.

To reflect the comparison of Table 4, we design two
groups of simulation for our scheme and Han’s scheme [17].
The number of each group simulation is 100 times.
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In Figure4, m = 1, and n = 2. The simulation delay
of Han’s scheme is 26.217 ms, while our scheme is 18.432 ms.
However, the time delay of our schemes simulation is not
as good as the comparison in Table 4. Since there is an
addition MAC layer head for each message, the time delay
of simulation is not the same as the comparison of message
size in Table 4. From Figure 4, we can know the whole delay
of our scheme is less than Han’s. On one hand, our scheme has
less message size, on the other hand, we reduce the number
of messages sending. The fluctuation of the simulation in
Figure 4 is caused by n = 2. Since the message transmitted
by the static nodes in cluster needs to consume transmission
delay (when node transmits message, it will repeat calling
the sending and receiving process, and seek the routing
table, which leads to more delay time), and it results in the
unstability of time.

In Figure 5, m = 1, and n = 5. The simulation delay of
Han’s scheme is 60.384 ms, while our scheme is 34.8608 ms.
Compared with Figure 4, with the number of relay hops
increasing, the advantage of our scheme is more obvious. This
is due to less communication message size of mobile sensor
node. Moreover, with the number of hops increasing, the
instability of the simulation is more obvious.

6. Conclusion

The security problem brought by the mobile sensors in
MWSN attracts more and more attention of researchers.
In this paper, we propose a re-authentication protocol
for the mobile node roaming among clusters. Our proto-
col can transfer the credibility among the clusters which
can efficiently achieve the requirements of secure identity
authentication and establish the forward secure pairwise key.
Meanwhile, the base station can track the mobile trajectory

and protect the privacy of the mobile sensor node. We
also give performance analysis and simulation for our re-
authentication protocol. The results and comparison show
that our protocol achieves better security and has better
performance on communication overhead, message size, and
computation cost.
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Wireless sensor networks consist of a great number of sensor nodes with strictly limited computation capability, storage,
communication resources, and battery power. Because they are deployed in remote and hostile environments and hence are
vulnerable to physical attacks, sensor networks face many practical challenges. Data confidentiality, data integrity, source
authentication, and availability are all major security concerns. In this paper, we focus on the very problem of preserving
data integrity and propose an Efficient Integrity-Preserving Data Aggregation Protocol (EIPDAP) to guarantee the integrity of
aggregation result through aggregation in sensor networks. In EIPDAP, base station can immediately verify the integrity of
aggregation result after receiving the aggregation result and corresponding authentication information. However, to check integrity,
most existing protocols need an additional phase which will consume a lot of energy and cause network delay. Compared with other
related schemes, EIPDAP reduces the communication overhead per node to O(A), where A is the degree of the aggregation tree for
the network. To the best of our knowledge, EIPDAP has the most optimal upper bound on solving the integrity-preserving data

aggregation problem.

1. Introduction

Wireless sensor networks (WSNs) have many security-critical
applications such as real-time traffic monitoring, wildfire
tracking, or military surveillance. In a sensor network,
thousands of low-cost sensor nodes collectively monitor an
area within a certain range and report their own data to the
base station which distributes a data query. However, this
would incur high communication overhead which cannot be
afforded by sensor nodes. Data aggregation [1, 2] mechanisms
are proposed to reduce the power consumption. Data aggre-
gation poses security threat; many secure data aggregation
protocols [3, 4] have been emerging over these years, which
prove to be secure and considerably improve the resource
utilization.

Although data confidentiality could guarantee that legal
parties obtain plain data without being leaked out to adver-
saries, it does not protect data from being altered [5-7]. In this
paper, we focus on the problem of preserving data integrity

through aggregation in sensor networks. Message authenti-
cation codes (MACs) are used in [8] to protect data integrity,
while causing other problems, such as high communication
overhead. In this paper, we present a provably secure sensor
network integrity-preserving aggregation protocol based on
the elliptic curve discrete logarithm problem for general
networks with hierarchical aggregator topologies, assuming
that adversaries are able to corrupt a (small) fraction of
sensors. With the increasing of sensor node’s computation
capacity, public key cryptography, such as elliptic curve
cryptosystems (ECC), is suitable for constrained environ-
ments such as WSN. In [9], authors propose secure data
aggregation schemes using ECC to obtain data confidentiality
and integrity in the data aggregation because of their smaller
key size, faster computations, and reductions in processing
power, storage space, and bandwidth. TinyECC is proposed
by Liu and Ning [10] which provides ECC-based operations
that can be flexibly configured and integrated into WSN
applications.



An adversary can perform a variety of attacks. For exam-
ple, a denial-of-service (DoS) attack can totally block the
communication between sensor nodes and the base station.
However, this attack is not concerned because it is detectable
by the querier and solutions can be implemented to remedy
this situation. In stealthy attack [4], the attacker’s goal is to
make the base station accept false aggregation results, which
are significantly different from the true results determined
by the measure values, while not being detected by the base
station. Our goal is to prevent this kind of attack even when
high-level aggregator is corrupted.

A number of protocols [11-13] have been proposed which
focus on the problem that how can the base station obtain
a good approximation of the aggregation result and how to
obtain data integrity when a fraction of sensor nodes are
compromised. One common sensor feature is the dispropor-
tionately high cost of transmitting information, as compared
to performing local computation. For example, a Berkeley
mote spends approximately the same amount of energy to
compute 800 instructions as it does in sending a single bit
of data. It thus becomes essential to reduce the number of
bits forwarded by intermediate nodes, in order to extend the
entire network’s lifetime [14]. All the above schemes need
to verify the integrity of aggregation result in an additional
phase which consumes a lot of energy and causes network
delay.

In this paper we propose EIPDAP, which can immediately
verify the integrity of aggregation result after receiving the
aggregation result and corresponding authentication infor-
mation, hence significantly reducing energy consumption
and communication delay which will be caused if the veri-
fication process is done through another query-and-forward
phase.

The rest of the paper is organized as follows: in Section 2
we describe a survey of other approaches to integrity-
preserving aggregation in sensor networks, in Section 3 more
details about the problem we are trying to solve are discussed,
in Section 4 we describe a new scheme that is, the centerpiece
of our work, and in Section 5 the security properties and
performance of our scheme are analyzed.

2. Related Work

There has been a number of works on preserving integrity in
aggregation protocols for sensor networks. Many protocols
have been proposed for the single-aggregator model [4, 13,
15]. But the aggregator in these schemes suffers from signifi-
cantly high congestion and only reduces communications on
the link between the aggregator and the base station. So this
model is not scalable to large multihop sensor deployments.

Another significant work is introduced in [11]. The main
idea of this approach is that each node sends its value,
complement, and commitment up the aggregation tree and
then a commitment would pass down the tree for a node to
verify that if its value was added into the SUM aggregation
and the complement of its data value was added into the
COMPLEMENT aggregation. However, the scheme requires
three phases. The delay aggregation strategy used in the sec-
ond phase increases communication from O(1) to O(logn),
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computation from O(1) to O(qlogn), where n is the number
of nodes in the network and ¢ is the number of forests in the
commitment tree. The result-checking phase costs O(Alog®#)
congestion. Frikken and Dougherty in [12] improves Chan’s
approach by reducing the maximum communication to
O(Alogn).

A secure hop-by-hop data aggregation protocol SDAP
for sensor networks is proposed in [13]. The authors believe
that we should be more concerned about high-level nodes,
since these nodes represent a large portion of the final
result delivered to base station and there would be more
catastrophic consequences if they are compromised. Hence,
SDAP dynamically partitions the topology tree into multiple
logical groups of similar sizes using a probabilistic approach,
following the divide-and-conquer principle. In this way,
fewer nodes are located under a high-level sensor node
in a logical subtree resulting in reduced potential security
threat by a compromised high-level node. SDAP introduces
probability and attestation to the data result-checking; the
communication required per node is O(log (n/ ng)). Because
SDAP just let part nodes be attested, attestation algorithm
cannot find all compromised nodes. By adding attestation
paths can increase the detection probability, but it will
increase communication cost.

Aggregate message authentication codes introduced by
Katz and Lindell (CT-RSA 2008) [8] provided a new perspec-
tive of preserving integrity. In their construction, aggregating
MAC simply computes the XOR of all the MACs into one
value, the size of which is the same as an ordinary MAC. After
receiving all the data and the final aggregate MAC, the base
station uses secret keys shared with each node to compute a
new aggregate MAC from these data and compares it with
the received aggregate MAC. Although it remarkably reduces
communication overhead we have seen in former protocols
[11-13] and is easy to perform, it suffers from the “mix-and-
match” attacks [16] in which the adversary can easily forge
several types of aggregate combinations.

In [9], the authors proposed a new algorithm using
homomorphic encryption and additive digital signatures
to achieve confidentiality, integrity, and availability for in-
network aggregation in WSN. However, the protocol cannot
resist stealthy attack. We discuss concrete attack on the
protocol due to Albath and Madria [9] in the appendix.

Besides, there have been several protocols designed for
preserving the confidentiality of the aggregation results [17-
19]. This issue is orthogonal to our work and is not considered
in this paper.

3. Problem Model

This section contains the definitions of basic problems and
includes discussion on the nodes’ setup, the security infras-
tructure, and the attack model.

3.1. Network Assumptions. We assume a query-based sensor
network with a large number of sensors and a powerful base
station with transmission ranges covering the whole wireless
sensor network can broadcast messages to all nodes directly.
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Before aggregation process, sensors will form a tree topology
where base station locates at the root.

We further assume that the base station would broadcast
an authenticated query before collecting data. If there is no
aggregation tree, then an aggregation tree should be formed
as the query has been sent to all nodes. Our protocol takes
the structure of the aggregation tree as given. One method
for constructing an aggregation tree is described in TaG [20].

Each node is sensing an integer value r that is in the range
(0, v] (we rule out “0” in defense of 8; which we will explain
later) for some application-based value v. The goal is to return
the SUM result with two tags proving that the SUM result has
not been forged (even in the presence of malicious nodes).
Due to resource constrains, all readings need to be aggregated
by aggregators while being transmitted over a multihop path.

3.2. Security Infrastructure. We assume that each node i has
a unique identifier s;, private keys r;,l; € Z, and shares a
private key sk; and a private point 6; € cyclic elliptic group
E(Z p) with base station. ECC domain parameters including
the generator point G € E(Z,) are preloaded in all nodes. In
each node i we set two parameters o; and [3; which will be
used later:

«; =1,G,
1

B = rio;.

3.3. Attack Model and Security Goals. We consider a setting
with a polynomially bounded adversary, which can physically
access the sensors and read their interval values. The adver-
sary is also restricted to corrupt a (small) fraction of nodes
including the aggregators.

Once the adversary compromises a sensor node, it can
obtain all the node’s secret keys. An adversary can modify,
forge, or discard messages or simply transmit false aggregate
results, and its goal is to forge valid aggregate result to be
accepted by the base station. The higher false aggregate result
level is, more catastrophic consequence will be caused.

In this setting, we focus on stealthy attacks [4] where
the attacker’s goal is to make the base station accept false
aggregate results while not being detected by base station.
And our security goal is to prevent stealthy attacks. In
particular, we want to guarantee that once the aggregate result
has been accepted by the base station, it is indeed the real
result aggregated by honest nodes.

Definition 1 (integrity-preserving aggregation algorithm).
An aggregation algorithm is integrity-preserving if, by tam-
pering with the aggregation process, an adversary is unable to
induce the base station to accept any forged aggregate result.

Since if a sensor node is compromised, the adversary can
obtain all its confidential information (e.g., cryptographic
keys) and send false data without being detected. In this
paper we will focus on the situation where an aggregator is
compromised and see whether it can forge a valid aggregate
result.

In this paper, however, we do not address the denial-
of-service attack where the adversary prevents the querier

from getting any aggregation result at all; because nodes’ not
responding queries clearly indicate that something is wrong
and solutions can be implemented to remedy this situation.

4. Our Work

In this section, we present a new approach, especially aiming
to preserve integrity of the aggregation result. We first give an
overview of this approach and then present the details.

4.1. Overview. The design of our algorithm is based on the
elliptic curve discrete logarithm problem. The overall algo-
rithm consists of three main phases: query dissemination,
aggregation-commit, and result-checking.

In query dissemination phase, the base station broadcasts
the query to the network. An aggregation tree, or a directed
spanning tree over the network topology with the base station
at the root, is formed as the query sent to all the nodes, if
one is not already present in the network. Then the path-
keys and edge-key for each node encrypted with the secret
key shared between base station and node are sent to the
corresponding node. Path-key and edge-key are calculated by
the base station according to the network topology. We show
the detail of the calculation of the path-key in Section 4.2.

In aggregation-commit phase, each sensor node collects
raw data and computes two corresponding tags before
sending them to their own parent node in the aggregation
tree. After receiving all the messages from all child nodes,
aggregator performs modulo addition operations over the
three items and forwards the result to high-level aggregators
until the base station.

In the result-checking phase, the base station verifies
the integrity of the SUM aggregation with two aggregation
tags. Compared with Chan’s and Keith’s approach, ours does
not require any dissemination from top root node down to
the leaf nodes which causes congestion O(Alog2 n) in Chan’s
approach and O(A logn) in Keith’s approach and energy cost
in this phase.

4.2. The SUM Approach

4.2.1. Query Dissemination Phase. Before aggregation, the
base station broadcasts an authenticated query to the net-
work. The query request message contains a nonce N to
prevent replay attack [1]. If there is no aggregation tree, an
aggregation tree with the base station at the root will be
formed as the query has been sent to all nodes. Then the tree
information will be reported back to the base station. After
the base station receives the tree information, it calculates
the path-key for each node: for each aggregator or sensor
node i, base station generates a key bs, and calculates edge
key according to one-way hash function F, where

ki_j = Fys (Si’sj’N)’ (2)

and node i is the parent of node j. s; and s; are unique
identifiers of node i and node j.
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FIGURE 1: Aggregation phase. The nodes 1, 2, 3, 4, 5, 6, and 7 are sensor nodes, and the nodes 8, 9, and 10 are aggregators while node 3 works as
both sensor node and aggregator. Without losing generality, we assume that every intermediate node is able to sense raw data and performs

aggregation like node 3 does.

For each sensor node i, base station also calculates two
path-keys k; , and k; , as follows:

0
ki = > 3
! kpath ( )
Ky = — (4)
" kpath '

where 0 is a point in E(Z,), [ is an integer and they are both
chosen by base station to enable data aggregation and prevent
stealthy/replay attacks.

If the path from base station to sensor node i is 1-2-3-7,
then kpath =k ,ky 5k, ;.

Finally the base station with transmission ranges covering
the whole wireless sensor network directly broadcasts to node
i the path-keys and edge-keys encrypted with the secret key
sk;.

4.2.2. Data Aggregation Phase. In the query dissemination
phase, each node has already identified their parents and the
base station has the overall view of the aggregation tree.

In Figure 1, take paths BS-10-8-3-1 and BS-10-8-3-2, for
instance, as sensor node, nodes 3,1, and 2 each has a message,

that is, to be passed to their parents. And the message has the
following format:

(s ), ®

where x] is the SUM aggregation over all sensor nodes in the
subtree; o and f3] are the first and second tag, respectively.
For nodes 1 and 2:

¥ 4

xl—xl, xz_XZ)

o =xk, | +x, Bk

1 = X1k X PrKy s ©)
6

* = xyky | + x5k

o, = x,ky1 + %385k 5,

ﬁf =x5 +0,, .Bg = x3; + 0.

For aggregator/sensor node 3 with data x;, it first com-
putes o and 3} as a sensor node:

!
oy = x3ks 1 + x5 85k,

ﬁ; = x335 + 0.

!
x3 = X3,

7)
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Then node 1 and 2 send their data and tags to node 3. After
receiving all messages from its subtree, node 3 works as
aggregator to perform aggregation:

# ’
Xy =X + X, + X,
# # # !
oy = ks o) + ks 00 + o, (8)
# ! ! !
B =B +B,+ B

and sends (xg, (xg, ﬁg) to node 8.
Aggregators 8 and 10 perform corresponding tasks:

# # %

Xg = X3 + X4 + X5, Xjg = Xg + Xg»
# # # #

o = kg 300 + kg 40 + kg 50,

)

# # #
oo = kygg0g + kig-90tgs
# # # # # #
Bs =B; + By + Ps Bio = B + Bos
where node 8 sends (xg, ocg, [3;;) to node 10, and node 10 sends

(%, oy, Bl to base station.

4.2.3. Result-Checking Phase. The purpose of result-checking
phase is to enable base station to verify that the integrity of
SUM x7, has not been violated. The verification is performed
as follows.

Base station checks if

ﬂfo - l_lkbs-mo‘z = Zei - l_lexfw (10)

where (x’fo,txfo, ﬁfo) is sent by node 10 to base station; 0, /,
k105 0; (i: from 1to 7) are only known to base stationand 1"
is the inverse of I modulo which is the order g of the elliptic
curve group E(Z,).

Since

Blo= By + B
= By + By + B+ By + B
=B+ B+ B+ B+ B+ e+ 7
=x.B,+0, + x5, + 0, + x33; + 05 + x,34

+ 0, + x5B5 + 05 + x 36 + 0 + X, 5, + 0,

= (%1 By + x5 B, + X3 B3 + x4 By + X5 B5 + X6 + X7 57)

+(0,+0,+60,+6,+0;+64+0,),
lilkbsfw“fo
= 1" kyg10 (Fro.80 + Ko.005 )
=1"kyg 10
X (kw-s (k8_3(x§ + k8_4ocz + ks_soc:)

+kio.0 (k9-6“§ + k9-7“§))

= Z_lkbs—lo
X (k10-8 (k8—3 (“; + k3-1“? + k3-2“§)
+ k8_4ocz + k8_4oc§)

+ kyg.o (Kot + Ko.705))

= l_lkbs-10k10-8k8-3

I
x| ks (—)X B
( 1\ kg rokig.gkgsksy /7

+ ks, < l ) x5

kbs-10k10-8k8-3k3-2

(foris) %)
kb8710k10—8k8—3 s

-1
+1 kys-10k10-8

l
N E———
( 4 kbs—10k10-8k8-4 o

l
ks (e ) %585
#Rokioes )

-1
+ 1 kps10k10-0

l
Y ——
( 6 kbs-10k10»9k9»6 ore

l
o (T ) %08
77\ Kos-10k10.9Kke.7 /7

= (X181 + X, By + X3 B3 + x4 By + X585 + X Bs + %7 57)

+ 1710 (%) + 2y + X5 + Xy + X5 + X6 + X;).

(1)

We can say that base station accepts the SUM aggregation
x%,, or the two tags will only verify if all tags are generated
by honest nodes and aggregated correctly along the path.

Again, note that I”" is the inverse of I modulo g which is
the order of the elliptic curve group E(Z,), and 6, 1, ky_,, are
only known to base station.

5. Analysis

This section discusses the security and congestion complexity
of EIPDAP.

5.1. Overview. Once a node has been compromised, it is
under the full control of the adversary which can record and
inject messages as will. We also assume that the adversary
can only corrupt a (small) fraction of nodes including the
aggregators. Also, we do not concern denial-of-service attack.
The following is the proof for security of EIPDAP.



Definition 2 (sensor node inconsistency). Let (xf, (xf , ﬂf ) be
a message sent by sensor node t. There is an inconsistency at
node ¢ if either

1) ocf #x:k; 1 + x, Bk, 5 or

2 ﬁf #x,.f + 6,

Definition 3 (sensor node forgery). An adversary eavesdrop-
ping on sensor node i successfully forges a new message

(x/ o, Bf) if
M) x; #x],
(2) o = x7 ki + x; Biki,
(3) B = x; B + 6.

Since once a sensor node is compromised, the adversary can
obtain all its confidential information (e.g., cryptographic
keys) and send false data without being detected; however,
we do not address this kind of forgery here.

Lemma 4. Let the final SUM aggregation received by the base
station be x;iml, then S; + u < xjciml < S; + uv where Sy is the
sum of the data values of all the legitimate nodes, and y is the
total number of corrupted nodes.

Proof. As the conclusion is obvious here, so we do not prove
in detail. O

Lemma 5. If elliptic curve discrete logarithm problem is hard,
then it is not possible to forge a valid message as an honest
sensor node for all eavesdropping probabilistic, polynomial
adversaries.

Proof. Let (x],af, B} be an internal message sent by sensor
node i to its parent.

Say adversary is eavesdropping on node i. In order to
forge a valid message (x/,a;,B;) for x, A can easily
compute a valid o = x7 x/ o]

As Bf = x;B8, + 0; = x,;yG for some integer y, a valid f3;
should be computed as

B =x/Bi+6;=xy"G
# % =1 =1 # (12)
=xy % ¥ BG

Due to 6; and f3;, adversary cannot forge f3; directly from
x;B; + 6; but to compute x; y*x;'y ' B/G. A has x, x;, 5
and G; the factors it lack are y and y*.

Calculating y from f8{ = x;yG and y* from 8 = x] y*G
is ECDLP, which means calculating ; from x; y*x; 'y~ B/ G
is hard.

Another concern rises when adversary keeps eavesdrop-
ping on sensor node i and records the messages sent by i.
Assume that adversary has

{(xpody - Bl 1 € o} (13)

where (xf#j,ocgj, ﬁf;j) represents the message (xf,ocf, /3?),

node i sends to parent in the jth query, and n is the number of
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queries. Note that in each query, every sensor node i chooses
anew secret key /;.
For all j € [1,n], adversary has

# #
Bisj = BisjXis; + 0ic (14)

Because the number of variable is the number of equations
plus one, so adversary cannot solve equations in (14) to obtain
Bi#j or 6.

In conclusion, the probability of an adversary successfully
forging a new message (x;, e, B;) when eavesdropping on
sensor node i is negligible, completing the proof.

Definition 6 (aggregator inconsistency). Let (x, o/, Bf) bean
internal message ag#gregated by node t with two children u
and v. Let (xz, oc::, B, and (xi, ocf, [33) be two messages from
u and v. There is an inconsistency at node t if

+x} or

1 xf :#xi + xi
#

2) cxficx;+cxu+(xf or

(3) B #B, + By + Bi-

Definition 7 (compromised aggregator forgery). An adver-
sary which compromised a aggregator j successfully forges
a new aggregate result (x}, a7, B7) if

* #
@) xj #x" )

1 # # PN P
(2) o =a; +kj oy +kj 00+ ko (o = 0if
does not sense data),

(3) B} = B+ By + Bl + -+ By (B; = 0if j does
not sense data), assuming aggregator j has [ children
1,72, .

Lemma 8. If elliptic curve discrete logarithm problem is hard,
then it is not possible to forge a valid aggregate result for all
probabilistic, polynomial adversaries even when a high-level
aggregator is compromised.

Proof. We assume that aggregator 10 has been compromised
where an adversary is in complete control of node 10,
obtaining all secret keys of node 10. Now an adversary
attempts to forge SUM aggregation and two corresponding
tags after eavesdropping several aggregations and records

{<xTo#i’“Y0#i’ﬁYo#i> lie [1’”]} ) (15)

where (x7,; &fo. Blosi) Tepresents the message (x%,af),
Bi,), node 10 sends to base station in the ith query, and  is
the number of queries. Note that in each query, every sensor
node j chooses a new secret key [;.

Foralli € [1,n], adversary has

.Bfo#i = lilkbsflo‘xfo#i
=(6,+0,+65+0,+05+6+06,) (16)

1y #
=700y
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Now adversary tries to forge a new message (X0, %> 1o)
which satisfies (14). Since node 10 is compromised, adversary
has x, x5, %%, k1950 k10.0, & o5, Bs» B in each query and the
knowledge of the elliptic curve group E(Z,).

Case 1. Intuitively, adversary tries to obtain /, k¢ 1, 0, and
>0, (i: from 1 to 7). However, this requires a powerful
adversary which we do not concern here.

Case 2. Adversary tries to compute /7' by multiplying
ki, (equals 6/k,,,) and the inverse of k;; (equals I/k,,).
However, all path-keys and temporal key are encrypted before
forwarding to nodes, so adversary cannot compute "' when
node 10 only works as an aggregator.

Case 3. Aggregator 10 also senses data. So adversary can
compute "' as in Case 2 and I "'k, ,, which is the inverse of
I/ky.10 modulo g. Now adversary has

# o
Bio — %10

=0, +0,+0;+0,+05+0,+0, - x
17)
##
= B

=9,(0,+6,+0,+0,+05+65+6,) = »,G

for some integer y,. Similar to Lemma 4, since ) 6; (i: from
1 to 7) is kept secret from adversary and computing y, from
Bi* = y,G is ECDLP, then f3 cannot be forged either.

In all cases, adversary can only forge a new message
(x19> &> Bro) With negligible probability, completing the
proof. 0

Theorem 9. EIPDAP is integrity-preserving.

Proof. From Lemmas 5 and 8, we know that EIPDAP is
secure against sensor node forgery in the presence of an
eavesdropper and aggregator forgery when an aggregator is
compromised. Thus, EIPDAP is integrity-preserving, com-
pleting the proof. O

5.2. Congestion Complexity. The computational and memory
costs are likely to be insignificant compared to communica-
tion [3, 14]. Higher computation surely causes more energy,
but a Berkeley mote spends approximately the same amount
of energy to compute 800 instructions as it does in sending a
single bit of data [13, 20] in WSN.

Unlike general hard problems, there is no sub-
exponential algorithm is known to solve the elliptic curve
discrete logarithm problem (ECDLP), meaning that smaller
parameters can be used in ECC than in other systems like
RSA and DSA but with equivalent level of security. Because of
their smaller key size, faster computations and reductions in
processing power, storage space, and bandwidth, ECC is ideal
for WSN. Although the use of elliptic curve cryptography
incurs higher computational overhead than symmetric-key
cryptography, our protocol is mainly designed to save energy.

In query dissemination phase, the base station collects
aggregation tree information and broadcasts edge keys and

TaBLE 1: Edge congestion in the aggregation tree comparison, # is
the number of the nodes, and n, is the group size.

dissSrrlifrEZtion agg?eztaiion Result-checking
Chan’s scheme o(1) O(logn) O(log’n)
Keith’s scheme o(1) O(logn) O(logn)
SDAP o(1) O(Alog (n/ng)) O(Alog (n/ng))
EIPDAP o(1) o) 0

TaBLE 2: Node congestion in the aggregation tree comparison, A is
the degree of the aggregation tree.

dissSr;llfertion aggzztaation Result-checking
Chan’s scheme O(A) O(Alogn) O(Alogzn)
Keith’s scheme o(A) O(Alogn) O(Alogn)
SDAP Oo(A) O(Alog (n/ng)) O(Alog (n/ng))
EIPDAP 0(a) 0(8) 0

TABLE 3: Aggregation tree congestion comparison.

di Qu.ery . Data. Result-checking
issemination aggregation

Chan’s scheme Oo(n) O(nlogn) O(nlog’n)
Keith’s scheme O(n) O(nlogn) O(nlogn)
SDAP o(n) O(n) O(nlogn)
EIPDAP O(n) O(n) 0

path keys directly to the corresponding nodes. Collecting
aggregation tree information costs each edge O(1) conges-
tion, and there is no congestion for sensor nodes and aggre-
gators in broadcasting keys. In aggregation phase, each node
forwards a message. The edge congestion in the aggregation
tree is O(1). In result-checking phase, all operations are
done in the base station, so there is no congestion in the
aggregation tree. Congestion complexity comparisons with
Chan’s scheme, Keith’s scheme, and SDAP are shown in Tables
1,2,and 3.

By the comparison, we can conclude that EIPDAP has
the minimum congestion and is much more energy efficient.
Therefore it is much more suitable for power limited sensor
networks.

6. Conclusion and Future Work

Protecting hierarchical data aggregation from losing integrity
is a challenging problem in sensor networks. In this paper,
we focus on the very problem of preserving data integrity
and propose a novel approach to guarantee the integrity of
aggregation result through aggregation in sensor networks.
The main algorithm is based on performing modulo addition
operation using ECC.

EIPDAP can immediately verify the integrity of aggre-
gation result after receiving the aggregation result and cor-
responding authentication information, hence significantly



reducing energy consumption and communication delay
which will be caused if the verification phrase is done through
another query-and-forward phase.

Compared with the other related schemes, our scheme
reduces the communication required per node to O(A),
where A is the degree of the aggregation tree for the network.
To the best of our knowledge, our scheme has the most
optimal upper bound on solving the integrity-preserving data
aggregation problem. Based on the elliptic curve discrete
logarithm problem, we prove that EIPDAP is integrity-
preserving.

In the future, we will first further enrich EIPDAP in
detail. Second, we will focus on the possibility of reducing the
number of secret keys shared between sensor nodes and base
station or the keys broadcast to all nodes. Third, based on the
proposed algorithm, we may consider meeting other security
requirements, like data confidentiality, source authentication,
and availability.

We anticipate that our work provides new perspective on
preserving integrity of hierarchical aggregation and encour-
ages other researchers to consider this approach.

Appendix
Attack on the Julia-Sanjay Scheme

If the adversary has compromised a sensor node, then it
can obtain the network wide integer k. With the k, it can
modify any aggregated data received from its child nodes.
For example, say the adversary has compromised a node with
message (s;,enc(m;)) received from its child i. In order to
modify m; tom] = m; + Morge> the adversary can easily forge
an encrypted message:

!
enc (mi) = enc (mi + mforge) = <ui, v + mforge> , (A])

given as enc(m;) = (u;, v;). And it is also easy to forge a valid
signature:

s; =k (mi + Mpgrge +2; % 7 (x)) mod p. (A.2)

If the compromised node is in high level, this will cause more
serious effects on the aggregation result since the aggregate
result it handles represents large portions of the overall data
in the WSN.
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Most of the previous work on threshold-cryptography-based distributed CA concentrates on the initial systems configurations and
concrete protocols design, ignoring the efficiency and effectiveness of the key management service during its operation, and always
assuming that there are honest nodes to carry out the service faithfully. This paper focuses on developing a selection mechanism
in MANETs with selfish nodes, to dynamically select a coalition of nodes carrying out the threshold key management service
optimally during system operation. First, we formulate the dynamic nodes selection problem as a combinatorial optimization
problem, with the objectives of maximizing the success ratio of key management service and minimizing the nodes’ cost of security
and energy. Then, to ensure truth telling is the dominant strategy for any node in our scenario, we extend the payment structure of
the classical Vickrey-Clarke-Groves (VCG) mechanism design framework and divide the payment into pieces to the nodes, with
the consideration of their actual execution effectiveness. Simulations show that the proposed mechanism enjoys improvements of
both the success ratio of key management service and lifetime of the network, as well as reductions of both the cost of participating

nodes and compromising probability of MANETs, compared with the existing work.

1. Introduction

A mobile ad hoc network (MANET) is a network consisting
of a collection of nodes capable of communicating without
relying on a fixed infrastructure and is characterized by some
of the features like lacking infrastructure, dynamic network
topology, distributed operation, variable capacity links, use
of low power devices, and so forth. This makes ad hoc
networks financially viable and have tremendous potential
for communications in battlefields, disaster recovery areas,
and other environments such as collaborative computing
and communications in smaller areas. For MANETS, public-
key cryptography (PKC) is appealing in offering security
support, due to its effectiveness in facilitating essential secu-
rity services such as digital signatures and key management.
However, the traditional public key infrastructure (PKI) sup-
porting key management approaches require a global trusted
certificate authority (CA) to manage public key certificates
used to generate confidence in the legitimacy of public keys
for the nodes of the network. This makes it difficult to deploy

the PKIin MANETS, since this type of networks does not have
any form of online or offline authority [1]. Even if the service
node can be defined to act as an authority, maintaining such a
centralized server and keeping its security and availability in
such a dynamic network is a difficult task. Key management
for MANETSs therefore needs to mitigate the unreliability of
basic CA services by taking on a distributed, self-organizing
nature [2-9].

However, previous work on this subject mainly concen-
trates on the initial systems configuration and concrete proto-
cols design of distributed CA itself and ignores the problem of
how to select a threshold number of nodes from the set of all
partial certificates during its operation with the consideration
of attributes of all nodes in the network. Instead, a random
selection scheme is often assumed or implicated. To the best
of our knowledge, the only paper addressing the problem
of optimal nodes selection for threshold key management in
MANETs is [10], where the dynamic nodes selection process
is formulated as a multiarm bandit problem. Then, an optimal
selection scheme is proposed to select the best nodes to be



used as private key generators (PKGs) from all available ones
with the consideration of their security conditions and energy
states. This scheme has nice features of decreasing network
compromising probability and increasing network lifetime in
MANETs.

There are still some problems suffering from the existing
schemes, including the one proposed in [10]: (i) they do not
consider the effectiveness of the key management. Given a
crypto threshold k, more than k correct replies from nodes
make a key management service successful. The success ratio
must be kept at a high level under all circumstances to provide
useful and effective key management services; (ii) they always
assume that the nodes in MANETs cannot act rationally and
strategically (i.e., each node follows the protocol specification
by assumption).

In this paper, we present incentive compatible optimal
nodes selection (ICONS), a mechanism which dynamically
implements the optimal nodes selection for threshold key
management based on the nodes’ security and energy states
truthfully in dominant strategies. Specifically, we formulate
the dynamic nodes selection problem as combinatorial opti-
mization problem [11], by combining two objectives of maxi-
mizing the success ratio of key management service and
minimizing the nodes’ cost of security and energy into a
single weighted objective firstly. And then we extend the
classical Vickrey-Clarke-Groves- (VCG-) [12] based mech-
anism design framework [13] to allow for implementing
an objective function which is not quasi-linear and then
divide the payment into pieces to the nodes according to
their outcomes at current stage. The proposed mechanism
not only enjoys the same nice features as the scheme in
[10] (decreasing network compromising probability, lowering
the energy cost, and prolonging network lifetime) but also
achieves more performance benefits of increasing the success
ratio of key management service and allowing the nodes in
MANETs to remain truthful in the scenario where they act
rationally and selfishly.

The rest of the paper is organized as follows. The next
section reviews related work. Section 3 formulates the opti-
mal nodes selection model for threshold key management in
MANETs. Section 4 presents the incentive compatible opti-
mal nodes selection mechanism and proves its correctness
and truthfulness. The performance of our model is evaluated
via detailed simulations in Section 5. Finally, this paper is
concluded and discussed in Section 6.

2. Related Work

In this section, we review the related work in threshold-cryp-
tography-based distributed CA (DCA) and mechanism
design application in MANETs.

2.1. Threshold-Cryptography-Based DCA in MANETs. A
DCA is realized through the distribution of the CA’s private
key to a number of shareholding nodes. The design of a DCA
based on threshold cryptography is suggested in [14] firstly
and then applied to solving the key management problem
in MANETs in [2] by letting a set of nodes in the network
share the system secret. From then, many DCA schemes
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in MANET have been proposed, which can be classified as
partially or fully distributed certificate authorities [15].

In partially implemented DCA, services of the CA are
distributed to a set of specialized server nodes using secret
sharing. Each of these nodes can generate partial certificates
and a user can create a valid certificate by combining enough
number of these partial certificates. In [5], a cluster-based
partially DCA architecture in MANETS is established. First,
a cluster head assisted CA locating scheme is proposed to
shift the responsibility of CA discovery from each user node
to cluster heads, which greatly reduces service response time
and system overhead. Then, a share update procedure is also
proposed to resolve the multiple initializations problem and
achieves fast systemwide update. The authors of [6] propose a
partially distributed certificate management mechanism that
can handle mobility of nodes for MANET. The mechanism
segregates the roles of certification authority to keep with the
dynamic mobility of nodes and handle rapid and random
topological changes with minimal overhead. The mobile
certificate authority (MOCA) key management framework is
proposed in [7] based on threshold cryptography to provide
authentication service for MANETs. MOCA utilizes a care-
fully selected set of mobile nodes to function as a collective
certificate authority while the MOCA nodes are kept anony-
mous. Equipped with a novel routing protocol designed to
support the unique communication pattern for certification
traffic, MOCA achieves high availability key management
and authentication service with intuitive metrics to measure
the provided quality of service. Then, the authors of [16]
extend the MOCA framework by proposing and evaluating
a key management scheme that suits the dynamic nature of
an ad hoc network. To enhance the robustness and security
of the threshold key management scheme, the authors of
[4] propose a secure and robust key management scheme
(SRKM) based on threshold cryptography, making it more
difficult for mobile adversaries to violate the secrecy of the
private key of certification service, even if they compromise
more than a threshold number of nodes.

In fully distributed CA, services of a CA are distributed
to all nodes using secret sharing, and each of these nodes can
generate partial certificates. Since almost all the neighbors of
a requesting node hold shares of the DCAs private signature
key, fully distributed CA reduces the communication delay
and improves the availability. The authors of [8] distribute
the functionality of conventional security servers, specifically
the authentication services, so that each individual node can
potentially provide certification services for other nodes in
MANETs. Centralized management is minimized and the
nodes in the network collaboratively self-secure themselves.
Then, the authrs of [17] propose a modification to the scheme
in [8] to make it suitable for a mobile ad hoc network in which
forming a coalition of a large number of nodes is often diffi-
cult. The concept of redundancy in key shares is introduced
to increase the probability of recreating the CA key for a
node in a highly mobile network, by allocating more than one
share to each node. In [3], a scheme called autonomous key
management (AKM) is proposed to provide a self-organizing
and fully distributed key management service, which uses
hierarchical structure to ensure flexibility and adaptability
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and uses verifiable secret sharing (VSS) to resist active attacks.
The authors of [9] propose a fully distributed trust model
based on trust graph for mobile ad hoc networks, where
nodes have a similar role and do not need to assign any
special functions to a subset of nodes. This scheme allows
users to fully control the security settings in the network and
allows nodes to generate, store, and distribute their public
key certificates without any central server or trusted party.
The scheme is developed for open networks, in which nodes
can join/leave the network without any centralized adminis-
tration. The joining operation is performed by a coalition of
member nodes to allow access to a new node.

2.2. Application of Mechanism Design. Mechanism design
is the subfield of microeconomics and game theory that
considers how to implement an optimal systemwide solution
to problems that involve multiple self-interested players, each
with private information about their preferences for out-
comes [13]. It is a useful and powerful tool to design protocols
in the environment where the players may deviate the given
protocol specification if it is beneficial for them to do so, and
has been used extensively in MANETSs environments.

The work in [18] proposes ad hoc VCG, a reactive rout-
ing protocol for MANETSs that is robust against individual
selfishness of the communication nodes and achieves cost-
efficiency and truthfulness. This scheme works well in the
MANETs environment, where the communication nodes
are assumed to be selfish and need to declare their cost of
energy in order to compute a cost-efficient communication
path. Following this approach, the authors of [19] present
low overhead truthful routing protocol (LOTTO), a low-
overhead truthful routing protocol for route discovery in
MANETs with selfish nodes by designing incentives based
on VCG mechanism [12], to prevent nodes from revealing
fake information and ensure truth telling to be the dominant
strategy among all nodes. In [20], a mechanism-design-based
model is proposed to motivate nodes that do not belong to the
confident community to participate in being selected as RA,
by giving them incentives in the form of trust. An RA selec-
tion algorithm is also proposed in this paper to select nodes
based on a predefined selection criteria function and nodes
location. In [21], a novel surveillance mechanism is proposed
to observe the packet-dropping behavior of suspicious insid-
ers. It quantifies the threat level of the suspicious insiders and
then realizes an incentive-compatible surveillance scheme to
motivate the rational monitors to cooperate, by rewarding the
cooperating monitors and punishing the violating monitors.
The authors of [22] study the leader election in the presence
of selfish nodes for intrusion detection in MANETs and
propose an integrated solution for prolonging the lifetimes
of mobile nodes and prevent the emergence of selfish nodes.
Reputations are computed in [22] also by using the well-
known VCG [12] mechanism design as a theoretical tool.

These existing studies clearly show that mechanism
design becomes prevalent in many engineering applications
in MANETs. It provides a rich set of mathematical tools
and models to motivate the nodes to reveal truthfully their
selection criteria function. However, there is no much work
on applying mechanism design theory to threshold key

management in MANETs, where the success of the key
management task is highly dependent upon the distributed
collaboration of a coalition of rational and selfish nodes.

3. Optimal Nodes Selection Model

3.1 System Models. MANET, in this study, is represented by
an undirected graph & = (/, &), where /= {1,2,..., N} is
the set of wireless nodes including a leader, and Z is the set of
communication links between the nodes. To keep the security
and energy information current, we divide the time axis
into stages, which correspond to the time intervals between
two continuous key management tasks of the MANET. The
stages are indexed by the integers, so in each stage ¢ only
one threshold key management task can be completed by a
coalition of nodes cooperatively.

At each stage, the leader takes the role of selecting the best
nodes from /" to act as server nodes based on the security
and energy states of each node, and pays each selected node
according to its completion of assigned task or not. Each
server node has its own share of the private CA key and
participates in the process of threshold key management in
the current stage. Sometimes, we also call a server node a
active node and call a nonserver node a passive node. The
leader is not necessarily a special node in MANET. Instead, it
can be elected dynamically from the nodes set .4 by a leader
election algorithm. The aim of aleader election algorithm is to
ensure that a suitable node in a network will be selected as the
leader to perform a task whenever needed [23]. Since in this
paper we mainly focus on developing an incentive compatible
optimal nodes selection mechanism, to encourage each node
in the system to be truth-telling, the details of the leader
election are out of the scope here. There are several leader
election researches that have been done for MANETs and
wireless sensor networks [22, 24, 25].

3.LL Security Model. Denote by s! the security state of a node
i(i € /) at the stage t. Security state represents the security
condition of a node and can be monitored by node itself with
alocal intrusion detection system (IDS). Assume each node i
has a finite number of I; states in security state space &, and
each security state s! evolves according to an I;-state Markov
chain with one-step transition probability matrix as follows:

A7 = (#) ey, = P (SEH =kls; = j)’ M

where a € {0, 1} stands for an action. Action 1 means that the
node is active, and action 0 means that the node is passive.

3.1.2. Energy Model. We represent each node i’s energy state
at stage t as e}, which can also be detected locally. We assume
that the continuous battery residual energy can be divided
into discrete levels, denoted by & = (ey, €5, ..., e;,). To foresee
the energy consumption at the current stage, we model the
transition of energy levels of nodes in MANETs as a Markov
chain with one-step transition probability matrix [26] as
follows:

B = (i) e =Pr(e™ =kl =j). @



3.1.3. Node States Model. Note that both security state s; and
energy state e; are independent of each other, so we can model
the state of each node i in stage t as

o= (s?,ef). 3)

The state set of 7} is represented as IT; and we have
ITL;| = |$] x |&]. The state nf evolves with one-step transition
probability matrix as follows:

P = A B, 4)

where A is security state transition probability matrix, B is
energy states transition probability matrix, and ® denotes the
Kronecker product.

3.1.4. Cost Model. The costs associated with each node i at
stage t are defined as security cost y(s;, a;), from a potential
compromise of the node, and the energy cost y, (e}, a;). The
action adopted by node 7 at stage ¢ is denoted as af € {0,1}.
Then, the instantaneous cost of node i at stage t is

2 (shepa) = (1-y) - (shal) +y-p (ehal), (5

where y € (0,1) is the weight factor for the two kinds of
costs and could be adjusted according to circumstances. We
then extend the cost model to more realistic settings by
considering the network lifetime as follows:

1-9y)- fal . tat
Zf (5;@:,(11?) = ( Y) “ (57 aelt)+y Aue(el az)’ (6)

where ¢! is node i’s energy level at stage t.

Since just one message is needed for a passive node to
report its states to the leader, the cost of a passive node can
be assumed as a constant in a given stage t. Then, the node i’s
cost at stage t can be denoted as

7)

C:

1

t( t ot {Z,t (si,ef, 1) ifi is a active node
£e!) =
1 1

ct if i is a passive node,

where constant C’ is the cost of a messages transmission in
stage t.

If there are m active nodes at stage t (when (m, N) secret
sharing is used in the threshold key management scheme),
then the cost of all the nodes for key management is

Mz

zfj (sfj,e;, 1) +(N-m)-C,

N
Z(t) = Zcf (sf,ef, 1) =
i=1

1

-.
Il

(8)

where {i},i,,...,i,} C / denotes the set of all active nodes

at stage f.

3.1.5. System Value Model. Key management service consists
of a set of tasks and procedures supporting the estab-
lishment and maintenance of keying relationships between
authorized parties [27], such as new node authentication
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and admission, generation and distribution keying material,
update/revocation/destruction of keying material, bootstrap-
ping, and maintenance of trust in keying material. Without
loss of generality, we assume that the key management task
at each stage t has a certain value V' to the system, which
is determined by the expected gain that system could gain
from successful completion of this task. For example, the
task of joint authentication has a higher gain for the system
to admit a new node to join the network than that of
joint session key establishment for two existing peer nodes,
because joint authentication might enlarge the network scale.
So, the former can be assigned a value of 200 while the latter
just be assigned 120.

In the presence of attacks, an active node may fail to
complete its assigned task of key management to act as a
server node. Let p = {p!, p,..., piy} be the vector of task
completion at stage t, where p! (0 < p! < 1)isnodei’s success
ratio to fulfill its assigned task at stage ¢, and if there are m
active nodes {i,, i, ..., 1,} which are selected by the leader to
cooperatively complete the key management task at this stage,
then the expected system value will be

E(V)={ V' []», |- (9)
j=1

We assume that there isamap f : & — [0, 1], defined
from the security state s; of each node i to the success ratio

pls thatis, p; = f(s)).

3.2. Optimal Selection Model. We denote by % the class of all
admissible nodes selection policies. The admissible policy u €
% is a T x N matrix, whose element of the tth row and the
ith column is a;, representing the action taken by node i in
stage t. The optimal nodes selection policy u™ is the policy
that achieves the system objective.

3.2.1. Cost. The total cost of system at stage ¢ is defined in (8),
and the optimization objective is to find the optimal policy

* s s . .
1 to minimize this cost as

A minZ(u'*)

u'"eu
. t(t t t
= min z: (s,e,1)+(N—-m)-C
u'"eu a_’tzz:l l( v ) (10)
= min Z zit (sf, e?, 1) +(N-m)-C".
u'eu ali=1

3.2.2. System Value. The expected value of system at stage ¢
is defined in (9), and the optimization objective is to find the

. . 1* . . .
optimal policy " to maximize this value as

* n*
V' = maxV(u = max
u'" eu u'" e

v TTe |- @

ne_
a;'=1
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3.2.3. Optimal Nodes Selection Policy. Now, we have two im-
portant but conflicting objectives: minimizing the expected
system cost (10) and maximizing the expected system value
(11), and both have their own optimal policy u'~ and u'"".

Hence, there is an intrinsic tradeoff between cost min-
imization and system value maximization. By introducing
a new system parameter p € (0,1) to combine these two
objective functions together into a single objective function
and using the weighting method [28], we formulate this
multiobjective programming problem as a combinational
optimization problem as follows:

* ‘Vt' ?_ 1- .
u' = argmax | p EP, (1-p) 2

(12)

where the value of weight factor p € (0,1) can be set
according to the application. For example, p can be set to a
value close to 1 in a battlefield MANET, in order to reflect
the fact that the improvement of the success ratio of the key
management task is more important than the reduction of
the cost in the battlefield network. By contrast, in a civilian
MANET, p can be set to 0 to reflect the fact that the reduction
of the costs is more important than the improvement of
the success ratio of the key management task in the civilian
network.

Since p € (0, 1), we have (1 - p) € (0,1) and so we rewrite
(12) as follows:

. p
u =arg21€a?5([<rp>.vt,npf—2zf]. (13)

icu i€u

Then the coeflicient (p/(1—-p)) can be omitted for simplic-
ity, and we have

* t t t
u —Mgr;l:};{(W Hpi Zzi>. (14)

i€u i€u

By this we do not lose generality because when p is given,
we can substitute “W*” for “(p/(1 — p)) - V'’ so that the
coeflicient of the new variation is equal to 1.

4. Incentive Compatible Optimal Nodes
Selection Mechanism Design

As stated before, mechanism design [13, 29] is concerned
with the situation where a policy maker faces the problem
of aggregating the individual preferences into a collective
decision and the individuals’ actual preferences are not
publicly known and studies how to elicit this privately held
information and how the information revelation problem
constrains the way in which social decisions can respond
to individual preferences. To implement optimal nodes
selection objective defined in (14), we apply game-theoretic
approach to mechanism design and formulate the nodes
selection process at each stage t as a game where N mobile
nodes in the MANET are the players. Based on this model,
we can design incentives to encourage each node in revealing

its true information and honestly participate in the threshold
key management process.

We assume that all nodes in the MANET are owned by
rational and strategically selfish individuals, whose objectives
are to maximize their individual goals. For this reason, these
nodes may not always participate honestly in threshold key
management, since this might cause security compromising
and consume the nodes’ resources, including battery power,
bandwidth, and CPU cycles. But as discussed in Section 3,
the leader here can take the role of nodes selection and
reputations payment loyally. In this study, we just deal with
the battery power consumption and security compromising,
but our model can be extended to include more general cases
straightforward.

4.1. The Mechanism. In each stage ¢, the leader initiates the
game by asking each node, including itself, to reveal its type.
Then, each node i plays game by revealing its own private
information based on its strategy & drawn from an available
strategy set E = {Truth, Untruth}, according to how much the
node values its utility with a utility function. If the node’s
strategy is “Truth” then the node reveals the true type to
the leader. If the node’s strategy is “Untruth”, then the node
reveals a fake type to the leader. After receiving the revelations
from each node, the leader takes these revelations as the input
and makes its selection of 7 nodes out of .4 by using a given
selection function. Each selected node is assigned a task to act
asa server node and then cooperatively completes the current
threshold key management task with other selected nodes.
Finally, the leader pays the nodes by computing the payments
vector R* = (R},..., R)) with a payment function. Payments
are used to motivate nodes to behave in accordance with the
mechanism goals.

In the rest of the paper, we use 6! = (p}, z}) to denote the
real type of node i at stage t, and use superscript “"” to denote
the type which is revealed to the leader, so to differentiate it
from what is privately known by node itself. And use “—i”
to denote all the other nodes in nodes set ¥ except i. Now
we define ICONS mechanism which implements our optimal
objective as follows.

4.1.1. Selection Function. Given the input of nodes’ revealed
type vector 0 at stage t, the mechanism of choosing m nodes
from nodes set 4" that maximizes the system’s welfare can be
formulated as follows:

t(~t ot
K (p z') = arg max
/V ’ K enm

wTTei- Yz | s)

H t g t
IEKA/ lEK/V

A branch and bound method [30] can be applied to allow
us to find the optimal set of m nodes K’ from MANET’s
nodes set ./ as defined in (15), with reduced computational
cost.

4.1.2. Payment Function. Let qf € {0, 1} denote the node i’s
completion of assigned key management task in stage ¢ if this
node is active, where 1 means success in completing this task
and 0 means fail. The payment will be given to each node i



by the leader in the form of reputation [31], according to the
following payment function:
Yz

wh T8 - K5 (5 21) -

ieK’, €K}
node i is active and g} = 1
R = -
4 p—l’ 1 Z
€Ky
.. . t
node i is active and g; = 0
| C* node i is passive.

(16)

To let the leader detect if a selected node completes its
task or not, we follow the previous work on developing an
integrated fault-intrusion tolerance framework [32, 33] and
do not differentiate between malicious faults and normal
server failures (e.g., node crash, network disconnection,
power failure, etc.) in our scenario. The detection method
proposed in [34] that detects the corrupted shares for the
proactive secret sharing can be adopted here, by checking if
the node participates in the process with the presence of an
uncorrupted share of system’s secret. A recent similar work is
found in [35, 36], which uses Shamir’s secret sharing scheme
to detect malicious activities in the encrypted networks such
as virtual private networks (VPNs) that encrypt and conceal
network traffic.

Now, we get the utility function for node i at stage t as
follows:

G (KL8.8,) - R (KL8.8) -2 )

i

where z; is the instantaneous cost of node i at stage ¢, as
defined in (7); RE(K;;,@; , ét_i) is the payment defined in (16)
given by the mechanism to the node i, when the coalition
of m nodes selected from /" to cooperatively complete the
key management task at stage ¢ is K';'; éf and ét_l are revealed
type(s) of node i and nodes set {—i}, respectively.

Then, node i’s expected utility at stage t is

# (K5.6,.052) = B [ (K15.8,65,2)] . 9)

Note that, ﬁf(Ki;,Gt Gt_l,z‘) is what the node i usually
seeks to maximize. It reflects the amount of benefits gained
by node i if it follows a specific strategy & at stage t. Nodes
might deviate from revealing their truthful types if that could
lead to a better payment. Therefore, our mechanism must be
strategyproof where truth revealing is the dominant strategy,
and thus the following standard properties are required to be
satisfied [13, 29].

(1) Individual rationality holds when truthful nodes are
guaranteed to have nonnegative expected utility. For-

mally, this condition holds, when for all i, 6}, and ét_i,
i (K7}, 60,0,,2;) > 0. (19)

(2) Incentive compatibility holds when it is a dominant
strategy for each node with truthful revelation. For-
mally, for all 7, 9:, 9?, and éi,

u (K, 60,0,,2) 2w} (K', 6,6, 2]) . (20)
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(3) No-free-riders holds if all nodes not selected to
participate in the current key management have a
revenue of 0.

The properties of individual rationality, incentive com-
patibility, and no free riders imply that, (1) the expected
utility of a truthful node is always nonnegative; (2) each
node will find no better option than to reveal their true
type; (3) the nodes that are not selected to participate in the
current key management have a revenue of 0. Therefore, all
rational nodes that include the malicious ones will find that
revealing their types untruthfully can never lead to a better
payment than revealing their types truthfully, and sending
no information to the leader can never lead to a better
payment than reporting their types to the leader. Then all
rational nodes will always report their types truthfully to the
leader, since their objectives are to maximize their individual
benefits.

Similarly in our mechanism, leader also need to maximize
the system’s welfare, and so we have the following definition.

Definition 1. A selection function is called socially efficient if
the chosen selection K*' € 4™ maximizes social welfare over
A that is, for all KﬁV N,

Wt'l_[ﬁi_zzi Wt'l_[ﬁi_zzi . (@D

ieK;f ieK;f ieKj,, ierV
Now, we have the following required property.

(4) A mechanism is called a socially efficient mechanism,
if it has a socially efficient selection function.

To ensure truth elicitation from all the nodes, we need to
prove that the presented mechanism is strategyproof.

4.2. Properties of Mechanism

4.2.1. Individual Rationality. Individual rationality means
that the expected utility of a truthful node is always nonneg-
ative. Truthful node i with its revealed type 6 might either
be selected to participate in completing the key management
task at stage t or not, given other nodes —i’s revealed types

vector Ot_i. Now, we consider both cases as follows.

Case 1. Truthful nodeiis not selected to participate in the key
management at stage .

From (18) and (16), we know that node 7’s expected utility
is 0 at this stage, because both its payment and its cost are C*
and hence we proved our claim.

Case 2. Truthful node i is selected to participate in the key
management task at stage ¢.

From (18) and (16), we know that node #’s expected utility
in this case is

—t _ pt t
u;, =R, -z

AR I

je_KZf, ]GIKA‘/
j#i j#i
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t ot ~t t
+(1_Pi)' K (P—i’z—i)_ Z z; | =%
jeKZ,
j#i
t t ~t T ot ~t t
:pI.W : HP K—i(p—i’z—i)_ Z Zj—Zi.
jeK3, jEKZ,
j#i j#i
(22)
Since node i is truthful at this stage, we have éf = 0}, that

means p; = p; and Z; = z;. Therefore, (22) can be rewritten
as
o~ ot ~t  af
=p-w'- H -K (p—i’z—i) - Z; %
jEK, jeK3,
J#z j#i
Wt ~t =t —*t ( At )
: l_[ P] Z z P 1’Z—1 (23)
jeK! jEK!

—t*

=Ky (p_pz ) - K (PLn2l)
= K*t (ﬁt Et) - (‘Bt_l,At_l)

According to the selection function defined in our mecha-
nism, the first term in (23) quantifies the optimal welfare that
can be obtained when node s revealed type is its true one 6,
the vector of other nodes’ revealed types is §_;, and node i is
involved in the selection. Similarly, the second term quantifies
the optimal welfare that can be obtained when the vector of
other nodes’ revealed types is 6_; but node i is not involved
in the selection. Since node 7’s involvement can only improve
the total welfare, we have u u = Kj;(At zZh - K_l (p_l, Ati) >0
and proved this property.

4.2.2. Incentive Compatibility. Incentive compatibility means
that players will find no better option than to reveal their
true type. We consider the node i and other nodes —i. Given
revealed types of i and —i, 8! = {p,2'} and &', = {p' 2"},
we need to show that node i cannot gain more from not
revealing its true type than revealing its true type. Now given
its true type 6! at stage t, we consider two cases of this node
by revealing its true types, namely, either selected or not.

Case 1. Node i is selected by the leader if it reveals its type
0 truthfully at stage t. Then from the property of individual
rationality, we know that by revealing its truth type at this
case, node i can gain a utility z, > 0. Now we consider two
subcases of node i’s untruthful revelation.

(i) If it is not selected by the leader due to its untruthful
revelation, then node 7’s utility at stage ¢ will still
be 0, and this make node i have no incentive to be
untruthful at this subcase.

(ii) If it is selected by the leader to participate in com-
pleting the key management task at current stage,
then from (22) and the payment function of our

mechanism we know that, given other nodes’ revealed
types 52, node i’s expected utility at current stage ¢
just relates to node i’s true type 6}, no matter what type
it had revealed. That is to say, untruthful revelation
cannot make extra utility to node i, so node i has no
incentive to be untruthful at this subcase also.

Case 1. Node i is not selected to participate in the key
management task at stage t. From (16), we know that by
revealing its truth type, node i could gain a utility of 0 at
this case. Now we consider two subcases of node i with an
untruthful revelation.

(i) Node i is still not selected to participate in the task
with its untruthful revelation.

In this subcase, node s utility is still 0, and this
means that the utility of node i remains the same
with an untruthful revelation of type 6!.

(ii) Node i is selected to participate in the task because of
its untruthful revelation. From (22) and the payment
function in our mechanism, we know that node i’s
expected utility u" at this scenario will be

u; = pf'Wt-Hﬁt— ZE;+zf

ek, JjeK
Jj#i j#i (24)
_tj (p—l’ —l)
= Ky (b L2 2) - KL (B0 2),

where (pl,z) is node i’s true type at stage t, and K'-(p},
p'.,z,Z",) is a new selection scheme over the vector of
nodes’ revealed types (6!, 0, .), with node i being selected to
participate in completing the task at stage ¢, that is, i € K'}..

Note that in this subcase, node i would not be selected by
the leader if it revealed its true type, and so with its truthful
revelation, node i whether involved in the selection or not will
make no difference on system’s welfare at this stage. Then we
have

K (0,8,) = K (7.7)

(25)
= Et—j (f’t—v zt—z) .

I
If we assume u;’
t ’\t

K.t/;(p:’:ﬁt—z’ 1’
_Klt (pz’p—z’ f’Atz)_Et—t’ (ﬁt—y’zt—y)
=K‘I/1t/ (p:’?t—i’zf’zt—i) (Pz’p 1’ztt’Atl) (26)

>0,

> 0 and substitute K ;(p',,2".) with
~;) in (24), then we can get

where K';(pi,p',,zl,Z",) is the optimal nodes selection
scheme over the vector of nodes’ revealed types (Gf ,Gt_i) at



stage t. This means that, given the revelation of node types

(6',8" ), new selection scheme K%, is more optimal than K';'.

However, this contradicts the definition of Kt/:} Therefore,
revealing an untruthful type §; cannot lead to a higher utility
of node i in this subcase.

4.2.3. No Free Riders. This property can be derived from the
payment function of our mechanism directly.

4.2.4. Socially Efficient. 'This property can be derived from
incentive compatibility and the selection function of our
mechanism directly.

5. Simulation Experiments and Results

In this section, we illustrate some of the performance benefits
of our proposed model. To show efficient improvement of
our model and to show the negative impact of selfish node
with untruth telling, we evaluate the performance of our
strategyproof optimal nodes selection model with respect to
Yu’s selection model [10] and random selection model [2-9].

To eliminate the effect of leader election phase’s cost,
a reasonable choice would be to run the leader election
algorithm only once and follow a fixed number of stages after
the initial election and thus amortizing the overhead through
the many iterations of the key management tasks, similar to
what is explained in [37]. In this way, the actual overhead
of leader election would be neglected when considering the
network lifetime.

For simplicity, we use three security states: safe (s), vul-
nerable (v), and compromised (c) and three energy states high
(b1), middle (b2), and low (b3). There are a total of nine states
for a node (s, bl), (s, b2), (s, b3), (v, bl), (v, b2), (v, b3), (¢, bl),
(¢, b2), and (¢, b3), as defined in (3). The state transition prob-
ability matrix stands for the probability of a node changes
from one state to another. We define the basic security
state transition probability matrix Al and basic energy state
transition probability matrix Bl for active nodes as follows: Al
=[0.92, 0.05, 0.03, 0.04, 0.92, 0.04, 0.01, 0.03, 0.96; 0.94, 0.04,
0.02, 0.02, 0.03, 0.95, 0.01, 0.03, 0.96; 0.93, 0.05, 0.02, 0.03,
0.94, 0.03, 0.03, 0.02, 0.95; 0.998, 0.001, 0.001, 0.001, 0.0998,
0.001, 0.001,0.001, 0.999] and B1=[0.98, 0.02, 0.00, 0.00, 0.98,
0.02, 0.00, 0.00, 1.00; 0.99, 0.01, 0.00, 0.00, 0.99, 0.01, 0.00,
0.00, 1.00]. In our simulation, each active node can choose
its security state transition probability matrix and energy
state transition probability matrix from Al and Bl with an
initialization function randominit. For example, when node i,
with a security state of vulnerable and a energy state of middle
in current stage, chooses [0.93, 0.05, 0.02, 0.03, 0.94, 0.03,
0.03, 0.02, 0.95] and [0.99, 0.01, 0.00, 0.00, 0.99, 0.01, 0.00,
0.00, 1.00] as its security state transition probability matrix
and energy state transition probability matrix, respectively,
then its security state in the next stage will be compromised
with probability 0.30, will remain be vulnerable with prob-
ability 0.94, and will be snatched back to the safe state with
probability 0.30; its energy state in the next stage will still be
middle with probability 0.99 but low with probability 0.01.
We also assume that when a node is passive, the transition
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probability is lower than that when the node is active, and so
we define the basic security state transition probability matrix
A2 and basic energy state transition probability matrix B2 for
passive nodes as follows: A2 = [0.99, 0.01, 0, 0, 0.99, 0.01,
0.005, 0.005, 0.99; 0.999, 0.001, 0, 0, 0.999, 0.001, 0, 0.001,
0.999] and B2 = [0.99, 0.01, 0, 0, 0.99, 0.01, 0, 0, 1].

To conduct parameter-sensitivity analysis and check the
impacts of various transition probabilities on the perfor-
mance in the simulations, we change the transition prob-
ability from 0.98 to 0.82 with the matrix of [0.98, 0.02,
0.00, 0.00, 0.98, 0.02, 0.00, 0.00, 1.00; 0.96, 0.04, 0.00, 0.00,
0.96, 0.04, 0.00, 0.00, 1.00; 0.94, 0.06, 0.00, 0.00, 0.94, 0.06,
0.00, 0.00, 1.00; 0.92, 0.08, 0.00, 0.00, 0.92, 0.08, 0.00, 0.00,
1.00; 0.90, 0.10, 0.00, 0.00, 0.90, 0.10, 0.00, 0.00, 1.00; 0.88,
0.12, 0.00, 0.00, 0.88, 0.12, 0.00, 0.00, 1.00; 0.86, 0.14, 0.00,
0.00, 0.86, 0.14, 0.00, 0.00, 1.00; 0.84, 0.16, 0.00, 0.00, 0.84,
0.16, 0.00, 0.00, 1.00; 0.82, 0.18, 0.00, 0.00, 0.82, 0.18, 0.00,
0.00, 1.00]. Since the risk of damage to the network would
be further increased if a compromised node is chosen to
act as a server node, we set the cost of selecting a higher
security state to lower values than that associated with a lower
security state selection. Similarly, to balance the nodes’ energy
consumption and avoid the situation where there are some
higher energy level nodes still in a dead network, the selection
of a lower energy level node should have a higher cost than
selecting a higher energy level node. Thus, we define the cost
matrices for the simulation as follows: C1 = [5.5, 7.5, 11, 25, 31,
37,43, 52, 63], C2 = [6, 8, 11, 23, 30, 35, 42, 50, 62], C3 = [6.5,
8.5,12, 21, 28, 33, 40, 48, 60], C4 = [8, 10, 13, 18, 25, 30, 37, 45,
55], C5 = [8.5, 11, 15, 19, 27, 32, 38, 47, 58], C6 = [9, 10, 15, 20,
28, 32, 38, 48, 59], C7 = [9, 12, 16, 15, 20, 28, 33, 40, 50], C8 =
(10, 13, 18, 16, 21, 28, 34, 42, 51], and C9 = [11, 14, 19, 17, 22, 29,
35, 43, 52], corresponding to the system state matrix [(s, bl),
(s, b2), (s, b3), (v, bY), (v, b2), (v; b3), (¢, b1), (¢, b2), (c, b3)].
The system value of the threshold key management service in
our simulation is defined as V* = 300, p = 0.25, and then
W' = 200 for each stage.

5.1. Cost Reduction. First, we compare the costs in different
models along simulation stages when a (3, 7) secret sharing
scheme is used. Initializing each node with a state of (1, 1), we
can see from Figure 1 that there is a distinct cost reduction
of both our strategyproof optimal selection model and Yu’s
selection model over the random selection model. This is
mainly due to the fact that the random selection model selects
nodes without considering the cost and thus leading to a
higher average cost. Figure 1 also demonstrates that for the
two optimal selection models, there is a better performance
of our selection model than that of Yu’s selection model. This
result indicates that, with the presence of selfish nodes, the
normal nodes in the system must more often be active to carry
out the duty of key management than the nodes in the system
without selfish nodes and so will transfer into more cost states
with a higher probability.

We also perform parameter-sensitivity analysis on the
models by considering different crypto thresholds. The sim-
ulation is performed with 30 stages for 200 times and then
the average costs of each stage are calculated. Figure 2 shows
the costs comparison over our model, the random selection
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model, and Yu’s selection model, when there are 15 nodes
participating in the key management service, all with initial
node state of (1, 1), with the crypto threshold changing from
2 to 7. With the increase of the crypto threshold, the cost
to perform the key management task increases due to more
nodes that need to be active, but our model always has the
lowest cost.

5.2. Network Lifetime Improvement. In these simulations,
we investigate the network lifetime improvement of the
proposed model. Let N be the number of nodes in the
MANET, and we consider the crypto threshold as (N—1)/2 in
the simulation. So when thereare N - (N —-1)/2 = (N +1)/2
nodes run out of power, the network is regarded as dead.
A node is considered running out of power, if it has run x
stages on passive mode and y stages on active mode since
entering into the low (h3) energy state, where x + 2y =
30and 0 < x, y < 30. We first check the performance
when different energy transition probabilities are used. We set
N = 7 and let the energy transition probability of the active

node be in the range from 0.88 to 0.98. The energy transition
probabilities matrix for passive node remains unchanged in
all circumstance as defined before, that is, B2 = [0.99, 0.01, 0,
0, 0.99, 0.01, 0, 0, 1]. As shown in Figure 3, our strategyproof
optimal selection model and Yu'’s selection model always have
longer network lifetime than the random selection model,
because in random selection model the nodes are selected
without considering the energy level and this leads the nodes
with low energy to die fast.

Then we check the performance when different numbers
of nodes are available in the network. From Figure 4 we
can see that the key management service is distributed
among more nodes and thus prolonging the lifetime of the
network in all three models (random selection model, Yu’s
selection model, and our selection model), with the number
of available nodes in MANET increasing from 5 to 35. Still the
same as before, our optimal selection model shows consistent
improvement over the other two models in this simulation.

5.3. Success Ratio Improvement. The success ratio is the prob-
ability that the leader successfully collects all the requested
partial signature or partial authentication from a threshold
number of nodes and then completes the assigned key
management task. We assume that a node in safe state will
always complete its assigned task with probability of 1, while
avulnerable node and a compromised node with probabilities
of 1/+/2 and 1/+/3, respectively. First, we compare the average
success ratios of threshold key management in different
models along simulation stages when there are 7 nodes in
the network, with the crypto threshold and selfish nodes
number set to 3 and 2, respectively. Figure 5 shows that our
strategyproof optimal selection model has a distinct success
ratio improvement over the random selection model and
also demonstrates a better success ratio than Yu’s selection
model. This is mainly due to the fact that neither the random
selection model nor Yu’s selection model selects nodes with
the consideration of the success ratios of each nodes.

We then show the success ratio improvement when there
are more nodes in the network. From Figure 6 we can see,
with the number of available nodes in the network increasing
from 7 to 19, that the success ratios of all three models become
higher since there are more nodes with higher security state
which can be selected from. The success ratio of our optimal
selection model still is shown to be the highest in these
circumstances.

5.4. Network Compromising Probability Reduction. Last but
not least, we investigate the probability of the network
being compromised by attacker(s) who is(are) attempting to
assemble enough key information to deduce the master key of
the system. In order to quantify and compare different models
in our scenario, we will use as a metric the compromise
probability that is defined as the probability that an attacker
can recover the master key of the secret sharing scheme, after
capturing enough nodes, and so is inversely proportional
to the number of stages required by attacker(s) to capture
the required number of nodes and then to compromise
the network. Assume that the attacker knows all public
parameters of the system, then when a (m, N) secret sharing
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scheme is used, the MANET is deemed compromised if (N —
m) nodes are captured by the attacker(s). In our simulation,
anode is defined as captured, if it has run x stages on passive
mode and y stages on active mode since it entered into the
compromised security state, where x + 2y = 30 and 0 < x,
y < 30.

Firstly, we set N = 7, m = 3, and compare the network
compromising probabilities when security transition proba-
bilities are in the range from 0.76 to 0.98. The security transi-
tion probabilities matrix for passive node remain unchanged
in all circumstance as defined before, that is, A2 = [0.99, 0.01,
0, 0, 0.99, 0.01, 0.005, 0.005, 0.99; 0.999, 0.001, 0, 0, 0.999,
0.001, 0, 0.001, 0.999]. Among the 7 nodes, we assume in the
beginning, that 3 are in safe security state, 2 in vulnerable
security state that, and 2 in compromised security state.

The results in Figure 7 indicate that the proposed selec-
tion model has lower network compromising probability than
the random selection model and Yu’s selection model, since
our strategyproof optimal selection model tends to select
nodes with higher security levels and thus keeping a balance
of all node’s security level with time. When the transition
probabilities are closer to 1, the compromising probabilities
of all models asymptotically approach 0. This is because the
nodes in each model will keep their security state unchanged
and so keep the networks safe in each stage. In Figure 8,
we compare the network compromising probability when
there are different numbers of nodes in the network. With
an increase in the total number of nodes in the MANET,
all the models show a downward trend in compromising
probabilities because the key management service can be
distributed among more nodes which will decrease the
probability of each node transition into a lower security level.
Similarly as before, our optimal selection model has lower
compromising probability than the other two models.

From the simulation results in Figures 1-8, we can see
that with the incentive compatible optimal nodes selection
mechanism to encourage each node in the system to be truth-
telling and to select a coalition of nodes with the purposes
of maximizing the success ratio of key management service
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and minimizing the nodes’ cost, our optimal nodes selection
model certainly has dramatic results in reducing the nodes’s
resource consumption and network’s security compromising,
while improving the lifetime of the network and the success
ratio of the key management service dramatically, in the
presence of selfish nodes.

6. Conclusion and Discussion

In this paper, focusing on the optimal nodes selection prob-
lem in presence of selfish nodes for threshold key manage-
ment in MANETs during its operation, we formulated the
dynamic nodes selection problem as a combinatorial opti-
mization problem firstly, with the objectives of maximizing
the success ratio of key management service and minimizing
the nodes’ cost of security and energy and then proposed the
incentive compatible mechanism to implement the optimal
nodes selection process in MANETSs, to ensure that the

1

truth telling is the dominant strategy and so prevent the
emergence of selfish nodes. To the best of our knowledge, this
is the first incentive-compatible mechanism for threshold key
management.

In our scheme, although one of the nodes in the net-
work needs to be specified as a leader, essentially there are
differences between the leader node in this scheme and the
PKG server in the centralized scheme [38, 39], and these
make our proposed mechanism eflicient and suitable for
the MANETS. Specifically, (1) instead of being specified by
the administrator in bootstrapping network phase and fixed
during network lifetime, the leader can be elected/reelected
periodically and/or when found to be failed, attacked, or run
out of battery, it cannot reach any nodes in the system, and
so forth and so eliminating the single point of failure. (2) The
network’s primary secret is not held by the leader itself but
is split and shared by all the nodes by using secret sharing
method. Therefore, no node in the network is required to be
trusted and available to all other nodes. (3) The main task
of key management is not performed by the leader but is
performed by a threshold number of nodes selected at each
stage elaborately, with the consideration of maximizing the
success ratio of key management service and minimizing the
nodes’ cost of security and energy. In this way, our scheme
improves both the success ratio of key management service
and lifetime of the network and reduces both the cost of
participating nodes and compromising probability. (4) The
ICONS mechanism that we proposed cannot only be used in
the scenario of threshold key management but also in other
cooperation scenarios in MANET

For future work, we plan to extend this mechanism to a
distributed setting [40]. Although we argued in Section 3 that
it is reasonable to assume that there is always a node in the
network to act as aleader, a practical and distributed selection
model without a specific leader node will be more helpful to
implement the nodes selection model in the real world.
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Dynamic service composition provides us with a promising approach to cooperate different sensor nodes in WSN to build complex
applications based on their basic functions. Usually multiple nodes located in different regions provide data with different security
levels, and it is critical to ensure the security of the information flow in the composite services. However, the energy-limited nature
of sensor nodes in WSN poses a significant challenge for the centralized information flow verification with which the verification
node needs to consume lots of computation and network resources. In this paper, we specify the security constraints for each service
participant to secure the information flow in a service chain based in the lattice model and then present a distributed verification
framework that cooperates different service participants to verify their information flow policies distributively. The evaluation
results show a significant decrease on the verification cost of the single verification node, which provides a better load balance in

each sensor node.

1. Introduction

WSN is the key enablers for the development of the Internet of
Things (IoT), which is responsible for collecting surrounding
context and environment information. In a service-oriented
WSN [I, 2], multiple sensor nodes with different basic
services, for example, data aggregation, data processing, and
decoding, can cooperate with each other to develop new
applications rapidly. However, because of the variety and
regional characteristics of WSN, the data provided by the
sensor nodes have different security levels. When services are
composed together, data are transmitted among these nodes,
respectively, where an operation in a node assigning high-
level data to a low-level object would cause the information
leakage with a serious impact on the public safety or personal
privacy.

For example, a personal-health helper service can be
provided for the healthy advice according to the body
status and environments data. Most of the former work,
mainly focus on the access control of the individual services
[3, 4]. But in a service chain, data may be computed from its
prior services which can result in the undesired information

leakage. When the collection service is completed, the data
collected by the wearable sensors and environmental sensors
are delivered to the data processing node, such as mobile
phone. Healthy information may leak to untrusted third party
through the illegal operations during data processing. So the
information flow security is one of the major concerns about
the service composition in sensor network environments.
One issue in information flow security of the composite
service is the dynamic dependence among various objects
in different service participants. Accorsi and Wonnemann
[5] use Petri nets to represent the workflow and detect
information leaks in workflow descriptions based on static
information flow analysis. But this work can only validate
the information flow in fixed workflow with static input
and output dependences. In service-oriented WSN, there are
several candidate services with same functions where the
dependences between input and output are different from
each other. It is necessary for user to select appropriate
service for the secure composition of the service chain. She
et al. [6, 7] define transformation factors to measure how
likely the output depends on the input data in different
candidate services. But it is hard to define the LR, MR, and



HR transformation factors. Therefore, a suitable dependence
model is required for the analysis of the information flow in
different candidate services.

Another major issue for the information flow verification
in WSN is the energy cost of the verification node. Zorgati
and Abdellatif [8] and She et al. [9] propose the centralized
verification approach against the information flow control
policies to ensure an end-to-end security in wired network.
However, in WSN, the sensor node is energy limited, and the
centralized way consumes lots of energy of the verification
node. Yildiz and Godart [10] propose an decentralized service
composition approach considering the information flow poli-
cies in an inexpensive manner, but its policies are static. Based
on the information flow type system, Hutter and Volkamer
[11] specify the composition rules to control the security of
dynamically computed data and their proliferation to other
web services. But it costs extra energy of the sensor node to
compile the service code again before the service execution.

In this paper, we present a distributed information flow
verification approach applied on the composition of the
service chain in wireless sensor network. Our contributions
include the following. (1) For the dynamic dependences in
service chain, we define the intra and inter dependences
among different objects in composite service based on the
PDG. (2) We specity the security constraints for each service
participant based on the dependences and lattice model. (3)
We propose a decentralized information flow verification
approach to execute the verification process distributively to
provide a better load balance of the sensor nodes in WSN.

The rest of the paper is structured as follows. Section 2
presents the basic definitions of the wireless sensor service
system. Section 3 specifies the security constraints for each
service participants based on the analysis of the information
flow in the service chain. In Section 4, we propose the
distributed information flow verification framework based
on the secure information flow model. Section 5 evaluates
the proposed verification approach. Section 6 concludes the

paper.

2. Wireless Sensor Service System

A wireless sensor service system (WSS) is a large-scale
distributed environment which consists of multiple wireless
sensor nodes, public data resources and security authorities,
which is shown in Figure 1. Sensor nodes in WSN can collect
these resources, and provide different basic functions, such
as data analyzing or processing, which are treated as various
services in WSN. There is also a security authority for each
data resources for the management of these data security
levels which are used for the security verification. The service
on each sensor node can be defined as follows.

Definition 1. Each service s; is a tuple s; = (id;, In;, Out;,
F, Ce;), where id; is the identifier of the service; In; is the
set of input of service; Out; is the set of the output of service;
F; is composed of a sequence of actions (a;,a,,...); Ce;
is the certificate of the service which specifies the security
properties of service.
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FIGURE 1: A wireless sensor service system.

In WSS system, various services are provided by different
sensor nodes. These individual services can also be combined
together to generate a more powerful service. During the
execution of composite service, each service node collects
data from its local storage or the public resources, processes
the input data, and finally provides results to the sink nodes.
On the other hand, these nodes may also update the local
storage or store to the public data resources in WSS. A
composite service can be denoted as a directed graph, where
the vertex is the service component and the edge represents
an composition relationship from one service to another. In
this paper, we investigate a simplified composite service, the
service chain, which is defined as follows.

Definition 2. A service chain s, can be represented as a tuple
s. = (CH,In,Out) where CH is a sequence of services
(81> 835+ .05 In is the set of input of s, s.; Out is set of output

of s..

In a service chain s, the predecessor of a service s; can be
denoted as s;_;, and the successor of a service s; is denoted as
Si+1- So denotes the node who sends the initial request to s,
and s, denotes the sink node who receives the service result
from s,,. Figure 2 shows a simple service chain model.

Due to the dynamic and heterogeneous sensor network
environment, it is necessary to select appropriate service to
satisfy the different requirements including QoS and security.
In this paper, we focus on the verification of the information
flow security in composite service chain and providing
support for the security enforced selection of services in
WSN.

3. Secure Information Flow Model

3.1. Security Label Model. For the information with different
sensitivities, we use multilevel security labels to describe the
security properties of objects o.
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Definition 3. Security label model is defined as a lattice
(SL, <), where SL is a finite set of security levels that is totally
ordered by <.

The lattice model is widely used in government or mil-
itary systems in which the security classes are determined
solely from the four security levels: unclassified, confidential,
secret, and top secret [12].

For a clear discussion, in this paper, we define that each
object o has a provided and required security level, Pr(o)
and Re(o), which specifies the read and write permissions
possessed by o. The provided security labels of the objects
can be given by the data owners, which are specified in
certificates. And the required security labels of data objects
will be computed according to the dependence of the input
and output data.

3.2. Information Flow in Service Component. In a service
chain, the information flow through s; is shown in Figure 3.
We consider a data flow model in which each service may read
from a set of input data objects and write to a set of output
data objects. The set of input objects of a service s; includes
all the objects that s; receives from its predecessor s;_; and all
data objects obtained from the public data resources or stored
in the local storage in sensor nodes. The set of output objects
of s; includes all the objects that s; sends to its successor s;,,
and all the data objects that s; updates to the public data
resources and the local storage.

For the input information for s; there is In;, =
{InlM, Inf), Inf}, where

(i) InlM = {In%, Infg,...,lnﬁfl} is the set of all input
objects that s; receives from its predecessor s;_;;
(ii) IniD = {Inﬂ,]ng,...,lnﬁ} is the set of all input
objects from the public data resources;
(iii) Inf = {Inﬁl,lnﬁz,...,ln{jn} is the set of all input

objects located in local storage in sensor nodes.

For the output information for s;, there is Out; =
{Outfw , Out? , OutiL }, where

(i) Outh = {Outﬁ,Out%, ...,Outi)Mn} is the set of all
output objects that s; sends to its successor s;, ;

(ii) OutiD = {Outfl,Outfz,...,Outgq} is the set of all
output objects that s; updates to the public data
resources;

(iii) OutiL = {Out{jl,Outﬁz,...,Outfn} is the set of all
output objects that s; writes to the local storage in
sensor nodes.

In order to validate the information flow in s;, we need
to analyze the relationships between the input and output
objects. The output Out; is computed from In; during the
execution of the service function F,. The syntax of F; is defined
as follows:

fu=af,
a == skip | input (in,e) | var :=e | a;a

| if (e) then a else a

)

| while (e) a | output (out,e),
euz=var | eRe

Ru=+|-|=|<.

A service function consists of a collection of activities,
some of which are the control and computation operations,
while some of which are responsible for receiving the inputs
from different sources in and producing outputs data to
the required objects out. We can establish the program
dependence graph (PDG) [13] of F; according to its syntax
to analyze the relationships among different objects used in
F,. The PDG is defined as follows.

Definition 4. Program dependence graphs (PDG) is a
directed graph (V, E), where the expressions and the activities
in F; constitute the nodes of the graph and the edges
express data and control dependences. A data dependence
represented by an edge a — ; a’ means that the activity a
assigns variable x which is used in activity a’. A control
dependence represented by an edge e — . a means that the
execution of a depends on the value of the expression e, which
is typically a branch and loop condition.

Once a program dependence graph PDG = (V, E) has
been constructed, program backward slice [14] is used to
analyze the dependences among the different objects that
are used in activities and expressions in PDG. Here we use
Dep(o) to represent the obtained dependency set of an object
0.

Based on the dependency set Dep(o), we can compute
output object required security level according to the follow-
ing equations: for Vu € Out;,

Re(u):ml_alxRe(v), veIn; AveDep(u). (2)

Based on the previous equation, we can obtain the
following.
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Theorem 5. For Vu € Outh, there is

Re(u) 2 Re(v), VvelIn Ave Dep(u). (3)

Each service s; has different levels of inputs and outputs.
The value of the input objects with high-level security label
may flow to the low-level output objects during the execution
of the service and cause the information leak. Therefore,
the definition of the secure information flow in service
component is given as follows.

Definition 6. The information flow in service component s; is
considered secure if it satisfies that for Vu € Outfj U Outin T
there are

Pr(u) > Re(u) = mI_aIXRe (v), velmAveDep(u). (4)

The previous condition provides that there are no lower
level objects in public resources and local storage storing the
data with higher security level during the execution of each
service.

3.3. Secure Information Flow in Service Chain. Consider the
service chain (s;,s,,...,s,). The output data sent from s; to
Siv1> Outfw, may be dynamically computed from some data
stored by sensor node and public data resources, In and
InP, and some data received from s;_;, Out.",. Out" may be
further processed by s,;,...,s;_; and computed into Out?/f 1
which is delivered to service s;, j > i. And the dependence
between objects belonging to djifferent service components is
considered as the interservice dependence. The interservice
dependence set of object u, Dep, ... (1), is defined as follows.

Definition 7. For objects v € s; and u € s; where j > i,
v is in Dep,,., (1) which satisfies one of the following two
conditions:
i=j-1:
M M
Jw, € Out;”, w, € In;", w, = w,

(v € Dep(w;) Vw, = v) A (w, € Dep(u) Vw, =u),

2)i#j-1:
Jwes,i<k<j

v € Dep; o, (W) Aw € Dep,,,.. ().

For two adjacent services s; and s; where i = j — 1, there
are four cases that need to be considered. (1) For v € Outh =
uel niw , there is an interservice dependence between u and

v. (2) Forv € Outh and u ¢ Inéw, there is an interservice
dependence between them if there are objects w € I nj.VI and
v = w that u depends on. (3) For v ¢ OutfvI and u € Inéw,

u externally depends on v if there are objects w € Out and
u = w that depends on v. (4) For v ¢ Outh =u ¢ Inj.w, if
there are two objects w, € Outfw, w, € InjyI that w, = w,,
while data object u in s; depends on w,, and w; depends on
vin s;, we call uthat externally depends on v.

For two services s; and s; where j > i + 1, if there is an
object win s, i < k < j which w externally depends on v,
while u externally depends on w, the dependence between u
and v is the interservice dependence.

For a service chain s, where In, = [J{In" U In"} and
Out,, = [J{Outr uOut?},0 < i < n+1, we use s, that denotes
the start node which sends the initial request to s,, and s,,,,
denotes the sink node which receives the service results from
s,- And we assume that In)' = ¢, Out) U Outl = ¢, In-, U
I = ¢, and Out™ | = ¢.

Definition 8. The information flow in service chain s, is
considered secure if and only if it satisfies that for Vu € Out,,
there are

Pr(u) > N Re (v)
v € In. A (v € Dep (u) Vv € Dep,,., (1)) (5)
I1<j<i
According to the definition of the secure information

flow in s; and s., we can obtain the following lemmas and
theorems.
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. ) M
Lemma 9. In a service chain s.(s|,s,,...,s,,), Yu € Out;",

0 < i < m satisfies
Re(u) > Re(v)
veln;A(ve Dep)V Depyye ), (6)
0<j<i

Proof. First,letm = 1, then there are two service components
spand s;.

For Vu € Out})', Theorem 5 provides that Vv € Ing A v €
Dep(u), and there is Re(u) > Re(v).

And there is no interservice dependence in s,, so the
lemma is proved.

For Vu € Out’, there are two cases to consider.

Case 1. j = 1,Vv € In; Av € Dep(u). Theorem 5 provides
Re(u) > Re(v).

Case 2.j = 0,Yv € Iny A v € Dep,. (). In this
case, the definition of the interservice dependence provides
Jw, and w, where

w; € Outf)vI =w, € Injlw,

v € Dep (w,) Aw, € Dep (u). 7
Theorem 5 provides that
Re (1) > Re (w,), (8)
Re (w;) = Re (v). 9)
And there is
Re (w,) = Re (w;). (10)
Based on (8), (9), and (10), we can get
Re (u) = Re (v). 11)

In a conclusion, when m = 1, the lemma is proved.
Then we suppose that the lemma is true when m = n - 1;
that is, for Vu € Outh, 0 <i<n-—1,thereare

Re (u) = Re (v),
v e In; A (veDep(u)VveDep, 1), (12)
0<j<i
And the case that m = n is proved as follows: for Yu € OutnM ,

there are also two cases to consider.

Case 1. j =1i,VYv € In, Av € Dep(u). In this case, Theorem 5
provides Re(u) > Re(v).

Case2. 0 < j <i,Vv € In; Av € Dep, ., (u). In this case, the
definition of the interservice dependence provides Jw,, w,
where

w, € Outivfl =w, € Inﬁ/[,
(13)
(v € Dep (w;) Vv € Dep,,,, (w;)) Aw, € Dep (u).

Theorem 5 provides that
Re (u) > Re (w,). (14)

The previous assumption provides that for 0 < i < n—1, there
is

Re (w;) > Re (v), (15)
and there is
Re (w,) = Re (w;) (16)
Based on (14), (15), and (16), we can get
Re (u) > Re (v). (17)
In a conclusion, when m = n, the lemma is proved. O

Lemma 10. If the information flow of each service in first m
step of s, is secure, Yu € Out,” U Outr, 0 < i < m satisfies

Pr(u) = Re(v),
velnA(ve Dep(u)V Depy, (), (18)
0<j<i
Proof. For Yu € Out® U Outl, there are also two cases to

consider.

Casel. j = i,Vv € In; Av € Dep(u). In this case, the secure
information flow Definition 6 provides Pr(u) > Re(v).

Case2.0 < j <i,Vv € In; Av € Dep, ., (). In this case, the
definition of the interservice dependence provides Jw,, w,
where

w; € OutnM_1 =w, € Inﬁ/[,

(v € Dep (w;) Vv € Dep,; (W;)) Aw, € Dep (u). )
The secure information flow Definition 6 provides
Pr(u) > Re (u). (20)
Theorem 5 provides that
Re (1) > Re (w,). (21)
And the Lemma 9 provides that
Re (w;) = Re (v). (22)
And there is
Re (w,) = Re (w) . (23)
Based on (20), (21), (22), and (23), we can get
Pr(u) > Re(v). (24)
In a conclusion, the lemma is proved. O

Theorem 11. For a service chain s, if the information flow in
each service component s; is considered secure, the flow in the
service chain is secure.

Proof. Let m = n + 1, and the theorem is proved based on
Lemma 10. O



4. Distributed Information Flow
Verification Framework for Wireless
Service Composition

4.1. Information Flow Verification Framework. For a service
chain s, = (S5, 8;...>S,5Sp41), there are several candidate
services but different implementations by developers for
each service step s;. In the distributed information flow
verification framework, each sensor node is only responsible
for validating its next-step candidate service node s; ;, which
can balance the energy cost on a single verification node. The
distributed information flow verification framework is shown
in Figure 4.

In our framework, Service Authorization Centre (SAC) is
a trusted third party for service certificate generation before
the deployment of the sensor node. There are two phases for
the verification of the information flow: service certificate
setup and service verification phase. The service certificate
that specifies the security properties of the service, that is,
the dependence between the service input and output, is
first generated and signed by a SAC. During the service
composition procedure, the service composer obtains the
required service certificates, and verifies the information flow
in candidate nodes. These two phases are detailed in the
following sections.

4.2. Service Certificate Setup. Service certificate setup is the
preparation phase of the verification process, which is shown
in Figure 5. In this phase, service developer submits autho-
rization request containing service function code in service
node to SAC. And then the generated service certificate Ce
is installed on the sensor node with the service. Considering
the complexity and security of the service code transmission,
the authorization process is executed by the offline mode
between the service developer and SAC, which does not need
to consume extra energy of the sensor node.

Definition 12. A service certificate Ce is a tuple (CA, s, De),
where CA is the issuer, that is, SAC; s is the service identifier;
De is the set of statements that describe the output data
dependence.

The service certificate Ce specifies the attributes of
the service including the service identifier, the dependence
between input and output objects in the service function.
Regarding the PDG construction of service function, SAC
uses the algorithms presented in [13] to generate the PDG.
Once a program dependence graph PDG = (V, E) has been
computed, a dependence set can be established for each node
x € V by using intraprocedural backward slice [14], written
De(x) containing the set of all nodes in PDG from which x
can be reached as follows: De(x) = {y | y — , x}. In this paper
we mainly consider the dependences between the input and
output objects in the PDG nodes; that is, De,, (Out; ;) = {v |
v € De(Out;; ) Av € In;},0 < i <n+1,0 <k < |Out;|. For
each Out;; € Out,, its input dependence is written into the
certificate. Finally, the certificate is signed by SAC and sent
to the service node. Then the service certificate setup phase is
complete. The Algorithm 1 is shown as follows.
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When there is a request for the service, the node needs to
send its certificate to the composer for its information flow
verification. The provided security levels of the public and
local input data and output objects are also required to be
sent to the verification node. If the realization of the service is
changed, for example, a new version service is published, the
service needs to be authorized by SAC again and reinstalled
on the sensor node.

4.3. Service Verification. Service verification is a vital phase in
which the verification node requires the service certificates
and validates the candidate nodes against the information
flow control policies. The verification procedure is shown in
Figure 6. During the verification process, service composer
s;_1> required for the service certificate and the provided
security levels of the public and local data and objects first.
Then the composer computes the required security levels of
the output objects and then validates whether they satisfy the
security constrains.

4.3.1. Required Security Level Computation. According to
the secure information flow definition in service chain,
the required security levels of the data objects need to be
computed first. The required security levels of the objects
in each service s; ; are computed according to the following
three computation rules (CR):

CR 1 ForVu € Inlp U IniL, Re(u) = Pr(u);
CR 2 For Vu € In,M, Re(u) = Pr(v) where v € Outf\fl AV =

u;
CR 3 For Yu € Out;, Re(u) = U
Dep(u).

Re(v) v e In;Av €

max

CR1 specifies that the required security levels of the
input objects from public and local storage are equal to
their provided security levels. CR 2 specifies that the required
security levels of the input objects from predecessor are
determined by that of the output objects in s;_;. CR 3 specifies
that the required security levels of the output objects are
computed from that of the input objects that the output
depends on.

4.3.2. Service Verification. During the service verification,
the information flow control policy (IFCP) specifies how to
validate a candidate service s; ;. Based on the security label
model and the definition of the secure information flow in
each service, we define the information flow control policies
in each service s; as follows:

IFCP 1 For Yu € Outlp , Pr(u) > Re(u) = true, Pr(u) <
Re(u) = false;

IFCP 2 For Yu € Out}, Pr(u)
Re(u) = false.

[\

Re(u) = true, Pr(u) <

Based on the required security level computation rules
and information flow control policies, verification node can
validate the candidate sensor node s; ; in a service chain. The
Algorithm 2 is shown as follows.
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Input: Service s; (id;, dom,, In,, Out;, F,,Ce;).

Output: Service certificate of Ce; (CA, s, De).

(1) \ \Var (x) represents the variables objects in x statement
(2) Ce; - s =1id,

(3) PDGG (V, E)

(4) generatePDG(F;, G)

(5) for each output node x € G A Var(x) € Out; do

6) BS(x)=backwardSlice(x)

(7) for each y € BS(x) do

(8) if Var(y) € In; then
9) pushInto(Ce; - De(Var(x), Var(y)))
(10) end if

(11) end for

(12) end for

(13) signature(Ce; - CA, SAC)
(14) return Ce;

ALGORITHM I: Service_Certificate_Set_Up().

Input: Re(Outfl), Candidate Service Set S;, Pr(Infjl), Pr(Inﬁl), Pr(Outfl), Pr(Outﬁl)
Output: Passed Service SetS,,;.

(1) \ \exOutput (I nf\f ) represents I nf\j’s corresponding output in its predecessor

(2)\ \filterService (S, S; ;) represents filtering the unsatisfied candidate service s; ; from S,
(3) S, =S8

(4) for eachs;; € S;do

(5) requestCert(s; I Ce)

6) for eachu € Inz,v € Infj,w € Inff. do
(7) Re(u) = Pr(u)

(8) Re(v) = Pr(v)

9) Re(w) = Re(exOutput(w))

(10) end for
(11) for each u € OutiD, Ve OutiL do

(12) for each w € De(u) do
(13) Re(u) = U, Re(w)
(14) end for

(15) if Pr(u) < Re(u) then

(16) filterService(S,, ;. S, ;)
(17) break;

(18) end if

(19) for each w € De(v) do
(20) Re(v) = U, Re(w)
(21) end for

(22) if Pr(v) < Re(v) then

(23) filterService(S,,;, S, ;)
(24) break;

(25) end if

(26) end for
(27) end for
(28) return Sp,i

ALGORITHM 2: Service_Verification().

4.4. Decentralized Information Flow Verification Algorithm
for the Service Chain. For each step verification, verification
node obtains the passed candidate service set S,;, then the
verification node will notice these passed sensor nodes to
verify the following candidate services. And there are three
types of messages for the synchronization of the verifica-
tion procedure, that is, start_message, success_message, and

fail_message. start_message is used to allow the candidate
service s; ; to execute the Verify ServiceChain() procedure.
When the nodes in service chain all pass the service veri-
fication process, success_message with the executable path
is sent to inform its requestor s,. During each step verifi-
cation fail_message will be sent to the predecessor of the
verification node when there are no candidate services passed
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Input: Re(Out™,), Candidate Service Set S,
Output: Secure Execution Path P
(1) ifi# 1 then
2) wait start_message
(3) end if
(4) if i = n then
(5) send success_message with secure execution path P to the requestor
(6) else
(7) push §; ; into the Execution Path P
(8) Spir1 = Service_Verification(Re(Out™,),S;,,)
9) ifS,;.; = ¢ then
(10) send fail_message to its predecessor
(11) else
(12) for each s,y €S,,,, do
(13) send start_message to s;, ;
(14) end for
(15) end if
(16) end if
ALGORITHM 3: Verify_ServiceChain().
Data security
authority
§
Ik
Q
.Ct@‘:’o&-c N
Q&o\‘ e{&@ Seryice
b authorization center
Service
o \ authorization
Verification Q + <):(> D |
node Q‘
Service Service o
certificate
Service
setup

Sensor node

FIGURE 4: Decentralized information flow verification framework.

the verification in next step. The Algorithm 3 is presented as
above.

5. Experiments and Evaluations

This paper studies distributed information verification
framework for the service composition in WSN. Through
the security analysis in Section 3, the information flow
security can be ensured by the Theorem 11. In this section,
we investigate the impact of distributed service verification
on the sensor node’s cost including verification time and
communication effort. A centralized approach implements
the service verification work by a single sensor node. We test

both approaches with NS-3 [15] in multiple scenarios. Table 1
shows further details about the simulation configuration.
Figure 7 shows the computation time on the verification
node. In the centralized way, time rises vastly with the
increase of the candidate service number. That is because
the execution paths that need to be verified are increased at
an exponential rate. However, time increases slowly in the
distributed way because there is no significant variations on
the candidate nodes that each sensor node needs to verify.
Figure 8 shows the communication effort on the verifica-
tion node. In Figure 8, the communication effort in the cen-
tralized way is evidently higher than that used the distributed
way. That is because the single verification node needs to
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FIGURE 5: Service certificate setup phase.
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FIGURE 6: Service Verification Phase.

TaBLE 1: Simulation Configuration.

General
Simulator NS-3
Field (m?) 100 x 100
Radio type Zigbee
Service step 4

Simulation duration (s) 1000
Random

Node placement

Node movement

Unclassified, confidential, secret,

S ity level
ecurity feve and top secret
Controlled
Candidate number 5-10

Verification mode Centralized, decentralized

communicate with all other service nodes in centralized way,
while it just needs to communicate with the next-step service
nodes which can decrease the communication effort and save
the energy of the sensor nodes.

Computation time on the verification node(s)

4000F 1iiiiiiiiiniiiii
1300
500 ¢
;é’/ 50
i3
£
- L R R NN RN RN
5 6 7 8 9 10
Candidate number
—=— Centralized
—— Decentralized
FIGURE 7: Computation time on the verification node(s).
24 Communication effort in verification node(s)
21
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@
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1<)
0.8 |
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0 1 1 1 1

5 6 8 10
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[ Decentralized

F1GURE 8: Communication effort on the verification node(s).

6. Conclusion

In this paper, we specify the security constraints for each ser-
vice participant based on the partial order model and propose
a decentralized information flow verification approach that
cooperates each sensor node to verify the information flow
security distributively and builds up secure service chains
in wireless sensor environments. Through the simulation on
NS-3, the result shows that this approach can decrease the
cost of the sensor nodes effectively.
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The existing communication schemes are often unusable in natural disasters and public emergencies. But requirements of
information collection and data transmission in emergency scenario are very imperative. Thus, sensor networks ad hoc networks
are required in the emergency communication systems. For example, rescue vehicles equipped with wireless communication
devices, sensors, and cameras are regularly used to collect and transmit the real-time information for the rescue action. The
paper focuses on security solutions for the vehicular ad hoc networks (VANETSs) in the emergency communication cases, in which
the communication infrastructures are not always available. An expedite privacy-preserving emergency communication (EPEC)
scheme is presented for the vehicles to securely connect with the others in the neighbor area even when the trusted infrastructures
are destroyed by the disaster. EPEC satisfies conditional privacy preservation requirements, in which both lightweight signature
and batch verification are employed to provide efficiency. We also show the proof of the security, feasibility, and efficiency of our

EPEC by the theoretical and experimental analyses.

1. Introduction

Information perception, transmission, and processing are big
problems in emergency rescues. The wireless sensor networks
and ad hoc networks are expected to be used in these
scenarios, but the network deployment and resource sharing
face new problems of node connection, network security,
and human privacy. As we know, vehicles are often used
in disaster rescues, such as in Sichuan Earthquake [1] and
Tohoku Earthquake [2]. Then, we can equip rescue vehicles
with sensors, cameras, and wireless communication devices,
which combine wireless sensor networks with mobile ad hoc
networks and will be more applicable in real-time data collec-
tion, transmission, and processing. Vehicle communication
in rescue action should maintain the primary requirements
of security, privacy, and efficiency, which contain mutual
authentication, conditional privacy preservation, internal
attacks prevention, and expedite authentication in emergency
communication. The communication units of these rescue
vehicles based networks are similar to typical vehicular

ad hoc networks (VANETS), but the network structures are
different because there are no road-side units (RSUs). Thus,
the new networks are the same as traditional VANETSs without
the supports of RSUs, and we study the communication
scheme for the emergency scenario where the vehicles cannot
connect with an RSU.

VANETs mainly consist of mobile vehicles equipped with
wireless communication devices and the road-side units.
As shown in Figure 1, vehicles can communicate with one
another (V2V) and with the RSUs (V2R) by means of
the Dedicated Short-Range Communication protocol [3].
Figure 1 also shows that VANET is a subnet under the
architecture of the Internet of Things, for VANET is con-
nected with a trust authority (TA) and many Application
Servers through the Internet. VANETS can provide drivers
with traffic information to defend against dangers and traffic
congestions [4], as well as entertainment information to
improve the driving experience [5]. Privacy preservation
[6] and expedite authentication [7] are two critical issues
in VANETs communication, where privacy is conditional
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as TA is allowed to reveal any entity’s real identity and
revoke it from the network. It is because on one hand,
drivers would not be willing to join VANETS if their private
information could not be well preserved. And on the other
hand, malicious vehicles should be removed from the net-
work timely. In addition, expedite authentication can reduce
packet loss and ensure smooth operations of VANETs. Many
communication schemes have been proposed for conditional
privacy preservation and expedite authentication in VANETs.
But these reported schemes are not suitable for emergency
communication in the rescue scenario we described earlier,
because they take RSU as an important part of VANETS.

We will present an expedite privacy-preserving emer-
gency communication (EPEC) scheme for disaster rescues,
where RSUs are unavailable. The remainder of this paper is
organized as follows. Section 2 overviews the related works
in VANETs. In Section 3, we describe the system model
and give basic presuppositions used in the proposed scheme.
The proposed EPEC is thoroughly described in Section 4.
The security analysis of the proposed scheme is presented
in Section 5. Performance evaluation is given in Section 6,
followed by the conclusion in Section 7.

2. Related Works

Many related studies have been reported in VANETs based
on different cryptographic systems, such as public key infras-
tructure (PKI) based signature, group signature, and identity-
based signature. In terms of disaster rescue, the primary
functional requirements of communication do not change,
but these requirements should be realized without fixed
infrastructures. Next, we analyze the related works in the
aspects of EPEC’s requirements aforementioned.
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Mutual authentication is the primitive property required
in VANETs communication, which can be achieved through
digital signature. Raya and Hubaux proposed PKI-based
schemes [16, 17] in 2005 and 2007, respectively to realize
authenticity in VANETs. But PKI-based scheme is not suit-
able for VANETSs because of the management overhead of
certificates.

The commonly used techniques for conditional
privacy preservation are group signature and Mix-zone
pseudonym—changing pseudonym within specified region,
that is, Mix-zone. Lin et al. [8] adopted short group signature
[18], and TACK [9] and TARI [19] adopted group signature
with verifier-local revocation [20], to realize conditional
privacy preservation. For the shortcoming of the demand
for group manager, ring signature [21] met conditional
privacy preservation without group managers. However,
what makes these schemes inapplicable to VANETs is
that the verification cost for group/ring signature is very
high. For authentication efficiency, Lu et al. [10] achieved
conditional privacy preservation by pseudonym signature.
Reference [22] aimed to establish Mix-zones at social points,
allowing all vehicles in the Mix-zone to change pseudonyms
at the same time. However, only when given a reasonable
large number of vehicles in the Mix-zone, the privacy
requirements can be well protected due to pseudonyms
updating.

In aspect of internal attacks prevention, some existing
schemes perform well while some fail to realize internal
attacks prevention requirement. IBV [11] devised identity-
based signature to realize unidirectional V2R authentica-
tion, which could not achieve internal attacks prevention
or conditional privacy preservation requirements. Subse-
quently, TSVC [23] based on the TESLA [24] achieved
fast authentication with internal attacks prevention using
message authentication code (MAC). However, its drawback
is that packet loss ratio increases with the speed of vehicles.
ABAKA [12] was dedicated to entertainment services in
VANETs, but internal attacks prevention requirement was not
realized as users shared the same secret.

In addition to aforementioned requirements, verification
efficiency, that is, expedite authentication, is another requisite
in VANETs. One-by-one message verification is characterized
by being simple to use. In RAISE [13], RSU verified messages
one by one and broadcasted 128 bytes for each valid message,
which caused severe inefliciency. Cooperative authentication
is a method of raising verification efficiency. In COMET [13],
verifiers verified message with probability of p, and if it was
invalid, they notified the neighbors of the result. CMAP [14]
chose verifiers based on location, and nonverifiers waited
for the verifiers’ results. Cooperative verification can raise
verification efficiency, as vehicles do not need to verify every
message received. However, due to the uncertainty of the
vehicle speed and road conditions, the scalability and prac-
ticality of these schemes face questioning. Batch verification
is another effective method to improve efficiency as it allows
verifiers to authenticate a group of signatures at the same
time. CPAS [15] and MLAS [25] verified messages in batch
based on bilinear pairing operations. But bilinear pairing
operation is of large computational overhead. In addition,
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for CPAS, there exists the problem of key escrow as private
key generator (PKQG) is essential to generate user private key.
Malina et al. [26] adopted group signature supporting batch
verification, and messages were classified in different priority
level in order to improve verification efficiency. However,
the group signature also suffers from high computational
overhead. Even more important, all the previous schemes are
not applicable to emergency communication.

Virtually, VANETs-based emergency communication
system is a special kind of VANETs model without RSUs. But
currently there is no related research. Overall, current works
in VANETSs cannot satisfy all the functional requirements in
this scenario. And it is shown in Table 1, where “v” indicates
“realized” and “x” indicates “unrealized”, respectively. It is
obvious that no scheme is applicable to our scenario. To
solve this problem, we present an expedite privacy-preserving
emergency communication scheme. In terms of conditional
privacy preservation, an exclusive secret key is established
through secure protocol between the vehicle and TA in the
reregistration phase, only allowing TA to track malicious
vehicles. As for expedite authentication, lightweight signature
and batch verification are combined to reduce computation
and communication overhead, providing fast and efficient
communication.

The proposed EPEC achieves the following five aspects of
requirements. (1) No Fixed RSU. Vehicles can reregister with
TA dynamically, and then proceed with mutual authentica-
tion in broadcast communication without fixed RSU. (2) Con-
ditional Privacy Preservation. EPEC allows only trusted TA to
trace vehicles’ real identities. (3) Internal Attacks Prevention.
The malicious vehicles can only cause limited damage to the
whole networks. (4) High Efficiency. Lightweight signature
and batch verification are combined to reduce computation
overhead. And identity-based signature is adopted to save
communication overhead. (5) Vehicle Group Communication.
Vehicles can form a group to communicate timely with each
other.

3. System Model and Preliminaries

In this section, we formalize the specific system model for
VANETs-based emergency communication and the basic
presuppositions used in the proposed scheme EPEC and
identify the design objectives.

3.1. System Model. VANETS for disaster rescue are different
from the regular vehicular network model in Figure 1.
According to the accurate circumstance of disaster rescue, a
two-layer network model is proposed, as shown in Figure 2.
The upper layer comprises the trust authority TA and the
Application Server, while the lower layer is composed of
rescue vehicles including emergency communication cars
and regular vehicles. TA is responsible for issuing real
identification RID and public/private key pairs to all entities.
Most importantly, TA is always trusted and can never be
compromised. The Application Server is responsible for
information analyses and feedbacks. The emergency com-
munication cars contain ambulances, fire trucks, and so on,

—— Secure communication
—=— [EEE 802.11p

(1) Vehicle registration via AMB
(2) Group communication with AMB

Communication range of (3) Group communication without AMB
vehicle group

FIGURE 2: System model.

AMB:s for short in EPEC. AMBs are allocated with powerful
hardware facilities with longer communication range and
stronger computation capability than regular vehicles. They
are authorized by TA and can arrive at the target zone
after the disaster, responsible for networking the regular
vehicles.

In the framework we proposed, there are two different
kinds of communication: the reregistration communication
and the broadcast communication, where the broadcast
communication can also be divided into vehicle to AMB
communication and vehicle group communication. The left-
most group 1 in Figure 2 indicates vehicles reregistration
with TA via AMB. Vehicles reregister themselves with the TA
via AMB and get the exclusive secret key used to generate
pseudonyms. Groups 2 and 3 show the communication with
and without AMB available, respectively. EPEC does not
require AMBs to cover the entire network. They may move
to another place after networking the vehicles in some place.
The dashed line indicates the group communication range,
within which the vehicles communicate with each other by
the wireless communication standard IEEE 802.11p. AMBs
communicate securely with TA and the Application Server
by satellite communications.

3.2. Basic Presuppositions. An elliptic curve is a cubic equa-
tion of the form y* + axy + by = x° + cx* + dx + e, where
a, b, ¢, d, and e are all real numbers. In an elliptic curve
cryptography (ECC) system, the elliptic curve equation is
defined as the form of E,(a, b): y2 = x> +ax+ b(modg),
over a prime finite field [Fq, where a, b € [Fq, q > 3
and 4a’ + 27b* # 0(modg). In general, the security of ECC
depends on the difficulties of the following problems [27, 28].
So far, no polynomial algorithm is capable to solve these
problems.
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Definition 1 (Elliptic Curve Discrete Logarithm Problem
(ECDLP)). Given two points P and Q over Eq(a,b),
the elliptic curve discrete logarithm problem (ECDLP) finds
an integer x € F_ such thatx - P = Q.

Definition 2 (Computational Diffie-Hellman  Problem
(CDHP)). Given three points P, sP, and tP over E,(a, b)
for s, t € F,, the computational Diffie-Hellman problem
(CDHP) finds the point (st)P over Eq(a, b).

3.3. Design Objectives. In terms of emergency communica-
tion, the VANETSs system needs to satisfy all requirements
in the condition of no fixed infrastructures. The precise
functional requirements are presented as following.

Dynamic Reregistration without Fixed RSUs. As fixed RSUs
may have been destroyed during the disaster, vehicles rereg-
ister themselves with TA via AMBs to get the system public
parameters. However, AMBs do not cover the entire network
and vehicle may need to update the secret key. So vehicles
should be able to dynamically reregister with TA when AMB
is available.

Mutual Authentication. AMB needs to authenticate itself to
regular vehicles on arriving at the disaster area. And vehicles
should also be authenticated when they reregister with TA
through AMB. In addition, during broadcast phase vehicles
need to authenticate each other to ensure that the messages
are indeed sent by legitimate entities to guard against the
impersonation attack. The mutual authentication is achieved
by signature, which also enforces message integrity checking.

Conditional Privacy Preservation. The real identity of a vehicle
should be hidden from any entity during the communication
process in order to protect the sender’s private information.
But on the other hand, when vehicles are found to abuse the
network or are in dispute for an accident, it is necessary to
allow TA to trace back to the obligated vehicles’ real identities
and revoke them.

Internal Attacks Prevention. Different from reference [11, 12],
legitimate vehicles holding their own secret key materials can
get neither the private key nor the real identity of another licit
vehicle. Even if some vehicles are captured by the attacker,
the attacker cannot obtain other legitimate vehicles’ secret key
materials with the captured materials.

Efficiency. Because of the strict time restriction of message
authentication in VANETs, communication schemes should
be efficient in terms of small computational overhead and
acceptable verification delay. In addition, the communication
overhead of the security programs should be as small as
possible considering the confined bandwidth.

4. EPEC: Expedite Privacy-Preserving
Emergency Communication

In this section, we detail the expedite privacy-preserving
emergency communication EPEC scheme for VANETs-based

5
TABLE 2: Notations.
Notations Descriptions
AMB Emergency communication car
V; Regular vehicle
PK;/SK; Public/private key of V;
hy, h, One-way hash function h;, h,: {0,1}* — Z;
H MapToPoint hash function H: {0, 1}* — G,
k; Secret key of V;
ID; Pseudonym of V;
CSK; Private key of V; corresponding to ID;
GSK Group secret key

disaster rescue. EPEC presents expedite authentication for
two communication patterns: EPECI for vehicle networking
with AMB and EPEC2 for vehicle group communication
without AMB. When AMB enters the disaster area, it reg-
ularly broadcasts beacon of its own identification. Vehicles
receiving the beacon verify its authenticity and, if valid,
reregister with TA via AMB. Specific to the requirement of
conditional privacy preservation, a secure key agreement pro-
tocol is proposed to establish an exclusive secret key between
the vehicle and TA during the reregistration phase. Then,
vehicles self-generate pseudonyms for subsequent broadcast
communication. In both vehicle to AMB communication and
vehicle group communication, point multiplications instead
of bilinear pairings are conducted for authentication, thus
saving computational overhead. Besides, signatures can be
verified in batch. The prime notations in EPEC are defined
in Table 2.

4.1. System Initialization. Before AMBs enter the disaster
area, TA initializes the system to establish the public param-
eters. It is reasonable to assume that TA bootstraps the
whole system, as a single authority VANETs model is under
consideration in Figure 2. Specifically, in this phase, TA
generates a cyclic additive group G, and a multiplicative
group G, of the same prime order g, chooses two generators
P, Q € G, and then gets g = e(P,Q). In addition, TA
picks three secure cryptographic hash functions h,, h,, and
H, where h;,h, : {0,1}" — Z; and H : {0,1}" — G,.
Then, TA randomly chooses s € Z as its master key and
sets Py, = sQ. Finally, TA gets the system public parame-
ters {Gy, Gy, g, P, Q, Py, 1y by, H}. Vehicles and AMBs can
download the system public parameters from TA.

4.2. EPECI: Networking with AMB. AMBs enter the disaster
area after the system initialization for dynamic vehicle rereg-
istration, after which vehicles generate pseudonyms by them-
selves and conduct communication with AMB according to
EPECL.

4.2.1. Dynamic Reregistration. In the reregistration proce-
dure, a secure protocol with secret key agreement is presented
to establish a shared secret key between vehicle and TA via
AMB. The protocol is secured with signature and encryption
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to prevent the intermediate intrusion attacks. The precise
process is shown in Figure 3.

AMB periodically broadcasts its own identity informa-
tion when entering some area with the following beacon
message:

Bea = (M, T;, IDSig(M || T})) ,
M = ID || PKyyp || Certry (PKy g || Do) [ (1)

other information,

where 1D, is the identity of AMB, Certpy(PKyyp |l
ID, \p) is the certificate of public key PK, 5 signed by TA,
T, is the current timestamp, and IDSig(M || T;) is the secure
identity-based signature [29] with the private key CSK 5 =
(h,(ID s \p) + 5)”' P to provide the origin authentication on
the beacon. Concretely, IDSig(M || T;) has the following form
of IDSig(M || T;) = (a, ) as

a=h(MIIT;lr),
2)
B = (x+a) CSKyyp>

with a random number x € Z;, and r = g*.

As AMB’s communication range is much larger than
regular vehicles, V; can receive the beacon Bea before AMB
enters its communication range. It allows V; to verify the
beacon first and if valid, prepare reregistration message. The
actual verification procedure is as follows.

(i) In regard to replay attack, V; first checks the freshness
of the beacon. Assuming that V; receives the message
Bea at T/, V; checks whether AT > T} - T; is valid,
where AT is the preset maximum transmission delay
of the system. If the inequality does not hold, V; dis-
cards the outdated message; otherwise, V; continues
the verification.

(ii) V; verifies the validity of AMB’s certificate Cert using
TA’s public key. If the following equation

Verify (PKyy, Certys (PKyyp)) = 1 (3)
holds, V; continues to verify AMB’s signature on the
message.

(iii) V; checks the signature Sig(M || T;) with
a=hy (M| T; |l e(Bhy (IDyyp) Q+Poy) 97%).  (4)

If (4) holds, the beacon is accepted and V; continues
its reregistration process. Otherwise, V; waits for new AMB
beacons. As aforementioned, all vehicles already have pub-
lic/private key pairs, public key certificates, and real identities
issued by TA. They reregister with TA using the key pairs
and real identities. The process of reregistration and key
agreement is secured with elliptic curve digital signature
algorithm (ECDSA) and elliptic curve integrated encryption
scheme (ECIES).

First, vehicle V; randomly selects a € Z; and concatenates
the random element aP and its real identity. Then, V; encrypts
the concatenation with the TA’s public key. Finally, V; encrypts
the concatenation of the encryption and the time stamp with
AMB’s public key PK,\p and sends it to the AMB in the
following form:

RM1 = ENCpy, (T; || ENCpy (aP || RID;)),  (5)

where ENC indicates the elliptic curve integrated encryption
scheme ECIES, and the same as follows.

Receiving the first message RM1 from vehicle V; at T,
AMB decrypts the message and verifies its freshness. If the
inequality AT > T/ — T; holds, it delivers the remaining part
of the message, that is, RM2, to TA securely. Otherwise, it
discards the message. Consider

RM2 = ENCpy (aP || RID;). (6)

TA decrypts the message and verifies the real identity
RID;. If RID,; is in the revocation list (RL), the message will
be abandoned. Otherwise, TA randomly chooses b € Z;,
gets k; = abP and computes VK; = RID; & h,(k;). Next, TA
signs the concatenation of aP and bP and then encrypts the
signature and bP by V;’s public key. Then, the VK; and the
encryption are sent to AMB securely. Consider

RM3 = VK, || ENCpy (bP || Sigg.,, (aP || bP)).  (7)

In (7), Sig represents the ECDSA signature.

AMB stores the VK; for vehicle authentication subse-
quently. Then, it passes the message RM4 to vehicle V.
Consider

RM4 = ENCpy (bP || Sigg, (aP || bP)).  (8)
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The vehicle verifies the TA’s signature and, if valid, sends
its own signature on aP and bP to the TA via AMB. Consider

RM5 = RM6 = Sigg, (aP || bP). (9)

TA authenticates the vehicle V;’s signature. If it is valid,
a shared secret key k; = abP between V; and TA has been
established, which is essential for real identity tracing of a
malicious vehicle.

The secret key agreement protocol adopts ECDSA sig-
nature and ECIES encryption to prevent the intermediate
intrusion attacks. Under the assumption of computational
Diffie-Hellman problem, the adversary cannot calculate any
information about the secret key k;, ensuring that the real
identity of the vehicle can only be tracked by TA.

4.2.2. Pseudonym Self-Generation. In the identity-based
cryptography, the entity’s public key can be generated based
on the real identity. Different pseudonyms are used to sign
messages to protect the vehicles from being tracked or
associated.

The pseudonym ID; comprises three parts: ID, ;, ID;,,
and ET;, where ID;, and ID;, are the pseudonym material
and ET; is the life period of this pseudonym. Note that the
pseudonym life period ET; is predelimited in the system.
To generate a pseudonym, the vehicle first selects a random
number r; € Z; to establish point R; € G, so that R, =
(x;, ;) = r;P. The vertical and horizontal coordinates of each
point R; are integers within [F,. Then, the vehicle generates its
pseudonym as

ID,, = R,
ID,, = RID; ® h, (k;) ® H(ID,, || ET}), (10)

ID; = (ID;,, 1D,,, ET;).
And the corresponding private key CSK; is

CSK, = h, (ID, || VK;),

(11)
VK, = RID, ® h, (k;) .

In the end, the vehicle V; stores a list of the pseudonym
ID; with its corresponding private key CSK; and the ran-
dom point R;. Notice that (1) it is essential to insert life
period ET; into every pseudonym to prevent attackers from
abusing obsolete pseudonyms; (2) the pseudonym and the
corresponding private key generation can be completed prior
to the broadcast communication. Thus, the delay of signing
a message does not include the time of generating the
pseudonym and its private key.

4.2.3. Vehicle to AMB Communication

Signing. After the reregistration and the pseudonym genera-
tion, vehicles can send perceived information to AMB. And
AMB verifies vehicles’ messages in batch and delivers the
results to the Application Server. Then, the feedbacks from
the Application Server are forwarded to vehicles via AMB.
Vehicle V;’s signature o; on message M, has the following form

o; = r;+ hy (M, || ID;) CSK,, (12)

<ID,‘,M1‘,U,‘;T,‘>

S o &

! AMB

F1GURE 4: EPECI: Vehicle to AMB communication.

where 7; is the random integer meeting R; = r;P. It is obvious
that a vehicle needs to compute one hash function and one
multiplication to sign a message. Compared to group signa-
ture and other identity-based signature, it can significantly
save computational cost in the signature generation phase.
Finally, V; broadcasts the message in form of (ID;, M;, 0;, T;)
as shown in Figure 4.

Verification. It is computational costly to verify messages
one by one. Batch verification allows verifiers to authenti-
cate a number of messages at once, to save computational
overhead and reduce verification delay. In EPECI, vehicles’
messages can be verified in batch. Given # distinct signatures
01,05,03,...,0, received from V;,V,, V3, ..., V,, respectively,
AMB first checks the pseudonym life period ET; to prevent
attackers from abusing the obsolete pseudonyms. Then, AMB
checks the timestamps in the messages, verifies the freshness
of every message, and deletes outdated ones. Next, AMB
calculates the vehicles’ private key CSK; with the VK;, which
satisfies (10); ID;, = VK; @ H(ID;; || ET;). Finally,
AMB verifies all the signatures in batch. The specific batch
verification process is introduced in detail as follows.

(i) AMB first checks the pseudonym life period ET; to
delete obsolete pseudonym signature.

(ii) For freshness, AMB checks the transmission delay.
Assuming that AMB receives the message at T, , AMB
checks whether AT > T/ - T; is valid. If the inequality
holds, AMB continues the verification; otherwise, it
discards the outdated message. This step is done for
every message.

(iii) AMB calculates the vehicle’s corresponding private
key according to (11), CSK; = h,(ID; || VK;).

(iv) Verity all the signatures by
(Dl0,)P =)D, + (D hy (M, || ID;) CSK;) P.  (13)

If (13) holds, all the signatures are valid in the batch;
otherwise, there is at least one invalid signature, which calls
for invalid signature detection algorithm to find the invalid
ones.

Note that AMB needs to find out the verification key
of V|, V,,Vs,...,V,, by checking which of the stored VK;
satisfies (10); ID,, = VK; @ H(ID;, || ET;). And the private
key CSK; needs to be calculated to achieve authentication
during the verifying process. However, the security of our
scheme is not destroyed. As even AMB knows Vs private key,
it is difficult for AMB to forge V;’s signature. This is because
r; is safe based on the ECDLP problem (in Definition 1),
even ID;; is publicly known. In addition, vehicles change
pseudonyms regularly and different pseudonyms are based
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on different random number r;. Thus, AMB cannot get
legitimate vehicle’s secret key or forge its signature with the
obsolete pseudonym and corresponding private key.

4.3. EPEC2: Vehicle Group Communication without AMB. As
we do not assume that AMBs cover the whole network, they
may forward to another place after networking the vehicles.
So, vehicle group communication scheme is requisite for
vehicle communication without AMBs.

4.3.1. Vehicle Group Formation. In this subsection, we present
how to form a vehicle group with the help of AMB. The
establishment of a group is divided into four stages as shown
in Figure 5. Concretely, the specific procedure of group
formation is detailed as the following.

(i) First of all, AMB generates the group request message
M = {GR,ID,,1ID,,ID;,...,ID,} to start the group
establishment, where GR indicates the group request
and the group identity. AMB broadcasts the message
in the form of

GR = (ID 5> M, T;, IDSig (M || T})) , (14)

where IDSig is the same identity-based signature as
().

(ii) Vehicles receiving the message verify AMB’s signature
first and, if valid, check for their own pseudonym
ID;. If found, they generate agreed message M; =
{GA,ID j} and send it to AMB as follows:

GA = (ID;, M;,0;,T;) . (15)

(iii) Receiving all the agreed messages, AMB verifies all
the signatures in batch. If the batch verification
fails, AMB suspends the protocol and broadcasts
new group formation request. Otherwise, AMB sends
group key request message GKR to TA applying for
the group key. Consider

GKR

= (IDpyp> M (GR, 1D}, ID,, ..., ID,,), T;, IDSig (M, T;)) .
(16)

(iv) Upon receiving the group key request message GKR,
TA verifies AMB’s signature. If valid, they choose
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random number rand and get the group private key
GSK = s - rand. TA encrypts the shared group private
key with each vehicle’s secret key k;, respectively, and
sends the group key establishment message GKE to
AMB. Consider

GKE = (M (ID,,ID,,...,ID,, E; (GSK),

Eg, (GSK),...,E; (GSK)), (17)

T;, Sigg.,, (M, Ti)> :

In the GKE message, E is a symmetric encryption
algorithm. The message is delivered to the group
member via AMB. The group member V; first verifies
TA’s signature and then conducts decryption with its
own k; to get the group private key GSK. Finally, V;
calculates the group public key as GPK = GSK - P.

4.3.2. Vehicle Group Communication without AMB. After
group formation, vehicles can conduct mutual authentication
within the group for real-time communication without AMB.
With the pregenerated pseudonym ID; and the newly gener-
ated group private key GSK, V; generates the signature o; as

o; = r;+ h, (M, || ID,) GSK. (18)

The GSK is employed to generate group message signature
for more eflicient authentication. The group message is
broadcasted in the format of (GR, ID;, M;, 0;, T;) as shown in
Figure 6.

Receiving the message, the verifier V. first checks the time
validity as aforementioned. If the message is fresh, it comes to
the signature verification phase as

0,P = ID;, + h, (M; || ID;) GPK. (19)

Note that the batch verification is also applicable to
group communication, providing a much smaller computa-
tional overhead of two point multiplication operations. Thus
EPEC2 provides much smaller authentication delay than
other schemes, which will be detailed in Section 6.

4.4. Invalid Signature Detection. Invalid signature detection
algorithm is essential for batch verification scheme. This
is because invalid signatures could come from a variety of
reasons, such as malicious vehicles, legitimate vehicle failure,
or wireless channel interference. The batch verification will
fail when there is one invalid signature in the batch. IBV
[11] may suffer from severe inefliciency as it does not pay
attention to invalid signatures. Once an invalid signature
frustrates the batch verification, all the valid ones in the
batch will be discarded. Therefore, invalid signature detection
mechanism is necessary. ABAKA [12] adopted the binary
search method for invalid signature detection. When the
batch verification fails, messages in the batch are bisected,
and verified, respectively until only one message left or valid.
But it is inefficient to retest the messages for d[log,(n)]
times, where n and d are the total message number and
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the invalid signature number in the batch, respectively. In
order to reduce rebatch verification overhead, we adopt the
Generalized Binary Splitting algorithm [30], which is the
most efficient testing algorithm when d is not very great. In
the worst case that all the d invalid signatures are divided into
different subbatches during each section, the number of tests
required is as follows:

NTggs =d -1+ [log, (n* d)]. (20)

And the precise re-batch verification cost caused by invalid
signature detection will be discussed in Section 6.

5. Security Analysis

We analyze the security performance of the proposed scheme
EPEC in this section. According to the security objectives
aforementioned, EPEC is evaluated in the following four
aspects: dynamic reregistration without fixed RSUs, mutual
authentication, conditional privacy preservation, and inter-
nal attacks prevention. And the efficiency of EPEC is analyzed
in Section 6 in three different aspects. The security of EPEC
is analyzed as follows.

Dynamic Reregistration without Fixed RSUs. AMBs autho-
rized by TA enter the disaster area for networking the
regular vehicles. In EPEC, AMBs don't cover the entire
network. Vehicles dynamically reregister with TA when AMB
isavailable. In addition, vehicles are able to update their secret
keys via other AMB:s.

Mutual Authentication. The proposed scheme EPEC securely
achieves mutual authentication during the process of vehicles
reregistration and broadcast communication. On arriving,
AMB authenticates itself securely to vehicles by identity-
based signature [29]. Next, vehicles authenticate themselves
with ECDSA signature. The secure signatures guarantee
mutual authentication among vehicle, AMB, and TA. In addi-
tion, the proposed lightweight pseudonym based signature
enforces mutual authentication in broadcast communication.
Pseudonym ID; used during broadcast communication is
self-generated with V;’s unique secret key k; and real identity
RID;, which guarantees that no one else can forge Vs
pseudonym and signature. The signature also ensures that
only the unmodified messages from legitimate senders are
accepted. Because once the message content is distorted
during the transportation, the signature verification will fail.

Conditional Privacy Preservation. The actual identity of a
vehicle is concealed by the pseudonym in EPEC. As vehicle’s
secret key used to generate pseudonym is exclusive and
can't be compromised because of the computational Ditfie-
Hellman problem. In addition, regular pseudonym changing

prevents attackers from tracing a specific vehicle in the long
term. But on the other hand, malicious vehicles should be
revealed and revoked from the network in time. TA, and only
TA is allowed to trace the real identity of a vicious vehicle. For
example, once V; is found misbehaving, the ID; is reported
to TA. Then, TA reveals the real identity RID; through the
following process:

ID;, ® by (k;) ® H (ID;, || ET))

= RID; @ h, (k;) ® H (ID;, || ET;) ® h, (k;)
(21
® H (ID;, || ET;)

= RID,.

And it is TA that determines whether to revoke V; from the
system or not. The specific revocation mechanism is out of
the scope of our paper.

Internal Attacks Prevention. Another important security
property of EPEC is the ability to prevent internal attacks.
Even if an attacker has captured some vehicles and got their
private keys, the attacker still can’t forge a valid signature of
other legitimate vehicle, because it knows neither the private
key nor the private secret used to reveal the real identity
of the legitimate vehicle. In addition, the damage caused by
the captured vehicles is also limited, because the tracking
mechanism can quickly retrieve the real identities of these
vehicles. TA can revoke the malicious vehicles from the
network promptly.

6. Performance Evaluation

In this section, the effectiveness of EPEC is evaluated in terms
of message verification delay, transmission overhead, and
verification delay with invalid signatures. In the evaluation,
EPEC is compared with four related typical schemes: IBV
[11], ABAKA [12], ECDSA [13], and CPAS [15]. IBV is a
typical batch verification scheme for unidirectional authen-
tication based on bilinear pairing operations. ABAKA is
a point multiplication based signature scheme with batch
verification. Reference [13] presents a key establishment and
authentication protocol RAISE based on ECDSA signature in
the IEEE standard 1609.2. It is referred to as ECDSA in the
evaluation. CPAS is a typical mutual authentication scheme
with batch verification based on bilinear pairing operations.

6.1. Message Verification Delay. To evaluate and compare
the schemes’ verification delay, we first define the time
complexity of the main cryptographic operations required
in our EPEC and other schemes. Let Ty, Ty and Ty,
denote the time to perform a MapToPoint hash operation,
a point multiplication over an elliptic curve, and a bilinear
pairing operation, respectively. According to [31], T, is
0.6 ms, Ty, is 0.6 ms, and T},,, is 4.5ms. It is apparent that
the computational time of MapToPoint hash operation and
point multiplication is much smaller than bilinear pairing
operation. We don’t consider the cost of one way hash
function, which is only 2 microseconds. Table 3 shows
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TaBLE 3: Computational overhead.

Schemes Authenticate a single message Authenticate n messages

ECDSA 4T 4nT g

IBV 3T + Tonp + Tinul 3T o + 1Ty, + 1T
ABAKA 3T @n+ 1T,
CPAS 3T + 2T 3T + (n+ DTy
EPECI Tonip + 2T sy T iy + 2Tl
EPEC2 2T 2T

the computational overhead of all the schemes in terms of
authenticating a single message and n messages.

Notice that IBV is an authentication scheme without
mutual authentication and key agreement. So, for fairness, the
schemes are compared in unidirectional authentication case
without key agreement. The mutual authentication function
of EPEC is analyzed in Section 5. And for EPEC, the
broadcast authentication cost equals on the two sides. From
the comparison in Table 3, we can see that the proposed
scheme EPEC achieves the least computational overhead.
ECDSA verifies n distinct signatures one by one; so, the
n messages verification is the most inefficient. Although
IBV adopts batch verification, the basic pairing operation is
computational costly. ABAKA also verifies signatures with
point multiplications, but the verification cost is much higher
than our EPEC.

The computational overhead increases with the number
of messages for all these schemes. The message verification
delay ratio of these schemes is shown in Figure 7. It is apparent
that EPEC is superior to all the other typical schemes, because
EPEC adopts lightweight point multiplication to verify mes-
sages. Figure 7(a) indicates the relationship between EPECI
and other schemes. It is obvious that the delay ratio between
EPEC1 and ABAKA is always less than 0.50 regardless of

TABLE 4: Transmission overhead.

Schemes One message 7 messages
ECDSA 181B 181n B
IBV 63B 63nB
ABAKA 80B 80nB
CPAS 105B 1051 B
EPEC1 82B 82nB
EPEC2 84B 84nB

the number of messages; the delay ratio between EPEC1 and
ECDSA is approximately 0.25 when the number of messages
is larger than 60. From Figure 7(b), we can see that the delay
ratio between EPEC2 and other schemes approaches zero
with the traffic density increasing, which is because the batch
verification overhead has nothing to do with the number of
messages for EPEC2.

6.2. Transmission Overhead. We consider the transmission
overhead in terms of the signature and the certificate
appended to the original message, while the message itself
is not counted. The comparison of all the schemes is shown
in Table 4. ECDSA signature is 42 bytes in length, but
a certificate of 125 bytes must be transmitted along with
each message, resulting in the total transmission overhead
of 167 bytes. For IBV, the length of signature is 21 bytes,
while pseudonym is 42 bytes. In ABAKA, the 20 bytes
verification message and the 20 bytes material message all are
authentication materials, resulting in a signature of 40 bytes.
CPAS has 60 bytes signature, 41 bytes pseudonym, and 4 bytes
message type information.

The transmission overhead of ECDSA is the largest
among the five schemes, while IBV has the smallest. Since
IBV adopts bilinear pairing cryptographic operations for
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signature, which is short in length but costly in verification.
The overhead of ABAKA is a bit less than EPEC, which is
because 2 bytes life period ET; is added to the pseudonym in
our scheme to prevent expired pseudonyms abuse. For group
communication EPEC2, there is additional 2 bytes group ID
information. Obviously, the transmission overhead increases
linearly for all the schemes with the number of messages.

6.3. Verification Delay with Invalid Signatures. Batch verifica-
tion can save computational overhead and provide low verifi-
cation delay. However, the expense of the batch verification
is that invalid signature may cause verification failure and
re-batch verification is needed. As aforementioned, GBS is
the most efficient invalid signature detection scheme when
the number of invalid signatures is not very great. We
adopt GBS, while the IBV and ABAKA use binary search
algorithm to check the invalid signatures. Table 5 shows the
computational overhead for first batch verification and one
time re-batch verification. ABAKA and EPEC only need point
multiplications for re-batch verification, while IBV and CPAS
need three bilinear pairing operations.

The verification delay VD with invalid signatures in the
worst case is computed with

VD =1 * VTfirst + NT = VTre-batch’ (22)

where VT, is the verification time needed for the first batch
verification, N'T is the number of tests needed to find all d(d >
1) invalid signatures, and VT,, .. is the verification time
for one time re-batch verification. The verification delay for
EPECl is

VDgpgc, = (” * Top

+ 2 % Tmul)
(23)
+(d-1+][log, (n*d)]) = (2% Tpy),

TaBLE 5: Computational overhead with invalid signatures.

Schemes First batch verification Rebatch verification
IBV 3T o + 1Ty, + 1T 3T
ABAKA @n+ 1T,y 1T,
CPAS 3Ty + (4 DTy 3T,
EPECI My + 2T g 2T,
EPEC2 2T, 2T,

with NT s in (20). And for other schemes, binary search is
adopted for invalid signature detection with the tests number
of NTgg = d = [log,(n)].

Figure 8 gives the verification delay ratio with the num-
ber of invalid signatures. In the experiment, the messages
number # is set 300. It is apparently shown that our EPEC
achieves the smallest verification delay with invalid signature
detection compared to other three typical schemes. The
efficiency of IBV and CPAS decreases markedly with the
number of invalid signature increasing, because their re-
batch verification requires three time-consuming bilinear
pairing operations. EPEC2 achieves high efficiency even
when the number of invalid signatures is large.

7. Conclusion

In this paper, we propose an expedite privacy-preserving
emergency communication (EPEC) scheme for VANETs-
based disaster rescue. EPEC fulfils two communication pat-
terns: EPECI for vehicle networking with AMB and EPEC2
for vehicle group communication without AMB, respectively.
By the theoretical and experimental analyses, we show that
the proposed scheme has the following advantages. (1) No
Fixed RSU. Vehicles are able to reregister themselves with
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TA dynamically. (2) Conditional Privacy Preservation. EPEC
allows only TA to trace malicious vehicle’s real identity.
(3) Internal Attacks Prevention. The captured vehicles can
only cause limited damage to the whole networks. (4) High
Efficiency. Lightweight signature and batch verification are
combined to reduce authentication delay. And identity-based
signature is adopted to save the delivery cost of public key
certificates. To sum up, EPEC represents expedite authen-
tication and satisfies the conditional privacy preservation
requirement in emergency communication.
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With the increase of congestible frequency spectrums and the rapid development of wireless sensor networks (WSNs) applications,
the new technology—combing cogitative radio technology with WSNs—called CWSNs will bring broad prospects to the field of
radio and sensor networks. CWSN devotes itself to the solution of spectrum sharing in forms of networks, such as IEEE 802.11
and Bluetooth. A new algorithm is proposed for allocating the idle spectrum to secondary users (SUs). This algorithm uses “the
last diminisher” algorithm, which appears in fair division models. It can help solve complicated problems in a simple fashion. This
article combines the trust value and the method of spectrum allocation. The concept of trust value in reputation management is
introduced. All the factors are applied to solve the realistic problems of spectrum allocation. With the growing number of sensor

nodes, the stable throughput is of vital importance.

1. Introduction

With the global data congestion increasing by 50 percent
per year, the wireless sensor networks (WSNs), one of the
fastest growing wireless networks in recent years, are faced
with network traffic as well. Tens of thousands of tiny sensor
nodes are distributed in the wireless sensor networks to detect
surrounding data. With the rapid development of the WSNs,
this potential application scenario has gradually proceeded
to reality, from industry to home to civilians as well as the
military. New wireless communication techniques, such as
ZigBee and 802.15.4, have already enabled the interoperability
between products to ensure extendibility of the network and
low consumption.

Most of the wireless sensor networks work in unautho-
rized frequency bands, such as ISM, which is a universal
2.4 G frequency band. This frequency band is shared by many
popular technologies, such as Wi-Fi and Bluetooth. There-
fore, with the increase of applications based on the WSNs,
the frequency band has become increasingly congested. The
sharing of unauthorized frequency bands has become the
theme of extended research [1, 2]. Study has shown that the
IEEE 802.11 [3] network will greatly impact the performance
of the ZigBee network and 802.15.4 network if they work in
the same frequency band [2].

Mitola first proposed the concept of cognitive radio
in a paper [4] published in 1999. They represented a new
language called radio knowledge representation language
(RKRI), which can improve the flexibility of the personal
wireless service. In the same year, Mitola and Maguire
Jr. proposed the concept of spectrum pooling [5]. Soon
afterward, he expounded his view that cognitive radio would
be increasingly important with the shortage of spectrum in
the doctoral defense held by the Royal Swedish Academy of
Sciences in 2000 [6]. With probing spectrum holes and the
adaptive modulation mode, cognitive radio offers efficient
dynamic spectrum access and increases the utilization of
spectrum in the frequency domain or time domain.

The growing demand for wireless communication has
become a great challenge [7] for efficient use of spectrum.
Therefore, cognitive radio was seen as a key technology which
was focused on opportunistic spectrum access. The cogni-
tive radio network is an intelligent wireless communication
system which can sense the spectrum around and quickly
adjust its inner parameter to achieve the reliable and efficient
communication [8].

Dynamic spectrum access can be used in WSNs. There-
fore, a new type of network emerges, which is the CWSN.
Typical wireless sensor networks manage finite spectrum and
transmit perceived data to adjacent nodes. A fundamental



F1GURE 1: CWSN construction.

aim of the wireless sensor network is to transmit large
perceived data in real time and synchronously on the premise
that the fewest possible resources are used. For example, in a
WSN of the medical environment, a lot of nodes are used to
monitor various signals of a patient and transmit them in real
time.

Identically, with the growing development of the cog-
nitive radio technology, the study of the security of the
technology in various forms of networks is deepened. The
trust mechanism and trust management have an irreplaceable
position in the study of the cognitive network’s security. In a
distributed wireless network, as there is no large base station,
the security of the network depends on the cooperation
between users.

As a hot area of wireless system research, trust man-
agement has an irreplaceable position in network defense
and security. A crucial factor of trust management is the
reputation value, and it is requisite to have a further analysis
as well as discussion of the reputation value and combine it
with necessary technology [9].

This way, CWSN is a new concept with the following
advantages.

(1) Higher transmission range.

(2) Fewer sensor nodes required to cover a specific area.
(3) Better use of the spectrum.

(4) Lower energy consumption.

(5) Better communication quality.

(6) Lower delays.

(7) Better data reliability.

This paper is organized as follows. Section 2 introduces the
concept of spectrum allocation and “the last diminisher”
algorithm in the field of fair division. Section 3 introduces
the new trust value-based spectrum allocation algorithm.
Section 4 simulates the algorithm in different conditions
and evaluates its performance. Section5 summarizes the
conclusion.
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2. Related Work

2.1. CWSN Construction. The cognitive wireless sensor
network (CWSN) is a new network form of cognitive radio
technology based on the WSN. AS shown in Figure 1, sensor
nodes have been around and achieve information interaction
and data transmission by the wireless communication
technology. Applying the cognitive radio technology on the
basis of the traditional wireless communication technology
both expands the networks beyond a single spectrum space
and renders them a dynamic spectrum access feature.
Without interfering with the communication of authorized
users, the secondary users can choose free spectrum for data
transmission in real time and self-adaptively. To solve the
problem of low utilization rate of fixed distribution spectrum
and frequency resource scarcity in the field of radio, it is
needed to find more effective ways to fully perceive and use
wireless spectrum resources.

Cognitive radio can perceive the wireless communication
environment and change the system’s working parameters in
real time and self-adaptively by a learning decision algorithm.
It has two objectives:

(1) to improve the utilization rate effectively,

(2) to improve the communication reliability effectively.

2.2. Related Spectrum Allocation. Cognitive radio spectrum
allocation assigns spectrums to one or more designated sub-
scribers according to the number of users accessing networks
and service requirements. The main purpose of spectrum
allocation is to choose and utilize idle spectrums effectively
through an adaptive strategy. The dynamic spectrum alloca-
tion strategy can effectively increase the flexibility of wireless
communication, avoid conflicts between the authorized user
and unauthorized user, fairly share spectrum resources, and
meet user’s changing requirements for different services.

At present spectrum allocation has the following major
models: graph coloring model, game theory model, auction
model, and interference temperature model [9].

The graph coloring model in the graph theory is more
mature when applied to planning and disposing frequency in
the cell in the era of cellular communication. The available
spectrum of the cognitive user is influenced by the location,
work status, and the coverage of the main user due to its
random use of the spectrum by the main user, which changes
in the idle time.

The graph coloring model was proposed by Zheng et
al. based on the graph theory. In the study of spectrum
allocation, the network topology mapping of cognitive users
is abstracted as the graph G(V,E,L) [10], each vertex in
the graph representing the wireless user, and each edge
representing a conflict or interference between the pair of
vertices. In particular, if two vertices are connected by an
edge, it is assumed that the two nodes cannot simultaneously
use the same spectrum. Further, each vertex is associated
with a collection, which means the spectrum resources can
be used by the area where the vertex is located. Because of
the difference of each vertex’s location, the resource collection
associated with a specific vertex is distinct.
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The spectrum allocation in the cognitive system can be
modeled as the throughput of the game, the player being
the cognitive user, game strategy being the choice of the
channel, and the game effectiveness related to the quality
of the channel. The mathematical description of distributing
spectrums using gaming is

= (N Sy (Ui} W

where N represents the finite set of the players, S; is the
strategy set of the player i, and i € N is the strategy space.
Define S = xS;; then U; : S — R s the effective function set.
Each player I in the game I has an effective function set U,
which is the function of strategy S; chosen by the player and
adversary strategy S_;.

Spectrum allocation has a lot of similarities to the auction
in economics. For example, the objects which are bidden
have a certain value, which is able to bring improvement in
performance to the occupants. And they both have many
competitors as well. So this theory can be applied to spectrum
allocation in cognitive radio. Today the auction bidding
theory has been proved to be an effective way to solve the
problem of spectrum allocation.

The auction model is usually used in the centralized
network structure. The central controller acts as an auctioneer
and the secondary users as the bidder. In every auction,
bidders bid a price for spectrum resources to meet their
own demand, and the auctioneer will determine a winner
as ruled. Compared with other allocation methods, the
advantages of the auction bidding mechanism are that it is
naturally dispersed and requires less signaling exchange and
computational overhead.

Interference temperature equivalent to noise temperature
is used mainly as a measure of the interference power and
its bandwidth. It is introduced by FCC to quantify and
manage interference. In this model, the cognitive facilities
working in licensed bands can adjust the transmitter power
and spectrum by measuring the interference environment
to avoid interference to the authorized user exceeding the
specified temperature threshold.

The interference temperature model uses the interference
temperature as the decision threshold that is, used as the
maximum cognitive user interference signal tolerated by
the authorized users to make a judgment. In the working
frequency, as long as the cognitive user’s accumulated radio
frequency power does not exceed the set value (the threshold
value refers to the maximum interference value tolerated by
some frequency in a certain band), the secondary user can use
this band. Any secondary user using this band must ensure
that the interference to the authorized user does not exceed
the threshold value.

2.3. Fair Allocation. Fair allocation [11] is to allocate limited
resources to several players fairly. Allocation could be easy
when the resource is a certain material which is divisible.
However, when resources are various and indivisible and
players are of various interests, allocation could be difficult,
for example, the allocation of 20 cows of different breeds for

3 players. Hu and Ibnkahla [12] has purposed a consensus-
based protocol for spectrum sharing to address fairness in
CWSN.

Fair allocation is a mathematical theory on the basis of
idealization and practical issues. The realistic problem is the
allocation of divisible resources or materials to players who
are potential owners of goods. The core issue of fair allocation
is that the allocation should be conducted by players, who
know the value of goods through negotiation or with the aid
of an intermediary rather than an intercessor.

The fair allocation theory provides a definite standard
for the division of various kinds of fairness. It aims at
providing a program to implement fair allocation or proving
impossibility and studying the disagreements between the
theory and real life [11, 13].

The assumptions about the valuation of the goods or
resources are as follows:

(1) each player has this own opinion about the value of
each part of the goods or resources,

(2) the value of a player of any allocation is the sum of
his valuations of each part. Often just requiring the
valuations to be weakly additive is enough,

(3) in the basic theory the goods can be divided into parts
with arbitrarily small values.

There have been many allocation strategies for fair allocation,
most of which conflict with one another. But they can still
be combined. The fairness allocation mentioned above here
means that every participant can gain goods with the smallest
possible difference in amount or proportion.

Theoretically, spectrum resources can be divided into
arbitrarily small channels and allocated to those who want
to transmit data. Because of this, we borrow the “the last
diminisher” algorithm and propose reputation based fair
allocation for cognitive radio networks. This allocation strat-
egy is capable of making on-demand and fair allocation for
an arbitrary number of secondary users.

3. A Trust Value-Based Spectrum Allocation
Algorithm in CWSNs

This chapter makes a detailed analysis of the spectrum
allocation algorithm proposed in this paper. In the cognitive
wireless sensor network, we assume that the user’s reputation
value has been obtained through the trust management
mechanism. And in a process of our spectrum allocation, the
reputation value is fixed and cannot be changed. Assuming
that the needs of secondary users are not exactly the same
and that the quality of channels is not exactly the same,
either, it is rational for secondary users to choose the
appropriate channel for data transmission. All the above
ensures the effective utilization of idle channels and the rea-
sonable and fair distribution of channels between secondary
users.

The fairness this article proposes is not the easy division
in geometry, but rather matching one’s requirement with the
piece of goods.



3.1 The Last Diminisher Algorithm. For an arbitrary number
of participants, a balanced fair allocation algorithm named
“the last diminisher” was proposed by Banach and Knaster in
1944 as follows.

(1) The first person cuts a slice they value as a fair share.

(2) The second person examines the piece.

If they think the piece is less than a fair share, they then
pass on the piece unchanged.

If they think the piece is worth more than a fair share, they
trim off the excess and lay claim to the piece. The trimmings
are added back into the to-be-divided pile.

(3) Each remaining person, in turn, can either pass or
trim the piece.

(4) After the last person has made his decision, the
last person to trim the slice receives it. If no one
has modified the slice, then the person who cuts it
received it.

(5) Whoever receives the piece leaves with his piece,
and the process repeats with the remaining people.
Continue until only 2 persons remain; they can divide
what is left by the divider-chooser method.

The fairness of the algorithm is that none of the players can
diminish the amount of goods to a value smaller than the
average value according to his or her will. It is said that the
result of reduction might belong to oneself. Identically, in the
case of denying the benefit of someone else, the piece of goods
cannot be greater than average, either. Intellectually, everyone
would divide goods into average pieces in their own opinion.

In the process of polling, the method of allocating and
competing for “goods” on the basis of needs is coincidently
parallel with the idea of pursuing optimization in the alloca-
tion of spectrums. When allocating spectrums, different users
who need to transmit data have different requirements, such
as the requirement for transmission rate and band-width.
Meanwhile, it is well known that as a process of multiple
users towards multiple users, the allocation of spectrums
should be done in a certain order. For this reason, our original
intention is to try our best to guarantee that all the users who
need to transmit data are able to get appropriate channels by
allocating channels in a certain order.

3.2. System Parameters. The node which needs data trans-
mission is the center. All the nodes within the hop range
form a group and then exchange reputation values at that
time. In the period of time (denoted as Tt) when reputation
values are exchanged, all nodes in this group adopt spectrum
sensing, until the last node submits the sensing information
and grades the perceived spectrum channel (this period of
time is denoted as T5). In this period of time (max{Ts, Tt}),
any node receiving information which needs to be forwarded
will be counted as the same transmission.

It’s not our responsibility to consider the production of
these trust values. In order to ensure the stable operations of
CRNs which support mobile computing and ubiquitous com-
puting, the establishment of trust is an open, heatedly dis-
cussed, and challenging issue. A large amount of research has
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been done both at home and abroad. The authors in [14] pro-
posed a Markov chain-based trust model for analyzing trust
value in distributed multicasting mobile ad hoc networks.
The method for developing a good trust management system
for wireless sensor networks (WSNs) has been proposed in
(15, 16]. In distributed CWSNs [17], the spectrum allocation
algorithm proposed can be used together with the trust
management to solve some complicated problems [18, 19].

The following three parameters are used to determine the
user demand: the transmission rate R at the previous hop, the
length L of the transmission data, and the vector property
Ns(R, L), which is defined to represent the main demands of
each SU perceived.

The following three parameters are used to determine
the channel level: the channel capacity C, the maximum
transmission power P accepted by the channel, and the
duration D of the channel. Set a vector N¢(C, P, D) for each
idle channel.

The time function is defined in (1), which is the ideal
transmission time of the data length L in the capacity channel
C

i (2)
st. i€(1,2,3,...,N).

The channel capacity C is related to the transmission rate
R at the previous hop. For C > R in the transmission channel,
in order to reduce the decrease of the transmission rate at this
hop, choose those channels whose capacity is the largest.

The duration D of the channel is related to the length L
of the transmission data. When in transmission, it is better
to select those channels whose D > T,T being the ideal
transmission time of the data lengthL in the capacity channel
C. Therefore, a transmission time longer than T is essential.

As shown in Figure 2, because there is no central database
to store the user’s personal information in the distributed
network, each SU is equipped with a fixed private agent. The
agent comprises two parts: the utility management center
and the personal database. The personal database is used
to store the user trust value, demand vector, and degree of
participation. The utility management center calls out the
SU’s information from the personal database, calculates the
value of the utility function, and upgrades the information in
the personal database.

3.3. A Trust Value-Based Spectrum Allocation Algorithm in
CWSNs. Order the SUs according to the rules:

V 2 Max:axt+bx|Ns|
S.t.: (1) a+b=1,
3)
(2) a>b,
(3) a> 0.5,

where V is the order value of each SUs. SUs decide the order
to be allocated channels according to the order value from big
to small.
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FIGURE 3: General flowchart of the algorithm.

The whole flowchart of the algorithm is shown in Figure 3.
When one of the SUs has the need to transmit a series data,
the algorithm starts. The agents of all channels that are unused
calculate their own priority levels and decide which channel
owns the better characteristics. Then the SUs begin to select
the satisfying channel in the order of the order value. When
one SU has selected a channel, other SUs whose order value is
smaller than that one have the opportunities to give opinions
about the match between the SU and the channel. The last one
who holds the opposite attitude towards this match will have
another chance of a priority selection. When all the needs of
SUs are met, the algorithm is over. Those SUs who have been
allocated a channel transmit the data, and the feedback of the
behaviors of SUs will reflect SUs’ order value.

3.3.1. Channel Grading. As is shown in Figure 4, channel
grading is dividing and registering the channel in accordance
with the assumption in Sections 3.1 and 3.2 of this section.

Priority i is higher Priority j is higher
than priority j than priority i

FIGURE 4: Channel grading.

The channel with a higher level must have a better channel
capacity and longer channel idle time. It will be requested by
alarge number of secondary users. And the low level user may
have less channel capacity, shorter idle time, or less channel-
allowed transmitter power. All in all, it has some parameters
which cannot meet the demand of secondary users, or its
channel is not welcome to the secondary users.

Suppose that the data length to be transmitted at one
point is L and the transmission data of the previous hop is
R. The number of channels perceived by the secondary user
is N, C is the capacity of channel, its transmitted power is
P, and the idle duration is D. p(V;) represents the channel’s
priority level.

The priority function is shown in (3):

Rd;(L) = —

st. i€(1,2,3,...,N).

If Rd; < Rdj, i#j,i,j€(1,23,...,N), then p(V;) is higher
than p(Vj). The smaller the ratio of transmission time to the
channel idle time, the sooner the same amount of data will
be transmitted completely, and thus, the probability of being
affected accidentally (e.g., primary user comes back ahead) is
reduced.

IfRd; = Rd; and P, > P, i#j, i,j € (1,2,3,...,N),
then p(V;) is higher than p(V;). The greater the channel
transmission power, the higher the priority of the channel,
of course.

3.3.2. Channel Allocation of SUs. This part is shown in detail
in Figure 5. Assume there are M users in total, SU,,, m €
(1,2,3,..., M), the user credibility values have been known
and stored from the highest to the lowest; that is, t; > ¢, >
S>> by
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Step 1. If M > N, which means the number of idle channels
to be selected is small while the number of secondary users is
large, to ensure that the secondary user with low reputation
does not interfere with the channel of the user with high
reputation, users who have high reputation participate in
every selection of channels, and the rest of the users with
low reputation will not be involved. If the low reputation user
occupies the channel forcibly, its behavior will be recorded
and his reputation is reduced or he is determined to be a
malicious user according to the strategy.

Step 2. Choose Rd;(L) > 1. When second users are transmit-
ting data in a channel, we guarantee the time that second users
spend in transmitting information, which means that the
duration in which the channel is idle is longer than the time
needed when transmitting data under perfect conditions.

Here, we assume that the time when the channel is idle
has been gained in the active detecting method. For the
reason that the throughput in the sensor networks is huge
but the message included is about the external environment,
the amount of data is small, and when taking security,
efficiency, and confidentiality into consideration, different
data types have different needs. Consequently, when choosing
an appropriate channel, users have to choose those whose idle
time is enough to do a complete data transmission.

Step 3. Under condition 1, we choose the channels with
the characteristic C; > R,,. In order to keep the speed
of data transmission, we better choose the channels with
C > R. In practical application, the actual data transmission
speed is less than the channel capability. Sometimes we can
promote the transmission speed comparing with the previous
communication.
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Step 4. Under conditions 2 and 3, we choose the transmission
power P = max P, i € (1,2,3,...,N), which means that we
select the one with the highest rate from available channels.
Otherwise, we can choose the channel in any method.

Step 5. Seti =i+ 1, turn to Step 1.

3.3.3. Channel Competition in SUs. The flowchart is shown
in Figure 6. After the second user SU whose trust value is t
selects channel i during the current channel choosing phase,
the M — N second users with the highest trust values compete
for a channel. Assume the trust values are set from high to
lowast, >t, >--- > t; >t,. And the second user with trust
value t; selects channel 7.

Step 1. The second user with trust value t,, (m =
2,3,4,...,M—N) can decide whether to compete for channel
i. If he decides to compete for this channel, turn to Step 2, or
else turn to Step 4.

Step 2. If Rd,(L,,) > 1, this means that the time needed for
transmission is shorter than that in the perfect condition and
turn to Step 3, or else the second user fails to use the channel
and then turn to Step 1.

Step 3. Set the competition value in (4):

\/Lm _Lk
VRm _Rk,

st. i€(1,2,3,...,N),

(5)

me(2,3,4,...,M-N).
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If x exists and is greater than 0, the secondary user succeeds
in this competition and accordingly can get the channel i + 1
whose priority is just less than i. Meanwhile, the channel i is
allocated to the second user with trust value ¢, and then turn
to Step 4. Here it is required that the amount of data from
competitors be huge and the transmission rate in the last hop
be low. Through these adjustments, more secondary users will
have the chance to obtain channels for transmission and do
not need to wait for too long or be blocked.

Step 4. Setk = m,m = m+ 1,andi = i + 1, and then turn
toStep L. If m = N + k+ 1 or m = M, it means that all the
available second users have been taken into this action and
turn to Step 5.

Step 5. The competition is ended. All the second users that
get channels can transmit messages in the channel, and other
second users stay silent.

3.3.4. Feedback. Every agent of the nodes gathers the feed-
back information after a transmission. Whether to increase
or decrease the trust value is decided by feedback information
which has reached the threshold or not.

If the SUs who have been allocated an idle channel
correspond and transmit data normally, increase the trust
value by fifty percent. If the SUs have the following behaviors,
decrease the trust value to a half:

(1) having nothing to do with the allocated channel,

(2) always in the competition,

(3) destroying the communication function of the net-
work in the form of replay attack, Dos attack, Sybil
attack and so forth,

(4) leaking users’ privacy.
The trust value is related to order value, which decides the

SUSs’ sequence in allocation. When an idle channel is allocated
to an SU, the competing SUs cannot take it into account. That

is to say, the trust value determines the ownership of the idle
channels.

Identically, the trust value also plays an important role
in the field of trust management, and some more in-depth
research can be done in the near future.

4. Simulation and Evaluation

“The last diminisher” algorithm proposed by Banach and
Knaster can solve the “Cake Cutting” problem impartially, but
it cannot provide a satisfying solution for every user. Presume
there is a piece of cake with multiple flavors, chocolate,
cream, strawberry, and so forth, people who share the cake
have different taste for cakes, and different parts of the cake
have different values to different people. Geometrically equal
distribution and simple equal distribution cannot solve the
“Cake Cutting” problem. Therefore, this article uses “the last
diminisher” algorithm for reference but does not distribute
frequency spectrums totally depending on the algorithm.
This article presents a method by which users can get
satistying frequency spectrums according to their particular
needs.

Here, the frequency spectrum is the cake we mentioned
before. We know different parts of the cake have different
flavors. In other words, different idle channels have different
parameters. Furthermore, users not only care about whether
they can get a channel but also whether the channel they
get can satisfy their needs. Therefore, “the last diminisher”
algorithm cannot meet our requirements.

Banach and Knaster provided a useful thinking: polling
for advice and then getting the “cut cake”

The frequency spectrum distribution method this article
presents can ensure the following aspects:

(1) user A with the highest reputation value is the first
to select, and he is certain to get the channel i he
selects. Even if user B disagrees with user A’s selection
of channel i and user A doesn’t get the channel this
round, user B will have to select his ideal channel
from channels except i. In the next round, User A still
possesses the highest reputation value, and thus he
will definitely again select channel i,

@

~

users who have high demands can select high-level
channels; users who have low demands can select low-
level channels,

@3

~

users with low reputation levels cannot get channels
selected by users with high reputation values, and
even if they finally get that channel, that channel is
a degraded channel.

If users with a low reputation value or demands select a
channel that users with high reputation value or demands
need, then we regard these users as malicious users and
reduce their reputation values according to the situation in
the next round’s reputation value calculation.

In order to further explain that our method has outstand-
ing performance, we build a simulation environment. The
number of secondary users and available channels are given,
the sensor network has numerous and densely distributed
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FIGURE 8: Throughput and utilization rate in 100 users 10, 20, 30, 40 and channels.

ground nodes, and thus the number of users are much larger
than that of channels. In order to guarantee randomness and
fairness of the simulation environment, every user has an
initial random reputation value and random transmission
data with the data length, data type, and transmission speed
of the last jump. If no data is to be transmitted, then the data
length is 0. For available channels, the channel capacity, idle
duration, and maximum bearable transmission power of the
channel are random in a certain range. Nearly all simulation
parameters are random, which is most like the real sensor
network environment.

We set the number of users as 100 and that of available
channels as 20, and other parameters are random in a certain
range and then perform 100 experiments. As is shown in
Figure 7, the network’s ratio of actual throughput to ideal
throughput is generally a relatively stable value, 0.7. The
throughput ratio should be 1 in the ideal situation, which
means all idle channels can be used by secondary users, and
the transmission rate equals the channel capacity.

When it comes to practical simulation, we need to
allocate channels to users following our algorithm. Random
parameters may lead to D > T or L = 0 not being
satisfied, and thus some idle channels cannot be selected

and fully utilized by users because of their inappropriate
parameters. This is also characteristic of the actual sensor
network. We can see from Figure 7 that the simulation results
and simulation count have no regularity, which means our
algorithm will have stable and efficient throughput under any
circumstances.

On the other hand, the utilization rate is a public focus.
We combine the utilization rate and network throughput and
conduct persuasive comparison. The utilization rate is the
ratio of the number of channels allocated to users after one
allocation to the total number of channels.

We set the number of users as 100 and that of channels as
10, 20, 30, and 40, respectively, and the results are shown in
Figure 8.

(1) The pattern of the channel utilization rate is similar
to that of throughput, which means the throughput
value will be greater if the channel utilization rate is
higher.

(2) There is no fixed relation between the channel utiliza-
tion rate and the number of simulation. When the
number of available channels is quite small but the
total number of channels is big, all channels will be
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FIGURE 9: Spectrum utilization with trust values in 20 simulations.

distributed to secondary users, which is the spectrum
utilization rate shown in Figure 8.

As is shown in Figure 9, in 20 simulations, the spectrum
utilization, which is now equal to channel utilization, varies
from the trust value. With the trust value increasing, the
spectrum utilization has an obvious growth particularly.
In our simulations, we set a large number of parameters
randomly. In the 12th simulation, the spectrum utilization is
highlighted when the trust value ¢ is 0.4, which shows our
simulation circumstance is close to reality.

This article analyzes and deals with the distribution of idle
channels of different parameters to secondary users with dif-
ferent needs, with reference to the “Final Cutter” method. We
basically guarantee every user can get the suitable spectrum,
and the performance of our method is basically stable for the
whole network. The variation of channel parameters and user
needs caused by external disturbance will not influence the
whole networK’s status.

5. Conclusion

This article proposes an algorithm for dynamic spectrum
allocation in CWSNs, which integrates the idea of “the last
diminisher” in the field of fairness allocation, the demand of
SUs, and the channel characteristics.

At the beginning of the article, we give a brief introduc-
tion to the necessity of the CWSN spectrum allocation and
put forward our main idea. In Section 2, we find works related
to our article. The next two sections are our contributions to
allocating spectrum recourses fairly, including the algorithm
and simulation. The algorithm, aiming at complicated realis-
tic sensor networks, has stable output and channel utilization.

The WSNs are facing increasingly congestible frequency
spectrums and strait channels. In dealing with the inadequacy
of spectrum resources, we still have a long way to go. Further
researches need to be done on the cognitive WSNs from
the aspects of trust management, spectrum sharing, power
control, and so forth.
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