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Deterministic analysis methods, even when they are based
on detailed modeling, may not precisely reflect the reliability
of engineering structures. The alternative is to perform risk
analysis under the probabilistic assumption and propagate
the uncertainty in different design variables. This is an
important and crucial task, especially for structures sub-
jected to shock and vibration. The design and analysis of
ordinary structures subjected to single and multiple hazard
dynamic loads are real-world related engineering applica-
tions such as critical dams and nuclear power plants under
hydrodynamic shock and earthquake impact; synoptic and
nonsynoptic wind-induced structural vibrations; vehicle-
induced vibrations in bridges; wind, wave, and seismic
impact on offshore structures and wind turbines; and
earthquake-induced vibrations in structures.

The articles presented in this special issue are focused on
the state-of-the-art techniques, methods, and applications in
risk, reliability, and uncertainty quantification of structural
and infrastructure systems under shock and vibration
loadings. Overall, 29 submissions were received by the
editorial team, and 16 manuscripts have been accepted for
publication. Figure 1 shows “word cloud” data mined from
all accepted papers, indicating repetition of relevant
keywords.

Nonlinear dynamic analysis and design of concrete dams
are affected by two main uncertainty sources, i.e., epistemic
and aleatory. In the paper by M. A. Hariri-Ardebili et al.
“Response Surface Method for Material Uncertainty
Quantification of Infrastructures,” the authors proposed a

response surface metamodel in order to quantify the ma-
terial uncertainty in arch dams subjected to seismic exci-
tation. The proposed technique revealed a good agreement
with Latin hypercube sampling while reducing the com-
putational efforts considerably. A concrete damage index
was shown in terms of the fragility curves.

Quantitative analysis of the dynamic behaviors of soft
soils during the metro train operation is a very important
task for risk analysis. In the paper by W. Shi et al. “The
Influence of the Track Parameters on Vibration Charac-
teristics of Subway Tunnel,” the authors performed a series
of parametric nonlinear finite element coupled simulations
to compute the time-variant vertical acceleration of the rail,
the sleepers, and the surface of the tunnel. The results are
applicable to metro design and provide guidance during
tunnel construction.

Rolling bearings are critical components that determine
the remaining lifetime of machinery in which their failure
may lead to catastrophic accidents. In the paper by F. Wang
et al. “Remaining Useful Life Prediction Method of Rolling
Bearings Based on Pchip-EEMD-GM(1, 1) Model,” the
authors proposed a trend prediction method for the
remaining useful life of a rolling bearing. The model is based
on the feature’s dimension reduction via kernel principal
components, as well as the calculation of the temporal
hazard rate. Full life testing of rolling bearings is provided,
showing that the proposed model has higher accuracy
compared to existing methods, revealing its feasibility and
effectiveness for predicting the remaining life.
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FiGure 1: Word cloud from all accepted papers.

Although the uncertainty quantification with probabi-
listic methods is a useful technique in reliability analysis, the
model parameters may not be precisely represented due to
several reasons in engineering practices. In the paper by X.
Yang et al. “Hybrid Structural Reliability Analysis under
Multisource Uncertainties Based on Universal Grey Num-
bers,” the authors proposed an efficient approach to analyze
structural reliability with random-interval-fuzzy hybrid
parameters. Also, they employed the universal grey math-
ematics to solve this nonprobabilistic problem.

The applications of high-strength concrete are widely
observed in complex structures of modern architectures
which may undergo fatigue after exposure to high tem-
peratures. In the paper by L. Wang et al. “Research on the
Fatigue Properties of High Strength Concrete after Exposure
to High Temperature under Low Cyclic Compressive
Loading,” the authors performed low cyclic compressive
loading on high strength concrete exposed to high tem-
peratures, using an electrohydraulic servo fatigue testing
machine. Several analytical models were proposed based on
regression analysis.

The accuracy of finite element modeling can be increased
by updating the uncertain parameters during reliability
analysis. In the paper by X. Chen et al. “A Copula-Based and
Monte Carlo Sampling Approach for Structural Dynamics
Model Updating with Interval Uncertainty,” the authors
proposed a model updating approach in structural dynamics
with interval uncertain parameters. They computed the
confidence intervals of updating parameters using the
nonparametric kernel density estimation approach.

The nonlinear dry friction force produced by the dovetail
interface plays an important role in vibration attenuation.
The effect of dry friction vibration reduction is significant
when the rotating speed is slow or the friction coefficient is
small. In the paper by C. Li et al. “Study on the Nonlinear
Characteristics of a Rotating Flexible Blade with Dovetail
Interface Feature,” the authors proposed a dynamical model
to simulate the nonlinear characteristics of a flexible blade.
The model is based on macro-stick-slip mechanical mod-
eling of dry friction to simulate the constraint condition of
the flexible blade.

Shock and Vibration

The force of debris flow on the dam distributes unevenly,
and the impact force is large in the middle and decreases
gradually to both sides. In the paper by H. Zhao et al.
“Experimental Study of the Debris Flow Slurry Impact and
Distribution,” the authors present a new method to calculate
debris flow slurry impact. A series of experimental tests were
conducted on a dam with various densities, channel slopes,
and dam front angles.

In a concrete-encased steel frame-reinforced concrete
core tube building, the core tube bears major loading and
exhibits overturning failure; afterwards, the frame transfers
the surplus load and exhibits column tensile failure and joint
panel shear failure. In the paper by L. Zeng et al. “Quasi-
Static Cyclic Test on a Concrete-Encased Frame-Reinforced
Concrete Tube Building Model,” the authors performed a 1:
5 reduced-scale quasi-static testing with multipoint loading
and quantified parameters such as hysteretic characteristics,
strain distribution, and energy dissipation.

In numerical simulation of thin solids, the sources of
uncertainty are related to material parameters and geometry
representing manufacturing imperfections. In the paper by
H. Hakula et al. “Cylindrical Shell with Junctions: Un-
certainty Quantification of Free Vibration and Frequency
Response Analysis,” the authors solved the multiparametric
free vibration of the complex shell under uncertainty using
stochastic collocation with the p-version of the finite element
method.

The wind-induced erosion coefficient is a function of air
density, sow particle density, snow particle radius, and snow
particle strength bond. In the paper by K. Yan et al. “A New
Erosion Model for Wind-Induced Structural Vibrations,”
the authors proposed an advanced erosion coeflicient model
including the probability distribution and value range.
Detailed randomness of the structural vibrations is studied
as well.

Vertical and torsional vibrations of ice-accreted stay
cables are increased with the increase of vertical and yaw
angles. Also, larger ice thickness increases vertical and
torsional vibration amplitudes. In the paper by S. Cao et al.
“Wind-Induced Response of Inclined and Yawed Ice-
Accreted Stay Cable Models,” the authors performed sev-
eral wind tunnel tests and CFD simulations. The ice-
accretion profiles dimensions and yaw and vertical in-
clination angles were studied parametrically.

The rational resistant line or explosive charge depth in
mines should be 0.86 times the optimal resistant line. In the
paper by X.-l. Zhang et al. “Blast Parameter Optimization
Study Based on a Blast Crater Experiment,” the authors
conducted a small charge-forward blast crater experiment to
study the relationship among the rock volume blasted, the
explosive unit consumption, the bulk yield, and the depth
ratio. The proposed regression-based equations are shown to
be optimized, efficient, and economical.

Planetary gear systems are widely used in technological
systems which have the advantages of compact structures,
high transmission efficiency, and large transmission ratio. In
the paper by P. Gao et al. “Reliability and Random Lifetime
Models of Planetary Gear Systems,” the authors developed
dynamic reliability models in which load, geometric, and
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material parameters are considered inputs for random
lifetime models. Monte Carlo simulations are adopted for
validation.

Improved assembly of horizontal wall connections in
base-isolated precast concrete shear wall structures is useful
and effective, and it fulfils the requirements to withstand
seismic excitations. In the paper by W. Wang et al. “Seismic
Performance of Base-Isolated Precast Concrete Shear Wall
Structure with AHW Connections,” the authors conduced
two 1:4 small-scaled shake table tests: a lead-rubber bearing
base-isolated structure model and a base-fixed structure
model.

The spring stiffness, the installation angular of the motor,
and rotation direction of the rotors have a large influence on
the stability of the synchronization state in the coupling
system, and the mass ratios of the system are irrelevant. In
the paper by F. Pan et al. “Theoretical Study of Synchronous
Behavior in a Dual-Pendulum-Rotor System,” the authors
proposed a simplified mechanical model of the dual-
pendulum-rotor systems.

We hope that this special issue would shed light on
recent advances and developments in the area of uncertainty
quantification in structural systems and attract attention of
the scientific community to pursue further research and
studies, leading to rapid implementation of advanced reli-
able and risk-based models in various aspects of Civil,
Mechanical, and Materials Engineering.
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Numerical simulation of thin solids remains one of the challenges in computational mechanics. The 3D elasticity problems of
shells of revolution are dimensionally reduced in different ways depending on the symmetries of the configurations resulting in
corresponding 2D models. In this paper, we solve the multiparametric free vibration of complex shell configurations under
uncertainty using stochastic collocation with the p-version of finite element method and apply the collocation approach to
frequency response analysis. In numerical examples, the sources of uncertainty are related to material parameters and geometry
representing manufacturing imperfections. All stochastic collocation results have been verified with Monte Carlo methods.

1. Introduction

Numerical simulation of thin solids remains one of the
challenges in computational mechanics. The advent of sto-
chastic finite element methods has led to new possibilities in
simulations, where it is possible to replace isotropy assump-
tions with statistical models of material parameters or in-
corporate manufacturing imperfections with parametrized
computational domains and derive statistical quantities of
interest such as expectation and variance of the solution. Here,
we discuss two special classes of such uncertainty quantifi-
cation problems: free vibration of shells of revolution and
directly related frequency response analysis. What makes the
specific shell configurations interesting from the application
point of view is that they include junctions and shell-solid
couplings. Free vibrations of cylinder-cone configurations have
been studied by many authors before [1-4]. There also exists
an exhaustive literature review on shells with junctions [5].
In vibration problems, the sources of uncertainty relate to
materials and geometry. In this paper, the stochastic vibration
problems are solved using a nonintrusive approach, the
stochastic collocation [6]. Collocation methods are particu-
larly appealing in problems with parameterized (random)
domains. The standard approach is to solve the problem at
specified quadrature points and interpolate over the points. If

the number of random variables is high, this leads to the curse
of dimensionality which can be alleviated up to a point with
special high-dimensional quadratures, the so-called sparse
grids [7-10]. If the uncertainty is only in the material pa-
rameters, one can apply the intrusive approach such as sto-
chastic Galerkin methods, see [11] and references therein.

Sparse grids are designed to satisfy given requirements
for quadrature rules. It is, however, possible to construct
similar interpolation operators even if the point set is limited
to some subset of the parameter space (partial sparse grids),
or, crucially, points are added to the sparse grid. In both
cases, the construction is the same [12]. Every point in
a sparse grid corresponds to some realization of the random
field. If some real measurements become available and the
data can be identified as points in the parameter space, they
can be incorporated into the interpolation operator.

The two model problems studied here are a wind turbine
tower resonance problem and the free vibration of a classical
long cylinder-cone junction combined with T-junction via
kinematic constraints. The wind turbine tower problem is
inspired by an earlier study [13], where the tower is modeled
as a solid due to solver limitations. The long cylinder case is in
turn inspired by a photograph of a collapsed pipe ([14], p. 82).

We have studied related stochastic shell eigenproblems
in the previous work [15], but only for cylinders with
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constant thickness. In this study, in all cases one, of the
random parameters is geometric which changes the char-
acter of the computational problems considerably. However,
the underlying theoretical properties remain the same. One
of the characteristic features of multiparametric eigenvalue
problems is that the order of eigenpairs in the spectrum may
vary over the parameter space, a phenomenon referred to as
crossing of the modes.

In this paper, we show how the existing methods can be
applied to shell problems that have characteristics that differ
from those covered in the literature until now. We do observe
crossing of the modes in the wind turbine tower problem
which is satisfying since it highlights the fact that this feature
is not an artificial mathematical concept but something that is
present in standard engineering problems. The stochastic
framework for eigenproblems is applied to frequency re-
sponse analysis in a straightforward manner, yet the resulting
method is new. We also demonstrate in connection with
frequency response analysis that interpolation operators
based on partial sparse grids can provide useful information.

All simulations have been computed using p-version of
the finite element method [16]. The results derived using
collocation on sparse grids have been verified using the
Monte Carlo method.

The rest of this paper is organized as follows. In Section 2,
the two shell models used in this paper are introduced; in
Section 3, the stochastic variant is given with the solution
algorithms; Section 3.5 covers the multivariate interpolation
construction; the frequency response analysis is briefly out-
lined in Section 4; the numerical experiments are covered in
detail in Section 5; finally, conclusions are drawn in Section 6.

2. Shell Eigenproblem

Assuming a time harmonic displacement field, the free vi-
bration problem for a general shell leads to the following
abstract eigenvalue problem: find u € R® and w? € R such
that

Su = w’Mu,
‘[ (D

+ boundary conditions,

where u = {u, v, w} represents the shell displacement field,
while w? represents the square of the eigenfrequency. In the
abstract setting, S and M are differential operators repre-
senting deformation energy and inertia, respectively. In the
discrete setting, they refer to corresponding stiffness and
mass matrices.

Simulation of thin solids using standard finite elements is
difficult, since one (small thickness) dimension dominates the
discretization. In the following, we shall derive two variants of
problem (1) by employing different dimension reductions for
shells of revolution. Instead of working in 3D, the elasticity
equations are dimensionally reduced either in thickness or in
the case of axisymmetric domains, using a suitable ansatz.

2.1. Shell Geometry. In the following, we let a profile
function y = f(x) revolve about the x-axis. Naturally, the
profile function defines the local radius of the shell. Shells of
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revolution can formally be characterized as domains in R? of
type
Q={x+7xnX)x € D,-d,(x) <y (x) <d, (x)}, (2)

where D is a (mid)surface of revolution, n(x) is the unit
normal to D, and d(x) = d, (x) + d,, (x) is the thickness of
the shell measured in the direction of the normal. An il-
lustration of such a configuration is given in Figure 1.

2.1.1. Constant (Dimensionless) Thickness. Let us have
d(x) =d (constant) and define principal curvature co-
ordinates, where only four parameters, the radii of principal
curvature R, R,, and the so-called Lamé parameters, A;, A,,
which relate coordinates changes to arc lengths, are needed
to specify the curvature and the metric on D. The dis-
placement vector field of the midsurface u = {u, v, w} can be
interpreted as projections to directions

1 oY

e =—-—

' A, Ox,
1 oY (3)

e =—=-"

A, 0x,

e;=e xe,,

where ¥ (x,, x,) is a suitable parametrization of the surface
of revolution, e, e, are the unit tangent vectors along the
principal curvature lines, and e, is the unit normal. In other
words,

u = ue, + ve, + we,. (4)

Assuming that the shell profile is given by f (x,), the
geometry parameters are

A () = 1+ ()
Ay (x1) = f (1),

3 (5)
R (x,) = 4 )

f" (xl))
Ry (%) = Ay (%) A, (x,):

Both cylinders and cones are examples of parabolic shells
according to the theory of surfaces by Gauss. This follows
from the fact that, in both cases, f" (x;) = 0. In particular
the reciprocal function

L
R, (x;)

For a cylinder with a constant radius, f (x,) = 1, say, we
get

= 0. (6)

Ap(x1) = Ay (x) =Ry (x1) = 1,
L 7)
R (x;) -

In the following, we shall keep the general form of the
parameters in the equations.
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FiGURE 1: Shell of revolution with variable axial thickness; midsurface indicated with (a) red colour and (b) dashed line. (a) Shell of
revolution. (b) Cross section; midsurface f(x) = 1 (dashed), lower surface f(x) — do(x) and upper surface f(x) + d;(x) (solid).

We can now define the dimensionless thickness t as
t = d/R, where R~ R, is the unit length. In the following, we
assume that R~1, and thus, use the two thickness concepts
denoted by d and ¢ interchangeably.

2.2. Reduction in Thickness. The free vibration problem for
a general shell (1) in the case of shell of revolution with
constant thickness ¢ leads to the following eigenvalue
problem: find u(¢) and w?(t) € R such that

{ tA u(t) +tAqu(t) + £ Apu(t) = 0? (H)M (t)u(t),

+ boundary conditions.

(8)

where u(t) represents the shell displacement field, while
w*(t) represents the square of the eigenfrequency. The
differential operators A, A,, and A, account for mem-
brane, shear, and bending potential energies, respectively,
and are independent of t. Finally, M (t) is the inertia op-
erator, which in this case can be split into the sum
M(t) = tM' + t*M", with M' (displacements) and M’
(rotations) independent of t. Many well-known shell models
fall into this framework.

Let us next consider the variational formulation of
problem (8). Accordingly, we introduce the space V of
admissible displacements and consider the problem: find
(u(t), w*(t)) € V x R such that

ta,, (u(t),v) + ta, (u(t),v) + £ a, (u(t),v) ©)
= wz(t)m(t; u(t),v) Vvev,

where a, (+,-), a,(--), a, (-,+), and m(¢;-,-) are the bilinear
forms associated with the operators A, , A, Ay, and M (t),
respectively. Obviously, the space V and the three bilinear
forms depend on the chosen shell model [17].

2.2.1. Two-Dimensional Model. Our two-dimensional shell
model is the so-called Reissner-Naghdi model [17],
where the transverse deflections are approximated with
low-order polynomials. The resulting vector field has

five components u = (u, v, w, 0, y), where the first three are
the standard displacements and the latter two are the
rotations in the axial and angular directions, respectively.
Here, we adopt the convention that the computational
domain Q, c R? is given by the surface parametriza-
tion, and the axial/angular coordinates are denoted by x
and y:

Qtz{(x,y)lasxsb,0£y<2n}. (10)
Deformation energy < (u,u) is divided into bending,

membrane, and shear energies, denoted by subscripts B, M,
and S, respectively.

o (u,u) =tzgziB(u,u)+dM(u,u)+ds(u,u). (11)
Notice that we can safely cancel out one power of t.

Bending, membrane, and shear energies are given as
follows [18]:

ol (u,u) = tzjﬁ E(x,y) [v(xu (u) + %y, (u))2

2
+(1-) Z Kij (u)2:|A1 (x, M)A, (x, y)dx dy,

ij=1

Ay (u,u) = 12J5 E(x, y) |:V By (0) + By, (u))2

2
+(1-7)) By (u)z}Al (%, )A; (x, y)dx dy,
ij=1

A(u,u) =6(1 —V)JaE(x, y)[(pl (u)2 +p, (u))Z]

x Ay (x, YA, (x, y)dx dy,
(12)

where v is the Poisson ratio (constant) and E(x,y) is
Young’s modulus with scaling 1/ (12 (1 —?)).

The symmetric 2D strains, bending (), membrane (f3),
and shear (p), are defined as
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(13)

In our experiments, the shell profiles are functions of x
only, but not necessarily constant; hence, the strains are
presented in a general form.

The stiffness matrix S is obtained after integration and
assembly. Here, the mass matrix M is the standard 2D one
with density o except for the scaling of the rotation com-
ponents and surface differential A, (x, y)A, (x, ¥).

2.3. Reduction through Ansatz. The 3D elasticity equations
for shells of revolution can be reduced to two-dimensional
ones using a suitable ansatz [19]. For shells of revolution, the
eigenmodes u (x, y, z) or u(x, r, ) in cylindrical coordinates
have either one of the forms:
u(x,r)cos(Ka)
u, (x,9,2) =u, (x,r,a) =| v(x,r)sin(Ka) |, (14)

w(x,r) cos(Ka)

u(x,r)sin(Ka)
v(x,r)cos(Ka) |, (15)

w(x,r)sin (Ka)

u2 (x) y) Z) = u2 (x) r, a) =

where K is the harmonic wavenumber. Thus, given a profile
function r = y = f (x), with x € [a,b], the computational
domain Q is 2D only:
Q ={(x, 7 +n(x))|la<x<b,—d,(x) <n(x)<d, (x)},
(16)

where the auxiliary functions d, (x) again simply indicate that
the thickness d (x) = d, (x) + d,, (x) need not be constant.
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Deformation energy ¢ (u, u) is defined as

o (u,u) = r3J6E (%, )

v 2 13 2
Nt — " |dx dn,
[(1+v)(1—2v)(r€) +1+vi,]Z::1 eu] xdn
(17)
where the symmetric 3D strains ¢;; are
o
U ox
1 K +av
=73 r+11u ox )
(o,
1377 on ox)
(18)

1
€y = m (KV + w),

€ _Lfov 1 (v+ Kw)

27 2\oq r+q ’
ow

633=_an-

The stiffness matrix S is obtained after integration and
assembly. Here, the mass matrix M is the standard 3D one
with density o.

2.4. Special Features of Shell Problems

2.4.1. Boundary Layers. The solutions of shell problems,
static or dynamic, often include boundary layers and even
internal layers, each of which has its own characteristic
length scale [20]. Internal layers are generated by geo-
metric features, such as cuts and holes, or changes in
curvature, for instance, at shell junctions. The layers either
decay exponentially toward the boundary or oscillate with
exponentially decaying amplitude. For parabolic shells,
it is known that the axial boundary layers decay expo-
nentially with a characteristic length scale ~+t. If
there are generators for internal layers, then the layers
oscillate in the angular direction with characteristic length
scale ~/f. There also exists an axial internal layer of a very
long range ~1/+/f.

Identification of the boundary layer structure or layer
resolution is a useful tool for assessing the quality of the
discretized solution and providing guidance for setting up
the discretization, for instance, in mesh generation. If the
solution is not dominated by the layers, we simply observe
the underlying smooth part of the solution.

2.4.2. Numerical Locking. One of the numerical difficulties
associated with thin structures is the so-called numerical
locking, which means unavoidable loss of optimal
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convergence rate due to parameter-dependent error am-
plification [21]. We use the p-version of the finite element
method [16] in order to alleviate the (possible) locking and
ensure convergence.

3. Stochastic Shell Eigenproblem

The stochastic extension of the free vibration problem
arises from introducing uncertainties in the material pa-
rameters and the geometry of the shell. In the context of
this paper, we assume that these uncertainties may be
parametrized using a finite number of uniformly distrib-
uted random variables. The approximate solution statistics
are then computed employing a sparse grid stochastic
collocation operator.

3.1. The Stochastic Eigenproblem. We let the material and
geometric uncertainties be represented by a vector of mu-
tually independent random variables &= (£,,¢,,...,&,,)
taking values in a suitable domain T' ¢ RM for some M € N.
For uniformly distributed random variables, we may,
without loss of generality, assume a scaling such that
[=[-1, 1"

First, we assume a set of geometric parameters
(&,¢,,...,&,) and let the computational domain be given
by a function D () = D(§,,¢,,...,&,,). Second, we assume
a set of material parameters (&,,.;,&,/,--.,>&y), and let
Young’s modulus be a random field expressed in the form

M
E(x§=E(x)+ Y E,®, xeD(. (19

m=m'+1

The parametrization (19) may, for instance, result from
a Karhunen-Loéve expansion of the underlying random
field E. We assume that the random field is strictly uniformly
positive and uniformly bounded, ie., there exists
E in> Emax > 0 such that

min>

E i, < inf E(x,&) < E(x,{)<E .o
min < €58 i1} (x4 e:Ds(tfl)p (%,8) S Epay (20)

for all £ € T.

Let Li(r ) denote a weighted L*-space, where y is the
uniform product probability measure associated with the
probability distribution of £ € T. For functions in Li (T), we
define the expected value

E[v] = Lv(f)du(i), (21)

and variance Var[v] = E[(v=E[v])?].

Assuming stochastic models for the computational
domain and Young’s modulus, the eigenpairs of the free
vibration problem now depend on & € I. The stochastic
eigenvalue problem is obtained simply by replacing the
differential operators in (8) with their stochastic counter-
parts and assuming that the resulting equation holds for
every realization of £ €T. In the variational form, the
problem reads find functions wu(t):I'— V and
w?(t) : T — R such that for all & € T, we have

ta, (&u(t,&),v) +ta (&u(t, &),v) + a, (§u(t, §),v)
= (tOmt, Eu(t),v), WYveV,
(22)

where a,, (&), a,(&-), ay(&--), and m(4,&;-,-) are
stochastic equivalents of the deterministic bilinear forms in
(9). We assume that the eigenvector u(t,¢) is normalized
with respect to the inner product m(t,¢;-,-) for all £ € T.

3.2. Eigenvalue Crossings. In the context of stochastic ei-
genvalue problems, special care must be taken in order to
make sure that different realizations of the solution are in
fact comparable. This is true for shell eigenvalue problems in
particular, since the eigenvalues of thin cylindrical shells are
typically tightly clustered. Double eigenvalues may appear
due to symmetries and physical properties of the shell might
be such that eigenvalues corresponding to different har-
monic wavenumbers appear very close to each other. When
the problems are brought to stochastic setting, we may face
the issue of eigenvalue crossings. The ordering of the ei-
genvalues associated with each mode may be different for
different realizations of the problem. This issue has pre-
viously been illustrated in [11] and considered in the case of
shell eigenvalue problems in [15].

In our examples, the eigenvalue crossings do not pose
computational difficulties. When the problem is reduced
through ansatz (14) or (15), the eigenmodes are separated by
wavenumber K, and as a result for any fixed K, the eigen-
values of the reduced problem appear well-separated.
However, one should bear in mind that the eigenvalues of
the original 3D problem may still cross: In Section 5, we
present numerical examples which illustrate that a kth
smallest eigenvalue may be associated with eigenmodes with
different wavenumbers for different values of the stochastic
variables. Moreover, as revealed by the ansatz, each eigen-
value of the dimensionally reduced problem is actually as-
sociated with an eigenspace of dimension two.

3.3. The Spatially Discretized Eigenvalue Problem. We em-
ploy standard high-order finite elements with polynomial
order p € N. For any fixed ¢ >0, the spatially discretized
problem may be written as a parametric matrix eigenvalue
problem: find A, : T — R and y, : I — R" such that

Sy, (8) = A, (OM(D)y, (B), VEeT,  (23)

where # is the dimension of the discretization space. Here, M
and S are the mass matrix and the stiffness matrix, which
obviously depend on & € T. For any fixed & € T, problem
(23) reduces to a positive-definite generalized matrix ei-
genvalue problem.

We let {-,-)y and | - [y denote the inner product
and norm induced by the mass matrix. We assume the
eigenvector to be normalized according to IIyp (f)”M(E) =1
for all £ € T. Moreover, we fix its sign so that the inner
product (yp(O),yp(£)>M(£), where yP(O) is a suitable ref-
erence solution, is positive for every & € T. In practice, we
may disregard the possibility that the inner product is zero,



and therefore, as long as the discrete eigenvalues are simple,
the solution is well defined for all £ € T.

3.4. Stochastic Collocation on Sparse Grids. We introduce
an anisotropic Smolyak-type sparse grid collocation oper-
ator ([6, 22, 23]) for resolving the effects of the random
variables & € T.

Assume a finite multiindex set &/ ¢ NJ'. For o, f € o we
write a < if a,, < B, for all m > 1. For simplicity, we make
the assumption that &/ is monotone in the following sense:
whenever 8 € N} is such that f<« for some « € <, then
Bed. Let L, be the unng)anate Legendre polynomial of
degree p. Denote by {Xk } i the zeros of L,.;. We define
the one-dimensional Lagrange interpolation operators
54 ;,m) via

J4
() () = Y v(i”)ed (), (24)
k=0

where {K P } 1o are the related Lagrange basis polynomials of
degree p. Finally, we define the sparse collocation operator as

Z®(

act™

(X —1) (25)

The operator (25) may be rewritten in a computationally
more convenient form

M
j.sz{ _ Z Z (_1)||a—ﬁ||17i8:1jl(;r), (26)

acd BeG,

where @, = {f € N}fla—1<B<a}. We see that the com-
plete grid of collocation points is now given by

~Uu H{ (8n) }ﬁm

acd BeG,

MH{ e

Statistics, such as the expected value and variance, of the
solution may now be computed by applying the one-
dimensional Gauss-Legendre quadrature rules on the
components of (26). The accuracy of the collocated ap-
proximation is ultimately determined by the smoothness of
the solution as well as the choice of the multiindex set
gl C Néw , see [6] for a detailed analysis. Similar results in the
context of source problems have been presented in [22-25].

(27)

3.5. Stochastic Collocation on Partial Sparse Grids. In the
framework of this paper, each collocation point in the
stochastic space I' corresponds to a single measurement
configuration. In contrast to idealized mathematical models,
the range of practical measurement settings may be limited
to a small subset of I'. In this section, we discuss one method
to carry out the analysis of the response statistics of a ran-
dom field in a subset of T.

We approach this problem from the viewpoint of
polynomial interpolation. In the following, we assume for
simplicity that T'=[-1,1]™. Let X={y,....xn} T
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denote a set of collocation points, and let %8 = 1’3 b ]},
J = N, be a set of orthogonal polynomial basis functions with
respect to the measure dy satisfying

J =?i(f)cf‘fj(f)d‘u(f) =0 whenever i#j. (28)
r
In addition, we denote

12
Vi =<L$k(€)2dy(f)> forke{1,...,]}. (29)

We assume that the basis functions in 98 are ordered in
degree lexicographic order. In particular, Z, is constant.

Let B= (B;,...,By) denote a subsequence of {1,
2,...,]} so that each element of 3 corresponds to one and
only one element of this set. Then for any such subsequence,
we can construct the Vandermonde-like matrix V=
(Zi(X)icp1<jen- If Vg is invertible, then for any input f :
I' — R we can set

(e o en)=(f(n) - fO)Vor (30)

so that the Lagrange interpolating polynomial
N
P =) % (9, (31)
i=1

satisfies P(y;) = f (y;) for all i € {1,...,N}. If 3, = 1, then
the expansion coeflicients can be used to estimate the re-
sponse statistics of f via

ELf] =y, 'c), (32)

Var[f] = (yﬁjcz)z + +(y;:]cN)2. (33)

Following [12], it turns out that the Vandermonde-like
matrices related to the Smolyak interpolating polynomials
are remarkably well conditioned. One may find a well-
conditioned interpolating polynomial for a subset of
a sparse grid by proceeding in the following way:

(i) Let X ={x,.--
X = {Xl""’XI
(ii) Let & = {31, ceo 3]} be the Smolyak polynomial
basis functions (cf. [26])
(iii) Let B = (B;,...,PBy) denote a subsequence corre-
sponding to the row indices of the maximum vol-
ume submatrix of W = (Z; (x;)1<ics1<jen

,Xn} be a subset of a sparse grid

(iv) Form the Lagrange interpolating polynomial
Pf(é) = Z L6 (&), where the coeflicients
C1>...,Cy € R are obtained as in (30)

The use of the maximum volume submatrix ensures both
that the Lagrange interpolation polynomial is well defined
and that system (45) is sufficiently well conditioned.

In practical calculations, finding the analytical maximum
volume submatrix is in general an NP-hard problem.
However, there exist several algorithms in the literature
which can be used to find the approximate maximum
volume submatrix in a computationally efficient manner.
We use the MaxVol algorithm proposed in [27]. A related
algorithm has been discussed in [28].
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4. Frequency Response Analysis

In frequency response analysis, the idea is to study the
excitation or applied force in the frequency domain.
Therefore, the uncertainty in the eigenproblem is directly
translated to frequency response. In the deterministic set-
ting, the procedure is as follows [29]: starting from the
equation of motion for the system,

Mx +Cx +Sx =f, (34)

where M is the mass matrix, C is the viscous damping matrix,
S is the stiffness matrix, f is the force vector, and x is the
displacement vector. In our context, M and S are defined as
mentioned above, and the viscous damping matrix is taken to
be a constant diagonal matrix C = 261, where § = 1/2000.

In the case of harmonic excitation, a steady-state solu-
tion is sought, and the force and the corresponding response
can be expressed as harmonic functions as

f=f(w)e,

. (35)
x = x(w)e™!.

Taking the first and second derivatives of equation (34)
and substituting using (35) leads to

—w0'MZ% (0)e +iwCx (w)e™ + S% (w)e™ = f(w)e'™,
(36)
thus reducing to a linear system of equations:
(-0’ M +iwC + 8)% (w) = f (). (37)

Any quantity of interest can then be derived from the
solution X(w). In the following, we consider maximal
transverse deflections w,,, as the quantity of interest.

4.1. Frequency Response Analysis with Sparse Grids. The
collocation methods are invariant with respect to the
quantity of interest, and therefore, the application to fre-
quency response is straightforward.

Let wus consider four-dimensional second-order
Smolyak-Gauss-Legendre quadrature points Z“" and the
second-order Smolyak-Clenshaw-Curtis quadrature points
¢ with 41 points. Let (P;)Y, denote the standard or-
thonormal univariate Legendre polynomials generated by
the three-term recursion:

Py(x) =1,
Py (x) = x,
(k + 1Py, (x) = (2k + 1)xP, (x) kP, , (x), k=1,
(38)

and define the sequence m(0) =0, m (1) =1, and m(k) =
2k1 41 for k> 1. The standard Smolyak polynomial basis
tunctions for the dimension 4, second-level Smolyak rule are
then given by [26]

aezt (39)
A<l 1<4+2

7
where
B, = {Pil,l(fl) Py 1 (84); m(ocj - 1) +1<i; Sm((xj),
1sjs4}
(40)

for & € Z*. With this convention, #% = #2 " = #2°C = 41
and the interpolation problem is well posed for the full
sparse grids.

In order to make the problem well posed for some partial
grids X6 ¢ 2% and X ¢ 2°C, we proceed as in Section
3.5 and construct the rectangular Vandermonde-like matrix
W = (Z(8)gesier and choose its maximum volume
submatrix V using the MaxVol algorithm. We compute the
expectation [E[w,,,] and upper confidence envelope
E[wp.] + VVar[wy,,] using formulae (32) and (33) for
each frequency, respectively.

5. Numerical Experiments

In the numerical experiments, at least one of the sources of
uncertainty is related to some geometric feature, for instance,
diameter of a cylinder or local thickness of a shell. In the finite
element context, this means that in order to compute statistics
over a set of solutions, it is necessary to introduce some
nominal domain onto which every other realization of the
discretized domain is mapped. In a general situation, this
could be done via conformal mappings, and in specific sit-
uations as happens to be here, the meshes can be guaranteed
to be topologically equivalent ensuring errors only in the
immediate vicinity of the random parts of the domain.

Material constants adopted for all simulations are E =
2.069 x 10" MPa, v=1/3, and p = 7868kg/m’, unless
otherwise specified. Also, in the following examples, we
employ the sparse collocation operator (25) with total degree
multiindex sets

MzﬂL:={aeN34'Zam§L}, (41)
m=1

where applicable. All computations were performed on an
Intel Xeon(R) CPU E3-1230 v5 3.40GHz (eight cores)
desktop with 32 GB of RAM.

5.1. Tower Configuration: Free Vibration. Our first example
is an idealized wind turbine tower (Figure 2). We can apply
dimension reduction via ansatz as in Section 2.3 and arrive at
a highly nontrivial shell-solid configuration. Notice that in
this formulation, we model the shell as a solid which is
computationally feasible in 2D, and the resulting systems
can be solved for different harmonic wavenumbers as
outlined above.

The tower is assembled with four parts: a thin shell of
thickness ¢ =1/100 and vertical length of 11 units
(x € [-1,10]), a top ring of height C, = 2/5 and width 3/4,
and two base rings, inner and outer ones, of height D, = 2/5
and random widths W, and W,, respectively. An additional
source of randomness comes from varying thickness of the
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FIGURE 2: Tower configuration: Computational domain; B indicates the location of the assumed manufacturing imperfections at x = 0. (a)
Shell-solid model; diameter of the base is random. (b) Computational domain. (c) Lowest mode; normalized transverse detection w; rainbow

colour scale.

shell near the top ring, centered at x = 0. Here, the varying
thickness can be interpreted as manufacturing imperfection
or damage to the structure. The tower configuration is
detailed also in Figure 2.

Let us define the computational domain €} to be a union
of five parameterized domains:

a-U a, (42)
where
O, ={(xr+n|-1<x<-1-C,-3/4—t/2<n<t/2},
Q, ={(x,r+1n)|-1-C, <x<-b,~tl2<y<t/2},
Q; ={(x, 7+ )| -b<x<b,~¢(bx,t;a,b) << $(bx,t;a,b)},
Q, ={(er+n)|b<sx<10-D,,~t/2<n<t/2},
Qs ={(x, 7+ 10-D, <x<10,~t/2-W, <n<t/i2 + W,}.

(43)

The random variables and their ranges used in different
experiments are (Figure 2)

Tower
W, [1/4,3/4]

W, [1/4,5/4] (44)
a (0,1/2]
b [3/40,1/8],

where a and b are parameters in the shape modeling the
imperfection taken to be symmetric on the inner and outer
surfaces:

t((a-1)b*s* -2 (a-1)b*s* + ab*
¢(s.t;a,b) = (a-b a1 )

2b* - W

where s is the coordinate scaled to center the shape around
x = 0. For a plot of the profiles, see Figure 3.

In each experiment, the dimension of the stochastic
space is M = 4, and the random vector £ € T is obtained by
scaling the geometric parameters to the interval [-1, 1]. The
base of the tower is clamped, that is, fully kinematically
constrained. The p-version of FEM is used with p =4
resulting in a linear system with 14247 d.o.f. The multiindex
set is &/, with L = 3. Per collocation point, the time spent is
approximately 40 seconds; 10 seconds for solution and 30
seconds for obtaining statistics.

In Tables 1 and 2, we have listed statistics for eight of the
smallest eigenvalues of the tower configuration with the
corresponding wavenumber K. Of interest is the pair of fourth
and fifth smallest eigenvalues since the values are fairly close
to each other; in other words, they form a cluster. Indeed, if we
track the modes over the parameter space, we see that crossing
occurs, ie., different eigenmodes are associated with the
fourth smallest eigenvalue for different realizations of the
problem. Also notice that the actual squares of frequencies
vary (at least) within range [4562.30,4578.79] for K = 4, with
the expected value = 4572.40. This means that in a multi-
parametric setting, the number of modes observed within
a fixed range of frequencies is not necessarily constant over
the whole parameter space.

The statistics presented in Tables 1 and 2 were verified by
a Monte Carlo simulation of § = 1000 samples. A comparison
of the results obtained by Monte Carlo and collocation al-
gorithms has been presented in Table 3. The central limit
theorem guarantees (stochastic) error bounds for statistics
computed via Monte Carlo: the error in the expected value of
the quantity of interest is given by +/Var[-]/S. From Table 3,
we see that the errors between the two solutions fall well
within the tolerances of the Monte Carlo results.
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FIGURE 3: Variances of the tower configuration near the manufacturing defect: components of the first (left) and third (right) eigenmodes for
K = 1. Solution computed with p = 4 and L = 3 (165 collocation points). (a) Component y of the first eigenmode. (b) Component y of the
third eigenmode. (c¢) Component v of the first eigenmode. (d) Component v of the third eigenmode. (¢) Component w of the first ei-

genmode. (f) Component w of the third eigenmode.

TaBLE I: Statistics and wavenumbers of the eight smallest (in
expected value) eigenvalues of the tower configuration as defined
by the wavenumber K.

TaBLE 3: The errors between eigenvalues computed by collocation
(w?) and Monte Carlo (w},.) methods. The eight smallest (in
expected value) eigenvalues of the tower configuration.

E[w?] Var[w?] Var [w?] K Emean Extdey N
79.7358 0.00175638 0.0419092 1 0.000453485 0.000637457 0.00130513
2055.46 218.179 14.7709 3 0.0120954 0.0580925 0.465259
3449.66 2194.93 46.8501 2 0.0444178 0.205332 1.47504
4548.42 989.703 31.4595 0 0.0921339 0.163266 0.989675
4572.40 30.0598 5.48268 4 0.00269920 0.0209490 0.172715
5958.11 2550.51 50.5026 0 0.0590391 0.293009 1.58777
6664.07 446.766 21.1368 4 0.00789916 0.0910774 0.665526
7296.49 3535.53 59.4603 3 0.0626177 0.263587 1.87197

TaBLE 2: The eigenmodes evaluated at two different points in T
(solution computed with p = 4 and L = 3 (165 collocation points)).

&=(-0.9,0,0,0) £=1(0.9,0,0,0)
w? K w? K
79.7681 1 79.6528 1
2072.60 3 2028.05 3
3503.49 2 3361.97 2
4578.79 4 4485.45 0
4581.93 0 4562.30 4
6013.69 0 5861.08 0
6688.77 4 6625.28 4
7365.13 3 7185.36 3

The effect of the manufacturing imperfection is illus-
trated for the eigenmodes associated with K = 1 in Figure 3.
High-localized variance in the computed displacements
means that the uncertainty in derived quantities of interest
such as stresses is likely to be highest. In Figure 3, we see
that the variance of the transverse deflection of the third
eigenmode for K = 1 is localized exactly at the thinnest part

The error measures are as follows: error in expected value ¢ ., =

|E[w?;c] —E[w?]l, error in standard deviation egge, = |y/Var[w}c] —
\/Var[w%]], and Monte Carlo standard error ey = 1/Var[w},.]/S.

indicating a highly likely location for failure of the tower.
This is of course what we would expect.

5.2. Cylinder with Junctions. Our second example is a cyl-
inder with two junctions: a T-junction with another cylinder
and a cone extension at one end of the cylinder. Since we
limit ourselves to shells of revolution, we remove the
T-junction through clamped boundary conditions. Here, the
sources of uncertainty are the random radius (diameter) of
the circular T-junction, i.e., a circular hole in our modeling,
D,, the slope of the cone, {, and Young’s modulus. The
radius of the cylindrical part is constant = 1, and the di-
mensionless thickness is constant t = 1/100. For the long
cylinder, the distance of the center of the hole to ends is
L, = 107 and the distance to the cone is L, = 407/7, and for
the short one, the lengths are simply scaled by 10. For
a schematic of the construction, see Figure 4.
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FiGUure 4: Cylinder-cylinder-cone schematic. The cylinder diameter R, =2, L;, L,, and C, are deterministic: L, + L, + C, = 207; the
diameter of the hole D, is random, and the cone diameter R, is random since it depends on the random slope of the cone.

Now the computational domain is periodic in the an-
gular direction:
~ ([-10m, 107] x [0, 27])

= Dk (0,0, D,/2) (46)

Notice that the change in the slope does not affect the
computational domain.

The random variables and their ranges used in different
experiments are

Long Short

D,/2  [n/36,7n/36] [n/84,7/12]

{ [0, tan (1/10)] [0, tan(1/10)] 47)
& (-1,1] (-1,1]

&4 [-1,1] [-1,1],

where ( is the slope of the cone. Finally, the parameters &,
and &, correspond Karhunen-Loéve basis functions,
i.e., terms E;(x) = sin x and E, (x) = sin 2x in the expan-
sion (19). Again, in each experiment the dimension of the
stochastic space is M = 4, and the random vector & € T is
obtained by scaling the geometric parameters to the interval
[-1, 1]. Both ends of the cylinder are clamped, as well as the
T-junction interface, that is, fully kinematically constrained.
The p-version of FEM is used with p = 3 resulting in a linear
system with 41280 d.o.f. The multiindex set is &/; with L = 2.
Per collocation point, the time spent is approximately 60
seconds; 10 seconds for solution and 50 seconds for
obtaining statistics.

We study both free vibration and frequency response for
this configuration.

5.2.1. Free Vibration. Let us first examine the lowest modes
of the two structures. Interestingly, when comparing the two
subfigures of Figure 5, the colours indicate that indeed in the
long cylinder, the long-range internal layer of 1/+/t emerges
in the lowest mode. However, none of the shorter charac-
teristic length scales have strong amplitudes in the transverse
deflection in this case.

In Table 4, we have listed statistics for four of the smallest
eigenvalues of the short and long cylinder configurations. In
this case, the eigenvalues appear well separated. Again, the
statistics were verified by a Monte Carlo simulation of S =
1000 samples. A comparison of the results obtained by
Monte Carlo and collocation algorithms has been presented
in Table 5. As discussed before, we see from the figures in
Table 5 that the errors between the two solutions fall well
within the tolerances of the Monte Carlo results.

Statistics of the first eigenmode for the long cylinder with
junctions have been presented in Figure 6. The long-range
layer is clearly visible in the second, third, and fifth com-
ponents. The effect of the cone junction is distinctly man-
ifested in the statistics of the fourth component. The
standard deviations of the two smallest eigenvalues are
approximately 62 and 50 percent of the respective expected
values. The ratio of the expected values is approximately
0.21, and thus, the eigenvalues at least appear to be well
separated.

Statistics of the first eigenmode for the short cylinder
with junctions have been presented in Figure 7. In this
case, we do not observe a separate long-range layer. The
effect of the cone junction is never the less apparent in the
statistics of the fourth component. The standard de-
viations of the two smallest eigenvalues are now ap-
proximately 31 and 49 percent of the respective expected
values. The ratio of the expected values is approximately
0.24, and thus, the eigenvalues again appear to be well
separated.

In Figure 8, the short-range effects of the T-junction have
been highlighted. The statistics of the fifth component have
been shown in vicinity of the junction for both cylinders. The
relative strength of the long-range axial layer in the long
cylinder can be observed, whereas in the short cylinder, the
angular oscillatory layer is dominant. In both configurations,
there is a hint of short-range axial layer emanating from the
hole.

5.2.2. Frequency Response Analysis. For the frequency re-
sponse analysis of the short cylinder, the load is chosen
to be F(x,y)=1000 cos(y/2)N, and the angular fre-
quency range is taken to be w € 27{5,10,...,200}Hz.
In our analysis, all modes are present; no attempt to
choose, for instance, a subspace of lowest modes has been
made.

We first carry out the solution of the frequency response
statistics subject to the abovementioned second-order
Smolyak-Gauss-Legendre quadrature points 2" and the
second-order Smolyak-Clenshaw-Curtis quadrature points
ZC and then consider their respective subsets with 25
points defined by setting

X —fEn8) € 2§ = o},

(48)
XC {6 8) € 2§ = 0,
where the choice &, = 0 is arbitrary. In the context of this
numerical experiment, it means that the diameter of the hole
is fixed at its expected value.
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FIGURE 5: Shell configuration: t = 1/100; lowest mode; normalized transverse deflection w; rainbow colour scale. (a) Long cylinder with T-
junction and cone junction; frequency = 1 Hz; x € [-107, 107]; cone: [407/7,107]. (b) Short cylinder with T-junction and cone junction;

frequency = 10Hz; x € [-7, 7]; cone: [471/7, 7].

TABLE 4: Statistics of the four smallest eigenvalues of the long (a)
and short (b) cylinder with junctions (solution computed with p =
3 and L = 2 (45 collocation points)).

TaBLE 5: The errors between eigenvalues computed by collocation
(w) and Monte Carlo (w},.) methods. The four smallest eigen-
values of the long (a) and short (b) cylinders.

E[w?] Var[w?] v/ Var[w?] Emean Egtdey eMe
(a) Long cylinder (a) Long cylinder

3.12173 3.70583 1.92505 0.0652920 0.0150364 0.0604000
15.1519 57.9719 7.61393 0.287854 0.187262 0.234852
25.7390 161.805 12.7203 0.430142 0.00845208 0.401983
88.1692 239.444 15.4740 0.503874 0.199000 0.483037
(b) Short cylinder (b) Short cylinder

58.6626 335.750 18.3235 0.0134338 0.473668 0.564461
240.370 13908.9 117.936 0.163070 1.13330 3.76530
655.337 4200.64 64.8123 0.422822 1.92808 1.98858
1137.43 10215.8 101.073 1.12535 9.27454 3.48951

Let us first consider sparse grids 2% and 2°C. In
Figure 9, we show two frequency response graphs where the
expected values of the quantity of interest, the maximal
transverse deflection w,,,,, are shown along standard de-
viations. It is clear that the frequency response is sensitive to
perturbations to the parameters. The two point sets are not
hierarchic, and thus, one cannot expect to get exactly
identical responses. Moreover, distributions of the values of

The error measures are as follows: error in expected value ¢, =

|E[w}c] - E[wi]l, error in standard deviation eyge, = |4/Var[w} ] —
\/Var[w%] ], and Monte Carlo standard error ey, = 1/Var[w},c]/S.

the quantity of interest appear to be exponential. This is
illustrated in Figure 10. The maximal transverse deflection
Wax at any given frequency depends on how well the tail of
the distribution is approximated.
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FIGURE 6: Long cylinder with junctions: expected value and variance of the first eigenmode. Solution computed with p =3 and L =2 (45
collocation points). (a) Expected value (A) and variance (B) of the component y. (b) Expected value (A) and variance (B) of the component v.
(c) Expected value (A) and variance (B) of the component w. (d) Expected value (A) and variance (B) of the component 6. (e) Expected value

(A) and variance (B) of the component .

Let us next move to the partial sparse grids e
{XCC, X}, The results are displayed in Figure 11. The results
should be compared with Figure 9; in particular, sampling the
stochastic space with fixed first component already charac-
terizes the locations of the maxima in the frequency response.
However, the maximal amplitudes are different, again
reflecting the fact that the points sets are not hierarchic.

Remark 1. We emphasise that if it were possible to identify
real measurements as points in the grid, with this approach,
one could augment simulations with real data and arrive at
more realistic interpolation operators.

This example underlines the fact that in multiparametric
situations, it is always necessary to think in terms of dis-
tributions and relate the observed statistics to them.
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(A) and variance (B) of the component .

6. Conclusions

Multiparametric vibration problems and especially those
involving thin domains are and remain challenging. We
have studied two vibration problems rooted in practice, yet
artificial in terms of the parametrization of the random
model. The efficacy of the stochastic collocation has been

demonstrated, and its extension to frequency response
analysis has been demonstrated. More specifically, in the
context of thin shells, the boundary layers, including internal
ones, are shown to have the predicted characteristic length
scales, and their contribution to statistics such as variance is
clearly illustrated in the results. In vibration-related prob-
lem, the frequency response analysis, the importance of
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gaining complete statistical understanding of the results is
underlined.
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In soft soil areas, such as the Nanjing, it is very important to quantitatively analyze the dynamic behaviors of soft soils during the
metro train operation. A nonlinear coupling model of wheel-track and a finite element calculation model of tunnel and soil were
established based on the mechanical character of elastic supporting block ballastless track and the actual parameters of Nanjing
soft soil. The time-variant vertical acceleration of the rail, the sleepers, and the surface of the tunnel can be calculated by the
models, and the frequency dependence acceleration was verified by the fast Fourier transform algorithm. A modified vibration
power level for human sensitivity was used to quantify the vibration energy of each part of the system, and the impact of the
parameters in the model was evaluated. The results can be applied to the metro design and construction, which also can be the

guidance during the tunnel construction.

1. Introduction

With the continuous development of urbanization, the
urban traffic is getting increasingly crowded. It is turning
into the biggest chronic disease of the cities [1], which
consists of traffic congestion, fog and haze weather, vehicle
noise, and so on, and the subway is a best way to solve it. The
metro that plays an important role in the modern life begins
to spring up in many cities of China, and it shows a fast,
convenient, and environment-friendly way. China’s metro
construction is entering a new period when both the con-
struction speed and scale are first in the world, with 94 lines
in operation, 120 lines in construction, and over 150 billion
gross investment [2]. However, the vibrations induced by the
high-speed moving metro trains for the surrounding metro
lines will become a significant problem which has to be
solved.

The research studies, which include metro vehicle and
track coupling system and vibration energy transform in the

soil, usually consist of two independent sections. Studies on
vehicle-track dynamics have been performed for a long time
in many countries through the establishment of coupling
model. Timoshenko [3] presented to use the frequency-
domain technique to analyze track dynamics with contin-
uously supported Euler beam. Xu et al. [4] established the
vehicle/track interaction model, which can be used to reveal
the interaction mechanisms between the moving vehicles
and the guiding tracks. Aggestam et al. [5] evaluated the
wheel-rail contact forces, bending moments in the concrete
panel and load distributions on the supporting foundation
by two generic slab track models including one or two layers
of concrete slabs. Lopes et al. [6] focused on the experimental
validation of a numerical approach previously proposed for
the prediction of vibrations inside buildings due to railway
traffic in tunnels. Three autonomous models compose the
numerical model in order to simulate the generation,
propagation, and reception of vibrations. Studies in recent
years have been a trend to regard the vehicle and track model
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as an integral system on dynamics of wheel-rail interactions
[7-12].

Research that focused on the propagation of vibration
caused from the wheel-rail exceeding in the soil has also been
developed many years in the world. The models, which used
to solve the problem of vibration wave propagation in the soil
caused by metro operation, can be classified into two cate-
gories: the finite element models (FEMs) and analytical
method. Analytical method is confined by many hypotheses,
like supposing the soil material as elastic continuum material,
supposing the load applied on the tunnel is harmonic in both
space and time, and so on. Forrest and Hunt [13] described
a three-dimensional model for the dynamics of a deep un-
derground railway tunnel in infinite soil, and the ground
vibration due to excitation by running trains in frequency 20
to 100 Hz was analyzed. Bian et al. [14] used a 2.5D FEM
formulation with viscous artificial boundaries to model wave
propagation from underground moving loads. The periodic
2.5D FEM models for the dynamic simulation of tunnels have
been extensively applied to simulate the dynamic interaction
between soil and tunnel structures [15, 16]. Many models
established in research papers above assumed radius of the
model from the center of the tunnel increases towards infinity
in every direction; therefore, it can not calculate the remnant
vibration energy transform to the surface of the soil. The
subway operation problem is clearly a moving load problem,
and some elegant solutions in FEM appear in the literature.
Amado-Mendes et al. [17] devised the subway finite element
model to determine the dynamic stress and analyzed dynamic
response under vibration loading. The relationship between
the train speed and the vibrations on the track with a FEM
model is studied by El Kacimi et al. [18]. Gardien and Stuit
[19] established a modular model that consists of static de-
flection model, track model, and the propagation model, and
the effect of change element size, soil stiffness, damping, and
boundary conditions is analyzed. Ekevid et al. [20] described
in detail the mesh refinement and coarsening in the case of
HST applications, with successful validations. Ju [21] in-
vestigated the characteristics of building vibrations induced
by adjacent moving trucks using finite element analyses.
Regarding urban traffic, research is scarcer. Andersen and
Jones [22] investigated the quality of the results obtained from
a 2D-coupled FE-BE model comparing it with a 3D-coupled
FE-BE model. Real et al. [23] developed a 3D numerical FEM
model of a railway tunnel to predict railway-induced vibra-
tions. Vogiatzis [24] studied the effect of ground-borne vi-
brations generated by underground metro and their effects on
ancient monuments.

The research of the subway system mostly focused on the
vibration damping track, and the vehicle-wheel coupling
system was established; the effect on the environment by
subway vibration was discussed through field measurement
and data fitting during the metro operation. Quantitatively
analyzing each parameter’s influences, which focused on
system vibration energy causing and spreading, is particu-
larly important through establishing a vehicle-rail-sleeper-
ballast-lining-soil body model. The subway tunnel buried in
a soft soil area will have a big settlement, which is caused by
the vibration energy of vehicle long cycle action during the
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process of vehicle operation, because the soft clay has the
characteristics of high water content, big compressibility,
and low intention. The practical engineering shows that the
subsidence generated approximately 16cm of Shanghai
metro line 1 during the metro long-term operation, and the
largest subsidence near the Helen Road station has reached
30 cm [25], and thus, analyzing the effect of track parameters
on the vibration energy generate and transform in soft soil
area has important implications.

2. Vehicle-Track Coupling Model

The settlement of the soft soil surrounding along metro lines
is caused by the long-term cyclic loading during the metro
operation. The magnitude of settlement mainly depends on
the force at the vehicle-track contact and the vertical vi-
bration acceleration of the system; thus, how to reduce the
effect of the vibration becomes a key, which can decrease the
soil settlement. Considering the vehicle leading and trailing
bogie symmetrically arranged in general, and the ups and
downs of vibration of car body with nodding vibration will
not cause coupling, the half car body model is established,
which is based on the geometric characteristics of the elastic
supporting block ballastless track, as shown in Figure 1.

3. The Vehicle Model of the Metro Train

As shown in Figure 1, M, M,, and M, stand for the quality
of half train body, the bogie, and the wheel set, respectively;
J; is nod inertia of the body’s frame; K, and K, is the
stiffness of the vehicle primary and secondary suspension;
C,; and C,, is the damping of the vehicle primary and
secondary suspension; and z, and z, are, respectively, for the
location of the wheel-rail contact irregularity. Vibration
equation about the upper part of the vehicle model is
established according to the Hamilton principle as follows:

[M, i} + [C, {ui} + [K, J{u} ={P,}. (1)

4. The Track Model of the Metro

The elastic supporting block ballastless track is supported by
rail, fasteners, concrete supporting block, rubber pads under
supporting block, rubber boots, concrete track bed, etc., and
the track’s vertical stiffness and damping is mainly provided
by the fasteners and the piece of rubber pad. These com-
ponents of the model can use the stiffness and damping
parameters to describe them, such as, K,, C, and K, C,,
respectively. Thus, acceleration of vibration of the elastic
supporting block ballastless track is mainly reflected on the
rail and concrete supporting block.

Newton and Clark [26] analyzed the impact on the
vehicle-track coupling nonlinear system with assuming track
for Euler beam and Timoshenko beam, respectively. The
results showed that the Timoshenko beam has a higher
accuracy when analyzing the rail shear stress; however, the
computational time was higher for the Timoshenko beam.
This paper uses the Euler model because the two beams have
little difference in accuracy in the analysis of the vertical
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FiGure 1: The half-vehicle-track coupled nonlinear model.

vibration displacement of the track. The differential equation
of rail vibration deformation under the relevant knowledge
of mechanics of materials is as follows:

0*Z (x,t) *Z, (x,1)
EI M0 —ZFm(t)8(x x;)
, (2)
+ ij(t)S(x—ij),
=
where Fi () = Kyl Z, (x;,8) = Z ()] + C; [Z, (x;,1)

— Z; (1)), & is the Dirac function, Z; (t) is the sleeper vibration
displacement, F,; is the reaction supporting force of the ith
root sleeper, and p; is the wheel-rail coupling force at the sites
of jth wheels.

The vibration equation on sleeper is as follows:

Kp [Zr (X,-, t) - Zsi (t)] + Cp [Zr (xi’ t) - Zsi (t)]

- Kszi (t) - Cszi (1) = sz sz (®).

Assumptions on the two ends of the rail are simply
supported, the boundary conditions for the moment can be
obtained, and the displacement of the rail and bending
moment on the cross section is zero at x = 0 [27, 28].

The corresponding characteristic function, namely, the
free vibration modal is as follows:

Y.(x) =C,sin me (r=12,...). (4)

(3)

By orthogonal processing of the characteristic function
by .[0 mY?(x)dx = 1, it can be obtained that C, = v/2/ml,
and then the free vibration modal equation is as follows:

Y, (x) = \/%sianx (r=1,2,...). (5)

k
Z(x;t) =Y (x)q(t) = \j%sin ?qk (). (6)

Simplifying the track nonlinearity equations by
substituting Equation (6) into Equations (2) and (3), the final
vibration equation is as follows:

So

(M, ]{q} +[C {4} + [K ]{g} ={P\}- (7)

The enough mode number is the guarantee to be the
precision in the process of solving the vibration equation of
the track by using the modal analysis method [29]. The
results of numerical calculations show that the calculation
accuracy can well meet the requirements if the mode number
is greater than 0.5 L/L, where L is the rail length and L is the
distance of the adjacent sleepers.

5. Nonlinear Contact Stress Calculation of
the Wheel-Track

The wheel-track contact stress can be calculated based on
Hertz nonlinear contact theory, and the wheel-track vertical
force is as follows:

p(t) = [éaz(t)]m, (8)

where G is the wheel-rail contact constant, a wheel-rail
contact constant’s empirical formula for a contact con-
stant is G =4.57R" %" % 107%, and &, is for elastic
compression between the wheel and track.

It can be very well to connect the upper vehicle model
and the lower track model, which made them as a complete
system with Equation (8).

6. The Newmark Integration Method

Time-stepping integration provides the best way for a nu-
merical solution of the equations of motion of the vehicle-
track system including nonlinearities. Writing the vehicle
vibration equation and the track vibration equation in
a same way is shown in the following equation:

[MI{x} + [Cl{x} + [K]{x} ={P}. 9)

The useful approach to calculate these equations is the
method of the Newmark explicit iterative which is used
widely in engineering practice. Assuming that {x},_;, {x},,
and {x}, are known at time ¢, in t + At moment, the equation
solution can be expressed as follows:

(b = (b, + 00,0 (34 9 )00 - 13,007,

{)&}n+1 = {x}n + (1 + (p){x}nAt - (P{jé}nflAt
(10)

where At is the time step and y and ¢ are free parameters which
control the stability and numerical dissipation of the algorithm.
The next step vibration expression can be written as shown in
Equation (11) by substituting the above solving method with
initial condition into the system vibration equation:

(MU}, + [Cla {6 + Kl {6 ={Phe. (1)
For each time step, calculate the displacements and ve-

locities of the vehicle calculate model (1) and the track cal-
culate model (7) with the Newmark integration method, and
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TaBLE 1: Vehicle parameters in specific value.
Vi?ge Bogie Bogie pitch Wheel Primary Primary The second The second Half of
Quantity walit quality moment of quality  suspension suspension suspension suspension bogie
q( M )Y (Mg  inertia (J) (M) stiffness (Ky;) damping (C;) stiffness (K,;) damping (C,,) wheelbase (I},)

Value  38500kg 2980kg 3605kg/m® 1350kg 2.14x10°N/m 4.9x10*N-s/m 2.535x10°N/m 1.96x10° N-s/m 1.2m

the nonlinear wheel-track contact forces can then be de-
termined based on the calculated Equation (8). With these
known results, the accelerations of the vehicle and the track are
finally calculated from each equation of motion.

7. Applying of the Stochastic Irregularity

In general, the stochastic irregularity in the vehicle-track
modelling is used to represent the vehicle travel state be-
cause of the nondeterministic excitation in the wheel-track
system. As the rail surface geometry is influenced by many
complex factors, these effects caused by the track irregularity
have obvious randomness. The spectrum density function of
the metro track for line grade six from America Railway
Standard is used in this calculation. The simulation using
trigonometric series method converts track irregularity power
spectrum to the time domain excitation function which applied
to the system as a random excitation. The final amplitude
curves of vertical track irregularity is shown in Figure 2.

8. The Result Solutions of the Vehicle-Track
Coupled Model

The parameters adopted for computing system at Section 1
are listed in Tables 1 and 2.

The speed of the metro vehicle is 40-80 km/h in a general
way, and the faster the speed is, the bigger the wheel-track
contact force is. In this calculation, the speed of the vehicle is
set to 80km/h. According to the vehicle-track nonlinear
coupled calculation model shown at Section 1 and the pa-
rameter values shown at Tables 1 and 2, the displacement of
the sleeper in the process of metro vehicle driving can be
basically in agreement with the Newmark integration
method. Priest and Powrie [30] used geophones to measure

the sleeper’s displacement during train service and used
a modified beam on an elastic foundation method (BOEF) to
calculate the displacement of the sleeper. The time domain
result is shown in Figure 3.

These show similar behavior of the sleeper displacement
during the operation in Figure 3. The calculation of vehicle-
track coupled model is closer to the measured one when
compared with BOEF method; nevertheless, the decay of the
displacement is slower than BOEF method because of the
characteristic of the modal analysis.

The accuracy of the vibration prediction depends on the
chosen input parameters in the system. The vehicle-track
nonlinear coupling system can be used to analyze the in-
fluence of the parameters’ change on the system vibration,
including vehicle speed, the stiffness and damping of the
fastener and the rubber pad, random irregularity, and wave
depth. Nevertheless, the most easily implemented measure is
to adjust the stiffness and damping of the fastener and the
rubber pad for the engineering practice. Thus, analysis effect
of the stiffness and damping of the fastener and the rubber
pad will play a key role in the vibration-controlling tech-
nique design of the practical engineering.

According to the nonlinear-coupled system established
earlier, the rail and sleeper vibration acceleration in time
domain can be obtained in the process of metro vehicles
driving shown in Figures 4 and 5 shows the acceleration
power spectrum density of the rail and sleeper vibration.

Figures 4 and 5 show that the acceleration amplitude of
the rail vibration is bigger than the sleeper, which illustrates
the energy of vibration attenuated in the spread of rail, fas-
teners, sleeper, and the rubber pad. Thus, the quantitative
analysis of track parameters is of great significance for vi-
bration energy transmission system.

Single bogie is able to be applied for the qualitative
analysis of influence on vibration generation and attenua-
tion during its transform by parameter change.
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Figure 5: Rail and sleeper vibration acceleration amplitude in
frequency domain.

The magnitude of the vertical load on tunnel can be
calculated according to Equation (12), and the result is
shown in Figure 6

P=ZK,+V.C. (12)

Shock and Vibration

9. The Introduction of the Modified Vibration
Power Level Index

The modified vibration power level index is used to quantify
the sense of the human body for the environmental vibration
and to clearly recognize the harm to human body by vi-
bration. According to the recommendations in International
Standards Organization (ISO2631), the most sensitive hu-
man body to vibration frequency is mainly concentrated in
the domain of 1-80 Hz, meanwhile the human body re-
sponds to the vibration of different directions shown in
Figure 7.

Based on the investigations of International Standards
Organization, human body sensitive degree is different to
the vibration of different frequency ranges [31]. The mod-
ified vibration power level is an index to evaluate the in-
fluence of vibration on human by amending the effective
amplitude of acceleration based on human reactivity, and
the unit of the modified vibration power level is dB, which
shows the logarithmic ratio of vibration energy. The defi-
nition of vibration energy index formula is as follows:

L, = 2olog&, (13)
)

where a,=1x10"°m/s* and a, is the correction of accel-

eration RMS, and the specified solving equation is as follows:

a. =\ a, 109, (14)

where g, is the effective acceleration amplitude for n Hz and
C, is the modification value according to the human re-
sponse to vibration, as shown in Figure 7, and the specific
value is given in Table 3.

The rail and sleeper vibration acceleration amplitude in
time domain can be calculated according to the vehicle-track
coupling nonlinear model presented in this paper; and then
its power spectral density amplitude is obtained by the fast
Fourier transform. However, the analysis of the data often
adopts the method of 1/2 octave bands to the calculation of
modified vibration power level. The standard of 1/2 octave
bands is the number of center frequency in multiples of 2 of
the center frequency, and modified vibration power level of
human feeling can be obtained by the sum of vibration
energy in each center frequency range. And the vibration
virtual value of acceleration in each center frequency
bandwidth, namely, a,, is the vibration acceleration root-
mean-square in the frequency domain, and its expression is

as follows:
a,=\al+al+a3+--- (15)

Therefore, the influence of each parameter of the system
on the vibration performance can be calculated by the
modified vibration power level in the proposed model, and
the quantified analysis effect on the system vibration of
different parameters has come true by this way.

By using the above method, specific figures of the system
vibration power level affected by the change of parameters in
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TaBLE 3: Modification value of vertical effective acceleration within the center frequency.

1/2 octave bands center frequency (Hz) 1 2

4 8 16 31.5 63 90

Vertical modified vibration power level (dB) -6 -3

0 0 -6 -12 -18 =21

the vehicle-track coupled model can be collected; the result is
shown in Figures 8 and 9.

The result shows that the track vibration power level
reduces nearly 23 dB when the stiffness of fastener increases
from 0.5x 10’ N/m to 100 x 10" N/m, but vibration power
level of the sleeper reduces less than 2 dB. Similarly, track
vibration power level will decrease 6dB when damping of
the fastener increases from 0.5 x 10* N-s/m to 50 x 10* N-s/m
and vibration power level of the sleeper reduces nearly 2 dB.

Changing stiffness and damping of the fastener have great
influence on the vibration performance of rail, but the effect of
the vibration of the sleeper damping is small. Meanwhile,
stiffness change of the fastener has better consequence on
vibration attenuation. However, it is bound to reduce de-
formation of the track caused by vibration and to restrict the
development of the long wave acceleration if the stiffness of
the fastener is blindly increased. In addition, the stiffness of
the fastener that is increased will lead to the increment of the
wheel-track coupling force and the generation of noise.

Figures 10 and 11 show that the track vibration power level
reduces 25dB and the sleeper vibration power level decreases
more than 45dB when the stiffness of the under sleepers’
rubber pad also increases from 0.5 x 10’ N/m to 100 x 10" N/m.
At the same time, the vibration power level of the rail will be
reduced nearly 7dB and sleeper vibration power level will be
lost about 4 dB when the damping of the rubber pad increased
from 0.5x10*N-s/m to 50 x 10* N-s/m. Thus, it can be seen
that increasing the stiffness of fastener and under sleeper
rubber pad can significantly reduce the rail and sleeper vi-
bration power level. The vibration of the subgrade is small in
elastic supporting block ballastless track system, so the in-
fluence of the stiffness and damping of rubber pad which at the
bottom of the system on the vibration characteristics is bigger.

Rail and sleeper vibration energy are basic agreement when
the stiffness of the rubber pad is relatively small. The main
reason is that the lower rigidity leads to large deformations of the
rubber pad when the overlying load transfers to it and the
stiffness increment of the fasteners cannot be able to play its role
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in the system. The small stiffness of the rubber pad made the
structure on it to form an integral whole when the large vi-
bration load transfers from the rail to here.

In the whole vehicle-track system, the effect of the
stiffness and damping of the fastener will gradually appear
when the stiffness of the rubber pad increases, the difference
of the rail and sleeper vibration energy amplitude gradually
expend as shown in Figure 10. The deformation is small
which is caused by the vehicle-track exciting force when the
stiffness of the rubber pad is increased to a greater value
under low frequency arrange. Thus, the vertical vibration
speed of the sleeper will be decreased as the damping of the
sleeper increased, which will also reduce strain velocity of
the track and then affect its vibration energy change.

10. The Finite Element Modelling

Vibration will generate because of track irregularity during
the metro operation. The vibration energy passes onto the
soil via rail, sleeper, track ballast, and tunnel lining, and it
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Figure 11: The influence of damping of the rubber pad on the
vibration power level.

has great impact on the construction and residents’ life when
it transfers to the subway tunnel surface; therefore, the
analysis of the change of damping and stiffness of the fas-
tener and sleeper rubber pad is of great significance to the
influence of vibration energy spreading to the surface.

The finite element method is used to calculate the accel-
eration of an arbitrary point in the soil due to an operation
vehicle. The superiority of the finite element method is to analyze
the interaction between the tunnel segments and the sur-
rounding soft soil, and the subroutine can be used to simulate the
soil to ensure the validity of the result calculated in the model.

According to the size of elastic supporting block bal-
lastless track, the finite element model was established.
Generally, the size of mesh must be at least 1/8th wave-
lengths to ensure calculated precision when meshing the
finite element model [32]. The size of mesh should be around
2.4m because the nature frequency of vibration in Nanjing
soft soils is 10-80 Hz and the speed of stress wave is 190 m/s,
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and the finite element model is set up as shown in Figure 12.
The model boundary conditions are symmetrical layout
along the tunnel axis, and at the bottom, the right-hand, and
the left-hand, the viscous-spring boundary conditions are
applied. The viscous-spring boundary conditions made the
model seem like an infinite layered half-space, and the vi-
bration energy will decay to zero and without any reflections.
The connection between tunnel lining and subgrade is set as
surface-to-surface contact, the normal behavior is “hard”
contact, and the tangential behavior is friction contact,
which may simulate the mechanical relationship between
lining and subgrade well. The connection between sur-
rounding soil and tunnel lining is set as Tie [33].

The exciting force is calculated by the vehicle-track
coupled model shown in Figure 6. The load applied on
the subgrade of the finite model systematically during the
metro operation is shown in Figure 13, and the vibration
acceleration of an arbitrary point can be computed during
the vehicle operating.

The finite element model of the metro tunnel is made up
of track bed slab, subgrad, and tunnel lining, and supposing
these components are liner-elastic material. In the simulate
calculation, the track bed slab and subgrad using C40
concrete which value is shown in Table 4, and the tunnel
lining uses concrete labeled C55, and the value is shown in
Table 5.

The clay is the soft soil of Nanjing of China for the finite
element model calculation. The samples were sampled by
thin-wall soil samples from the site of Nanjing metro 4 line,
and the sampler is cylindrical for 30 cm high and 11cm
diameter, as shown in Figure 14. The dynamic triaxial tests
are constructed by the GDS system shown in Figure 15. The
GDS dynamic triaxial system can do the real-time moni-
toring during the tests; therefore, test data can be recorded
and accessed in high speed. The calculation parameters of
the soft soil for the segment-soil interaction-coupled model
are measured under cyclic load of 75kPa, 1 Hz frequency,
and 5000 load cycles, and the specific value of the parameters
are shown in Table 6.

According to the stress-strain curves based on the hy-
perbolic shape established by Hardin and Drnevich [34],
setting up the functional relationships between the dynamic
elastic modulus and dynamic strains is shown in Figure 16:

E,

Ea= 1+ (gq/e,) (16)

According to the result of the experiment, we got the
parameter values for Nanjing soft clay: E;=47.2 and
£4=0.038. Dynamic elastic modulus is used in the finite
element software, and the quantitative influence of material
parameters of fastener and under sleeper rubber pad on
vibration energy transform in the soft soil to the surface of
the earth is studied. The acceleration of the surface is cal-
culated by the finite model is shown in Figure 17.

By changing the stiffness of the fastener and sleeper, the
calculation results are shown in Figures 18 and 19, respectively.

The fact can be found that the surface vibration power
level of the stiffness change of fastener and sleeper is obvious

FiGure 12: The finite model of the metro tunnel.

FiGure 13: The load applied on the finite model.

TaBLE 4: Track bed slab and subgrad parameter values.

Quantity Young’s modulus (E) Poisson’s ratio (v) Density (p)
Value 3.25x10'"Pa 0.2 2450 kg/m’

more than the change of the damping of them from Fig-
ures 18 and 19. Meanwhile, the impact of changing the
stiffness of sleeper rubber pad is the largest and the vibration
power level of the surface reduces 2.5 dB when the stiffness
increased from 0.5x10"N/m to 100 x 10" N/m, while the
change of the other parameters is not significantly affected at
the surface vibration power level.

Vibration energy continuously decays during the spread
through rail, sleeper, ballast bed, lining, and the soil, as shown
in Figure 20. It decays almost 9% when transferring from rail
to sleeper and attenuates 20% when passing on to the tunnel
lining, while vibration level reduces nearly 38% when vi-
bration energy finally transfers to the surface of the ground.

11. Conclusion

The parameters of fastener and sleeper rubber pad influences
on the system vibration characteristics are analyzed in this
paper by establishing wheel-track nonlinear coupling dy-
namic model and the finite element model, specifically:

(1) The vibration energy indicator combined with hu-
man sensitivity is introduced to research the vi-
bration characteristics of the system, and the results
can be more intuitive to show the influence of
various parameters on the system vibration
characteristics.
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TaBLE 5: Tunnel lining parameter values.

Quantity Young’s modulus (E) Poisson’s ratio (v) Density (p) Inner diameter (a) Thickness of the tunnel shell (h)
Value 3.45%10' Pa 0.17 2450 kg/m’> 2.7m 0.3m

FIGURE 14: Cylindrical samples.

F1GUre 15: GDS test system.

TaBLE 6: The parameter of the soil.

Quantity Poi§son’s Density () Pressu're wave Shealj wave Volu'metric Hysteretic loss
ratio (v) velocity (c) velocity (cy) damping (#x) factor (1)

Value 0.3 1859 kg/m’ 524 m/s 190 m/s 0 0.06
(2) Increasing the stiffness and damping of fastener and
100 under sleeper rubber pad can make a direct result of
Zg I rail, sleeper vibration energy reduction, at the same
ol time, the increasing stiffness of fastener and rubber pad
= wl can reduce the vibration energy, and the effect is higher
& sl than increasing the damping. Meanwhile, changing the
:? w0l stiffness of the sleeper rubber pad has the greatest
0l impact on the vibration level of rail, sleeper, and the
20k surface soil. The changing stiffness of the fastener has
10l great influence on the vibration level of rail and sleeper,
0 . . . . . . while a certain impact will happen on the vibration
00 02 04 06 08 L0 1.2 1.4 level of the system when the damping of the fastener
€q (%) and sleeper rubber pad changed, but it is relatively

Test points small to the change of stiffness.

— Fitcurve (3) During the operation of the metro vehicle, the vi-
FIGURE 16: The relationship between dynamic elastic modulus and bration energy continuously decays pass through

dynamic strains. rail, sleeper, the tunnel lining, and finally the soil,
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FIGURE 17: The time history of the acceleration.

and eventually, vibration energy reaching the surface
is only 62% of the rail vibration energy.
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During the past decades, wind-induced vibrations of bridge stay cables were reported to occur under various incipient conditions.
The ice formation on stay cables is one of these conditions, which causes the ice-accreted stay cables to alter their cross section
geometry, thus modifying their aerodynamic characteristics. Wind tunnel tests and several CFD simulations were performed for
ice-accreted inclined bridge stay cables with two ice-accretion profiles dimensions, 0.5D and 1D, where D is the diameter of the
cable. Wind-induced vibrations were analyzed experimentally for cable models with yaw inclination angles of 0°, 30°, and 60" and
vertical inclination angles of 0° and 15, for Reynolds numbers of up to 4 x 10°. The aerodynamic drag and lift coefficients of the
cable models and the pressure coefficients were determined from the CFD-LES simulations. The experimental results indicated
that the vertical and torsional vibrations of the ice-accreted stay cables increased with the increase of the vertical and yaw angles.
Also, higher vertical and torsional vibration amplitudes were measured for the case with larger ice thickness, indicating the effect

of the ice accretion profile on the cable wind-induced response.

1. Introduction

Cable-stayed bridges are among the most reliable and
complex bridge structures, and their ability to support long
spans make them an ideal solution for spanning large dis-
tances over bay or valley regions with high vehicular traffic.
One of the main concerns when designing such bridges is
related to the wind-induced effect on the bridge decks and
towers. However, during the past decades, large-amplitude
vibrations of stay cables have been reported [1-7]. These
vibrations can tamper with the safety and serviceability of
cable-stayed bridges and can cause unexpected fatigue
failures at the cable anchor points. The causes for the stay
cable vibrations vary in nature, such as rain-wind induced
vibrations [5, 8], dry inclined cable galloping [2, 9-12], and
high-speed vortex excitation [8, 13, 14]. Another type vi-
bration has been reported in recent years for bridge stay
cables with ice accretion, when sudden large-amplitude wind

and ice accretion-induced vibrations were noticed [15-18].
For this phenomenon, the ice accumulates on the stay cable
surface under freezing rain, drizzle, and wet or dry snow
conditions at low temperatures. The formed ice accretion
changes the cross-sectional shape of the cables, which in turn
can cause aerodynamic instability [19]. Several field studies
reported vibrations of stay cables in freezing conditions,
which caused the ice to detach from the cables and fall on the
passing vehicles. The Port Mann Bridge in Canada was
temporarily closed to traffic in 2012 because of the ice-
accreted cable vibrations and due to the ice falling from
the stay cables causing a hazard for the traffic and people on
the bridge. The Tacoma Narrows Bridge in USA was tem-
porarily closed in 2011, due to similar hazards caused by the
falling ice from the cables. Similar phenomena of ice falling
from cables were reported for other bridges as well, such as
the Alex Fraser Bridge in 2016, Canada; the Great Belt East
Bridge, Denmark [20]; and the Severn Bridge in UK [21].
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In an attempt to clarify the onset conditions for the ice-
accreted cable vibrations, Koss and Matteoni [22] conducted
a wind tunnel experiment for determining the effect of ice
accretion on the aerodynamic forces, recorded for full-scale
cables under 0° angle of attack and Re numbers of up to
3.2x10% using the FORCE/DTU climatic wind tunnel
(CWT). Also Koss et al. [23] performed an experimental
investigation for determining the shape of the ice accretion
formed on cables of 0.0381 m and 0.089 m in diameter, that
were oriented in horizontal and vertical directions, for
different exposure times and air temperatures. They clas-
sified the regions of the ice accretion profiles into the core,
center area, outer area, flow-out, flow-out accumulation, and
runback. The effect of the ice accretion on the aerodynamics
of the vertical bridge hangers was investigated by Gjelstrup
et al. [20] using static and dynamic wind tunnel tests. The
aerodynamic coeficients were determined for smooth and
rough surfaces of the ice-accreted cables, under smooth and
turbulent wind flow conditions. Furthermore, Koss and
Lund [24] presented the results of a full-scale experimental
study on horizontal 160 mm diameter bridge cables, under
wet and dry ice accretion conditions, using an innovative
spray system to determine the aerodynamic coefficients and
to evaluate the galloping instability using the Den Hartog
criterion. Moreover, Koss et al. [25] studied the formation of
ice accretion on three full-scale horizontal bridge cables with
plain, helical fillet, and indented high density polyethylene
(HDPE) cover, under wet and dry climatic conditions, and
they concluded that gravity plays a major role in the ice
profile formation on the cables under the wet icing con-
dition. Also, this study indicated that only the cable with
plain HDPE cover was susceptible to galloping instability, as
per the Den Hartog criterion. Demartino et al. [19] extended
this study to full-scale HDPE vertical and inclined bridge
cables, and they investigated the process of ice accretion
formation, the final ice shape, and the corresponding
aerodynamic drag, lift, and moment coefficients for different
parameters such as temperature, wind speed, and yaw angle.
Using the experimental data of Demartino et al. [19],
Demartino and Ricciardelli [26] modelled different gallop-
ing vibrations for one degree of freedom (1-DOF) and
multiple degrees of freedom (MDOF) cables, and they an-
alyzed the stability of bridge cables with ice accretion. Re-
sults showed that the 1-DOF models usually generate
conservative results, and the use of dynamic wind tunnel
experiments was recommended to confirm the results of
existing theoretical models, especially for the cases where no
sufficient data are available.

However, the actual wind-induced vibrations for the
inclined and yawed cables in regard to the wind direction,
which are very often encountered in practise, with ice ac-
cretion attached to their surface, were not specifically in-
vestigated. The current study examines the aerodynamic
behavior of yawed and inclined ice-accreted stay cables. The
stay cable models had vertical inclination angles of 0° and 15°
and yaw angles of 0°, 15°, 30°, and 60°, while the ice accretion
profile thickness were 0.5D and 1.0D. Wind tunnel wind
speeds between 1.5m/s and 15m/s were considered to
identify the critical wind-induced cable vibrations.

Shock and Vibration

2. Experimental Set-Up and Cable
Model Configuration

The experimental program was performed in the suction wind
tunnel facility of the University of Ottawa, Department of
Mechanical Engineering (Figure 1(a)), which has a testing
section of 61 cm x 92 cm, and has three openings on each side
of the testing section, used for installing the models and to
coordinate the necessary vertical and yaw inclination angles
for the cable models. The maximum wind speed which can be
achieved in the wind tunnel is 30.0 m/s; however, for the
current experiment, the ice-accreted cable was tested for wind
speeds of up to 15.0 m/s, corresponding to a Reynolds number
of 4.0x10°, considering the high amplitude vibrations de-
veloped beyond these testing conditions. The wind speed
varied during the tests from 1.5m/s to 15.0m/s, in steps of
1.5 m/s. The blockage ratio was determined as the total area of
the model normal to the free stream velocity divided by the
total area of the test section and was found to be 0.368 x 10~
and 0.736 x 1072, for the cable models with 1.0 cm and 2.0 cm
ice profiles, respectively. According to West and Apelt [27], if
the blockage ratio is lower than 6%, for smooth cylinders with
aspect ratios in the range of 4 to 10, the Strouhal number is
not affected and no correction is needed for the aerodynamic
coeflicients; hence, the turbulence intensity would not be
a significant concern.

An important parameter which can significantly affect the
wind-induced response of the cable models during the wind
tunnel tests is the relative angle of attack between the wind
direction and the cable axis. Therefore, the wind-cable relative
angle, as defined by Cheng et al. [2], was employed in the
current research, that is, 6 = cos™! (cos a cos f8), where 6, a,
and f represent the relative wind-cable angle, yaw, and
vertical cable inclination angles, respectively (Figure 1(b)). To
simulate the wind-induced vibrations of the cables, eight
supporting springs, each of elastic constant k = 1.5 N/m, were
installed symmetrically at the two ends of the cables along the
vertical direction, as schematically represented in Figure 1(b).
Also the position of the cable models was adjusted using the
three circular openings in the wind tunnel lateral wall and by
moving the entire spring support system installed outside the
tunnel to adjust for different vertical and yaw angles of attack,
as shown in Figures 2(a) and 2(b). For flow perpendicular to
the cylinder at 0° yaw, the same location openings were used
for installing the model (Figure 2(c)), while for bigger yaw and
vertical angles, the cable model was installed between the
middle and the last opening with an elevation difference
between the spring support systems (Figure 2(d)).

The cable models were scaled to 1: 45 from the prototype
bridge cable used by Cheng et al. [2] for the full-scale wind
tunnel experiments conducted for the smooth surface in-
clined and yawed cylinders. Ice accretion profiles with
a thickness of 0.5D and 1D, where D is the diameter of the
cable model, were added on one side of the cable models.
These dimensions correspond, respectively, to a cable ice
accretion thickness of 45cm (0.5D) and 90 cm (1D), con-
sidering the 1:45 scale factor. According to Koss et al. [23]
exposing the cable for 1,800 seconds to precipitations under
freezing conditions, the ice accretion profile thickness can
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FIGURE 1: (a) Suction wind tunnel facility; (b) spring suspension system.

(c)

FIGURE 2: Cable models configuration in the wind tunnel facility: (a) front view; (b) top view; (¢) a=$=0% (d) «=60" and f=15".

reach up to 0.5D. The ice accretion profiles with thicknesses
of 0.5D and 1.0D were both tested in the current experiment,
for clarifying the critical ice-accreted cable response. In
order to replicate the arbitrary aspect of the ice profile,
expandable foam was applied on the cable model. The ice
accretion simulated by foam showed good geometrical
agreement with the models obtained from the climatic wind
tunnels reported in the literature [23], especially for the
troughs and crests of the ice accretion. However, the foam
also developed small gaps and indentations; the entire ice
profile was corrected by applying aluminium foil, and thus,
the cable model and the foam ice accretion could better
resemble the ice surface smoothness, as it can be seen in
Figures 3(a) and 3(b).

Three cable models were tested for vertical and yaw in-
clinations between 60° and 15° as follows (Table 1): Cable
Model 1 (CM1) was the cable perpendicular to the flow (0°)
and had an aspect ratio of 46, a natural frequency of 0.395 Hz,
and a Scruton number of 2.1. This model was also used for 15°
yaw angle tests; Cable Model 2 (CM2) was used for vertical
angles of 30° and 60° and for yaw angles of 0° and 15°; this had
an aspect ratio of 53.5, a natural frequency of 0.33 Hz, and
a Sc=5.1. For Cable Model 3 (CM3), the aspect ratio was 92,
and the natural frequency was 0.29 Hz while the Sc number
was 10.5. This cable model was used for tests with 0°, 30°, and
60" vertical angles and 0° and 15° yaw angles. The yaw and
vertical inclination angles were varied by changing the lo-
cation of the model, from the middle opening to the last or
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FIGURE 3: Bridge cable model with 1.0D ice accretion: (a) initial foam model; (b) foam and aluminium foil model.
TaBLE 1: Characteristics of the tested cable models.

Cable Yaw angle, Vertical angle, Relative angle, Ice thickness Damping Frequency Scruton Aspect
model a () B () 0 () (D) ratio (%) (Hz) number ratio
CM1 0 0 0 0.5D and 1.0D 0.76 0.395 2.1 46
CM1 0 15 15 0.5D and 1.0D 0.76 0.395 2.1 46
CM2 30 15 33 0.5D 2.4 0.330 5.1 53.5
CM2 30 0 30 0.5D and 1.0D 2.4 0.330 5.1 53.5
CM3 60 0 60 0.5D 3.8 0.290 10.5 92
CM3 60 15 61 0.5D 3.8 0.290 10.5 92

first opening, as represented in Figure 3. Table 1 summarizes
the experiments performed for different yaw and vertical
inclination angles. The ice accretion profile of 0.5D was tested
for all three cable models, at yaw inclination angles («) of 0°,
30°, and 60° and vertical inclination angles () of 0° and 15°.
Since 1.0D is considered as an extreme case of the ice ac-
cretion thickness, more tests were performed for the 0.5D ice
accretion profile, which is more often encountered.

3. Vertical and Torsional Wind-Induced
Vibrations of Ice-Accreted Cables

3.1. Effect of Ice Accretion Thickness. The torsional and
vertical vibrations for the ice accreted cables were recorded
for different wind speeds, from 1.5 m/s to 15 m/s at intervals
of 1.5m/s. Figure 4 shows the response time histories for the
vertical and rotational vibrations, for the CM1 cable model
at 0" relative angle, with an ice accretion thickness of 0.5D.
The maximum vertical and torsional responses were mea-
sured as 23.92mm and 2.63°, respectively. For the model
CM1 at 0° relative angle, with 1.0D ice thickness, Figure 5
reports the vertical and torsional vibrations at 15m/s, for
which the maximum vertical displacement was 21.95 mm,
while the maximum torsional displacement was 5.8°. It is
interesting to note that despite the slight decrease in the
maximum vertical displacements recorded for the CM1 at 0°,
with 1.0D ice thickness, the maximum torsional response
increased by a factor of 2.1, when compared with the CM1
model with 0.5D ice thickness.

Figure 6 presents the time histories of vertical and
torsional response of the cable for model CM2, inclined at
relative angle 6 =30, for the wind speed of 15m/s. In this
case, the maximum vertical displacements due to wind-
induced vibration were recorded as 21.94mm at 14.8s;
the maximum vibration amplitude for torsional displace-
ment was 3.13" at 41 s. The torsional vibration was increasing
steadily, but no strong fluctuations were noticed for this
case. For higher ice accretion thickness, of 1.0D, the cable
model CM2 registered vertical displacement with the
maximum value of 27.3 mm, while the mean value for this
case was 20.66 mm (Figure 7(a)). The maximum amplitude
of the torsional vibration was 7.3°, as it can be noticed in
Figure 7(b), and the average value for this case was 3.3".

For clarifying the effect of the ice accretion effect on the
mean vertical displacement of the tested cables for different
wind speeds, the response of the same inclination models,
but with 0.5D and 1.0D ice accretion thickness, was com-
pared in Figures 8(a)-8(c). As expected, the vertical dis-
placements of all models increased with the increase of wind
speed; for lower wind speeds of up to 3.0m/s for CM1 at
0=0" and CM2 at 0=30" and up to 4.5m/s for CM1 at
0=15", the vertical response for the 0.5D cable models was
consistent with the response of the 1.0D cable models;
however, a sudden decrease in amplitude was noticed for the
models with 0.5D ice accretion at 4.5m/s for CM1 at
0=0°and at 6 m/s for at CM1 at =15" and CM2 at 8= 30,
respectively. The cable models with 1.0D encounter a small
decay in amplitudes at low wind speeds of 4.5 m/s for CM2 at
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FiGUre 4: Time history responses for CM1, 8=0°, 0.5(D), at 15m/s: (a) vertical vibration; (b) torsional vibration.
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FIGURE 5: Time history responses for CM1, 8=0°, 1.0(D), at 15m/s: (a) vertical vibration; (b) torsional vibration.
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FI1GURE 6: Time history responses for CM2, 6=30°, 0.5(D), at 15m/s: (a) vertical vibration; (b) torsional vibration.

0=30" and at 7.5m/s for CM1 at 6=15"; however, for the
cable model CM1 at 8=0°, a sudden increase of amplitudes
was noticed for 7.5 m/s. The vertical vibration response for
the cables with 1.0D ice thickness was higher than that of the
cable models with 0.5D ice thickness, especially for wind
speeds higher than 9.0 m/s.

The mean torsional response for the cable model CM2 at
0=30" with 0.5D ice accretion thickness was more consistent
with the mean torsional response of the same inclination
cable model, CM2 at 6 = 30", but with 1.0D ice accretion, as it
can be noticed in Figure 9(C); however, discrepancies were
noticed for the other investigated cable models. For CM1 at
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0=0" and CM1 at 0=15", the mean torsional response was
higher for 1.0D ice accretion thickness, when compared with
the 0.5D ice accretion models, for all the tested wind speeds
(Figures 8(a) and 8(b)). Sudden decays in amplitude were
still noticed for models with 0.5D ice thickness at lower wind
speeds of 4.5 m/s and 6 m/s for the CM1 and CM2 models,
respectively, while for 1.0D ice thickness models, the tor-
sional response decay occurred at 7.5m/s and 4.5m/s for
models CM1 and CM2, respectively.

3.2. Effect of Relative Angle. The average amplitudes for
vertical and torsional vibrations were investigated for dif-
ferent relative angles of attack, 0, and it was noticed that the
highest responses corresponded to the highest relative an-
gles. For the cases with 0.5D ice accretion, the cable models
CM3 at 0=61" and 0=60°" showed the highest vertical and
torsional responses (Figures 10(a) and 11(a)), which is
similar to the critical cases reported by Cheng et al. [2] for

vertically and horizontally inclined stay cables, without ice
accretion. Also for relative angles of 60° and 61°, the sudden
decay of amplitude at lower wind speeds was not noticed.
For the CM2 cable model, both vertical and torsional re-
sponses were smaller for wind speeds up to 3.0 m/s; however,
from 4.5 m/s and up to 10.5 m/s, the responses for the model
inclined at relative angle 33" were higher than the one
registered for the model inclined at relative angle 30°
(Figures 10(b) and 11(b)).

In general, for CM3 and CM2 models, the torsional and
vertical mean responses were higher for higher relative angles;
however, by comparing the magnitude of the recorded vi-
brations, it can be concluded that the vibrations were con-
sistent with each other, for different wind speeds. For the
CMI1 model, the mean vertical response was higher for
0 =0 at higher wind speeds between 9.0 m/s and 13.5 m/s and
at 6 m/s (Figure 10(c)); the mean torsional response however
was much higher for the CM1 model at 8 = 15° between wind
speeds of 7.5m/s and 15m/s and at 6 m/s (Figure 11(c)).
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3.3. Wind-Induced Response Frequency Analysis. In order to
observe the variation of the response frequency under dif-
ferent wind speeds, Fast Fourier transform (FFT) was ap-
plied for the measured vertical vibrations and the dominant
frequency for each response time history was identified. The
spectral distribution obtained through the FFT analysis
showed very small frequencies without a dominant peak for
wind speeds lower than 3.0 m/s for CM1 at 0°, with 0.5D ice
accretion, and for CM2 at 30°, with 1.0D ice accretion;
frequencies difficult to identify were noticed for wind speeds
lower than 4.5m/s for models CM1 at 0° with 1.0D ice
accretion and CM2 at 30° with 0.5D ice accretion, as rep-
resented in Figures 12(a) and 12(b).

The frequencies of the wind-induced response were
higher for the models CM1 at 0° and CM2 at 30° models with
higher ice accretion (1.0D), having a similar trend of slightly
higher frequencies at 10.5m/s and at 15m/s. For 10.5m/s
wind speed, other peaks, of smaller intensity, were identified

in the FFT spectra, around frequencies of 0.025Hz and
0.21 Hz for the model CM1 at 0° and 0.025 Hz for the model
CM2 at 30°, both with 1.0D ice accretion (Figures 13(a) and
13(b)). For the 0.5D ice accretion, the two models, CM1 at
0° and CM2 at 30°, showed trends similar to each other, for
the vertical response frequencies obtained at the wind speeds
between 4.5m/s and 15m/s were (Figures 12(b)), with
aslight increase at 6.0 m/s and a sudden decrease at 10.5 m/s,
followed by an ascending frequency at 15m/s, of up to
0.34 Hz for the model CM1 at 0° and up to 0.4 Hz for the
model CM2 at 30°, both with 0.5D ice accretion. A second
peak at 0.18 Hz was noticed only for the model CM2 at 30°, at
10.5m/s (Figure 14(b)), while a single dominant frequency
at 0.3303 Hz was signaled for the CM1 at 0" model.

Any changes of the frequency can indicate the change of
the dynamic response of the cable model, under the effect of
the increasing wind speed. As shown in Figures 8 and 10,
a sudden decrease in the frequency response is observed at
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4.5m/s for the models CM1 at 6=0°, 0.5D, CM2 at 6=30°,
1.0D, which corresponds to a low frequency point in the
vertical vibration FFT shown in Figures 12(a) and 12(b), for
the same wind speed. Similarly, for other models, such as
CM1 at 0=15",0.5D and 1.0D, and CM2 at 8 =30°, 0.5D, the
sudden decrease of the vertical response occurred at 6.0 m/s
(Figures 8 and 10), which correspond to a low frequency
point as well (Figure 12).

In order to compare the frequencies for the wind-
induced response recorded at different wind speeds, for
cable models with 0.5D and 1.0D ice accretion profiles, the
variation of the Strouhal number for the aforementioned
cases was investigated. The Strouhal number was determined
as St=fD./U, where f, Dq, and U are the frequency of the
vertical response, and the equivalent diameter of each cable
model was exposed to the wind direction and the mean wind
speed, respectively. It should be noted that the thickness of
the ice accretion on the cable and the relative cable-wind
direction angle were considered in estimating the equivalent

cable diameter, D4, for the Strouhal number calculation, as
shown in Equation (1). Also, D, in Equation (1), is the
equivalent cable diameter considering the ice thickness and
relative cable-wind direction angle; D, and h; are the cable
diameter and mean thickness of the ice profile, respectively,
while 0 is the relative wind-cable direction angle:

D,q = (D, + h;) x cos (). (1)

Figure 15 shows that despite the frequency varia-
tions indicated in Figure 10, the normalized frequencies
(Strouhal numbers) for all the performed cases decreased
with the increase of wind speed, as expected. Also Fig-
ure 15 shows that, for different relative wind-cable angles,
the normalized frequencies for the cases with the same ice
thickness were almost identical. According to Hao [28],
the galloping divergent vibration can occur for Strouhal
numbers lower than 0.05, the value corresponding to the
horizontal dashed line in Figure 15, showing the incipient
conditions from which the galloping divergent vibration
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could occur, for both cable models, with 0.5D ice ac-
cretion and with 1.0D ice accretion, from wind tunnel
wind speeds as low as 3.0 m/s.

The critical wind speed, after which galloping instability
can be expected, for all cable models tested can be de-
termined using Equation (2) [16, 29]. In Equation (2), U,
f,D,and S, are critical wind speed, natural frequency of the
fundamental mode of vibration, cable diameter, and the
Scruton number, respectively:

Ucrit = 4OfD\/S—c (2)

Using Equation (2), the critical wind speeds were de-
termined spanned between 4.5m/s and 10.5m/s for the
models CM1 at § = 0° with 0.5D and CM3 at § = 61° with 1.0D,
respectively. These wind speeds coincide with the sudden
changes in the vertical response frequencies presented in
Figures 8 and 10, showing that the higher wind-induced
response occurred at different wind speeds, depending on

the relative angle of attack and the thickness of the ice profile
tested.

4. Conclusions

Cable-stayed bridges stability rely on all the structural
members composing these massive structures, and the stay
cables, which are the most flexible elements of the bridge,
and have a significant role in the overall bridge design. The
wind tunnel experiment performed for cables with ice ac-
cretion reported herewith clarifies some aspects related to
the wind-induced response for the ice-accreted bridge yawed
and inclined stay cables. Different parameters such as the
vertical inclination angle (0° and 15°), yaw angle (0°, 15, 30°,
and 60°), ice accretion profile thickness (0.5D and 1.0D), and
wind tunnel wind speed (1.5 to 15 m/s) were considered. The
increase of ice accretion thickness was shown to increase the
wind-induced response, especially for wind speeds higher
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than 4.5m/s. Both vertical and torsional displacements in-
creased with the increase of the relative angles of attack;
however, the investigated angles did not determine a sig-
nificant increase of the wind-induced response for the 0.5D
and 1.0D ice-accreted stay cables. Also, at certain wind
speeds, the vibration for the cables with higher inclination
angles was smaller than the cases with lower inclinations;
however, for wind speeds beyond 7.5 m/s, the response of the
cables with higher inclination angles surpassed the case with
lower inclination angles. A sudden decrease in the vertical
vibration occurred for models CM1 at 8=0", 0.5D, CM2 at
0=30°,1.0D, and CM2 at 8 =33, 1.0D, for wind tunnel wind
speeds of 4.5m/s, for which the frequency analysis showed
lower frequency points. A similar decrease in response was
noticed at wind speeds of 6.0 m/s and above, for models
CM1 at 6=15°0.5D and 1.0D, and CM2 at 6=30°, 0.5D. The
frequency analysis showed multiple vibration values for the
vertical wind-induced response between wind speeds 4.5 m/s
and 9.0 m/s for models with 0.5D ice accretion and between

wind speeds of 7.5m/s and 15 m/s for models with 1.0D ice
accretion, which can be an indication of an aerodynamic
instability.
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Conventional reliability models of planetary gear systems are mainly static. In this paper, dynamic reliability models and random
lifetime models of planetary gear systems are developed with dynamic working mechanism considered. The load parameters, the
geometric parameters, and the material parameters are taken as the inputs of the reliability models and the random lifetime
models. Moreover, failure dependence and dynamic random load redistributions are taken into account in the models. Monte
Carlo simulations are carried out to validate the proposed models. The results show that the randomness of the load distribution is
obvious in the system working process. Failure dependence has significant influences on system reliability. Moreover, the
dispersion of external load has great impacts on the reliability, lifetime distribution, and redundancy of planetary gear systems.

1. Introduction

Planetary gear systems are widely used in technological
systems, such as helicopters, cars, spacecraft, mining ma-
chineries, and so on, which have the advantages of compact
structures, high transmission efficiency, and large trans-
mission ratio. The load can be evenly distributed on planet
gears to achieve the purpose of torque shunting. The normal
operations of planetary gear systems are quite important for
the safety and economy of technological systems. Hence, it is
imperative to develop reliability models of planetary gear
systems based on their practical working mechanism, en-
vironmental loads, and material properties.

Many efforts in reliability analysis of planetary gear
systems have been made in the last few decades. Ye et al.
developed a reliability-based optimization design method
with stress and strength regarded as random variables. In
their method, volume and efficiency were taken as the ob-
jective functions, while reliability and fatigue strength were
set as boundary conditions. The reliability was calculated by
the stress-strength interference (SSI) model [1-4]. Zhang

presented a reliability-based optimization design model, in
which the design parameters were modeled as fuzzy vari-
ables and random variables [5]. Li et al. developed a re-
liability model of planetary gear systems in helicopters under
the condition of partial loads with the effects of unequal load
sharing considered [6]. Zhang introduced a method by
combining floating-point encoding genetic algorithm with
dynamic penalty function to improve the optimal design of
planetary gear systems [7]. Wang developed a reliability
model of planetary gear systems in wind power generators.
In the literature, the SSI model was adopted with the contact
force and the contact fatigue strength taken as the gener-
alized stress and the generalized strength, respectively [8].
These innovative models provide a theoretical framework for
reliability evaluation of planetary gear systems.

As a matter of fact, the operational process of a planetary
gear system is dynamic and complex. At present, reliability
models of planetary gear systems based on system working
mechanisms are seldom reported. To analyze the reliability
of planetary gear systems, the stress history and the strength
degradation processes of the components in a system have to
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be known. Currently, numerous dynamic models of plan-
etary gear systems have been developed to analyze system
motion characteristics. For instance, the spectral kurtosis
technique was used by Barszcz and Randall to detect tooth
cracks in a planetary gear system [9]. Kiracofe and Parker
put forward compound analytical dynamic models for
planetary gears [10]. Zhu et al. established dynamic models
of planetary gear systems with both the flexibility of the pins
and the gyroscopic effect taken into consideration [11].
These innovative models are quite effective for motion and
dynamic characteristics analysis of planetary gear systems.

In general, many analytical dynamics models and dynamic
simulation methods have been developed for dynamic analysis
of planetary gears. Most of these models and methods are
deterministic, which provide theoretical foundation for re-
liability analysis of planetary gears. However, they cannot be
applied directly in reliability analysis. Many unique phe-
nomena, such as failure dependence, stochastic strength
degradation, and stochastic load redistribution, arise due to
the emergence of dynamic random factors in the systems,
which bring great difficulties in reliability modeling. Cur-
rently, reliability models of planetary gear systems are mainly
static with components in a system regarded mutually sta-
tistically independent. The randomization of the data from
deterministic dynamic models, associated with the mathe-
matical treatments of these unique phenomena, has to
addressed when developing dynamic reliability models of
planetary gear systems. This is the reason why dynamic re-
liability models of planetary gears considering working
mechanism are seldom reported. In this paper, we concentrate
on constructing dynamic reliability models of planetary gear
systems with their working mechanism taken into account by
employing the existing dynamic simulation methods.

In addition, conventional lifetime estimation of plane-
tary gear systems has to rely on material fatigue tests under
stress with constant amplitude. It is quite difficult to consider
the comprehensive effects including the randomness of load,
structural and material parameters as well as the failure
dependence, and random load distribution in lifetime as-
sessment. These problems will be addressed via the proposed
dynamic reliability models.

The structure of this paper is organized as follows: In
Section 2, the system logic structure and the problems in
modeling are introduced. The reliability and random life-
time models are derived in Section 3. Numerical examples
are given in Section 4 to demonstrate the proposed models
and identify key factors which have great influences on
reliability and lifetime distribution of planetary gear systems.
Conclusions are summarized in Section 5.

2. System Logic Structure and Stochastic
Dynamic Stress

2.1. Stochastic Dynamic Stress. The structure of a typical
planetary gear system is shown in Figure 1. A planetary gear
system is usually composed of a sun gear, a carrier, a ring
gear, and some planet gears. To obtain the component re-
liability, the SSI model is adopted with the static root stress
computed by [12]

Shock and Vibration

Carrier Planet gear

Sun gear

Ring gear

Input energy

FIGURE 1: Structure of a planetary gear system.

- KTy vy (1)
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where K, T, b, d, m, Y|, Y,, Y5, and Y, are load co-
efficient, torque on the gear, tooth width, diameter of di-
viding circle, normal modulus, tooth profile coefficient,
stress correction coefficient, contact ratio factor, and helix
angle coeflicient, respectively. The equation is convenient in
stress calculation. However, the working process of the
planetary gear system is dynamic under fluctuant stress and
the strength degrades under the dynamic stress. Therefore,
the dynamic stress on each component should be calculated
based the motion equations of the system and the material
properties of the components.
The motion of the planetary gear systems is mainly
analyzed via lumped parameter models as follows [13]:

MX +(C, +C, + 2wG)X + KX =T, (2)

where X, M, C,;, C,, w G K T represent the generalized
coordinates of the system, the mass matrix, the support
damping matrix, the meshing damping matrix, the angular
velocity of the carrier, the gyro matrix, the system stiffness
matrix including the support stiffness matrix, the meshing
stiffness matrix and the centripetal stiffness matrix, and the
external generalized load, respectively. Nevertheless, the
stress on the components cannot be calculated directly in
this way due to the lack of accurate geometric parameters of
the components. Furthermore, despite the accuracy of the
stress obtained via physical experiments, when considering
the randomness of the load parameters and the material
parameters, physical experiments are still infeasible for re-
liability estimation in practice. An alternative method to deal
with this problem is to adopt the finite element method. In
this paper, the stress is calculated by using the Adams
software and the Ansys software [14]. The basic idea is to use
the modal neutral file in the Ansys software to replace rigid
bodies with flexible body in the Adams software [14]. Then
the dynamic stress can be obtained via the simulations by
using the Adams software. The motions of rigid bodies can
be expressed as



Shock and Vibration

M (g, )4+ DE] (g DA-Q(g, 4, 1) = 0,
E(g,t) =0,

(3)

where g is the generalized coordinate vector of the rigid
bodies, A is the lagrange multiplier, Q(g, ¢, t) is the gen-
eralized external forces on the rigid bodies, ¢ is time, and E is
the constraint equations of the rigid bodies with respect to g.
The motions of the flexible bodies can be calculated by [15]
- . [e0]" 1M,
Mg, + Mg, + Kq, +Cq, + o4, q1~ a_ql% =Qp
(4)

where C is the mass matrix, g, is the generalized coordinate
vector of the flexible bodies, Q) is the constraint equation of
the flexible bodies with respect to ¢;, and Q, is the gener-
alized external forces on the flexible bodies. The friction
coeflicient is expressed by [16]

2

(b, +b, 1 -
1t 2+—|:(b2—bl)cos<7r|vl| Vz)]’ vy <y <V,
2 2 V3=V,
(=1 by vi]> v,
b, sin ﬂm , v <y,
~ 2v,

(5)

where v, v,, and v; are the relative velocity, the stick-slip
conversion velocity, and the static-sliding conversion ve-
locity, respectively. b, and b, are the sliding friction co-
efficient and the static friction coefficient, respectively. The
dynamic stress obtained after the simulations, which con-
tributes to the fatigue failure of the gears in the system, is
deterministic. In order to acquire the statistical character-
istics of stress in each time interval, the following sample
matrix has to be determined via a large number of simu-
lations or tests:

SCORE) ()
v oy

n . @ ()
2R SRR

I= R
n 6
Ly v ey (©)
w}g}’l) — -w}g)’lvl)’ W}S}’lvz), e w}g)’l’”l) ,
(y=1,2 ..., k-y,=1,2, ..., n),

where 1//}(,)/ Vs the sample vector of the yth component in

the y,th time interval and 1//)(,}' 172 is the y,th stress sample of
the yth component in the y,th time interval. Although the
simulation method is much more efficient in sample ac-
quisition than the method based on physical experiments, it
is still quite time-consuming to obtain I' considering the
randomness of the input of the stress models, such as the
input torque, input angular velocity, or the resistance torque
on the output components. Nevertheless, provided that the

relationship between the inputs and the stress on each
component is known, the process to gain I can be simplified.
From the analysis above, it can be learnt that it is difficult to
provide explicit mathematical equations to express the re-
lationship. Thus, the response surface method [17] is used in
this section to obtain I'. The relationship between an input
vector ® = [0, 0,, ..., 0;1] (05, =t) and the stress s (f) on
a component can be given by the following expression:

k1 k1
s(t) Zﬁo+Zﬁi9i+Z/3ii9i2+zzﬁifei91+& (7)
=1 i=1 ij

Equation (7) is a generalized expression of response
surface methods. The stress in this paper refers to the Mises
equivalent stress. Equation (7) is used to establish the re-
lationship between the input vector ® = [6,, 6,, ..., 6]
and the output stress s (t) on a gear in a specified time interval.
B=1Bo B> ---Bri> Bi> Pra» --» Prar] is the pending
vector, which is obtained via the input samples of ® and
the corresponding output samples of s(t) by employing the
dynamic simulations. ¢ is the higher-order omission item. The
relationships between the input vector and the output stress
on different gears have to be obtained separately by using
Equation (7). After a limited number of simulations, this
relationship can be determined through the regression
method. Then, the stress distributions can be acquired directly
via the distributions of the inputs as shown in Figure 2.

2.2. System Logic Structure. From the structures and the
working mechanism of the planetary gear systems, it can be
known that the failure of the sun gear, the carrier, or the ring
gear could lead to the failure of the whole system. The
remaining working duration of a planetary gear system after
the failure of a planet gear depends on the material char-
acteristics of the remaining planet gears, and the system can
even work with less planet gears. In this case, the system can
be viewed as a parallel system. However, the failure of
a planetary gear system will speed up obviously after the
failure of a planet gear due to the load redistribution. For the
safety of the whole system, it is necessary to carry out
maintenance or replacements after the partial failure of the
system. Thus, the whole system is essentially a series-parallel
system as shown in Figure 3.

In current reliability models or the models for reliability-
based optimal design, the system reliability is always cal-
culated according to classical reliability theory as follows:

Rsys = R1R2R3R4’ (8)

where Ry, Ry, R, R;and R, are the system reliability, the
reliability of the ring gear, the reliability of the sun gear, the
reliability of the parallel subsystem, and the reliability of
the carrier, respectively. R; can be expressed by

Kl
Ry=1-]](1-Ry), 9
i=1
where R;;(i=1, 2, ..., K;) is the reliability of the ith

planet gear in the parallel subsystem with K, planet gears.
From the derivation of Equation (9), it can be seen that the



Multiple dynamic simulations

Dynamic simulations

Shock and Vibration

simulation models

Ay

L Input of dynamic

Output of dynamic
simulation models

| Regression method

Random pumbars of Relationship between
inputs based on the
- . input and dynamic stress
distributions of inputs

Random numbers of
stress calculated via the
relationship

Distribution of stress

FiGure 2: Method for distributions of stress.

Parallel subsystem

Planet gear 1

! :\. Planet gear 2
1

I

| 1!

I 1!

| I

| 1

\ 1

Time-dependent !
 random common load J
I

1

FIGURE 3: Reliability block diagram of a planetary gear system.

stress on each component in a system is mutually statistically
correlative. Therefore, the components are statistically
correlative, and the failure dependence should be taken into
account in reliability modeling. As a matter of fact, failure
dependence occurs under the condition of random common
working environment, which significantly reduces the re-
liability of parallel systems. Under deterministic external
load, failure dependence seldom takes place and the com-
ponents seldom fail to work at the same time. However, the
existence of random common load source greatly increases
the possibility of simultaneous failure of components and
reduces the effects of redundant designs, such as the well-
known phenomenon of common cause failure in nuclear
power plants. When failure dependence happens, the par-
allel system reliability cannot be calculated according to
classical reliability theory. Therefore, failure dependence
brings great difficulties in reliability estimation of planetary
gear systems. In this case, the reliability calculated according
to Equations (8) and (9) could lead to large computational
error. Moreover, considering the strength degradation,
the correlation between different components could show
obvious dynamic characteristics. Meanwhile, this dynamic
characteristic of failure dependence also significantly

increases the difficulty in random lifetime distribution
modeling of planetary gear systems. It should be noted that
failure dependence significantly affects the formulation of
maintenance strategies and replacement strategies.

Besides, the components in parallel configuration in the
subsystem share the same external load, and failure could
take place on any component due to the randomness of the
stress and the strength. Hence, a load redistribution could
occur at any time and on any remaining components in the
subsystem as shown in Figure 4. In Figure 4, ¢, and ¢, are
random variables, and the load redistribution speeds up the
strength degradation processes of the remaining compo-
nents. The strength degradations of different components in
the parallel subsystem are mutually dependent due to the
stress dependence, and the load redistribution happens si-
multaneously on the remaining components. These prob-
lems in the subsystem have great influences on the failure
dependence, dynamic reliability, and lifetime distribution of
the whole system, which will be taken into consideration and
analyzed in this paper.

3. Reliability Models and Lifetime Models

In practice, as an important component connecting the
impeller and the generator in the wind generator, the gearbox
always works with the highest failure rate in the wind gen-
erator under the harsh conditions of the external random
wind load. The planetary gear is the most important part in
the gearbox, which is crucial to the safe operation of the whole
system. Besides, as important components, planetary gears are
widely used in machine tools, automobiles, metallurgy,
cranes, and aerospace products. Therefore, it is quite critical to
investigate reliability models of planetary gears. Error, ma-
terial parameters, and external load are key factors in the
dynamics analysis of planetary gears. When considering the
randomness of these factors, some new problems are en-
countered which bring large difficulties in reliability modeling
of planetary gear systems. Current deterministic analytical
dynamics models cannot be employed directly to solve these
problems. For instance, the random external load causes
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a random strength degradation. The random failure of the
components results in the random load redistributions, which
makes the mathematical expression of the stochastic strength
degradation more difficult. Moreover, the dynamic failure
dependence analysis of the components in a system, con-
sidering the random strength degradation and the random
load redistribution, is seldom reported, which is quite im-
portant to the accurate reliability assessments of planetary
gear systems. In this paper, dynamic reliability models of
planetary gear systems are developed with the problems
mentioned above taken into account.

Besides, analytical lifetime distribution models of plane-
tary gear systems are further developed based on the proposed
reliability models. The lifetime distribution models take the
random load parameters, random geometric parameters, and
random material parameters as the inputs. Furthermore, the
lifetime distribution models consider the comprehensive ef-
fects of the random strength degradation, the random load
distribution, and the dynamic failure dependence, which
overcome the shortcomings of the lifetime assessment
methods based on conventional fatigue tests and provide
a theoretical framework for the random lifetime estimation of
planetary gear systems. In practice, carriers are always
designed with high strength and stiffness because of their
important roles in energy transmission, and the system failure
is mainly caused by other components in the systems.
Therefore, in this section, we will concentrate on the behavior
of the ring gear, the sun gear, and the parallel subsystem.

3.1. Reliability Models and Lifetime Distribution Models of the
Subsystem. As mentioned above, the reliability analysis of
the subsystem is the most complex compared with that of
other components when considering the failure dependence
and the random load redistributions. Thus, the dynamic
reliability models of the subsystem will be established first.
To consider the randomness of the input torque w,, input
angular velocity w,, and the resistance torque wj in the jth

time interval, the stress associated its probability density
function (PDF) on a planet gear is denoted by T (w) and
fT (w)(T (w)) where w = [w;, w,, ws]. Generally, the S-N
curve model can be written as follows:

"N =C, (10)

where m and C are material parameters and N is the total
cycles to failure under the stress s. In the failure mode of
fatigue, when considering the strength degradation path
dependence (SDPD), the equivalent residual strength can be
given by [18]:

n1 [T (w)™ T (w))dT; ¢
r0<1_z foT)@ fTﬂg( i) J(w)> , n>1,
r(n) =

=

7os n=1,
(11)

where r, is initial strength, m and C are material parameters
for S-N curve, and fT (w) (T';(w)) is the PDF of the stress
T, (w) in the ith time 1nterval For description convenience,
the function @ is defined as follows:

z1
ozl 22, T;w) = | fr lT,@)dT . (1)
The reliability of a component can be given by

R () = [ [ (r(h), 0, T, (w)). (13)
h=1

For a parallel system composed of k components, in
which the minimum initial strength is denoted by r ;, with
identical material parameters and stress, after n time intervals,
the reliability of the parallel system in the condition that the k
components still work normally can be calculated by

Re(n) = [ [® (rain (0), 0, Ty ). (14)
h=1



For the k components with deterministic initial strength
in ascending order denoted by i (j2=1, 2, ..., k), when
considering the failure history of the components within the
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n time intervals, the reliability of the parallel system in the
condition that the k2 components still work normally can be
calculated by

O (r—gas1 (hr), 0, Ty, (w)),

(hysy Shgss P <pis<(n-1)),

([ h-1
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= [1_q)(rxj+l (hxl)’ Tx1 (hxl)’ Thxl (w))]’ hxl =1

The reliability models above are derived under the as-
sumption that the initial strength of each component is de-
terministic. When considering the randomness of these initial
strength, provided that the PDFs of r, (j2 = 1,2,..., k) are
identical, which are denoted by f, (rjz) (j2=1,2,..., k), the
reliability above can be further modified as follows:

Ry (n) = k! Jio f1(ri) J::O Fi(re)- - J-izoo fi(r)

n—-1
: [H @ (r, (h), 0, Ty, (w))]dr1 dr, ...dr,

h=0
(17)
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(18)

The total reliability of the parallel system can be com-
puted by

k
> R (n). (19)

k3=1

Ry (n) =

In the dynamic reliability models of planetary gear
systems derived above, all possible failure processes of
the system are considered. Moreover, the possibility that
a parallel system works with a specified number of
components is calculated on the basis of the possibility
that the parallel system works with more components,
which simplifies the calculation and saves the computing
cost. Besides, it should be noted that in Equation (18)
that Ry;(n) represents the reliability of the parallel
system under the condition that the k3 components
still work normally, rather than the reliability of Com-
ponent k3.

Define the gth-order lifetime PDF of the parallel system
as the PDF of the lifetime within which g components work
normally. Then, the gth-order discrete lifetime PDF can be
given by
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3.2. Reliability Models and Lifetime Distribution Models of the
Planetary Gear System. In Section 3.1, the reliability models

where

Rye(m) = |

(9] Tk
r

h=0

n-1
X|: ® (min (r, (h), uy, (h), uy, (h)), 0, Ty (w))

and the lifetime distribution models are developed, in which
the failure dependence among each planet gear is taken into
account. As stated in Section 2.2, the reliability of the ring gear
R, (n) and the reliability of the sun gear R, (n) are also sta-
tistically dependent with R, (#n).The residual strength of the
ring gear and the residual strength of the sun gear are denoted
by u, (n) and u, (n), respectively. From Equation (7), it can be
known that the stress on the ring gear s, (j, w) and the stress
on sun gear s, (j, w) can be mathematically expressed by

510> w) = N, ()T (w),

(21)
5 (s w) = N, ()T (w),

where N, (j) and N, (j) can be obtained by Equation (7).
The equivalent residual strength of the ring gear and the sun
gear can be written as

N W (])

NG (22)
. U, (])

Uy, (]) = N, (])

The PDF of the initial strength of the ring gear and that of
the sun gear are denoted by f, (u;y) and f, (uy), re-
spectively. Then, the system reliability can be calculated by

k
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TaBLE 1: Structural parameters and material parameters.

Parameters Value Unit
Pressure angle 20 Degree
Helix angle 0 Degree
Tooth thickness 3 Mm
Density of gears 7.8*10° kg/m’
Number of teeth of sum gear 36
Number of teeth of planet gear 36
Number of planet gears 3
Modulus 2 mm
Angular velocity of sun gear 60 Degree/second
Elastic modulus 2*10° MPa
Length of a time interval 1 H
m 3
C 10° MPa®
Mean value of total resistance torque 30 N-m
Standard deviation of total resistance torque 1.5 N-m
Mean value of initial strength of a planet gear 300 MPa
Standard deviation of initial strength of a planet gear 30 MPa
Mean value of initial strength of sun gear 250 MPa
Standard deviation of initial strength of sun gear 30 MPa
Mean value of initial strength of ring gear 250 MPa
Standard deviation of initial strength of ring gear 30 MPa
hyg -1
‘ [1 @(min(ry (dk3), uyy (dk3), uy, (dk3)), 0, Tys(w))
xj dk3=hy,_j+1
W =
zl_:)[d “ X [1 - (D(min(rxjﬂ (hy1)s uyy (hyey), ugy (hxl))’ min (1 (hy), upy (he), vy (b)), Ty, (w))], he 22,
[1 _(D(min(rxjﬂ (hy1)> uyy (hyey), ugy (hxl))’ min (ry (hy), uyy (), uy (b)), T, (w))], hg =1

The lifetime PDF can be given by

k
n) =Y fos (), (26)

k3=1
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- h=0

rfm

x [1=®(min(r, (n), uy, (1), ty, (1)), 0, T,y (w))] } dr,dr,...dr, duyydu,,.

(27)
For k3+k
Tk ry P P P-k3) k=k3
fskS(”):J fum(ulo)_[ fuZ(,(uZO)k'I fl(rk)J fl(f’k,l)--.J fl(rl){z Z Z HWst
B - oo ™ h=1h=1  hgg=123=1
u P Pa Pk-k3a k-k3
><|: [T @(min(r s, (hr),uy, (hr) 0y, (h7)),0,T, w))} XYY Tl W (28)
hr=h s +1 =1 hy=1 h(k fa=1 230=1

n+l
X |: H O© (min (ry_gs41 (hra), uy; (hra), uy, (hra)),0, Ty, (w)):| }dr1 dry ...dr duy,duy.

hra=h s, +1



Shock and Vibration

Obtain the distributions of the stress
on each component via dynamics
simulations and the method in Figure 3

Determine N and n;
set Ny=0,N; =1

J

’ setN, =1,¢g=3

No

[ryr,

set [f,, f,, f;] = Sort [r,,
set[d,, d,, d;] = [f,. /. f;]

@
Generate random initial strength of planet gears
» 1], random initial strength of the ring gear r,
and random initial strength of the ring gear r;
r,, 1;] in ascending order,

&

Generate random

stress s, on each planet gear, s, on
the ring gear, and stress s; on the sun gear

N

?
ry>s,and o> 52

Generate random

stre:

SS §
g

Generate random
¢
stress s,

N,=N, +1
Calculate residual strength e, of the
component with initial strength r,; set r, = e,
Calculate residual strength e, of the
component with initial strength r; set r_ = e,

component with initial

Calculate residual strength e, of the
I strength f;; set d, = e,

component with initial

Calculate residual strength e, of the
I strength f,; setd, = e,

Calculate residual strength e, of the component
with initial strength f; set d, = e,

z
Il

No

n?

No

Yes

FiGure 5: Flowchart for MCS of subsystem reliability.




10

4. Numerical Examples

Consider a planetary gear system with the structural and
material parameters of its components listed in Table 1. In
this numerical example, the sun gear operates at a constant
angular velocity. The randomness of the output torque due
to the uncertainty of the working environment is taken into
account. The sum of the resistance torque on each planet
gear is assumed to follow the normal distribution at each
time interval. To validate the proposed models, Monte Carlo
simulations (MCSs) are carried out in this section with the
flowchart shown in Figure 5. The system reliability from the
proposed models and the results from MCSs are shown in
Figure 6. In addition, when the ring gear and the sun gear,
whose reliability are calculated by Equation (12), are as-
sumed to be independent to the subsystem, the system re-
liability from Equation (8) is plotted in Figure 6. In Table 1,
pressure angle, helix angle, tooth thickness, density of gears,
no. of teeth of sun gear, no. of teeth of planet gear, no. of
planet gears, modulus, elastic modulus, angular velocity of
sun gear, and length of a time interval are used for geometric
modeling and material parameter input of planetary gear
systems in the dynamic simulations. m and C are material
parameters for S-N curve models. These two parameters and
the parameter of initial strength are used to model the
equivalent strength degradation paths of components.
Moreover, the mean value and the standard deviation of
a normal random variable are used to characterize the
statistical distribution of the random variable. The stress is
generated by the motion and mechanical parameters, such as
the angular velocity of sun gear and the total resistance
torque. The randomness of the stress comes from the ran-
domness of these parameters. Hence, the stress distributions
are obtained from the distribution of these parameters listed
in Table 1 and dynamic simulations.

From Figure 6, it can be learnt that the reliability from the
proposed models and that from MSCs show good agreement.
The proposed analytical reliability models are effective for
reliability evaluation of the planetary gear systems. The stress
on each component is mutually statistically correlative be-
cause of the common external load. In the proposed models,
the failure dependence between the planet gears and the
failure dependence among the ring gear, the sun gear, and the
parallel subsystem are taken into consideration. Besides,
random load distributions are also considered in the models.
The system reliability calculated under the assumption that
the components are mutually independent is obviously lower
than that calculated with failure dependence considered.
Therefore, attention should be paid in the reliability assess-
ment for mechanical systems which are mainly dependent
system due to the working mechanism. At the early stage, the
reliability is high, which seems almost invariable. Hence,
a small change of reliability could lead to a sharp decrease in
the failure rate. In the accidental failure period, on the one
hand, the reliability decreases faster compared with that at the
early stage. On the other hand, the reliability is obviously
lower compared with that at the early stage. Thus, the failure
rate shows a low descent speed in the accidental failure period
as seen in the bathtub curve.
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FIGURE 6: Reliability of independent system and dependent system
and results from MSC.

To analyze the dispersion of the resistance torque on the
system reliability, in the case where the standard deviations
are 1.5N-m and 0.75N-m, respectively, the system re-
liability is shown in Figure 7. In addition, the third-order
lifetime PDF, the second-order lifetime PDF, and the first-
order lifetime PDF of the parallel system in the case of
different dispersions of the resistance torque are shown in
Figures 8-10, respectively.

From Figure 7, it can be seen that although the mean
value of the resistance torque keeps constant, the system
reliability is significantly affected by the dispersion of the
resistance torque. In general, large dispersion of the
resistance torque results in low system reliability, because
large dispersion increases the possibility of large stress
which always causes the common cause failure and re-
duces the effects of redundant design. Hence, in the
design of planetary gear systems, besides the determin-
istic design stress, the practical stress dispersion caused
by the uncertainty of external loads, dimensional error,
and material parameters should also be paid enough
attentions.

In addition, from Figures 8-10, it can be learnt that
random load redistributions exist in the operational dura-
tion of the planetary gear systems, which is seldom reported
in current reliability models of planetary gear systems. Due
to the randomness of the external load, the failure of each
component is stochastic, which results in the randomness of
the load redistribution. In general, the decrease in the
dispersion of external load causes the improvement of the
mean value of the system lifetime and reduces the dispersion
of the system lifetime in each order, which is beneficial for
the usage of the planetary gear systems. In addition, with the
increase of the number of the redundant components, the
mean value of the system lifetime is raised and the dispersion
of the system lifetime is decreased. Furthermore, these ef-
fects are more obvious with the increase of the number of the
redundant components in a system. Hence, the proposed
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FiGure 8: The third-order lifetime PDF with different resistance
torque dispersions.

models are helpful for the design and the draw-up of
maintenance strategies of the planetary gear systems.

5. Conclusions

Reliability and random lifetime models of planetary gear
systems are developed in this paper. Conventional reliability
models of planetary gear systems are mainly static models
without detailed information about the stress and strength in
the models. In this paper, the dynamic working mechanism
is considered when establishing the dynamic system re-
liability models. Besides, conventional lifetime models are
constructed based on fatigue test under constant stress,
which cannot be used in the situation of dynamic random
stress. In this paper, the lifetime distribution models of
planetary gear systems are derived based on the proposed
dynamic reliability models with the load parameters, the
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geometric parameters, and the material parameters taken as
the inputs. Furthermore, failure dependence of components
in a planetary gear system and the random dynamic load
redistributions are taken into account in the reliability
models and the lifetime distribution models. MCSs are
performed in this paper to validate the proposed models. The
results in numerical examples show that the randomness of
the load distribution is obvious in the system working
process. Failure dependence has significant influences on
system reliability. Moreover, the dispersion of external load
has great impacts on the reliability, the lifetime distributions,
and the redundancy of the planetary gear systems.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.



12

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

This work was supported by National Natural Science
Foundation of China (Grant no. 51505207), Program for
Liaoning Innovative Talents in University (Grant no.
LR2017070), Liaoning Provincial Natural Science Founda-
tion of China (Grant no. 2015020152), and Open Founda-
tion of Zhejiang Provincial Top Key Academic Discipline of
Mechanical Engineering (Grant no. ZSTUME02A01)

References

[1] B. Ye, Y. Zhao, G. Yu et al., “Multi-objective reliability op-
timization design of tractor’s NGW type planetary gear final
transmission,” Transactions of the Chinese Society of Agri-
cultural Engineering, vol. 24, no. 11, pp. 89-94, 2008.

[2] B.Ye, G. Wu, G. Yu et al,, “Optimized design and tests on rice
potted seedling transplanting mechanism of planetary gear
train with non-circular gears,” Transactions of the Chinese
Society for Agricultural Machinery, vol. 48, no. 11, 2016.

[3] B. L. Ye, G. H. Yu, and Y. Zhao, “Multi-objective fuzzy re-
liability optimization design of tractor’s final transmission,”
Transactions of the Chinese Society for Agricultural Machinery,
vol. 41, no. 4, pp. 95-100, 2010.

[4] B. Ye, Z. Hao, G. Yu et al,, “Dynamics analysis and tests of
rotary transplanting mechanism for rice pot-seedling,”
Transactions of the Chinese Society for Agricultural Machinery,
vol. 47, no. 5, 2016.

[5] S. Zhang, “Fuzzy reliability optimal design of cycloidal pin-
wheel planetary gear speed reducer,” Journal of Mechanical
Strength, vol. 24, no. 3, pp. 458-462, 2002.

[6] M. Li, L. Xie, and L. Ding, “Load sharing analysis and re-
liability prediction for planetary gear train of helicopter,”
Mechanism and Machine Theory, vol. 115, pp. 97-113, 2017.

[7] D. Zhang, “Application of improved genetic algorithm in
reliability optimization design of NGW planetary gear
transmission,” Journal of Mechanical Transmission, vol. 37,
no. 2, pp. 44-46, 2013.

[8] C. Wang and S. Yue, “Reliability assessment of wind power
growth planetary gear train based on dynamics,” in Pro-
ceedings of International Conference on Mechanical Materials
and Manufacturing Engineering, Savannah, GA, USA, May
2016.

[9] T.Barszcz and R. B. Randall, “Application of spectral kurtosis
for detection of a tooth crack in the planetary gear of a wind
turbine,” Mechanical Systems and Signal Processing, vol. 23,
no. 4, pp. 1352-1365, 2009.

[10] D. R. Kiracofe and R. G. Parker, “Structured vibration
modes of general compound planetary gear systems,”
Journal of Vibration and Acoustics, vol. 129, no. 1,
pp. 511-526, 2007.

[11] C. Zhu, X. Xu, and H. Wang, “Modal prediction and sensi-
tivity analysis of wind-turbine planetary gear system with
flexible planet pin,” Journal of Computational and Theoretical
Nanoscience, vol. 4, no. 3, pp. 1219-1224, 2011.

[12] R. Guo, Foundation of Mechanical Design, Tsinghua Uni-
versity Press, Beijing, China, 2001.

Shock and Vibration

[13] E. Zhu, S. Wu, X. Wang et al., “Study on nonlinear dynamic
model of planetary gear train sets with friction force,” Journal
of Vibration and Shock, vol. 29, no. 8, pp. 217-220, 2010.

[14] Q. Ye and H. Xue, “Dynamic simulation of planetary gear
mechanism for 1.5 MW wind turbine,” Journal of Mechanical
Manufacturing, vol. 51, no. 6, pp. 17-19, 2013.

[15] L. Chen, Mechanical System Dynamics Analysis and ADAMS
Application, Tsinghua University Press, Beijing, China, 2005.

[16] J. Wu, S. Yan, and M. Zuo, “Evaluating the reliability of multi-
body mechanisms: a method considering the uncertainties of
dynamic performance,” Reliability Engineering and System
Safety, vol. 149, pp. 96-106, 2016.

[17] W. . Roux, N. Stander, and R. T. Haftka, “Response surface
approximations for structural optimization,” International
Journal for Numerical Methods in Engineering, vol. 42, no. 3,
pp. 517-534, 2015.

[18] P. Gao, L. Xie, and F. Liu, “Dynamic reliability analysis of
series mechanical systems considering strength degradation
path dependence of components,” Journal of Advanced Me-
chanical Design, Systems and Manufacturing, vol. 9, no. 5,
pp. 1-13, 2015.



Hindawi

Shock and Vibration

Volume 2018, Article ID 6839062, 8 pages
https://doi.org/10.1155/2018/6839062

Research Article

A New Erosion Model for Wind-Induced Structural Vibrations

Keqin Yan L Yi Zhang ,>% and Tao Cheng1

!School of Civil Engineering, Hubei Polytechnic University, Huangshi, Hubei 435003, China
Department of Civil Engineering, Tsinghua University, Beijing 100084, China
3Geodiitisches Institut, Leibniz Universitit Hannover, 30167 Hannover, Germany

Correspondence should be addressed to Yi Zhang; zhang yi87@163.com

Received 16 March 2018; Revised 7 June 2018; Accepted 17 July 2018; Published 10 September 2018

Academic Editor: Aly Mousaad Aly

Copyright © 2018 Keqin Yan et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In recent years, computational fluid dynamics (CFD) method has been widely utilized in simulating wind-induced snow drifting.
In the simulating process, the erosion flux is the main controlling factor which can be calculated by the product of erosion
coeflicient and the differences between the flow stress and threshold stress. The erosion coefficient is often adopted as an empirical
constant which is believed not to change with time and space. However, in reality, we do need to consider the influences of snow
diameter, density, and wind speed on the erosion coefficient. In this technical note, a function of air density, sow particle density,
snow particle radius, and snow particle strength bond is proposed for the erosion coefficient. Based on an experiment study, the
effects of these parameters in erosion coeflicient is analyzed and discussed. The probability distribution and value range of erosion
coeflicient are also presented in this technical note. The applicability of this approach is also demonstrated in a numerical study for
predicting the snow distributions around a cube structure. The randomness of the structural vibrations is studied with details.

1. Introduction

In heavy snow areas, wind-induced snow drifting causes
unbalanced snowdrift around buildings/on roofs. It is not
only difficult to remove but also causes trouble for vehicles
and pedestrians. Roof collapse occurs for unbalanced snow
distribution.

Wind-induced snow drifting belongs two-phase flow.
There are many parameters affecting the result of this
phenomenon: wind speed, friction velocity, threshold fric-
tion velocity, snow particle radius, density, and cohesion. At
present, there are four kinds of research methods for this
phenomenon: theoretical analysis, field investigation, wind
tunnel (water flume) experiment, and numerical simulation.
Field investigation can obtain first hand data, and it is the
basis of all other methods. But the field investigation is
usually constrained by natural conditions, is time-
consuming, and can only obtain the result under certain
conditions. Therefore, it is not easy to reveal the inherent law
of this phenomenon. Wind tunnel test can change param-
eters and can make up the shortage of field measurement to
some extent. But only a few wind tunnels can carry out this

kind of test. Furthermore, similarity criterion is difficult to
satisfy due to reduced model. Many former researches have
been done on the topic of wind-induced snow drifting
through either field experiment [1-8] or numerical simu-
lation [9-13]. Most researchers tried to combine theoretical
analysis with empirical formulas from results of field in-
vestigations and wuse it in the numerical simulations
[5, 9-13]. In an early works of the authors [14], a new
method is developed to measure the air velocity profile
surrounding an existing building structure considering snow
effects. The snow particle size and its distribution are
considered in plotting the velocity profile. In this method,
the experiment was conducted based on a simple wind
tunnel powered by a fan in the lab. The influences from the
field such as the potential damages that might be caused to
the equipment due to snow particles are not considered.
Different snow size effects are also not catered. Obviously,
the input from the field results has a significant influence on
the reliability of the analysis. Among these, the modeling of
erosion flux is one of the most dominant factors in nu-
merical analysis. Plenty of studies on determining the
erosion flux have been carried out in recent years [15].
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In these pioneering works, the erosion flux is found to be
dependent on the difference between the friction flow stress
and threshold friction stress. The erosion flux can be cal-
culated based on the product of a coeflicient y and the stress
difference. The determination of the value of y is based on
field experiments. For instance, Schmidt [16] had once
carried out experimental tests in a wind tunnel to investigate
behavior of drifting spherical glass microbeads, which has
a diameter of 350 um and density of 2.5g/cm’. From the
experiment, it was found that when flow friction velocity is
0.5 ms™!, y has a value around 5 x 107 N"ts7%. It is also
reported that the value of coefficient y increases as the
particle diameter decreases. For instance, Anderson [17]
carried out investigations with mineral particles in size of
sand and found out that the value of y should be in orders of
10° N~Ls7!. Therefore, the particle size is an influential factor
in determining the value of y. In fact, there are more factors
that need to be considered in the estimate of p. The authors
believe that it depends on snow conditions.

Since 1990s, computational fluid dynamics (CFD) theory
has been brought into the simulation of snow drifting.
Similar to the model of Andersen [16], Naaim [11] suggested
that the erosion flux of snow can be computed by the
product of two factors. The first factor is the difference
between the square of flow friction velocity and the square of
threshold friction velocity. The second factor is a coefficient
pA, or so-called erosion coefficient A, , which usually takes
a value of 7 x 10" kg-m™>. Because of its simplicity, many
research works have adopted this concept and taken this
value for the erosion coeflicient in their CFD simulations
[18]. Very limited studies have been carried out to discuss
about the value range of this coefficient. And studies on
which factors can affect this coeflicient are also lacking. Thus,
a comprehensive study on the attributes for an erosion
coefficient is quite demanding.

The objective of this study was to investigate the value
range of erosion coefficient and to derive an expression of
erosion coeflicient in terms of the dominant factors. Re-
alizing this, the paper is organized as follows. After the
introduction, Section 2 will first discuss the dominant factors
that are influential to erosion coefficient. Based on these
factors, an expression of erosion coefficient is derived. After
this, the value range of erosion coefficient is investigated in
Section 3. The domain of the dominant factors is considered
in this evaluation. The applicability of the developed ap-
proach is further demonstrated in a case study carried out in
Section 4. The final conclusions drawn from this study are
summarized in Section 5.

2. Derivation of the Formula for
Erosion Coefficient

As mentioned in many of the literature, coefficient y, which
characterizes the bond strength of snow particles, has the
same physical meaning as erosion coefficient A, in the CFD
method [19]. Herein, a short discussion on the relationship
between these two coefficients is provided as follows.
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In most literature on the topic of wind-induced snow
drifting, the snow surface erosion flux is calculated as follows
[20]:

Dero = PA(ui _uit) = Aero(ui _uit)’ (1)

where A, is the erosion coefficient, u, is the friction ve-
locity, and u,, is the threshold friction velocity of snow
particles. In most former works, the value of A, is sug-
gested to be 0.0005 or 0.0007.

Later on, Anderson analyzed the characteristics of
surface force and suggested that drifted snow particle
number should be calculated as follows [9, 17]:

N=y(r-1), (2)

where y is a coeflicient characterized by the bond strength
between snow particles which usually takes a value of
10° N~1s7%, 7 represents the surface shear stress caused by
flow, and 7, indicates the threshold shear stress. By com-
bining Equations (1) and (2), the relationship between y and
A, can be revealed.

The relationship between surface shear stress 7 and
surface friction velocity u, can be described by the following
equation:

U, =1\ (3)

where p, is the air density (the value usually adopts a value of
1.25kg-m™> for normal air).

By substituting Equation (3) into Equation (2), we can
obtain the following equation for computing the snow
particle number:

N = py(u —u,)- (4)

Once the snow particle number is estimated, it can then
be used to calculate the erosion flux. Snow surface erosion
flux q,,, is the drifted snow particle quantity in unit area per
unit time. Since drifted snow contains snow particles with
different radius, q.,, can be expressed as a function of the
particle sizes as the following equation:

n 3

n .
ero = Z Nppivpi = Z%ppipa)}(ui _uiti)
i=1 i=1
(5)
ndnr; ,
= ngpipay(u* ~1ly)s
i=

where p,, is the snow particle density, V, is the snow particle
volume, d, is the snow particle diameter, r,, is the snow
particle radius, and i represents the i, snow particle
(i=1,2,...,n). For simplicity, threshold friction velocity is
assumed to be the constant for all snow particles. Thus,

Equation (5) can be further revised as follows:

n o4 3
Gero = Z ﬂ;pll’pil’a)/(ui - uit)- (6)

i=1
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Therefore, by substituting Equation (6) into Equation
(1), the equation for computing the erosion coeflicient can be
derived as follows:
ﬂd3» 47'[1’34
—PuiPaY = ) 5 PpiPaY- (7)

3

Acro = Z

n
i=1

n
-1

As can be observed from Equation (7), erosion co-
efficient A, is a function of snow particle radius and
density, coefficient y, and air density. It is a much more
complicated factor which should be quite random
depending on snow particle properties. In the following, the

influence of different parameters on the erosion coefficient
in Equation (7) will be elucidated below.

3. Value Range of Erosion Coefficient

3.1. Randomness of Snow Particle Radius. Wind-induced
snow drifting contains snow particles with different ra-
dius. Budd [3] analyzed the particle radius distribution
through field investigation. He suggested that the drifted
snow particle radius obeys two-parameter gamma distri-
bution and gave out the distribution of snow radius along the
height Schmidt et al. [21, 22]. A specific formula for this
distribution function is given as follows Schmidt [21]:

r}(’tx—l)e (=r»/B)

f(rp) = T T (8)

I'(a) = ro X! exp (—x) dx, (9)
0

a = 4.08 + 12.62, (10)

where f (r,) represents the probability density function of
snow particle radius, « is the shape parameter of gamma
distribution which is proportional to height z from snow
surface, f is the scale parameter of gamma distribution, and
I' is a gamma distribution.

It can be seen that a and f3 are related to average snow
radius 7, and height z. The relationship among these pa-
rameters can be further described by the following
equations:

rm
=—, 11
P=-, (11)
T, =46x107z "%, (12)

It is easy to see from the equation that average snow
particle radius r,, will decrease as the height z from snow
surface increases.

3.2. Randomness of Erosion Coefficient. From the above
analysis, we can see the distribution of particle size is highly
depending on the height z from snow surface. Snow particle
radius varies inversely with z. Tabler’s work indicated that
when the 10 m height wind speed is less than 12 m/s, sal-
tation is predominant transportation [23]. Bagnold [24]
suggested that the height should be within 0.1 meter.

Therefore, based on these concerns, in the following part, we
only investigate the value range of A_  at three selected
heights, namely, z=0.02m, 0.05m, and 0.1 m.

To determine the value range of A, the calculation is
split into four steps. Firstly, based on the surface height value
z (0.02m, 0.05m, and 0.1 m), the values of @ and f are
calculated from Equations (10)-(12). Second, based on the
values of & and f3, the gamma distribution function for the
snow particle radius is constructed. Thirdly, substitute the
distribution function for snow particle radius f(r,) into
Equation (7). By utilizing the kernel smoothing density
estimation, probability density distribution function of A,
can be directly obtained (Figure 1(a)). Finally, the cumu-
lative distribution function for erosion coefficient can be
derived based on the density function (Figure 1(b)). The
comparison between the investigated erosion coeflicients at
different heights and the reported results in the literature is
also illustrated in Figure 1. The estimated statistical pa-
rameter values in Figure 1 are recorded in Table 1.

Figure 1(a) shows that the value of A, concentrates at
a value around 1.0 x 10™*. The probability of values of A,,,
higher than 2.5 x 107 is very small. From the observation of
Figure 1(b), we can see that the proposed distribution model
has a larger prediction value of erosion coefficient compared
to the field experiment results. And this prediction tends to
decrease with the increase of surface height. In fact, the
model for erosion coefficient at a surface height of 0.05 m has
a perfect fit to the results reported in Schmidt [13]. However,
on the other hand, results reported in Budd (1966) are more
closer to the model predictions for erosion coefficient at
a surface height of 0.1 m. This shows how the value of A,
changes with the surface height while considering the
randomness in snow particle size.

Besides the effects from randomness of snow particle
radius, the erosion coefficient is also largely affected by the
snow density p, and coefficient y. Here, a short parametric
study is also provided to investigate the influences from
these two parameters. In order to have a fair comparison, the
surface height in this case is assumed to be unchanged. The
values of the gamma distribution parameters are assumed to
be constant; for example, @ = 5 and 5 = 20 are adopted in
this case, Table 2. Based on Equation (7), a comparison of
erosion coefficient for using different snow particle density
and snow particle radius is shown in Figure 2. The compared
value is the 95 percentile in the distribution function of A,,,.
It is seen from the figure that when p, varies between
300 kg-m>and 900 kg-m > and r,, varies between 50 ym and
150 ym (common assumption), the value range of A, is
1.96 x 1074 ~1.6 x 10°. The influence of y to A,,, is also
shown in Figure 3. It can be seen from Figure 3 that the
influence of coefficient y to erosion coefficient A, is quite
significant which should not be ignored. However, we have
to point out the inherent relationship among snow particle
radius, density, and coefficient y is still not clear yet. In
reality, these factors could be dependent on each other. The
value range of the erosion coeflicient could be enlarged
considering a positive dependence in the parameters.
Therefore, the results presented here have its limitations. The
results are assuming an independent relationship among the
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FIGURE 1: (a) Probability density distribution of A, and (b) cumulative distribution of A.
TaBLE 1: Parameter values in Figure 1.
Surface height z (m) .
Parameter Budd (3] Schmidt [13]
0.02 0.05 0.1
a(m) 4 4.7 6 15 5
30 21 15 4 20
7y (pm) 120 100 90 80 100
Note: p, = 1.25kg-m™, p, = 500kg-m~, y = 10° N""s7!, r, = (1~150) ym.
TaBLE 2: Parameter values in Figures 2 and 3.
a(m) B 7' (Um) Pp (kg-m~3) p, (kg-m~3) y(N7hsh rp (m)
5 20 50~150 300~900 1.25 10°~107 50~150

considered parameters. It should be further validated
through field investigation while considering all physical
reasons about the parameter interactions.

4. Case Study: Prediction of Snow
Distribution around Cube Structure

To demonstrate the applicability of the proposed model for
erosion coeflicient, this section will conduct a case study on
a real engineering snow problem. In this case study, the
objective is to predict the snow distribution around a cube
structure when there is snow drifting. As discussed in the
former section, erosion coefficient changes with different
snow conditions. Therefore, herein, we considered two
different snow conditions, namely, fresh snow condition and
old snow condition, in the analysis. The field experiment has
already been carried out by authors in 2009 in Harbin [7, 25].
These results will be used as a reference to compare with the
numerical analysis in this paper.

4.1. Numerical Model Analysis. In order to put in the model
of erosion coeflicient, the numerical model for the problem
is established first. The computational domain and meshing
are constructed at a model scale which is exactly corre-
sponding to the field investigation. The dimensions of the
cube structure model are 0.2 x 0.2 x 0.2m> (H=0.2m). The
dimension of the simulation domain is 3.2x 1.2 x 1.2 m>.
The meshing of the model includes 2096000 hexahedral
elements. The minimum volume of the elements is
1.357 x 10"° m?>, while the maximum volume of the element
is 2.26 x 10"®m”. The details of the meshing are illustrated in
Figure 4.

The inlet of the simulation domain adopted velocity inlet
boundary. The wind-velocity profile inside the simulation
domain is defined based on the logarithmic law as follows:

u(z) = %In (z +ZO>,

EN)

(13)

where z, is the roughness height which can be determined
from the field experiment (in this case, z, = 0.2 mm) and u,
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is the friction velocity which can be determined based on the
values of u.; and z. (0.2m) from the field experiment.
Furthermore, k is the von Karman constant (0.42) and z is
the height coordinate. The turbulent kinetic energy K is
calculated from the mean wind speed and the measured
turbulence intensity using the following equation:

K(2) = a[I, (2)u(2)]’, (14)

where I, is the measured streamwise turbulence intensity
and « is a parameter ranging from 0.5 to 1.5 [14]. In this
study, a value of 1.5 is adopted for «. The turbulence dis-
sipation rate ¢ can be estimated by the following equation:

u;
& :m. (15)

Therefore, based on the model, the vertical profiles of
u(z) and I, inside the simulation domain and around the

cube structure (incident profiles) are simulated and calcu-
lated (Figure 5).

The simulation domain is assumed to be symmetric
along the vertical and horizontal directions. The surface of
the cube structure is assumed to be stationary walls. The
commercial CFD code, ANSYS Fluent 15, is used to perform
the simulations. UDF files are added to simulate snow
drifting. The 3D steady Reynolds-averaged Navier-Stokes
(RANYS) equations are solved in combination with the k —¢
model. The SIMPLE algorithm is used for pressure-velocity
coupling. The pressure interpolation applied here is second
order. Convergence is assumed to be obtained when all the
scaled residuals leveled off and reached a minimum of 107°
for x, y, and z momentum, 107 for k and «.

4.2. Results and Discussion

Figure 6 shows the results of numerical simulation and field
investigation for the investigated problem with consider-
ation of fresh snow. The values of parameters for this
simulation are shown in Table 3. Figure 7 shows the results of
numerical simulation and field investigation for the same
problem with consideration of old snow condition which
was compressed by wind. The values of parameters for this
simulation are shown in Table 4.

The values of snow radius, density, and threshold
friction velocity in Tables 3 and 4 are based on field in-
vestigation [7]. The value of y is taken from the suggested
value provided by Schmidt and Shoa [15, 16]. Therefore,
erosion coeflicient can be calculated based on these pa-
rameters and the developed method. In this study, erosion
coefficient for fresh and dry snow is about 107> and 7 x 10~
for old and wind compressed snow. The results showed that
the numerical predictions can accurately depict the real
phenomenon. The difference of snow distribution between
numerical simulation and field investigation is quite small,
indicating the applicability of the proposed approach.
Meanwhile, from the observation of Figures 6 and 7,
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meshing around the cube structure.

rameters. It further proves that we should not use the same

coeflicient is largely depending on the snow property pa-
erosion coefficient for different snow conditions.

FIGURE 6: (a) Numerical simulation and (b) field investigation of snow distribution around a cube structure with fresh and dry snow.

it should be noticed that the snow condition has a significant
influence on the snow distribution. This is mainly due to the
differences in erosion coefficient. The value of erosion
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TaBLE 3: Parameter values for simulating fresh and dry snow.

Parameters 7 (um) p, (kg/m®) p, (kg/m?) p(N"Lsh) u,, (m/s) £ (s)

Value 100 1.25 170 10° 0.2 240

()
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FIGURE 7: (a) Numerical simulation and (b) field investigation of snow distribution around a cube structure with old and wind exposed

snow.
TaBLE 4: Parameter values for simulating old and wind compressed snow.

Parameters r(um) p, (kg/m?) Py (kg/m?) p(NLs) u,, (m/s) t(s)

Value 150 1.25 400 10° 0.35 3600

5. Conclusion

In this technical note, a study on the determination of
erosion coefficient is provided. Several parameters which are
quite influential to erosion coefficient are being investigated.
This includes air density p,, snow particle density p, snow
radius r,, and experiment coefficient y. An equation of
calculating the erosion coefficient for considering these
important parameters is derived. By considering the ran-
domness of snow radius, the randomness and value range of
erosion coeflicient are presented. A case study is conducted
to demonstrate the applicability of the proposed approach. It
was found that the developed approach can give a perfect
prediction of the snow distribution when it is compared to
the field investigation. And results showed that the erosion
coeflicient is very sensitive to the snow conditions. However,
the dependences among snow parameters are not considered
in this paper. The conclusions and results drawn from this
technical note have to be used in view of these limitations.
Future work should be put on the investigation of the im-
portance of parameter dependences to the erosion coeflicient.

Notations

Aot Snow surface erosion coefficient (kg-m™)
dy: Diameter of snow particle (m)

g Acceleration of gravity (m-s™?)

N,: Drifting snow particles in unit horizontal

area per unit time (m=2-s7!)

Gero (X)qgep (x): Erosion/deposition flux (kg-m~ )
Ty Radius of snow particles (m)

uploz 10 m wind velocity (m-s™!)

Upeft Average wind velocity at reference height
(m-s7")

U, Uy, Friction velocity and threshold friction
velocity of surface (m-s™!)

Vi Volume of snow particle (m?)

wy: Settle velocity of snow particle (m-s™!)

a: Shape parameter of gamma distribution
(m)

B: Length scale parameter of gamma
distribution (dimensionless)

I: Gamma distribution

Pa: Air density (kg-m™)

Pyt Snow particle density (kg-m™)

T Shear stress of snow surface (N-m™2)

T, Threshold shear stress of snow surface
(N-m™2)

v: Viscosity coefficient of air motion (m?-s™!)
Aerodynamic coefficient of viscosity
(kg-m~2s71)

y: Experimental constant (N~Ls!).

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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In this study, we present a new method to calculate debris flow slurry impact and its distribution, which are critical issues for
designing countermeasures against debris flows. There is no unified formula at present, and we usually design preventive
engineering according to the uniform distribution of the maximum impact force. For conducting a laboratory flume experiment,
we arrange sensors at different positions on a dam and analyze the differences on debris flow slurry impact against various
densities, channel slopes, and dam front angles. Results show that the force of debris flow on the dam distributes unevenly, and
that the impact force is large in the middle and decreases gradually to the both sides. We systematically analyze the influence
factors for the calculation of the maximum impact force in the middle point and give the quantitative law of decay from the middle
to the sides. We propose a method to calculate the distribution of the debris flow impact force on the whole section and provide

a case to illustrate this method.

1. Introduction

Debris flow impact force includes slurry impact and huge
rock impact, which provide the mechanical bases for
checking engineering structures, including calculations for
antisliding and anti-overturning [1-4]. The magnitude of the
slurry impact force is one of the most important parameters
for the Sabo dam design determining the movement of
debris flow and its impact on the dam, especially for debris
flow without huge rocks. Many formulas have been pro-
posed to calculate the debris flow impact. Fei and Shu [5]
conducted theoretical analysis and many simulation ex-
periments on impact force and established a calculation
model of the debris flow impact, according to different
particle movement types. He et al. [6] proposed several
methods for calculating the impact force of the large rock
mass on the basis of elastoplastic theory. Chen et al. [7, 8]
simplified the debris flow as solid-liquid two-phase flow and

established the calculation of the two phases of the debris
flow based on the theory of phase flow velocity as well as
debris flow impact time. Armanini and Scotton [9] proposed
a formula for the impact force based on a momentum
conservation analysis to study the impact force of debris
flow. Zeng [10] systematically studied differences in the
vertical distribution of the impact force of debris flow and
evaluated building vulnerability.

The formulas to calculate the impact force of debris flow
are given in Table 1.

The formulas in Table 1 are modified by the theoretical
formula based on the energy method. The correction co-
efficient which is empirically based varies according to the
factors considered. The theory of the energy method is
derived by hydraulics, which is suitable for the general
uniform flow, such as water, but it is not suitable for
nonuniform flow [16-18], such as debris flow. A debris flow
is a rapid, gravity-driven mass movement that involves
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TaBLE 1: Debris flow slurry impact formulas.
Number Formula.for debris flow Reference
impact
1 P=p,-H-V/g Mizuyama [1]
2 P=LX-y.-V*/g-sinf Chen [11]
3 P=p,-A-v* sinf Hungr et al. [12]
4 P=k-y.-vg Li [13] and Zhou [14]
5 P=5.p,-v"%. (g-H)*® Hiibl and Holzinger [15]
6 P=53.F1%.p .42 Zeng [10]

P is the debris flow impact force; p, is the debris flow density; H is the mud
depth; v is the mean velocity of the debris flow; g is the acceleration of
gravity; A is the shape correction coefficient; y. is the gravity density of the
debris flow; f is the impact angle; A is the cross-sectional area; k is the
empirical coefficient; F, is the Froude number.

water-charged, predominantly coarse-grained inorganic and
organic materials. A positive correlation does not necessarily
exist between the impact force of debris flow and the square
of the mean velocity. Simply adding the correction co-
efficient does not guarantee the accuracy of the formula; as
such, further discussion and improvement of the current
methods are required.

Conversely, we usually take the debris flow impact force
on the prevention engineering as a uniform distribution
according to the maximum impact force. This makes the
predicted overall structure resistance much larger than the
actual overall structure resistance. Meanwhile, to ensure the
safety of the weakest part, we also waste the construction
material on the safer part such as the both sides of the top
edge of the dam. Some scholars have studied the distribution
of the impact force of the debris flow through an in-
homogeneous distribution of flow velocity [19, 20]. Han
etal. [21] presented a new approach for exploring the debris
flow velocity distribution in a cross section that used an
iteration algorithm based on the Riemann integral method
to search an approximate solution to the unknown flow
surface. In fact, their work emphasized the effect of terrain
on the distribution of velocity and the impact force but did
not consider internal interactions of debris flow and external
interactions to the both sides of the channel.

In this paper, we arrange sensors at different positions on
the dam and analyze the different debris flow slurry impact
on the dam with various densities, channel slopes, and dam
front angles through the laboratory flume experiment test.
This study shows that the force of debris flow on the dam is
unevenly distributed, and the impact force is large in the
middle and small at both ends. We systematically analyzed
the factors influencing the calculation of the maximum
impact force in the middle point and give the quantitative
law of decay from the middle to the sides. We propose
a method for calculating the distribution of the debris flow
impact force on the whole section and provide a case to
illustrate this method.

2. Physical Model

We conducted our experiments in a debris flow simulation
laboratory at the Institute of Mountain Hazards and
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Environment, which belongs to the Chinese Academy of
Sciences (CAS). The flume consists of seven parts: hopper,
flume, tailings poll, dam model, camera, gate, and acqui-
sition instrument. Figure 1 is a schematic illustration of the
model experiment. The cube hopper is 60 cm in length,
60 cm in width, and 80 cm in height. It has the capacity of
0.1m> and it is affixed to the flume and controlled the
discharge from the gate. We conducted our experiments in
a flume with a length of 400cm, a width of 30cm, and
a height of 40 cm. The gradient of the flume was adjustable
from 0° to 20°. We placed a dam model at the bottom of the
flume. The dam modeled has a surface slope of 63°. We used
the tailings pool to recycle the debris flow.

The distance between the front edge of the dam model
and the gate is 6 m, which helps to stabilize the debris flow
velocity and prevents rapid changes at the impact location.
We installed eight sensors on the surface of the model dam.
Figure 2 shows the size of the surface of the dam, the surface
size of the sensor, and the location of the sensor
arrangement.

In this study, we used a piezoelectric-type sensor whose
range is 0-100 kPa with a sensitivity of 0.1%. The acquisition
frequency is 2kHz, and the sampling duration is 32s. We
opened the gate, and the debris quickly flowed out and
affected the model dam under the action of gravity. Sensors
installed on the dam can quickly collect the impact force of
debris flow on the dam. We obtained impact force data by
computer processing. Figure 3 shows the impact of debris
flow on the dam. The experimental process does have errors,
including electromagnetic interference and improper op-
eration. We completed three repetitions to obtain in-
termediate data to minimize these errors.

We collected experimental material samples from sites
located in Gan Gully, which is the Level 1 tributary canal of
the Yinchang Gully in the upper stream of the Qian River in
the Longmen mountain town of Pengzhou, Sichuan Prov-
ince. This location experienced an outbreak of large-scale
debris flow at the night of August 18, 2012. The specific
sampling sites were located on the eastside of the alluvial fan.
The maximum particle size of the experimental materials
was 20 mm. We took five random samples for grain-size
distribution analysis before conducting the experiments.
Figure 4 shows the grain-size distribution of the experi-
mental materials.

We mainly considered the effect of debris flow densities
and channel slopes on the impact force. Meanwhile, the mass
volume of debris flow was a major factor for designing
countermeasures against debris flows in the field. In addi-
tion, we explored whether the dam front angles affected the
impact force. Therefore, we designed three tests groups.
Group A mainly analyzed the influence of debris flow
density and channel slope on impact force. Group B mainly
analyzed the influence of dam front angles on the impact
force combined with Group A. Group C mainly analyzed the
influence of debris flow mass volume on the impact force
combined with Group A. After setting up the experimental
apparatus and preparing the experimental materials, we
carried out 33 group tests according to the experimental
scheme shown in Tables 2 and 3.
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FIGUure 1: Experimental apparatus. 1: hopper; 2: flume; 3: tasilings poll; 4: dam model; 5: camera; 6: gate; 7: acquisition instrument.
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FIGURE 2: Size of the surface of the dam, surface size of the sensor, and location of the sensor arrangement.

Figure 3: Continued.
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FIGURE 3: The phenomenon of the impact of debris flow on the dam. Time-series photos of (a) debris flow accelerating; (b) the front of the
debris flow touching the dam; (c)-(f) debris flow affecting the dam and the dam changing the debris flow pattern; (g) the impact mitigation;

(h) the swing back of silt.
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FIGURE 4: Particle gradation of the materials used in the experiment.

TaBLE 2: The experimental conditions for the 33 performed laboratory tests.

Various experimental conditions

;re(s);sp 1:321;1:;% Debris flow Debris flow Channel slope (*) Dam model
density (kN/m?) mass volume (L) P front angles (*)

A Case 1 to 25 13, 15, 17, 19, 21 60 7,10, 11, 13, 15 63

B Case 26 to 29 13, 17 60 9 77,90

C Case 30 to 33 17, 19 90, 120 13 63

3. Characteristics of Debris Flow Maximum
Impact Force

3.1. Maximum Impact Force Compared with Former Formula.
The impact force collected by sensors 1, 2, and 3 is obviously
greater than the other sensors. This is mainly because sensors

1, 2, and 3 are located in the bottom of the dam (as seen in
Figure 2), and these positions are directly affected by the
impact of debris flow. The first three sensors are arranged
within the depth of the mud, whereas the others are arranged
upon the mud depth (as seen in Figure 2). Through theoretical
analysis, we know that the greater the velocity in the range
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of the mud depth, the greater the impact force. Therefore,
the impact at the surface of debris flow is supposed to be
the maximum. Above this mud depth, the impact force is
caused by the debris flow superelevation, which is ob-
viously smaller than the force in the range of the mud
depth [10]. Meanwhile, data from sensor 2 is the largest
among the first three sensors, and we selected the data
from sensor 2 to analyze the maximum impact force. We
used a high-resolution camera to measure the average
velocity of debris flow and applied formulas 2, 4, and 6 in
Table 1. We compared the results with the data from
sensor 2 (as shown in Figure 5). The red lines in Figure 5
represent the linear fitting of the experimental values
and the calculated values of the impact force of debris
flow.

Figure 5 shows that the correlation coeflicient between
our experimental results and the calculation formulas of
Chen [11], Li [11] and Zhou [14], and Zeng [10] are 0.57,
0.56, and 0.79, respectively. The results of the calculation by
Li [11] and Zhou [14] are obviously larger than the ex-
perimental results. This difference is due to their correction
being based on the integration of actual measurement data
in the field, including the impact of large stones. The results
of Chen’s (1983) calculation are in the same range as the
experimental results, but the correlation coeflicient is poor.
The calculated results by Zeng [10] are best fitting the
experimental results, but Zeng still used average velocity. In
fact, the velocity distribution is not uniform, and the
maximum impact force should be related to surface ve-
locity, which is the maximum velocity. Therefore, this
paper tries to find the relationship between the surface
maximum velocity and the maximum impact force and
proposes a new method to calculate the impact force of the
maximum debris flow.

3.2. The Influence of Debris Flow Density on Impact Force.
We used the same dam model for the upstream slope that we
used to determine the maximum impact force. In this case, we
analyzed the various debris flow impact force with various
debris flow densities under the same scale of debris flow
(quality) and the same channel characteristics (flume slope).
The experimental results show that when the channel char-
acteristics (flume slope), the dam model upstream slope ratio
and the debris flow scale (quality), are the same, the value of
the debris impact force does not necessarily increase along
with the debris flow density. Figure 6 shows that when the
flume slope is 15°, the debris flow impact force decreases
gradually, with debris flow density changing from 13 kN/m’
to 17 kN/m>. Although the debris flow impact force increases
gradually, the debris flow density changes from 17 kN/m” to
21 kN/m”. The main cause for this phenomenon is that the
velocity of debris flow is obviously reduced as debris flow
density increases from 13 kN/m’ to 17 kN/m?®, which can be
observed in the experiment. When the density changes from
17 kN/m” to 21 kN/m”, the effect of density on impact force is
more significant than that of velocity, although it is still re-
ducing. As the flume slope is bigger, bending becomes more
obvious and looks like a “hook,” as shown in Figure 6.
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FiGure 6: The relationship between maximum impact force and
density.

3.3. The Influence of Flume Slope on Impact Force.
Similarly, we used the same method to analyze the influence
of the channel slope on impact force. We used the same dam
model for the upstream slope. In this case, we analyzed
various debris flow impact forces with various flume slopes
under the same scale of debris flow (mass volume) and the
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same property of debris flow (density). The experimental
results show that the steeper the flume slope, the bigger the
impact force. This is because the flume slope directly affects
the velocity of debris flow. Figure 7 shows the relationship
between the maximum impact force and the flume slope,
where y_ is the density of the debris flow. Corresponding to
the density for all five slopes, the greater the slope, the
greater the impact value. As density increases, this increasing
trend becomes more obvious.

3.4. The Influence of Dam Model Upstream Slope on Impact
Force. We used the same mass volume of debris flow (60 L)
and flume slope (13°) and selected the density of 13 kN/m?
and 17kN/m’ to analyze the relationship between the
maximum impact and the dam model upstream slopes,
which are 63°, 767, and 90°, respectively. Figure 8 shows the
experimental result. Our study indicates that the effect of the
dam model upstream slope on impact force is not obvious.
When the debris flow density was 13 kN/m?, the maximum
impact force was 8.2 kPa, 9kPa, and 8.7 kPa for the upstream
slope ratios of 63°, 767, and 90°, respectively. When the debris
flow density was 17 kN/m®, the maximum impact force was
5.4kPa, 5.3kPa, and 5.5kPa for the upstream slopes of 64°,
77°, and 90°, respectively. The change of the impact value is
within 10%. This phenomenon is mainly related to the in-
homogeneity of the material composition of the debris flow,
which results in a different impact direction of the internal
particles. These particles are randomly distributed, and
a relationship does not necessarily exist between debris flow
impact value and dam model upstream slope. Therefore, we
do not use the model dam upstream slope in the calculation
of the maximum impact force.

3.5. The Influence of Debris Mass Volume on the Impact Force.
We used the model dam upstream slope of 64", selected the
debris flow density as 17kN/m’ and 19kN/m”, and used the
flume slope of 15°. We changed only the debris flow mass
volume (60L, 90L, and 120 L) and analyzed the impact force.
Figure 9 shows the experimental result. Experimental data
shows that the impact force of debris flow has a linear positive
correlation with the mass volume of debris flow, and the greater
the mass volume, the greater the impact. As shown in Figure 9,
when the debris flow density was 17 kN/m?, the debris flow
impact force increased by 5kPa and 5.5 kPa, respectively, and
the debris flow mass volume increased from 60L to 90 L and
then to 120 L. When the debris flow density was 19 kN/m®, the
debris flow impact force increased by 2kPa and 4kPa, re-
spectively, and the debris flow mass volume increased from
60 L to 90 L and then to 120 L. The reason for this phenomenon
is that the flow mass volume would change the mud depth,
which is related to the velocity of the debris flow. Table 4
provides the measured results of the mud depth of the debris
flow varying with the mass volume.

3.6. The Influence of Debris Flow Velocity on the Impact Force.
Compared with the analysis of the influence of debris flow
density, flume slope, model dam upstream slope, and debris
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FIGURE 7: The relationship between the maximum impact force and
the flume slope.
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flow mass volume, we found that the effects of these factors
on impact force are all related to debris flow velocity.
Therefore, Zeng [10] used the Froude number to calculate
the impact, which had good compatibility with the exper-
imental data, and used mean velocity to calculate the Froude
number. The velocity of debris flow is unevenly distributed
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TaBLE 4: Mud depth varies with the mass volume.

Mud depth with
a density of

Mud depth with

Debris flow mass a density of

volume (L) 17 kN/m? (cm) 19kN/m’ (cm)
0 3.93 4.05
9 5.8 532
120 6.15 6.18

in the range of mud depth, and surface velocity is much
larger, which may introduce an error in the calculation.
Furthermore, we studied the relationship between impact
force and debris flow surface velocity using this experimental
method. Figure 10 shows the experimental results.

The experimental results show that the larger the debris
flow surface velocity, the larger the impact force. As density
increases, this trend becomes more obvious. As shown in
Figure 10, a bigger density corresponds to a larger debris flow
surface velocity and a greater increase in the impact force. This
finding is different from that given in Section 3.2; changing
the density not only changes the impact force but also changes
the debris flow surface velocity. Additionally, both the debris
flow surface velocity and density will affect the impact force.
Furthermore, we define the following three dimensionless
parameters in Equations (1)-(3) to show this trend of change:

p
W

w Vs

dimensionless debris flow impact #, =

Vs

NI (2)

debris flow Froude number F, =
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Ficure 10: The relationship between maximum impact force and
debris flow velocity.

dimensionless debris flow density y, = Ye (3)

w

Based on this dimensionless analysis, the relationship
between these 3 dimensionless parameters is defined in
Equation (4):

Mo = f(Fr’ Y0)~ (4)

Using this method, we established the empirical equa-
tion using nonlinear multiple regression analysis. We in-
dicated that the relationship among these three
dimensionless numbers depends on a series of experimental
data, as shown in Equation (5):

o = 0.18 - F?.0052y(1).8142' (5)

The correlation coefficient between the measured value
and predicted value is 0.87, and the maximum deviation is
+29%. Figure 11 shows the comparison between the
measured and predicted P/(p,v?) by Equation (5). The
fitting results show that using the debris flow surface
velocity for the dimensionless parameter analysis, the
positive proportional relationship between the impact and
the surface velocity squared is obvious and the scale co-
efficient is related to debris flow density. The new formula
fully embodies the characteristics of debris flow and is
directly related to the debris flow surface velocity, which is
the reference value of the maximum debris flow impact
force.
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computed with Equation (5).

4. The Lateral Distribution of Debris Flow
Impact and Surface Velocity

After the analysis of the calculation of the maximum impact
force of debris flow, we focus on the difference on the
collected data between sensor 2 and sensors 1 and 3,
namely, the lateral distribution of debris flow impact. We
set one end of the dam as the origin of the coordinate and
assume that the distribution of the impact force of the
debris flow is symmetrical in the center of the dam model.
Figure 12 shows the experimental results for debris flow
density of 13 kN/m. The horizontal ordinate is the ratio of
the distance between the measuring points to the sidewall
and the width of the whole dam. The longitudinal co-
ordinate is the relative impact value compared with the
maximum impact force. The experimental results show
that the force of debris flow on the dam is distributed
unevenly. Debris flow velocity is greater in the middle and
decreases gradually to the both sides. At the same time, the
velocity of debris flow at the sidewall is 0, and the impact
force of the debris flow at the sidewall is 0. For the
magnitude of the impact force values of different debris
flow positions, we fit the curve equation of the relative
impact force between the relative position and the relative
impact force and found that the logarithmic fitting curve
better reflected the experimental results. Therefore, we
propose a logarithmic model to calculate the lateral dis-
tribution of the impact force of the debris flow as follows:

kp =, In(a) + &y, (6)

where k;. is the dimensionless reduction coefficient, namely,
kg = P,/P,, and a is the dimensionless calculating distance
a = x/ (B/2).

Using the analysis in Equation (6), we find that it is an
increasing function, and the range of the independent
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Figure 12: The lateral distribution of debris flow impact.

variable is 0 to 0.5. This indicates the lateral impact force of
debris flow and the reduction characteristic of the middle to
the sidewall. The velocity quickly decreases to zero when
approaching the both sidewalls. The defect of this model is
that when calculating the location of the sidewall, the in-
dependent variable cannot reach 0 and only can obtain the
minimum value approaching 0. At the same time, when the
independent variable is 0.5, the calculation result may be
slightly larger than that of 1, but the error is quite small,
which can meet the needs of actual debris flow prevention
and control engineering.

Furthermore, we analyzed the coeflicients x, and x,,
which are the two essential parameters in Equation (6). We
established an empirical equation using nonlinear multiple
regression analysis and analyzed the relationship between x,,
k, and three dimensionless parameters (F,, y,, and s) on
a series of experimental data as shown in the following
equations:

K, = 0.041 - F;0.0144 . Y8.0746 . 570.0076’ (7)
K, = 0.9454 . F;O.OISZ . y8.0777 . 570.0067’ (8)

where s is a dimensionless parameter obtained by di-
viding mud depth H by unit length. The correlation
coefficient between the k; measured and ky predicted is
0.94, and the maximum deviation is +12%. Figure 13
shows the comparison between the measured and pre-
dicted k; by Equation (6). Our method provides a basis
for quantifying the lateral distribution of the impact
force.
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Ficure 13: Comparison between measured and predicted kg
computed with Equation (6).

We assumed that impact and surface velocity are pos-
itively correlated and that the scale coefficient is related to
the debris flow density from Equations (1) and (5). There-
fore, we used a reduction coefficient k, to show the de-
creasing trend of debris flow surface velocity and obtained
the distribution of debris flow surface velocity as Equation
(9) from Equations (6)-(8), as follows:

v
k, =Ky = v_x = /%, In(a) + x,. (9)

m

Note that we obtained the surface velocity distribution
derived from Equation (6) without considering the vari-
ation of mud depth. In Section 5, we will analyze the
distribution of debris flow velocity at any point in the
debris flow section.

5. The Calculation Method of the
Distribution of Debris Flow Impact on
a Section

In this paper, we used the Bingham model to calculate the
velocity of debris flow [22-26]. In the Bingham model, it is
understood that velocity is not evenly distributed vertically;
however, a uniform section of velocity is referred to as
“plug.” Plug is the scope of h in Figure 14. Below the plug,
the velocity of the debris flow decreases quickly and the
bottom velocity is zero. The shear force 7 in the Bingham
model is

d
T=1Tp+ —u, (10)
ﬂay

where 7 is the coefficient of the viscosity and 75 is Bingham
limit shear stress.
The shear force is

Shock and Vibration

FIGURE 14: The Bingham model.

T=y.(H-y)], (11)

where . is the bulk density, H is the mud depth, and ] is the
slope of the gully. By combining Equations (10) and (11), we
were able to obtain the velocity below the plug, based on
vertical integration, as follows:

us= zl 2y —yeJy = 273). (12)
n
The thickness of the plug is
T
hy =—2.
07T (13)

The velocity at the top of the “nonplug” is equal to the
velocity in the plug section, and the surface velocity is the
velocity in the plug section, as follows:

2 2
VS=M<1_ T8 ) (14)
2n Y HJ

Furthermore, we put forward a calculated method for
the debris flow impact distribution, which uses mass
conservation [20] and takes the difference of velocity in
the horizontal direction into account. A debris flow
section is shown in Figure 15. We set the lowest point as O
point and the horizontal line at O point as the baseline
and the elevation of O point is 0. Take the appropriate
number of points as P;, P,, ..., P, with transverse
coordinates of x;, x,, ..., x,, and the elevation values are
hy, hy, ..., h,. These n+ 1 known point (0, 0), (x,, hy),
(x5, hy), ..., (x,, h,) can fit polynomial h(x) or piece-
wise linear function h(x)', whose independent variable
span is x, <x < xy.

Furthermore, we established the following equation:

h(x) =H—%. (15)

Then, we are able to get two points (x,,h,—h') and
(x., hy—h') as shown in Figure 15.

We divide the section into n parts along the x direction.
When n tends to infinity, each part is nearly a rectangular
section whose elevation is /i (x), length is dx, and mud depth
is hy — h (x). For the position of the maximum mud depth, it is
generally the center of the debris flow section, and the lon-
gitudinal velocity distribution using the Bingham model is
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TaBLE 5: Analysis of the rheological properties of the debris flow.
Y
Density Coefficient of Bingham limit
75/(y)) dx (kN/m?) viscosity # (Pa-s) shear stress 7, (Pa)
B 050 0-0-0-0-0-0:84 19.00 0.49 2.10
H|h [ S 4 20.00 0.62 4.90
S :}::p 77777 . 21.00 1.00 15.00
7- Xy X, 2 0 X X4 x

FiGure 15: Cross section and coordinate representation of debris
flow.
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v, = (16)
2 2
Mz}(l_ TB), - o yeH,
21 22 vJ
By combing Equations (9) and (16), we are able to obtain
the velocity at any position on the debris flow section:

Vey = ky v, (17)

For a microunit of the section (x, <x<x_), the debris
flow discharge can be calculated as follows:

Sum these n microunits, and we obtain the whole section
discharge as follows:

j .,
Q=Y qj- [ aqx (19
j=1

Xa

The relationship between section discharge Q and
maximum mud depth H can be deduced by Equation (19),
Bingham limit shear stress 7y, debris bulk density y, and the
slope of the gully J; we measured the coeflicient of the
viscosity # by a field investigation and rheological experi-
ment of debris flow.

By combining Equations (16)-(19), we obtain the
velocity distribution on a section by the following
equation:

H
AQ = . 18
Q= |, vy (18)
o h) -
T 2y [H=h(x)]] =y [y —h(x)]] - 2713), beXch’ySho_ﬁ)
vix, y) = (20)
ylH-hP( Y T
k, 2 \1 Ve H-h(0) ) x, <x < x4, hy ] <y<h,.

We take the value of v(x, y) in Equation (5) to calculate
the impact force at any point on the section and obtain the
distribution of impact force by the following equation:

1.842
Fy=0.18- (y) CFR002 5 2 (21)
Y

We selected the data of the impact force of the de-
bris flow in the range of 19 kN/m’ and 21 kN/m® and the
flume slope of 7° to 13°. The debris flow in this range
was more consistent with the Bingham model [22-26].
Table 5 provides the results of the rheological properties
of the debris flow [27-28].

We used Equations (14)-(21) to calculate the impact
force of debris flow at three locations in Figure 2 (numbers 1,
2, and 3) and compared it with the actual measurement
results. Figure 16 shows the results of the comparison

between measured and predicted P, and its correlation
coefficient is 0.91.

6. Case Study

The considered debris flow gully is a valley with an altitude of
1820 m~3500 m and a basin area of 12.2km? Debris flows
have been produced many times, which seriously threatens
the local people’s lives and property. To reduce the debris
flow disaster, we proposed to build a debris dam in the
circulation area of the debris flow. We used the following
steps to design the spatial distribution of the debris flow
impact load at the proposed dam:

(1) By measuring a large-scale topographic map, we
determined that the debris flow gully had an average
longitudinal slope J of 0.09.
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FIGURE 16: Comparison between measured and predicted P.

(2) According to the actual sample measurements, we
determined that the bulk density of the debris flow y.
was 21 kN/m”>.

(3) Based on the rheological experiments on the debris
flow and considering the effect of large particles in
the field, we determined that the debris flow viscous
coeflicient # was 50 Pa. We also determined that the
debris flow yield stress 75 was 190 Pa.

(4) We selected the computed section, which is per-
pendicular to the movement direction and the
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ground. The design discharge of the debris flow Q
was 132 m’/s.

(5) We used a trial calculation method to determine
the maximum mud depth H: assume H =1m;
then, on the debris flow section (in Figure 17), we
set the lowest point as O point with the horizontal
line at O point as the baseline, and the elevation of
O point is 0. Take the appropriate number of
points as P,,P,,P;,and P, with transverse co-
ordinates of —8 m, —16 m, 8 m, and 16 m, and the
elevation values are 0.80 m, 0.40 m, 0.40 m, and
0.80 m.

We used the five points measured previously and fit the
piece-wise linear function h(x)=-0.05x, x<0 and
h(x) = 0.05x, x20, whose independent variable span is
-20m<x<20m.

The thickness of the plug h, is 0.1 m according to
Equation (13), and the corresponding x;, is =18 and x_ 18.

Use Equations (6)-(9) to determine the form of k, as
follows:

20 — |x|

k, = 0.042 ln( ) +0.978. (22)

Next calculate the section discharge Q' of 132m’/s by
Equations (16)-(19) and make the calculated Q" equal to the
design discharge Q. Then, determine the maximum mud
depth H=H'=1m.

(6) Taking the H obtained from step 5 into Equation
(20), we obtained the velocity at any point on the
section.

i —-h
k2D Gy 1R GOU -y ly -k GOV -2), xS x<xoy<hy— 2,
! v
V(X, y):«
.yc[H—h(x)]ZJ/ ~ s 2 o
, 2 \1 vy [H-h(x)]])" X, <x<xg, hy ) <y<hy,

2 x50

x [y —0.05]x|] x 0.09 -2 x 190),

=4

( 20 — |x| y—0.05|x]|
0.0421n 20 +0.978 | x =——— (2 x 21000 x [1 = 0.05|x]|] x 0.09 — 21000

x| <18, y < 0.9,

190

2 x50

20 —|x] 210001 - 0.05]x[]* x 0.09/
0.042In 20 +0.978 | x

2
1- Ix1<20,09<y<1,
\'  21000[1 - 0.05]x|] x 0.09

(0.0421n (20 —|x]) + 0.852) x (y — 0.05x|) x (34 — 0.945|x| — 18.9y), |x| <18,y <0.9,

(0.7941n (20 —|x|) + 16.103) x (0.9 — 0.05|x|)?,

|x] <20,0.9<y<1,
y
(23)
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F1GUre 17: Cross section of one debris flow.

(7) Taking v(x, y) obtained from step 6 into Equation
(5), we obtained the impact force at any point on the
section.

r w's

1.842
P=0.18- (V—> R0 2

Yw

=721 x v}

(24)

721 x [(0.0421n (20 —|x[) + 0.852) x (y —0.05|x]) x (34 — 0.945|x| - 18.9y)]2, [x] <18, y<0.9,

721 x [(0.794 In (20 —|x|) + 16.103) x (0.9 — 0.05|x|)2]2,

Figure 18 shows the calculated results of the distribution
of debris flow impact on a section.

7. Discussion

7.1. The Weakness of Our Proposed Method. Although we
carried out some experiments on impact force and drew some
conclusions, the proposed method still has some weakness.
First, there is an error in the measurement of the maximum
impact force of debris flow. Through theoretical analysis, we
can conclude that the maximum impact force of debris flow
should occur at the mud depth where the surface velocity is
the largest. Under different experimental combinations, the
mud depth of debris flow will change, whereas the position of
the sensors remains fixed. Therefore, it is difficult to ensure
that the center point of the sensor surface remains in the mud
depth position of the debris flow. Therefore, only the area near
the mud depth position and the measured impact value
deviate slightly. The result of the bottom sensor only can be
approximated to be the maximum impact force.

Second, the calculation method of the distribution of
debris flow impact on a section performs better for viscous
debris flow, which obeys the rheology of the Bingham model.
For other types of debris flow, a similar method can be used
to calculate the distribution of debris flow impact on
a section.

7.2. Future Plan to Improve the Current Study. In our future
study, we plan to use a flat panel collector to measure the

|x] <20,09<y<1,

impact force of debris flow. The advantage of the flat plate
collector is that it can collect the maximum impact force
within the section area even though the mud depth is
changed. The temporal and spatial distribution of the impact
process can be well reconstructed.

In addition, we plan to set up the sensors used in the field
to measure the impact force data and the distribution of the
debris flow under actual conditions and to compare these
findings with experimental results to optimize the calculation
method of the debris flow slurry impact and distribution.

8. Conclusion

We proposed a new method to calculate the maximum
slurry impact force and the distribution through a laboratory
flume experiment with various debris flow densities, mass
volume, flume slopes, and dam front angles. We summarize
the following conclusions from the results of the study:

(1) Our new calculation method for the maximum im-
pact force of debris flow considers the characteristics
of debris flows and gullies, which are directly related
to the debris flow instantaneous velocity and relative
bulk density, and provides the basis for the calculation
of the distribution of the impact force of debris flow.

(2) We consider the influence of debris flow channel
sidewall as well as internal interactions and deduce
the transverse distribution under the same mud
depth. We propose a new method to calculate the
reduction from the middle to the ends.
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Ficure 18: Calculated results of the distribution of debris flow impact on a section.

(3) We propose a calculation method for the distribu-
tion of the debris flow impact force on preventive
engineering considering the sidewall effect and
longitudinal mud depth and give an example to il-
lustrate this calculation.

(4) Our calculation method is based on the Bingham
model, which is appropriate for the calculation of
viscous debris flow but inadequate for other diluted
debris flow. Additional methods and calculations
will need to be developed to address this issue.

Our new calculation method is better to calculate the
impact and velocity distribution of viscous debris flow.
Moreover, our calculation method can be beneficial to
improve preventive engineering efforts, resulting in im-
proved safety and less loss of life and farmland.

Notations

P:  Debris flow impact force (kPa)
Impact force at x position (kPa)
: Impact force in the middle of the dam (kPa)
x:  The distance from one point to the near end (m)

ps:  Debris flow density (kg/m”)

p,: Water density (kg/m?)

y.: Gravity density of debris flow (kN/m?)
y.: Gravity density of water (kN/m”’)

H: Mud depth (m)

v:  The mean velocity of debris flow (m/s)
v The surface velocity of debris flow (m/s)
g: Acceleration of gravity (m/s®)

A: Shape correction coefficient (-)

B:  Impact angle (°)

A:  Cross-sectional area (m?)

k:  Empirical coefficient (-)

kp:  Reduction coefficient of impact force (-)
k,: Reduction coefficient of velocity (-)

F,: Froude number (-)

B: Dam width (m)

Tg:  Bingham limit shear stress

J:  Slope of the gully (-)

n:  Coeflicient of viscosity.

Data Availability

The acquisition of experimental data is obtained by the
physical model experiment conducted in a debris flow
simulation laboratory at the Institute of Mountain Hazards

and Environment, which is part of the Chinese Academy of
Sciences (CAS). The experimental results are repeatable.
Relevant scholars can use similar experimental models or
visit Institute of Mountain Hazards and Environment to
further verify the reliability of the experimental data.
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A dual-pendulum-rotor system widely appears in aero-power plant, mining screening machines, parallel robots, and the like of
the other rotation equipment. Unfortunately, the synchronous behavior related to the dual-pendulum-rotor system is less reported.
Based on the special backgrounds, a simplified mechanical model of the dual-pendulum-rotor system is proposed in the paper, and
the intrinsic mechanisms of synchronous phenomenon in the system are further revealed with employing the Poincaré method.
The research results show that the spring stiffness, the installation angular of the motor, and rotation direction of the rotors have a
large influence on the existence and stability of the synchronization state in the coupling system, and the mass ratios of the system
are irrelevant to the synchronous state of the system. It should be noted that to ensure the implementation of the synchronization
of the system, the values of the parameters of the system should be far away to the two “critical points”.

1. Introduction

“Synchronization phenomenon” widely exists in nature and
daily life. The so-called synchronization phenomenon refers
to self-adjusting different frequencies of oscillating objects to
a unified frequency relying on their internal weak couplings
[1, 2]. In recent years, the study of synchronization phe-
nomenon is involved in the fields of physics, chemistry, and
biology, such as the practical application on complex dynamic
network systems [3-5], nonlinear coupled chaotic systems [6,
7], coupled pendulum system [8-12], and rotor system [1, 13-
19]. Nevertheless, the latter two systems can be categorized as
synchronous problem of mechanics system in detail. In the
synchronous study of the pendulum system, antiphase self-
synchronization of clock pendulum is firstly discovered by
Huygens in 1665. In the modern computation and analysis,
the difference of spring stiffness influenced on the syn-
chronous state is concerned, and the synchronization in in-
phase and anti-phase state for Huygens model is analyzed.
Meanwhile, the derivatizations of Huygens model, including
two coupled double pendula, coupling pendula under elastic
forces, and pendula connected with linear springs, have

attracted many scholars’ attention. In the self-synchronous
study of the rotor system, I.I.Blekhman proposed Poincaré
method to explore the synchronous mechanism in multirotor
systems. Nowadays, the Poincaré method is still widely used
in modern engineering design. Based on the foundation of
L.LBlekhman’s method, many scientists proposed the other
approaches to study self-synchronization of the rotor system.
Wen Bangchun introduced an averaging method to calculate
the synchronization and stability between multiple coupled
rotors [13]. Zhao Chunyu [14, 15] gave a revised small
parameter method to describe the synchronous process of
rotor system, which greatly simplifies the solving process of
synchronization problem in rotor system. Sperling presented
a two-plane automatic balancing device for equilibration of
rigid-rotor unbalance, on which the synchronization of the
rigid rotors is determined with numerical method. Similarly,
Balthazar [16] examined self-synchronization of four non-
ideal exciters in nonlinear vibration system via numerical
simulations. Djanan. A. A. N [17] explored the system, three
motors working on the same plate; the synchronous state
depends on the physical characteristics of the motors and the
plate.
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FIGURE 1: The dual-pendulum-rotor system.

The objects of the above-mentioned researches are mainly
synchronization of the coupled pendula or the coupled
rotors; however, the synchronization of the pendulum-
rotor system is less concerned. The extensive application
of the pendulum-rotor system in aero-power plant, mining
screening machines, parallel robots, and the like of the
other rotation equipment is important for our industrial
production and daily life [20-22]. The aim of this paper is
to investigate a system composed of two unbalanced rotors
coupled with two pendula in a horizontal plane. But mass
of the motor and the rotor, which can be relatively heavy or
light, may affect the system motion. Therefore, the proposed
problem is different from the dynamics of classical pendulum
systems presented in papers [8-11] and classical rotor systems
presented in papers [12-20, 23-27]. We consider an ideal
source of energy supply to asynchronous motors, which drag
the unbalanced rotors. We also investigate selected aspects
of the synchronization phenomenon. There are different
synchronization states possible in mechanical systems. We
will search for a complete synchronization when the rotors
perform rotation with the difference direction or for the
synchronous state when the phase differences between the
rotors are stabilized.

2. Dynamic Model

A simplified dual-pendulum-rotor system is shown in Fig-
ure 1. This system consists of a rigid oscillating body of mass
my [Kg] elastically supported via alinear damping spring with
stiffness k, [N/m] and damping f,. [Ns/m]. Unbalanced rotor
i actuated by an asynchronous motor is modelled by a point
mass m; [Kg] (for i = 1,2) and attached at the end of a
massless rod of length r [m]; the rotation angle of the rotors
is defined by ¢; € S' (for i = 1,2) in [rad]. It should be
noted that all the motors are installed rigid vibrating body by
linear torsion springs with stiffness k,, [N/rad] and damping
f(p[N -m/(rad/s)]. Thus, small oscillating should exist in the
two motors when the motors are operated in steady state; the
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oscillating angle is denoted by @ € St (for j =3,4) in [rad].
Therefore, the oscillating characteristics of the motors are just
like a pendulum or pendula with length [ and lumped mass
(equal to the mass of the motors) m; [Kg] (for j = 3,4). The
angular installation of the motors is denoted by € S' in
[rad]; x represents oscillation of centroid of the system in x-
direction, respectively. o is the rotation direction of the rotors;
I [m] is distance between pivot of the motor and centroid O
of the system.

In rotating coordinate o' x”' y", the rotating centers of the
rotors @, ®! can be expressed as

o <orcos<p1—lcos((p3+[3’))
N rsing, +Isin (@, + ) )~

o (r cos ¢, +1 cos (¢, + [3))
S\ r sing, + 1 sin (¢, + ) '

@

And the rotating center of the motors ®) and ®) is
represented as

%~ Lanigon )

(o)

(0]
4 Isin (B + ¢,)

In fixed coordinate oxy, coordinates @, ®,, ®,, ®, can be
obtained by

O, =0+ @, (i=1,234) 3)

where @ is displacement vector of the vibrating base, ®, =
[x,0]".

According to kinetic theory, kinetic energy T of the dual-
pendulum-rotor system should be written as follows:

1 le LT, le. .
T= 5 Mo + Ezmiq)i D; + EZL’S";‘Z- (4)
i=1 i=1

J, and J, are the rotational inertia of the rotors, and symbols
(s) and (3) denote d(s)/dt and d*(e)/dt?, respectively.

In addition, potential energy V' of the dual-pendulum-
rotor system can be expressed by

V= %kxx2 + %kq)(pi + %kq)(pi (5)

Moreover, dissipated energy D of the system can be
obtained by

1.2 1. 5 1.5 1., 1.,
D= Efxx + 5f1‘P1 + Efz‘l’z + Efsq’s + §f4‘P4 (6)
According to the Lagrange equation

d <6T>_8(T—V) , D

dt\ og 9q 9q

dt = Qi’ (7)
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the dynamic equation of the dual-pendulum-rotor system
can be derived. In the system, coordinate matrix q =

[, 91, 95> @3, 941" is considered as the generalized coordinate
matrix; meanwhile, the generalized force matrix of the system
is assumed as

T
[QX Q‘Pl Q@z Q(Pa Q(P4] (8)
=[0 My —Ry My -R, 0 O]T

e.

Substituting (4), (5), (6), and (8) into (7) and, meanwhile,
considering m,, m, < m, 2220 my = M. As ], and ], are
sums of rotational inertia of motor’s rotor about spin axis and
that of eccentric lump, compared with m1,r* and m,r?, the
rotational inertia of motor’s rotor about spin axis is too small
to be neglected; i.e., J; = m,r%, J, = m,r®, and the dynamic
equation of the dual-pendulum-rotor system is written by

J1$1 = M, — R, + omyrsin g, X
—myrlg; cos (B +og,) (9a)
+ myrlg; sin (B + ag,)
J2§y + 12§y = Mgy = Ry + myr sin gy %
= myrl, cos (B - ¢,) (9b)
+ myrlgy sin (B - ¢,)
Mx+ fox +k.x
=omyr ((pl sing; + gof cos (pl)
+myr (‘Pz sin g, + ¢ cos 902) (90
—(m; +my)l1 ((}53 sin 8 + @2 cos [3)
+(my +my)l ((]54 sin B + ¢; cos B)
(mil? +msl®) @3+ fops + o3
= — (my + ms) I sin Bx (9d)
—-mlr [‘Pl cos (B +a¢;) - G‘Pf sin (8 + U‘Pl)]
(”"212 + ””‘412) Py foPu + oy
= (my + m,) Isin % (9e)

—mylr [‘Pz cos (B—@,) + ¢ sin (B - ‘Pz)]

the two rotor rotate in the same direction, (10)

the two rotor rotate in the opposite direction.

It can be seen that the terms of ¢ and ¢;, nonlinear
terms owing to the small periodic vibration in synchronous
state, are included in (9c). The terms related to ¢; and ¢?
can be rewritten as Poincaré style with small parameter p.
Meanwhile, damping coefficient of this system is very small,
and so the terms with damping coeflicient can be rearranged
as Poincaré style. In synchronous state, velocity of the motors
is fluctuated slightly and periodically; hence, the acceleration
of the rotors is also considered as a small term. Therefore,
introducing small parameter y, the Poincaré style of (9a),
(9b),(9¢), (9d), (9e) is given as follows [27]:

J1$1 = u®, (11a)
L,¢, = u®, (11b)
M5+ k. x = omr (gbl sing; + (p% cos (pl)
+ myr (gbz sin @, + ¢ cos (Pz) = (my, +my) ¢,
-sin B+ (my +m,) Ig, sin p— p [ £ "
+ (my +m;) l¢§ cos B — (m, +my) Z‘Pi Ccos /3]
(my P+ mP) ¢5 + ks
= —(m, + my) Isin fx — mlr, cos (B +og,)  (11d)
~ ] fos — omylrgi sin (B + o)
(mal® + my*) ¢, + k4
= (m, + my) Isin fx — m,lr, cos (¢, — B) (11e)

Il [f(p¢4 + mzl"‘i’g sin (¢, — ﬁ)]
where

u®, = M, — R, + omrsing, X

—myrlg, cos (B + ag,) (12a)
+myrlg? sin (B + o¢,)

u®, = M,, — R, + myrsinp,x
- myrlgp, cos (B - ¢,) (12b)

+ myrlgy sin (B - ¢,)
Based on Zhaos method [15], the electromagnetic torque

of the asynchronous motor is linearized at stable point ¢; = w,
when the two motors are synchronously operated; i.e.,

2 2
M. =n L;,:Uso
@7 P2 R

siomeNri

(ws - npwm) (i=1,2) (13)

where L,,; is coefficient of mutual asynchronous in the ith
motor; Lg; is the ith coefficient of stator inductance in the
ith motor; n,, is pole-pairs of the motors; w,,, is synchronous
velocity of the motors; R,; is rotor resistance in the ith motor;
Uy, is amplitude of stator voltage.



3. Approximate Solution

From formulas (9a) to (9e), it can be seen that the vibration
characteristics of the system are coupled related to DOFs
@1, 95> X, @3, and ¢,. Neglecting the terms of small parame-
ters, introduce the dimensionless parameter as follows:

= rl’

k (14)
¢
w, = \]_112 +myl2,

®, = \kg/my P + myl2,

fi (&) = 1,11 (on; cos @y + 1, cos ),
M

()= m sin (¢, +0),
ﬁm=é%amm—m

In addition, velocities ¢, and ¢, of the two motors
approached to a constant are represented by w,), in the steady
state; therefore, the accelerations of the two motors should be
equal to zero; i.e., ¢; = 0 and ¢, = 0. In this case, (11c) -(1le)
can be simplified as the dimensionless style:

X+ w;zcx = wfnlfl (t) = (11, + 713) 1l sin Bps

(15a)
+ (1 + 1) 1] sin By,
. 2 sinf )
(P3 + w(p(P?a = _Tx + wmfZ (t) > (ISb)
. ) sinf .,
Pat @ = — X+ W, f5(8). (15¢)

For simplifying the solution procedure, consider that the
natural frequencies of the torsion spring are quasi-identical;
thus, parameter @, should be replaced by w,,.

Applying Laplace transformation in (16a), (16b), (16¢), the
coupling terms can be decoupled. Therefore, we have

X+ wiX = wfanl (s) = (7 + 13) 115" sin s

(16a)
+ (M + 11a) 7uls” sin By
2 .
sy + wi¢3 =2 SmﬁX + W, F, (s) (16b)
s*sin 8
Sy + Wby = X+ W’ F; (s) (16¢)
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From formulas (16a)-(16¢), the approximate solutions of

the system in complex domain can be given by

Wl
X =
G, (s)
(12 +14) ‘Ufn”mls2 sin B
G (s)

(1, + 115) @pTwls” sin B
G, (s)

Fy (s) - F, (s)

(17a)

F; (s)

B s* sin fa?, E
¢; = - G, (s) 1 (s)

“’fn ‘Ufn (m +15) Tm5451n2/3

G, (s) G, ()G, (5)

F,(s) (17b)

wfn (1 + 1) rms4sin2ﬁF
G, (s) G, (s) ’

(s)

B w?,s”sin B

¢y = G, (s) Fy (s)

_ @ (11 + 13) 1,55’ B

RETACIIAR 7

wfn “’fn (1 + 1) rm545m2/3

G, (s) G ()G, (5)

F; (s)

where G,(s) =
NS sin® B, Gy(s) = s* + wi.

Then, the numerators and denominators of (17a), (17b),
(17¢) in the right are divided by divisor w,*w,?*; moreover,
introduce frequency ratios

(s> + wfc)(s2 + w;) -+ + 1 +

¢

(18)

into (17a)-(17¢). In this case, the coeflicients of spring stiffness
k, and k,, are converted into the frequency ratios n, and n,,
in light of (14), respectively.

Finally, through applying the inverse Laplace transforma-
tion to (18), the approximate solutions of the system in time
domain can be obtained by

x = pplfy (6) + pyy (11 +113) I f (8)

(19a)
+ g3 (11, +11g) I f5 (),
@3 = oy f1 (8) + oy (111 +113) T S (£)
(19b)
+ s (11 +110) T f3 (8),
Py = pa1 f1 (1) + ps, (’71 + ’13) s (£)
(19¢)

+ 3 (11 + 110) T f3 (B),
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where
2 2
" = n, (1 - n(P)
n=—_
g
nin; sin 8
Ui = Ho1 = g >
niné sin 3
Wiz = U3 = — g >
nin;sin2 n; (20)
Hao = U3z >
(1-m2)g  (1=m2)(n +n5) 7,
ninésin B
Haz = U3
(1-7) g

=y + 3+ 17, +11y) rmnin;sinzfj’

In light of functions f,(¢),f,(t), and f;(t) in (14), the
approximate solutions of the system can be rearranged as the
following:

X = Ol 1171y, COS Py + Uy 1,11, COS Py

+ M 7T, sin (@) + o) (21a)

+ 3ot sin (@, — ) »

@3 = Oy ]y 1] COS Py + oy a1y T) COS @y
+ oy 117 S0 (@ + 0P) (21b)
+ st sin (9 = B),

@4 = pa1 Tt (01, COS @) + 175 COS @)
+ i1y, sin (@ + 0P) (21¢)

+ a3t Ty, SIN (9 — ).

4. Synchronization

Based on the approximate solutions above, the synchroniza-
tion and stability of the system can be determined with
Poincaré method [20, 25-27]. In addition, the phase angle of
the rotors can be assumed by
¢ = w,t+a
(22)
P, =w,t+a,
Substituting (22) into (21a), (21b), (21c), the approximate
solutions of the system can be written by
X = py,77,, [0 cos (w,,t + ;) + 17, cos (w,,t + )]
+ Yttty sin (w,,t + o) + o) (23a)

+ U377, i (@t + ay = ),

5
P3
= o1 Tty [0y cOs (w,,t + &) + 17, cos (w,,t + a,)]
(23b)
+ Uy 1Tty Sin (w,,f + oy + )
+ U3ty SN (Wt + 0 = B)
2
= 31771 [0 €OS (Wt + 04)) + 17, COS (@t + ;)]
(23¢)

+ sy 117y Si0 (@,,t + ) + )

+ sy Tyt SIN (@t + 0y — B).

As the values of the phase difference of the rotors may be
different when the asynchronous motors are operated in the
steady state, the phase difference between the rotors is noted

by
a=o - (24)
The second derivatives of x,¢;, and ¢, with respect to
time ¢ can be obtained. Substituting %, ¢, and ¢, into (12a)

and (12b), and then integrating and averaging these equations
related to t over period T, respectively, we can obtain

T
1 — = 1
P = fj.“q)ldt:Mel R, 3
’ (25)
) 5 { —opy; sina + oy, cos (a + B) }
MW T,
itz " g cos (o + o) — pyzsin o + (o + 1) f]
T
1 — - 1
P, = fjﬂq)zdt:Mez —Ry + 3
’ (26)

5 2 —opy, sina + opy,cos (o + B)
IR T {+(421505 (o +0f) — physsin [a + (0 + 1) ﬂ]}
P, and P, represent the averaging residual torque of the first
and second motor in single period T, respectively. As we all
know, when the motors are operated in synchronous state, y is
a small parameter approached to zero. Therefore, the residual
torque in the motors is approximated to zero; i.e.,

P =P, =0 (27)
Substituting (27) into (25) and (26), the balanced torques of
the motor are written by

= = 1 2 2 .
M, -R, = 5711’72”’”’ Wl {‘7.“11 sin o

— oy, cos (a + B) — py; cos (a + o) (282)
+ pys sin [a + (0 + 1) B}
M,, - R, = %nlnzmrzwfnrm {~ou,, sina
(28b)

+ oy, cos (a + B) + py, cos (a + )

— s sin [a + (0 + 1) B}



M,;,R,; (i = 1,2) represent average electromagnetic and
friction torque in the motors over period T, respectively.
When the two rotors are operated synchronously, the vibrat-
ing system transmits electromagnetic torque between the two

2 2
AM = Mel - Rel - (MeZ - ReZ) = Mfmr w1y, {

As the parameter of the two asynchronous motors is identical,
the differences of output torque should be zero. Therefore,
to implement synchronous operation, the values of the
parameters in the system must satisfy the following equation:

— oy, sina + oy, cos (o + fB) + py; cos (o + o)
(30)
—y23sin[¢x+(0+1),8] =0

which is called balance equation of synchronous state. Obvi-
ously, the phase difference is influenced by the rotation
direction of the motors, the coupling coefficients between
rotor and pendula, and the installation location of the motors.
According to (30), we can determine phase difference « with
numerical computations. With trigonometric function, the
equation above can be expanded as

cotox

_ Otk + 0, sin B + oy sin B+ pys cos [(0 + 1) f] (31)

Oy €08 P + phyy €08 B = phyy sin [(0 + 1) B

If some solutions of phase difference « exist in (31), the
denominator of this equality in the right should be nonzero.
Define the denominator of this equality with a symbol D; i.e.,

D = oy, cos B+ py €os B — py sin [(o + 1) B] (32)

It can be known that denominator D is a function related
to variables o,py,, 45,453, and f3, but parameter o indicates
the rotation directions of the motors independent of nonzero
solution of denominator D. Therefore, we will discuss zero
solution of parameter D related to installation angle and
coupling coefficients. There are two cases causing the zero
solution of denominator D.

(1) Parameter 3 represents installation angle of the
motors. Thus, parameter 3 with a particular value leads to D
being zero. The first critical point” is

B=kn-n (k=1,2,3..). (33)
When the installation angles of the motors are approximated
or equal to this point, the absent-synchronization of the
system will be implemented. In this situation, the vibrating
characteristics of the oscillating body are unascertainable.

(2) According to (20), coupling coeflicients y,,, ¢, and
ty3 are fractions; thus parameters n, and n,, with particular
values lead to D being zero. The second “critical point” is

n,=1orn, =1 (34)
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motors to overcome the differences of output torque for the
two rotors by adjusting the phase difference between two
rotors. The differences of output torque AM between the
motors can be expressed as

oy, sina — oy, cos (o + ) — pyy cos (o + Gﬁ)} 29)

oy, cos (o + fB) + pyy cos (o + of)

The second ’critical point” means that the excitation
frequency of the motors is identical to the natural frequency
of the springs. In this case, strong resonance exists in such
value of the frequency ratios. However, frequency ratios n,
and n,, are the function related to stiffness coefficients k,, and
k, of the springs, which indicates that stiffness coefficients are
the key parameters to determine phase difference a.

Clearly, to ensure the synchronization and stability of the
system, the value of frequency ratios n, and n, should be
far away from 1. In light of different value of n, and n,, the
coupling type of the system can be defined as follows:

Type 1. system of before-resonance coupled before-
resonance (0.1 < n, < 1land0.1 < n, < 1).

Type 2: system of after-resonance coupled before-
resonance (0.1 < n, < land 1.0 <n, < 7,0r1.0 <n, <7
and 0.1 < 1y < 1).

Type 3: system of after-resonance coupled after-resonance
(1.0< n, < 7and 1.0 < n, < 7).

Eliminating the two kinds of “critical point”, the phase
difference between the two rotors can be calculated:

¢

[04

Oy, + Oy, Sin B+ Opiy, sin B+ piys cos (o + 1) B] - (35)
Oy €08 P+ iy €os B = iy sin [(0 + 1) B

= arccot

Obviously, the value of the phase difference is related to
the coupling coeflicients (g, t15> Ho1> and p,3) and the
installation angle. Coupling coefficients represent the mutual
coupling ability among the oscillating body, rotors, and
pendula through the springs. The larger the coupling coef-
ficients are, the stronger the coupling ability of the system
is. Obviously, coupling coeflicients y,,, t,;, and p,; contain
sin f3; thus the absence of the coupling ability appears when
B = 0. In this situation, the rotors cannot implement
synchronous operation. It should be noted that coupling
coeflicients are the functions of parameters n,, n,, f, and
7, and these parameters may influence the value of phase
difference a.

5. Synchronous Stability

From (35), some values of phase difference can be obtained;
however, the stability of these values should be determined
as I.I.Blekhman’s method [1, 2]. If a certain constant « = «*
satisfies equation

(P - Py)

= (36)

~-x=0,
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TABLE 1: Parameter values.

(a) Parameter values for system equation (6)

Unbalanced rotor fori = 1,2 Vibroplatform Pendulum rod Asynchronous motor
m; = 2 [kg] myqy = 100 [kg] 1=0.3[m] my = my = 14 [kg]
7 = 0.05[m] k, = 246490000 — 50307 [N/m] k, = 4980 — 24402510 [Nm/rad] L,,; =0.13[H]
w,, = 152 — 157 [rad/s] f = 1064[Ns/m] fqJ =15 [Nm/(rad/s)] L, =0.1[H]

- - B =0-5m/12[rad] n, =2

- - - R,; = 0.54[Q]

: - ; Uy, =220 [V]

(b) Parameter values according to dimensionless equations (11a), (11b), (11c), (11d), (11e)

m =021
1, =1
M3 =My =12
o=-1,1
r,, = 0.02
n,=01~7
n,=01~7

phase difference a* is stable under the condition that the
value of y is negative.
Thus, the residual torque difference can be obtained by

Py~ P, = (ud,) =M, —R, - (MeZ _ReZ)

—oy, sina + oy, cos (a + f)

(37)
}

2 2
+mmriwlr,
M. mim {ﬂ‘u cos (o + 0f) — pyy sin [a + (o + 1) f]

As M, R,; (i = 1,2) are irrelevant to phase difference
«, in light of (33), the criterion of synchronous stability is
expressed

_ 0 (Pl — Pz)
x oo
—0piy; cOS & — oy, sin (a + B)

—ppy sin (o + 0f) — pys cos [ + (0 + 1) ]

= Wl’?zmrzwrzn”m { } (38)

< 0.

Rearranging the equation above, the criterion of syn-
chronous stability is simplified by

Oty COS & + Oy, sin (& + f) + pyy sin (a + o)
(39)
+ Uy cos[a+(c+1)p] >0

The formula above shows that synchronous stability of the
system is also determined by rotation direction of the rotors,
coupling coefficients, and installation location of the motors.
Only should parameters of the system satisfy the balance
equation (30) and the synchronous stability criterion (39), the
synchronous operation of the rotors can be implemented. In
this case, the phase difference between the rotors is called the
stable phase difference.

6. Numerical Analysis

The above-mentioned sections have given some theoretical
discussions in the simplified form on synchronization prob-
lem for the vibration system that the unbalanced rotors are
coupled with pendulum. In this section, we will employ some
numerical analysis to discuss the stable phase difference,
which can be calculated according to (30) and (39). The
phase difference is determined by rotation direction of the
rotors, coupling coefficients, and installation location of the
motors. However, the coupling coefficients are the function of
frequency ratios (n,n,), mass ratios (r,,, #7;), and motor instal-
lation angle (). Therefore, it can be included that the stable
phase difference may be influenced by the parameters above.
The parameter values corresponding to general engineering
application are as given in Table 1.

6.1. The Rotors Operated in Opposite Direction. The stable
phase difference is determined by considering the different
values of parameters §, #; (i = 1,2), n,, and n,. Moreover, in
light of (35) and (39), the rotation direction of the two rotors
is opposite, and the stable phase difference between the two
rotors is shown in Figure 2. According to (20) and (30), we
have (—p;, +4,3) sin @ = 0 when o = —1, and the synchronous
balance condition as in (17a), (17b), (17¢) is simply expressed
as sina = 0. Similarly, the synchronous stability criterion
can be rewritten by (—p;; + py3) sina > 0. It then follows
that the value of the phase difference is stabilized at 0 [rad]
in the blue area, which describes that the synphase motion
is stable and the antiphase motion is unstable ([1] describes
that the motion, as the existence of « € (-m/2, 7/2), is called
synphase synchronization; and the motion, as the existence
of @ € (1/2,3m/2), is called antiphase synchronization). On
the contrary, the brown area represents that the synphase syn-
chronization is unstable and the antiphase synchronization
is stable. Firstly, installation angle 5 and mass ratio r,, are
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FIGURE 2: Stable phase difference when o = —1.

fixed at 77/3 and 0.02, respectively, and the mass ratios (#;,#,)
are equal to 1.0. In such values of the parameters, the stable
phase difference is shown in Figure 2(a). It is indicated that
the stable phase difference is related to frequency ratios n,
and n,; in other words, the phase difference is dependent
on the stiffness of the torque spring in the pendulum and
the pressure spring in the vibrating body. Secondly, mass
ratio r,, is fixed at 0.02, and the frequency ratios n, and n,

are considered identical. Figure 2(b) describes that the stable
phase difference is changed with the installation angle S. It
can be seen that the synchronous state of the system is locked
in the synphase synchronization when », and n, > 1.5, and
the variation of installation angle 8 has little influence on
the stable phase difference. However, the synchronous state
is changed in region of n, and n, < 1.5. Finally, the effect
of mass ratios r,,, #;, and #, on the phase difference needs

to be discussed. Thus, the parameter values in Figure 2(c)
are identical to Figure 2(a) except for r,,. And the parameter
values in Figure 2(d) are identical to Figure 2(b) except for #; .
Comparing Figures 2(c) and 2(d) with Figures 2(a) and 2(b),
respectively, it can be found that the values of the stable phase
difference are independent of the mass ratios. Therefore, the
mass variations of rotors and vibration body would not affect
the synchronous motion when the two rotors operate in the
opposite direction.

6.2. The Rotors Operated in the Same Direction. In the
following calculations, the two rotors rotating in the same
direction are considered according to (35) and (39). Firstly,
the parameter values in Figure 3(a) are the same as Figure 2(a)
except for rotation direction o. From Figure 3(a), it follows
that two rotors may synchronize either synphase or antiphase,
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Stable phase difference

(d) m =02, =1, n3 =14 =12, 1, =0.02, n, ~n,

FIGURE 3: Stable phase difference when o = 1.

also depending on the values of 7, and n,. The obtained
results reveal that, in the interval of 0.1 < n, < 1and 0.1 <
n, < 1, synphase synchronization is implemented between
the rotors; in the interval of 0.1 < n, < land 1 < n, <
7, antiphase synchronization is implemented between the
rotors; in theintervalof 1 < n, <7,0.1 <n, <land1 <n, <
7,1 < n, < 7, both antiphase and synphase synchronization
collectively remained; in the interval of 1 < n, < 7 and
for 1 < n, < 7, the two rotors will be synchronously
operated in synphase state. Figure 3(b) shows the variation
of the stable phase difference with the installation angle. It is
indicated that the synchronous state of the system is obviously
influenced by . Finally, the effect of mass ratios r,,, #;, and
1, on the phase difference is discussed. Thus, the parameters
in Figure 3(c) are identical with Figure 3(a) except for r,,,, and
the parameters in Figure 3(d) are identical with Figure 3(b)

except for #,. Comparing Figures 3(c) and 3(d) with Figures
3(a) and 3(b), respectively, it can be found that the stable
phase difference is also independent of the mass ratios. In
other words, synchronous state is less influenced by mass of
the rotors when the two rotors operate in the same direction.

7. Sample Verifications

71 Foro =-1,n, =6,n, =61 =1, =Ln =n =12
7,, = 0.02, and § = /3. This subsection refers to the case
that the system of after-resonance is coupled with the after-
resonance; i.e, n, = 6,n, = 6. The mass of the two rotors
operated in opposite direction is identical; ie., 7, = 1, = 1.
In the simulation model, the coefficients of the spring stiffness
are k, = 65969[N/m] and kq) = 1053[N-m/rad], and the
other parameter is identical with Table 1(a). The numerical
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FIGURE 4: The dynamic characteristics when the rotors rotate in the opposite direction.

results of this sample can be calculated through (9a), (9b),
(9¢), (9d), (9¢). When the two motors are supplied by the
electric source at the same time, the velocities of the two
rotors are compatible (in Figure 4(a)). When the angular
velocities of the motors reach the nominal velocity, then
the motors oscillate steadily with the identical responses.
At this moment, the coupling torques (in Figure 4(c)),
making the phase difference « stabilized nearby 0 [rad],
are fluctuated. In this case, the two motors rotate stably in
synphase synchronization. From Figure 4(c), it follows the
displacements of the vibration body and the two motors. It is
clear that when the rotation velocity of the two rotors passes
through the resonant region of the coupling system, the

resonant responses of the system in the ¢;- and ¢,-directions
appear in the starting process. In the synchronous state,
the displacements of the vibrating body and the motors are
stable, and the amplitudes of them are 0[m], 0.01[rad], and
0.01[rad], respectively. Comparing simulation results with
Figures 2(a) and 2(b), the stable phase difference obtained
by the computer simulation is consistent with the theoretical
computation (i.e., the stable phase difference in Figures 3(a)
and 3(b) is equal to 0 [rad]; here, the stable phase difference
is fluctuated near 0 [rad]).

72.Foro=1n,=6n,=03n =mn=Ln=n=12,r1, =
0.04, and B = /3. Simulation results obtained by (9a), (9b),
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FIGURE 5: The dynamic characteristics when the rotors rotate in the same direction.

(9¢), (9d), (9e) are shown in Figure 5 wheno = 1,n, =
6,n, =03, n =mn =1n =n =12,r, = 0.04, and
B = m/3. Here, the coeflicients of spring stiffness are k, =
65969[N/m] and k(p = 976100[N - m/rad], and the rotors are
operated in the same direction. The coupling type of the sys-
tem belongs to type 2. When the two motors are supplied by
the electric source at the same time, the angular accelerations
of the two rotors are compatible (in Figure 5(a)). The reason
is that the inertia moments of the rotors are identical and
the spring stiffness is extremely stronger. During the staring
process of the system, the velocity difference exists between
the two rotors, which leads to the phase difference instability,
shown as in Figure 5(b). However, when the angular velocities
of the motors reach the rated speed and the motor oscillate
steadily, the synchronization phenomenon occurs. It should

be noted that the velocity fluctuation of the motors is smaller
than that of Section 7.1, because the vibration of the motors
is feebler. At this moment, the average coupling torques (in
Figure 5(c)), making the phase difference « stabilized at -
0.8984 [rad], are approximated to 4.08[N - m]. In this case,
the two motors rotate stably in the synphase synchronization,
and the synchronous velocity is 157 [rad/s]. From Figure 5(d)
it follows the displacements of the vibrating body and the
two motors. It can be seen that the displacement responses
of the vibrating body and the two motors are stable, and the
amplitudes of them are 1.5 x 107 [m], 4.1 x 107* [rad] and
7.3 x 107* [rad], respectively. Comparing simulation results
with Figure 3(b), it should be noted that the value of the stable
phase difference is in agreement with the results obtained
for the case of the theoretical solutions (i.e., the stable phase
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difference of such parameters in Figure 3(a) is equal to -1.08
[rad]; here, the stable phase difference is equal to -0.8984
[rad]).

8. Conclusions

In this paper, the dual-pendulum-rotor system is concerned.
The research results show that the spring stiffness, the
installation angular of the motor, and rotation direction of
the rotors have a large influence on the existence and stability
of the synchronization state in the coupling system, and the
mass ratios of the system are irrelevant to the synchronous
state of the system. It should be noted that to ensure the
implementation of the synchronization of the system, the
values of the parameters of the system should be far away
to the two ’critical points” To verify the correctness of
the theoretical computations, some example simulations are
preformed, and the results of theoretical computation are in
accordance with that of example simulations.

The dual-pendulum-rotor system widely appears in aero-
power plant, mining screening machines, parallel robots,
and the like of the other rotation equipment. However,
the dynamic characteristics and performance accuracy of
the dual-pendulum-rotor system are mainly influenced by
synchronous behavior between the rotors. In the early stage,
for the developing and understanding the internal charac-
teristics of the system, we only consider the vibrating body
under the assumption of horizontal displacement. What is
synchronization state of the system that the vibrating body
simultaneously vibrates in the pitch and vertical directions?
We believe that finding the answer to this question is the next
step in challenging task of getting a complete understanding
of synchronization in such system.
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As the uncertainty is widely existent in the engineering structure, it is necessary to study the finite element (FE) modeling and
updating in consideration of the uncertainty. A FE model updating approach in structural dynamics with interval uncertain
parameters is proposed in this work. Firstly, the mathematical relationship between the updating parameters and the output
interesting qualities is created based on the copula approach and the vast samples of inputs and outputs are obtained by the Monte
Carlo (MC) sampling technology according to the copula model. Secondly, the samples of updating parameters are rechosen by
combining the copula model and the experiment intervals of the interesting qualities. Next, 95% confidence intervals of updating
parameters are calculated by the nonparameter kernel density estimation (KDE) approach, which is regarded as the intervals of
updating parameters. Lastly, the proposed approach is validated in a two degree-of-freedom mass-spring system, simple plates, and
the transport mirror system. The updating results evidently demonstrate the feasibility and reliability of this approach.

1. Introduction

Finite element (FE) models that numerically solve various
engineering problems can aid virtual prototyping, reduce
product development cycle, and cut down the cost of per-
forming the physical tests. However, the reliability of the sim-
ulation results by finite element modeling is not always guar-
anteed since FE models are the approximations of real world
phenomena based on various assumptions. These assump-
tions may detract from the quality and accuracy of simulation
results. In order to improve the accuracy of FE simulating
to serve the structural design better, the FE model updating
techniques are needed to develop. In the past few decades,
various kinds of FE model updating approaches have been
widely investigated based on the actually observed behaviors
of the system. Additionally, experimental modal and vibra-
tion data are often used in FE model updating in the field
of structural dynamics [1-6].

In most model updating approaches, the simulations are
usually deterministic where each of the updating parameters
is considered to have one “true” value and the purpose of the
updating procedure is to provide a deterministic estimation.

In reality, there are always uncertainties in nominally identi-
cal structures, such as the structural parameter uncertainty
(physical material properties, geometric parameters), the
assembly joints uncertainty, and the experiment uncertainty
(measurement noise, modal identification techniques, etc.).
As a result, the FE model updating approaches with uncer-
tainty have received great attentions recently. Studies have
shown that the simulation results are more reliable when the
uncertainties are taken into account [7], suggesting that it is
necessary to consider the uncertainties during modeling and
simulating [8].

In FE model updating approaches with uncertainty,
the updated parameters are no longer deterministic and
are described as random variables. Usually, the FE model
updating approaches with uncertainty can be classified into
two major categories: probabilistic and nonprobabilistic
approaches. In the earlier works, a probabilistic approach
proposed incorporated the measurement noise into model
updating [9]. Subsequently, Bayesian statistical frameworks
were adopted to estimate the posterior probabilities of
uncertain parameters [10-12]. However, high computational
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costs due to a large amount of samples required for a
satisfactory estimation greatly restrain the applications of
Bayesian updating approaches. As a result, surrogate models
such as the Gaussian process model with the perturbation
approaches and sensitivity analysis approaches have been
employed in stochastic model updating to improve the
efficiency [13-16]. Though, the surrogate model approaches
own the superiority of computational efficiency over Monte
Carlo (MC) based methods. Nevertheless, the prerequisite of
small uncertainties, together with the Gaussian distribution
assumption, also limits the applications to complex problems.
Moreover, perturbation based predictions are sensitive to the
initial estimates of parameters. Recently, an approach with
the response surface models and MC simulation has been
developed, which decomposed a stochastic updating process
into a series of deterministic ones [17]. On the other hand, the
accuracy of the probabilistic approaches depends on the esti-
mation of the probability distribution characteristics of the
structural parameters and the responses. The establishment
of an accurate probability distribution function (PDF) needs
lots of experiment data in the probabilistic approaches, which
greatly limits its application in engineering.

In nonprobabilistic approaches, the interval approach has
been intensively investigated. By comparison, the experiment
samples are not strictly needed in the FE model updating
with interval analysis as was proposed. In the field of
interval model updating (IMU), the inclusion theorem was
employed to establish an interval inverse problem. And the
convergence was achieved when measured responses fall
into numerically predicted intervals [18-22]. Considering
the easy implementation, IMU problems are usually solved
within a deterministic framework where the upper and lower
bounds of parameters are sought separately. For example,
an IMU problem was decomposed into two deterministic
constrained optimization processes where the midpoints
and interval radii of parameters were separately estimated
[19]. Alternatively, the vertex solution theorem is effective
and cost-efficient for IMU due to its easy implementation
[20], particularly in the solution of Eigen value problems
[21]. But the vertex solution was valid only for particular
parameterization of an FE model without the involvement
of eigenvectors, which highly limits its further applications.
Due to this drawback, global optimization algorithms were
taken into account for more general solutions. Surrogate
models such as the Kriging predictor and interval response
surface were used to improve the efficiency of gradient
computation and facilitate the convergence [23, 24]. So far
most of IMU problems are solved within a deterministic
framework since direct interval arithmetic operations are
difficult to implement during inverse solutions. Therefore the
upper and lower bounds of parameters should be sought
separately through a deterministic inverse procedure. Addi-
tionally, global optimization of interval variables is difficult
to realize due to the fact that the interval arithmetic is quite
different with the traditional mathematical arithmetic.

Though several probabilistic and interval model updating
approaches have been developed in the past years, most of
them are still complicated for implementation. Additionally,
these approaches with uncertainty suffer from the challenges
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such as ill-condition, nonuniqueness and local optimal solu-
tion, etc. To overcome such inconvenience, an IMU approach
is developed in this work based on the copula model and
MC sampling. In the proposed approach, the copula model
between the updating parameters and the interesting qualities
is constructed firstly. Then a large amount of samples is
obtained according to the copula model, and the samples
are rechosen based on experiment intervals of interesting
qualities. Lastly, the updating intervals of parameters are
obtained by estimating on the rechosen samples with kernel
density estimation (KDE). The remainder of the paper is
organized as follows. In Section 2, the copula-based FE model
updating approach and procedure with interval uncertainty
are presented. In Section 3, three examples are provided
to validate the accuracy and reliability of the proposed
approach. Conclusions are presented in Section 4.

2. Identification of Interval Parameters

The FE model updating problems are classic inverse prob-
lems in structural mechanics where the standard “forward”
relationship between input and output variables of a model is
inverted. The key in solving a FE model updating problem
is to construct the mathematical relationship between the
updating parameters and the output interesting qualities. The
copula function is one of the most effective mathematical
tools to determine this relationship, which expediently char-
acterizes the correlation between the marginal functions of
multivariables and the joint distribution function.

2.1. Brief Introduction of the Copula Function. A copula
function is a general function in statistics to formulate a
multivariate distribution with various statistical dependence
patterns, which was presented by Sklar in 1959 [25]. Formally,
a copula is a joint distribution function of standard uniform
random variables. According to the Sklar’s theorem, there
exists a two-dimensional copula C such that variables x; and
X, in a real random space.

F(x1,%,) = C(F, (1), F, (x;)) 1

where F(x;,x,) is a two-dimensional distribution
function with marginal functions F,(x;) and F,(x,) and
C(F,(x;), F,(x,)) is the copula cumulative distribution
function (CDF).

Equation (1) can be spread for m-dimensional variables
easily, that is,

%) = C(F (1), By (x5)5 -, Fyy (%) (2)

Consequently, the m-dimensional PDF is as follows:
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where c(F,(x,), F,(x,),...,F,(x,,)) is the copula PDF,
f(x1,x5,...,x,,) is the united PDF for m-dimensional ran-
dom variables, and f;(x;) is the PDF of the ith random
variable.

At present, the general copula function types include
the Gaussian copula function, t-copula function, and
Archimedean copula function [26, 27]. Among them, the
Gaussian copula is widely utilized because most of the
parameters in the engineering satisfy the normal distribution.
In the study, the Gaussian copula is adopted for the FE model.
Specifically, the Gaussian copula function is constructed
by multidimensional Gaussian distribution and the linear
correlation parameters, and its distribution function is
as follows:

 Upss P)

=0, (@7 (), 07 (1), @7 (1)

Caa (U, 14y, ...

(4)

where Q, is the distribution function of the standard
normal function for d-dimensional with the correlation
matrix p, @' is the inverse function of the distribution
function of the standard normal function, and «; = F;(x;),
i=12,...,m.

2.2. Copula-Based Approach for Model Updating with Interval
Uncertainty. Firstly, the original design spaces of updating
parameters x;, j = 1,2,--- ,m, are assumed, and a few sam-
ples are obtained by design of experiment (DOE) approach
and subsequent deterministic FE analysis on samples accord-
ing to DOE. Then, the samples of the output interesting
qualities y;, k = 1,2, -+ , n, are obtained from the FE analysis
results. Secondly, the copula model is constructed according
to the samples of updating parameters and output interesting
qualities, and resampling is performed to get large samples
with number N for updating parameters and interesting
response qualities based on the copula model. The samples
falling into the experiment data space are considered to char-
acterize the input-output relationship of the physical struc-
ture believably, and unuseful samples are needed to remove.
Next, the samples of updating parameters x; are rechosen
according to the experiment intervals of interesting qualities,
as follows:

xp={x;=f oy | e € Ry <y < o} “

j=12,---,m, k=1,2,---,n

where R is the real space and y; and y, are the upper and
lower bounds of the kth output interesting quality which can
be obtained from the experiment results.

In practical model updating, the measured data are only
a few samples in general. Reasonable interval estimation on
experiment data is the precondition to obtain the reliable
updated FE model. However, the KDE allows for the capture
of the observed distributional structure for the random
variables, without having to assume a particular parametric
distribution form.

Following [28], the kernel density estimator for variable x
has the form

= 1l (x-X;
I nh Z‘K( h ) ©
where 7 is the number of observations used to construct
the estimate, K(-) is a kernel function, X; is the ith obser-
vation, and h is the window width, or bandwidth. A typical
choice for the kernel K(-) is the standard normal density and
is implemented here. The choice of the window width h is
usually based on the optimization of some scoring function.
A least-square cross-validation score function is adopted for
this work [28].

The empirical CDF and 95% confidence interval (CI)
[, 95 Vo o5]of the random variable x can be obtained by KDE
in Matlab that is regarded as the interval of the random
variable in this work.

Considering the fact that the estimation on the original
intervals of the updating parameters may be inaccurate, the
reliable intervals are not identified through one copula-based
FE model updating procedure. In order to overcome this
problem, the idea of the adaptive response surface technique
is adopted for this work [29]. That is, in order to get the
final updating results, multiloop on the copula-based model
updating procedures may be performed.

In the FE model updating procedure, the convergent
criterion is that the difference of the updating parameter
intervals between the (i + 1)th iteration step and the ith
iteration step is less than a small value, or the difference of the
output interesting quality intervals between the ith iteration
step results and the experiment results is less than a critical
value.

In order to improve the efficiency and the validity of
model updating, the renewal strategy of updating parameters
is as follows in each iteration step. The current intervals of
updating parameters are updated according to the results of
the previous iteration step, and the interval medians of the
previous step are regarded as the current interval medians,
and about 80% of the interval width of the previous step
is regarded as the current interval width. Also, the Latin
Hypercube Sample (LHS) method is suggested in the DOE,
and the number of samples is not less than ten.

The copula-based model updating procedure is repeated
until the convergent criterion is satisfied. The flow chart for
the copula-based FE model updating is outlined in Figure 1.

3. Case Studies

3.1. Example I: A Two-Degree-of-Freedom Mass-Spring System.
A two degree-of-freedom mass-spring system is shown in
Figure 2. The deterministic parameters in the system are m,; =
m, = 1kgand k; = 1 N/m. The uncertain interval parameters
are k, = [0.8 1.2] N/m and k; = [0.9 1.1] N/m.

For simplicity, it is assumed that the uncertain param-
eters are uniformly distributed. To create such kind of
uncertainty, the LHS method is used to generate twenty
experiment samples. Afterwards, the experiment results of
the first two natural frequencies are obtained according
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TABLE 1: Statistical properties of the measured frequencies of the plates.
f1 (Hz) f, (Hz) f5 (Hz) f4 (Hz) f5 (Hz)
mean 24.12 66.92 77.65 131.97 158.80
interval [23.94 24.4] [66.5 67.53] [76.24 78.91] [131.31 133.03] [156.31 160.94]
Std. 0.11 0.25 0.57 0.42 0.97

Build FE model and specify
updating parameters

Specify the original Intervals
of updating parameters

Renew the intervals of
updating parameters

DOE and obtain the samples

Calculate résponses of FE
model at DOE points

'

Obtain SRQs y

'

Construct the copula model between
the updating parameters and the
SRQs, and resample

'

Re-choose the samples of updating
parameters according to Eq.(5)

'

Estimate the intervals of updating
parameters by KDE

Satisfy the convergent
criterion ?

End

FIGURE 1: Flow chart of the copula-based FE model updating.

FIGURE 2: A two degree-of-freedom mass-spring system.

to the samples. Considering the effect of small sample,
the 95% CI of experiment results are estimated by KDE
and the estimated results are [0.9646 1.0338]rad.s™' and
[1.5789 1.8875] rad.s™", respectively, which are regarded as
the intervals of experimental results.

Assume that the original intervals of k, and k; are the
same as [1.2 2.2] N/m, and the first two natural frequencies
are regarded as the output interesting qualities. The intervals
of k, and k; are identified according to the copula-based
model updating flow with interval uncertainty in Figure 1.
The updating results are convergent after three iteration steps.

Figure 3 is the scatter map between the updating param-
eters and the output interesting qualities when the updating
results are convergent, which shows that there is strong cor-
relation between k; and f;and between k, and f, and weak
correlation between k, and f; and between k; and f,.

Then, the updated intervals of k, and k; are ob-
tained by KDE for the resample in Figure 3, which are
[0.775 1.230] N/m and [0.882 1.133] N/m, respectively. The
comparison between the original uncertain interval and
the updated interval of updating parameters is shown in
Figure 4, which shows that the updated interval matches
the real interval better. Because the effect of small samples
on experiment data is considered in the model updating
procedure, the updated interval is bigger than the real interval
and the result is reasonable.

In order to validate the updating results on the interval
uncertain parameters, the copula models are reconstructed
according to the original and the updated intervals of k,
and k;. As a result, 5000 samples of k,, k;, and the first
two frequencies of the system are resampled by the copula
models constructed just now. The scatter map between the
simulating and the experimental results is shown in Figure 5,
which indicates that the frequencies of the updated model are
agreement with the experimental results better.

3.2. Example 2: Interval Model Updating in Simple Plates.
Impact hammer modal testing with free-free boundary
conditions was conducted on thirty-three nominally iden-
tical steel plates in [30]. The nominal geometric dimen-
sions of the plates are 564 mm(length) x 110 mm(width) x
1.45 mm(thickness). And the nominal material properties are
Young’s modulus of 210 GPa, the shear modulus of 83 GPa,
and the mass density of 7860 kg/m’. The statistical properties
of the first five measured natural frequencies of the plates are
given in Table 1.

The FE model of the plate is created by the SHELLI81
element in ANSYS, which has 300 shell elements. The
boundary is free-free in the model. The material properties of
the original FE model are the nominal values. The FE model
and the first five mode shapes of simulation are shown in
Figure 6.

After investigation, the uncertainty of rectangular plates
can be characterized by Young’s modulus E, the shear modu-
lus G, and the thick T in the FE model. The model updating
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FIGURE 3: Scatter map between the updating parameters and the output quantities of mass-spring system.

is to identify the interval of these three uncertain parameters
E, G, and T by the experiment results.

Firstly, the intervals of the first five modal frequencies are
estimated by KDE according to the experiment data in Ref.
[30]. Secondly, it is assumed that the original intervals of E, G,
and T are [195 220] GPa, [78 87] GPa, and [1.30 1.60] mm,
respectively, and intervals of E, G, and T are identified accord-
ing to the copula-based model updating flow with interval
uncertainty in Figure 1. There are 20 experimental design
data in each iteration step, i.e., 20 determined FE simulations
in each iteration step. The model updating of the plate is
convergent after four iteration steps with the convergent
indices €; = 0.002 and &, = 0.002.

After updating, the estimated intervals of the
three parameters were E = [203.21 205.98] GPa, G =
[82.75 85.20] GPa, and T = [1.44 1.46] mm, respectively.
The comparison between the original uncertain interval and

the updated interval of the three parameters is shown in
Figure 7, which shows that the updated intervals of these
three parameters are much less than their original uncertain
interval.

In order to validate the updating results on the interval
uncertain parameters, the copula models are reconstructed
on the original and the updated intervals of E, G, and T. The
5000 samples of E, G, T, and the first five natural frequencies
of plates are obtained by MC sampling. The scatter plots
for the simulation and the experimental results the first
five natural frequencies of plates are shown in Figure 8.
The comparisons on the natural frequencies between the
simulation and the experimental results are listed in Table 2.
It can be seen from Table 2 and Figure 8 that the frequencies
of the updated model are in better agreement with the
experimental results and the mean errors of frequencies
decrease from the initial [12.51 12.62]% to [0.72 0.24]%.
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TaBLE 2: Comparison on the natural frequencies of plates between the simulation and the experimental results.
Mode Experimental interval/Hz Original interval/Hz Error /% Updated interval/Hz Error /%
1 [23.94 24.4] [21.06 27.55] [-12.05 12.92] [23.71 24.44] [-0.95 0.15]
2 [66.5 67.53] [58.61 76.53] [-11.86 13.32] [66.84 67.83] [-0.99 0.44]
3 [76.24 78.91] [65.81 87.80] [-13.68 11.26] [75.93 78.67] [-0.41 -0.30]
4 [131.31 133.03] [116.34 151.62] [-11.40 13.98] [130.37 134.26] [-0.710.92]
5 [156.31160.94] [135.12179.67] [-11.59 8.55] [155.51160.95] [-0.510.01]
mean [12.5112.62] [0.72 0.24]
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FIGURE 4: Patch plots for the updating parameters of mass-spring
system.

Thus, this experimental validation has also confirmed the
feasibility of the proposed IMU approach in estimating
interval parameters of steel plates.

3.3. Example 3: Interval Model Updating in Transport Mirror
System. The ShenGuanglII (SGIII) facility is designed for
inertial confinement fusion (ICF) high energy experiments
with 48 laser beams exactly transported and oriented to
target. Figure 9 is the view of the beam transport system
in SGIII facility target area. There are 276 transport mirror
systems in the facility, and the dynamic response under
ambient vibration is a key factor to affect the stability of
the SGIII facility [31]. A classic transport mirror system is
shown in Figure 10, which consists of mirror component and
support frame.

The material of the support frame is steel with nominal
Young’s modulus 200 Gpa, nominal Poisson’s ratio 0.3, and
the nominal density 7850 kg/m’. The material of the mirror
is K9 class with nominal Young’s modulus 80 Gpa, nominal
Poisson’s ratio 0.21, and the nominal density 2510 kg/m’. The
transport mirror system is about 1.32 m in height.

The uncertainty exists in the transport mirror system
because of the installation fluctuation and the welding

f, (rads™)

O Original results
U Updated results
+ Test results

FIGURE 5: Scatter plots for the first two natural frequencies of mass-
spring system.

technology fluctuation about the support frame, which
induces the uncertainty of the vibration characteristics. In
order to study how these uncertain factors affect the natural
frequencies of the transport mirror system, impact hammer
modal testing with fixed boundary conditions was conducted
on ten nominally identical transport mirror systems. The
experiment mount of the transport mirror system is shown
in Figure11. Three natural frequencies in the interesting
frequency range were found to significantly influence the
response of the transport mirror system under the work
condition. Then, the first three natural frequencies of the
transport mirror system should be updated before calculating
the response. The corresponding natural frequencies were
obtained by the modal experiments, as listed in Table 3. It is
observed that the frequency variations become more obvious
with the increase of the mode order.

Generally, the bolts are ignored in the structural dynamic
analysis model generally, and the FE model of the transport
mirror system is established by the SOLID185 and SHELL181
element in ANSYS, which is shown in Figure12. A fully
fixed bottom of the support frame is used as the boundary
condition. The material properties of the original FE model
are the nominal values. The first three simulation mode
shapes are shown in Figure 13.



Shock and Vibration

/ / (c) 3
/ ,.f

F1GURE 6: The FE model and mode shapes of steel plates: (a) FE model; (b) mode 1; (¢) mode 2; (d) mode 3; (e) mode 4; (f) mode 5.

MX

®

95 F ' ' ' ' ' ]
1.7 ¢ 1
90 1
1.6 1
= 85t 1 2
Y g 15¢} 1
E g
et I3
© 80 | i 14} ]
13+ E
75 b E
1 1 1 1 1 1 1 1.2 L 1 1 1 1 1 1 L ]
180 190 200 210 220 230 240 180 190 200 210 220 230 240
E (10°Pa) E (10°Pa)
I Original interval I Original interval
I Updated interval I Updated interval
(@) EvsG () EvsT
FIGURE 7: Patch plots for the updating parameters of steel plates.
100 200
90 180
N N
T 80 T 160
o« [y
70 140
60 4 - - : 1204 :
90 180 B
.- 30 160 100
70 140 .
60 25 f, (Hz) 120 70
f, (Hz) 50 20 f, (Hz) 4 (HZ 100 60 f; (Hz)
+ Original results + Original results
o Updated results o Updated results
o Experiment results o Experiment results
(a) fy vsf, vsf3 (b) f3 vsfy vsfs
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TABLE 3: Experiment results of the first three natural frequencies of the transport mirror system.

Case 1 2 3 4 6 7 8 9 10

f1/Hz 21.573 21.642 21.675 21.472 21.583 21.683 21.657 21.797 21.644 21.462
fo/Hz 22.213 22.223 22.31 22.087 22.168 22.293 22.283 22.407 22.232 22121
f3/Hz 41.328 41.432 41.58 41.203 41.416 41.56 41.557 41.807 41.497 41.237

FIGURE 9: A view of the beam transport system in SGIII facility
target area, which is reproduced from Chen X J et al. (2014).

Mirror
omponent

C

Support
frame

-—l_

FIGURE 10: Sketch map of the transport mirror system.

Theoretical analysis finds that the installation uncertainty
of the transport mirror system can be characterized by
Young’s modulus E; of the bottom part of the support
frame, and the weld uncertainty of the support frame can be
characterized by Young’s modulus E, of the upper part of the
support frame. The goal of FE model updating is to identify
the interval of E; and E,.

Firstly, the intervals of the first three modal frequencies
are estimated by KDE according to the experiment data in
Table 3, which are [21.41 21.83] Hz, [22.03 22.45] Hz, and
[41.09 41.88] Hz, respectively.

Secondly, assuming that the original intervals of E, and E,
are [100 150] GPa and [160 200] GPa, respectively, the inter-
vals of E; and E, are identified according to the copula-based
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FIGURE 12: FE model of the transport mirror system.

model updating flow with interval uncertainty in Figure 1.
There are 12 experimental design data in each iteration step,
i.e., 12 determined FE simulations in each iteration step. The
model updating of the transport mirror system is convergent
after four iteration steps with the convergent indices ¢, =
0.005 and ¢, = 0.005.

After updating, the estimated intervals of the three
parameters were E;, = [104.46 114.65]GPa and E, =
[104.46 114.65] GPa, respectively. The comparison between
the original uncertain interval and the updated interval of the
updating parameters is shown in Figure 14, indicating that the
updated intervals of the updating parameters are much less
than their original uncertain interval.
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TABLE 4: Comparison on the natural frequencies of the transport mirror system between the simulation and the experimental results.
Mode Experimental interval/Hz Original interval/Hz Error /% Updated interval/Hz Error /%
1 [21.46 21.80] [22.06 24.24] [2.77 11.20] [21.38 22.91] [-0.36 0.52]
2 [22.09 22.41] [22.68 24.94] [2.69 11.31] [22.00 22.54] [-0.38 0.59]
3 [41.20 41.81] [42.03 45.98] [2.019.97] [40.92 41.85] [-0.68 0.09]
mean [2.4910.83] [0.47 0.40]
(a) Mode 1 (b) Mode 2 (c) Mode 3
FIGURE 13: Mode shapes of the transport mirror system.
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FIGURE 14: Patch plots for the updating parameters of transport
mirror system.

In order to validate the updating results on the interval
uncertain parameters, the copula models are reconstructed
on the original and the updated intervals of E; and E,,
Next, the 5000 samples of E;, E,, and the first three natural
frequencies of the transport mirror system are obtained by
MC sampling. The scatter plots for the simulation and the
experimental results of the first three natural frequencies of

0 Updated results
+ Experiment results

FIGURE 15: Scatter plots for the first three natural frequencies of
transport mirror system.

the transport mirror system are shown in Figure 15. The com-
parisons on the natural frequencies between the simulation
and the experimental results are listed in Table 4. It can be
seen from Table 4 and Figure 15 that the frequencies of the
updated model agree with the experimental results better
and the mean errors of frequencies decrease from the initial
[2.49 10.83]% to [0.47 0.40]%. As a result, this experimental
validation has also proved the feasibility of the proposed
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IMU approach in estimating the interval parameters of the
transport mirror system.

4. Conclusions

In summary, a copula-based and MC sampling FE model
updating approach in the structural dynamics with interval
uncertainty is presented. Because the proposed FE model
updating approach is based on the copula model of input-
output parameters and MC sampling, the optimization dif-
ficulty caused by the interval algorithm is avoided in the
proposed FE model updating approach with interval uncer-
tainty, and the questions of ill-condition, nonuniqueness,
and local optimal solution can be avoided also. Unlike other
metal-based model updating approaches, the copula-based
model updating approach can deal with the nonlinear rela-
tivity between the multi-input qualities and the multioutput
qualities even if the multioutput qualities are correlated. In
order to get a better copula model of input-output parameters
for identifying the interval parameters, the LHS approach
is suggested in the DOE and the number of samples is not
less than ten in the proposed FE model updating approach.
Besides, the proposed approach also considers the effect
of small samples and estimates the interval of experiment
samples by KDE in advance, which makes the updated model
more reliable for the predictions on structural dynamic
responses. Three examples were used to validate the FE model
updating approach proposed in the study. The updating
results have proved the feasibility and reliability of this
approach.

The total time consumption of the FE model updating is
mainly the time of the FE model simulation. For example,
the FE model updating of the transport mirror system was
completed after four iteration steps, and there were 12 FE
model simulations in each iteration step, so only 48 deter-
ministic FE simulations were carried out in the whole model
updating with interval uncertainty. But, more than hundreds
of FE simulations are needed in a determined model updat-
ing without the surrogate model, and the number of FE
simulations in the model updating with uncertainty is far
more than that of a deterministic model updating. Then, the
model updating method proposed with interval uncertainty
is efficient in the paper. Besides, after updating the FE model,
the difference of the first few natural frequencies between
the calculated interval and the experimental interval is less
than 1%. In conclusion, the copula-based and MC sampling
concept expands the application range of IMU and is useful
for fast and accurate estimation of interval parameters in the
FE model.
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A trend prediction method based on the Pchip-EEMD-GM(L,1) to predict the remaining useful life (RUL) of rolling bearings was
proposed in this paper. Firstly, the dimension of the extracted features was reduced by the KPCA dimensionality reduction method,
and the WPHM model parameters were estimated via the kernel principal components. Secondly, the hazard rate was calculated at
each time, and the Pchip interpolation method was used to obtain the uniformly spaced interpolation data series. Then the main
trend of signal was obtained through the EEMD method to fit the GM(1,1) prediction model. Finally, the GM (1,1) method was used
to predict the remaining life of the rolling bearing. The full life test of rolling bearing was provided to demonstrate that the method
predicting the hazard data directly has the higher accuracy compared with predicting the covariates, and the results verified the
feasibility and effectiveness of the proposed method for predicting the remaining life.

1. Introduction

Rolling bearings are critical components that determine
the remaining lifetime of machinery [1]. The bearings are
important parts in rotating machinery, and bearing failure
may lead to catastrophic accidents [2]. Previous analysis has
shown that faults caused by vibration accounted for 70% of
all mechanical faults. Furthermore, faulty rolling bearings
accounted for 30% of the faults caused by vibration [3]. The
CBM uses modern sensing technology to provide the main-
tenance decisions before the equipment becomes faulty by
real-time updated degradation information of the equipment
[4]. The CBM is more effective when determining equipment
maintenance based on the vibration data, rather than the tra-
ditional maintenance strategies. The CBM initially establishes
exact correspondence between the condition parameters of
equipment and reliability in order to provide accurate main-
tenance decisions [5]. Effective maintenance strategies reduce
the maintenance downtime and cost, while simultaneously
ensuring the normal operation of the equipment [6, 7].
Improving the prediction accuracy of the residual life plays
an important role in making correct maintenance decisions
that are based on the running status of the equipment.

The life prediction theory based on condition monitoring
is an important research as continuous improvements are
made in the measuring and the testing techniques. The
proportional hazards model (PHM) [8] is a statistic analysis
model of the lifetime data. It is applicable in models with no
special requirements for data distribution or residual distri-
bution. The PHM analyzes censored data, which establishes
the failure model based on equipment condition monitoring
and historical life data. This method is commonly used for
predicting equipment life. Ding E et al. [9] set the root mean
square (RMS) and the kurtosis as the covariant and then used
the Weibull proportional hazards model (WPHM) to assess
the reliability of the rolling bearings on railway wheels. Zim-
roz R et al.[10] used the load-dependent feature processing to
diagnose the wind turbine bearings in strong operating and
nonstationarity conditions. Liao H. T. et al. [11] set the RMS
and the kurtosis as a covariant, where the logistic regression
model and the PHM were used to predict the remaining
useful life of single equipment. Zhang Q. et al. [12] used the
mixed WPHM to predict the remaining life of a mechanical
system that contained multiple failure modes. Chi K. R.
L. et al. [13] used the state-space Switching Kalman Filter
(SKF) method for predicting the remaining life and providing
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maintenance decisions based on the degradation model. In
real life applications, the trend prediction is a key component
of the remaining life prediction. By improving the accuracy
of trend prediction, the accuracy of the remaining life is
confirmed.

The trend prediction uses historical time-series vibration
data and conjecture data variations from future data to estab-
lish the prediction model. Current trend prediction methods
include the curve-fitting methods, the time-series methods,
the neural network methods, the support vector machine
methods, and the grey model methods. The computational
process of the curve-fitting methods is simple; however, the
prediction accuracy is low. The standard time-series predic-
tion methods are based on the autoregressive model and the
autoregressive moving average model. The prediction accu-
racy is low, and the methods are only suitable for short-term
prediction. The neural network methods and the support vec-
tor machine methods require trained data, which cannot be
used in the trend prediction of small datasets. The grey system
theory [14] demonstrated the evolution law of things based
on the analysis of lacking systematic characteristics, operating
mechanism, and behaviors. Liu S. D. et al. [15] normalized the
weighted time domain parameters and used the grey model
to predict the life trend, which resulted in a high prediction
accuracy. YangJ. T. et al. [16] used a multivariable grey predic-
tion model to predict the development of mechanical failure,
which overcame the disadvantages of the traditional fault pre-
diction methods by considering each characteristic parame-
ter separately. Liu E. L. et al. [17] used the vibration signals of
rolling bearings to adopt the GM(1, 1) model, which predicted
the life trend based on two typical characteristic indicators
(RMS and kurtosis). Tabaszewski M. [18,19] used the moving
method applied to GM(1,1) model for estimating the model
parameters to develop the method based on the weighted
mean forecast. The life trend reflects the performance degra-
dation process and became the foundation for subsequent
RUL prediction. The grey model methods require less data
and the prediction accuracy is high. This paper proposed
a modified grey model knew as the Pchip-EEMD-GM(], 1)
model to predict the trend based on WPHM.

2. The Fundamental Theory

2.1. WPHM. The WPHM established the mathematical rela-
tionship between the running status of the equipment and the
reliability. The current hazard rate was obtained based on the
real-time running status. The hazard function of the WPHM
is defined as follows:

B\
mz)=E(2) ew(ra) 0
n\n
where 5 > 0 is the parameter shape of the Weibull distribu-
tion and 7 > 0 is the scale parameter of the Weibull distribu-
tion. z, = [2,2,,...,2,]" isa column vector that is composed
of a covariant, which have time-varying characteristics. The
degree to which the selected covariant could accurately reflect
the performance degradation process is imperative to the
accuracy of the model. y = [y;,95...,7,] is a row vector
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composed of the regression parameters of the corresponding
covariant.

The reliability and the failure probability density are esti-
mated with

R(t2,) = exp [- Lt htz,) dt] 2)

The rotating rolling bearing is considered to be in failure
when the reliability R(T', z}) of time T is lower than the preset
threshold. The failure time is defined as follows:

T(Ry) =inf {T: R(T,z;) < Ry, T > 0} 3)

where R, is the failure threshold or the characteristic life
when it is equal to e [20].
The error of the RUL prediction is defined as

T,-T,

E= x 100% (4)

a

where T, is the predicted RUL and T}, is the actual RUL.

2.2. GM(1, 1) Model. The grey system theory revealed a
variation law of research objects with less data and insufficient
information based on the analysis of systematic characteris-
tics. The theory uses small samples and insufficient informa-
tion to establish the prediction model [21].The GM(1, 1) model
is the most widely used prediction model of the grey system
theory, where the specific modeling process is described as
follows.

x© = [x(o)(l),x(o)(Z),...,x(o)(n)] is set as the original
nonnegative data series. XU = xM(1), x),... xPYn)] is
described as the generation data series. The relationship be-
tween XV and X'© can be described as (5), which is referred
to as the accumulated generating operation:

k
Vi) =YxY6); k=12...n (5)
i=1

The accumulated generating operation effectively elimi-
nates the volatility and the randomness of the original data
series, aiming at building an ascending series. The new-
generation data series X! is roughly the exponential growth.
Then, the differential coefficient equation can be established
as

(1)
dzt +oxV =y (6)

which is referred to as the winterization equation of
GM(1,1) model. a and u are unknown parameters, denoted as
® = [a u]’. The parameter of vector ® can be solved through

A A
the least square method. The discrete solutions of & and ¢ can
be described in

A . U\
X (krn={xM@)-— e+

o

7)

>8>

Finally, the grey prediction series x'©) of the original data
can be described as

ke =8 ke -2 ®)



Shock and Vibration

Full life vibration signal of bearing

!

Feature parameters set

y KPCA

Kernel principal components

WHPM model

Pchip

Uniformly-spaced interpolation data

+ v EEMD

High-frequency
components

Low-frequency
components

l Reconstruction

| Main-trend signal |

y GMLD)

| RUL prediction |

FIGURE 1: The flowchart of the proposed method.

3. Method and Steps

This paper extracted the kernel principal elements to estab-
lish the WPHM model and used Pchip-EEMD method to
preprocess the obtained hazard rate data directly and fit
the requirements of the GM(1,1) prediction model. Figure 1
showed the flow chart of this method.

The specific steps are as follows.

(1) Extraction of the kernel principal components: the
feature parameters were extracted from the full life vibration
data, and the KPCA method was used to reduce the dimen-
sion of the feature set and obtain the kernel principal ele-
ments.

(2) Establishing the WPHM: the WHPM parameters were
estimated based on the obtained kernel principal components
and the hazard rate was calculated at the corresponding time.

(3) Data preprocessing: the Pchip interpolation method
was used to get the uniformly spaced interpolation data
series, and the main trend was reconstructed by removing the
high-frequency signal through the EEMD decomposition
method to fit the GM(1,1) model.

(4) RUL prediction: the GM (1,1) model was used to pre-
dict the trend of hazard rate data, and the reliability was calcu-
lated to predict the remaining life of the bearing.

4. Experiment Verification

4.1. The Features Extraction. The rolling bearing life cycle
datasets for this experiment were provided by the Center
for Intelligent Maintenance Systems (IMS), University of
Cincinnati [22]. The experimental datasets were generated
from bearing run-to-failure tests under load conditions on a
specially designed test rig as shown in Figure 2.

3
TABLE 1: Parameters of WPHM.
Parameters B n " Y, VY3
Estimates 1.074 36.04 0.4626 0.1142 0.06485

There were four test double row bearings (Rexnord ZA-
2115) on a single shaft within the bearing test rig. The shaft
was driven by an AC motor and coupled with rub belts. A
6,000 Ib radial load was added to the shaft and the bearings
via a spring mechanism. The rotation speed was kept constant
at 2,000 rpm throughout the experiment. A magnetic plug
was installed in the oil feedback pipe in order to collect the
oil debris as evidence of bearing degradation. The test was
stopped when the accumulated debris that had adhered to the
magnetic plug exceeded a certain level, which caused an elec-
trical switch to close. The vibration data was collected every
20 minutes with a National Instruments DAQCard-6062E
data acquisition card (data sampling rate 20 kHz and data
length 20,480 points). The data collection was conducted in
the National Instruments LabVIEW program.

Figure 3 displays the vibration signal of a tested bearing
during its entire lifecycle. The results show that the ampli-
tudes of vibration signals are steady during the early stage,
but the amplitude has significantly increased compared to
the normal standard amplitude in the end of the bearing life,
which indicates that the vibration signals contain the bearing
performance degradation. Figure 4 shows the pictures of
bearing components after a test; the bearing failure in differ-
ent forms. From the vibration signal, 11 features that could
reflect the degradation process are selected to form a feature
set [23].The features were as follows:

(1) Time domain: RMS, kurtosis, peak to peak value, and
peak factor.

(2) Frequency domain: spectral mean, the root mean
square value of the spectrum, and spectral variance.

(3) Time-frequency domain: the third band normalized
wavelet packet energy spectrum of 3-level wavelet packet
decomposition (E3), the seventh band normalized wavelet
packet energy spectrum (E7), the entropy of the third band
of the 3-level wavelet packet decomposition (S3), and the
seventh band samples entropy value (S7).

Figure 5 shows the degradation trend in full life cycle of
the selected features over time, which are suitable for RUL
prediction of the rolling bearing.

4.2. The GM(L1) Model Application. The KPCA was used to
reduce the dimension of the bearing feature set and to select
the first three-dimensional kernel principal components,
whose cumulative contribution rate was greater than 85%.
The WPHM parameters were estimated and shown in Table 1
[23].

The hazard rate was calculated by using the variation data
series of the KPCl, the KPC2, and the KPC3. The different
degradation stages [23] were used to select the data from
four time periods in order to predict the trend with the
GM(1,1) model. The characteristics of the data were shown
by amplifying and marking each time period in Figure 6.
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Figure 6 shows that the data was collected with the
unequal interval sampling method. The GM(1, 1) model
required the use of the equal interval data series when pre-
dicting the trend. Thus, equally spaced interpolation was
required. The MATLAB toolkit provided a variety of inter-
polation methods, including the Pchip interpolation and
the Spline interpolation. These methods were compared by

using the data from day 30.2 to day 31.0 (period (a)), as
well as the data from day 32.1 to day 33.1 (period (c)).
Figures 7 and 8 showed the results of the two interpolation
methods. The performance is nearly the same in period (a)
of Figure 7, because the data was approximately the same
interval with no large gaps, but the intervals between data
points were large and uneven in period (c) of Figure 8; the
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transient overshoot in the interpolated line between the two
points throughout the Spline interpolation method was more
obvious than in the Pchip interpolation method. So, the Pchip
interpolation method performed better in terms of shape
preserving especially dealing with the data that has large
spacing and are uneven.

The data series adopted interpolation processing,
although the oscillation still existed within the data points.
The oscillation had a passive influence on trend prediction
according to the GM(1, 1) model. The influence of the
transient overshoot component among data points need to be
reduced in order to achieve a smoother trend component of
the data. This was accomplished by dividing the data series

into a dozen signals using the ensemble empirical mode de-
composition (EEMD). The first several signals that contained
the high-frequency oscillation component were omitted in
order to reconstruct the main trend of data series based on
the remaining component signals.

Figures 9 and 10 show the interpolation curve and the
main trend curve of periods (a) and (c), and Figures 11 and 12
show the comparison results of the trend prediction curve of
periods (a) and (c). As seen in Figures 11 and 12, the proposed
Pchip-EEMD-GM(], 1) model (the hazard rate prediction
method) was used to predict the trend that would effective-
ly eliminate high-frequency oscillation throughout the data
series. This substantially decreased the influence of discrete
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FIGURE 7: The comparison of interpolation results of period (a).

points selection and obtained a more stable and more reliable

trend prediction result.

4.3. RUL Prediction. Previous research verified that the
kernel principal components could reflect the degradation
process of the rolling bearings as the covariants, and it
included more bearing life cycle data than RMS values or
kurtosis [23]. Both the covariate and the hazard rate trends
can be predicted using the proposed method. However, the
hazard rate prediction method can optimize the prediction

steps and reduce the amount of model calculation. To verify
the effectiveness of the proposed method, the first three KPCs
and the hazard rate were used to predict the main trend,
respectively, and then predict the remaining life. The results
were compared to the actual URL to verify the accuracy of
the two methods. Figure 13 showed the variation of the kernel
components and the hazard rate over the entire life of the
bearing; the three KPCs curves were unstable and oscillated
more while the hazard rate obtained from the KPCs was
relatively stable with less turbulence. The reconstructed data



Shock and Vibration

0.2

o
—
w

Hazard rate
[=}
=

0 1 1 1 1 1 1 1 1 1
32.1 32.2 32.3 324 325 32.6 32.7 32.8 329 33 33.1
Time (Day)

o Original data point
« Pchip interpolation

(a) Pchip interpolation

Hazard rate

0.2

e
=

e
=}
G

33

0 1 1 1 1 1 1 1 1
32.1 322 323 324 325 326 32.7 32.8 329
Time (Day)

33.1

o Original data point
o Spline interpolation

(b) Spline interpolation

FIGURE 8: The comparison of interpolation results of period (c).

0.04
0.038
0.036
0.034
0.032

0.03
0.028
0.026
0.024
0.022

Hazard rate

30.6 30.7 30.8 30.9

Time (Day)

30.3 30.4 30.5

o Interpolation curve (30.27d-30.94d)
« Interpolation curve (30.28d-30.94d)
0 Reconstructed signal curve

FIGURE 9: The interpolation curve and the main trend of period (a).

0.1} 1
0.09 t
0.08
0.07 ¢
0.06

Hazard rate

0.05
0.04 |

0.03 ¢

32.5 32.55 32.6

Time (Day)

32.4 32.45

o Interpolation curve (32.37d-32.63d)
» Interpolation curve (32.38d-32.63d)
0 Reconstructed signal curve

FI1GURE 10: The interpolation curve and the main trend of period (c).

0.08
0.07 ¢
0.06
0.05

Hazard rate

0.04

0.03

38.6 388

39
39

35 36
Time (Day)

37 38

o Trend prediction curve based on data from 30.27d-30.94d
« Trend prediction curve based on data from 30.28d-30.94d
0 Trend prediction curve based on reconstructed

signal data from 30.27d-30.94d
+ Trend prediction curve based on reconstructed

signal data from 30.28d-30.94d

FIGURE 11: The comparison results of trend prediction curve of peri-
od (a).

series from the four periods ((a), (b), (c), and (d)) were used
to predict the future trend periods through the covariant
prediction method and the hazard rate prediction method.

Figures 14-17 show the trend prediction results of the
covariates and the hazard rate method throughout different
degradation stages of the rolling bearings. The predicted
values were closer to the actual values as time progressed. The
RUL accuracy of the prediction methods was verified through
the threshold of reliability, which is typically set by statistical
experience. The reliability value of the tested rolling bearing at
the severe wear stage was around e ' [23]; we set the reliability
value of ¢! as the moment of complete failure of the bearing;
the bearing operating time was taken as the bearing life. The
prediction results of RUL are presented in Table 2.

The prediction errors of the two RUL prediction meth-
ods were calculated using (4). The results were shown in
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TaBLE 2: RUL prediction.

Day Normal working stage Early failure stage Healing stage Medium wear stage

Actual RUL 3.2091 2.1883 1.1181 0.1667

Hazard prediction method 6.6262 2.7499 1.2736 0.1831

Covariatesprediction method 8.1662 1.5184 0.8871 0.1259
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FIGURE 12: The comparison results of trend prediction curve of peri-

od (¢c).
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FIGURE 13: The KPCs and the hazard rate throughout the entire life
of the bearing.

Figure 18. The prediction error continued to decrease as the
rolling bearings degenerated. As seen in Table 2, the proposed
method achieved a better performance than the covariates
prediction method throughout the four stages with smaller
error. And the predicted RUL was quite different from the
actual RUL of the tested rolling bearing during the normal
working stage. This may cause by accident the damage of the
rolling bearings; the trend of the hazard varied nonlinearly,
which led to larger errors at the normal working stage. The
accumulation of the new degradation characteristics at the
early failure stage led to the predicted RUL becoming closer

Hazard rate

Time (Day)

Actual hazard rate of 28.99d-31.05d

Actual hazard rate of 31.05d-32.53d

Actual hazard rate of 32.53d-33.34d

Actual hazard rate of 33.34d-33.49d

Actual hazard rate of 33.49d-34.04d

Predicted hazard rate of hazard rate prediction
method from 30.94d

+ Predicted hazard rate of covariant prediction
method from 30.94d

4 + 0 0o D>

FIGURE 14: The trend prediction result of period (a).

to the actual RUL. The accuracy degree reached 90.16% (1-
error rate 9.84% = 90.16%) at the medium wear stage. The re-
sult showed that the hazard rate prediction method of the
Pchip-EEMD-GM(1, 1) model accurately predicted the roll-
ing bearing’s RUL with less computational amount than the
covariates prediction method, as well as providing timely and
effective maintenance decisions.

5. Conclusion

In this study, the Pchip-EEMD-GM(, 1) model successfully
and accurately predicted the variation trend and the RUL of
the rolling bearings based on the vibration data. Pchip-EEMD
was used to extract the main trend of data change. It overcame
the shortcomings of the traditional trend predicting methods
with large fluctuations and low prediction accuracies. The
proposed method improved the prediction accuracy more
effectively. The advantages of the proposed method were
listed as follows.

(1) The original data adopts interpolation processing by
the Pchip interpolation method. This method has a good
form of conformality and prevention of overshoot, maintains
the trend characteristics of the original signal, and helps to
improve the reliability of RUL prediction results.

(2) The EEMD method is used to extract the main trend
of the data; it reduces data fluctuations to fit the the GM
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(L1) prediction model, which helps to improve the model
prediction accuracy.

(3) The WPHM was used to calculate the hazard rate in
the bearing life cycle, and the hazard rate was predicted
directly, which reduced the error of prediction and the
amount of calculation, optimized the prediction steps, and
improved the prediction accuracy.
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Recently, probabilistic simulations became an inseparable part of risk analysis. Managers and stakeholders prefer to make their
decision knowing the existing uncertainties in the system. Nonlinear dynamic analysis and design of infrastructures are affected by
two main uncertainty sources, i.e., epistemic and aleatory. In the present paper, the epistemic uncertainty is addressed in the context
of material randomness. An old ultra-high arch dam is selected as a vehicle for numerical analyses. Four material properties are
selected as random variables in the coupled dam-reservoir-foundation system, i.e., concrete elasticity, mass density, compressive
(and tensile) strength, and the rock modulus of elasticity. The efficient Box-Behnken experimental design is adopted to minimize the
required simulations. A response surface metamodel is developed for the system based on different outputs, i.e., displacement and
damage index. The polynomial-based response surface model is subsequently validated with a large number of simulations based

on Latin Hypercube sampling. Results confirm the high accuracy of proposed technique in material uncertainty quantification.

1. Introduction

With the recent advances in computational tools, the prob-
abilistic numerical simulations became an important aspect
in risk analysis and risk management. Nowadays, decision-
making is based on the uncertainties in the system and
not a deterministic simulation. Nonlinear dynamic response
of concrete dams can be affected by two main uncertainty
sources: epistemic and aleatory [1].

The aleatoric uncertainty stems from intrinsic random-
ness of a phenomenon. Uncertainty in the seismic hazard
(e.g., intensity, time, and return period) is the most dominant
one. On the other hand, the epistemic uncertainty is due
to lack of knowledge. Uncertainty in material characteristics
(e.g., modulus of elasticity and strength) is the main source in
this category. Both these uncertainties can be incorporated in

the numerical simulations, which results in the uncertainty
propagation though the model, Figure 1. Ground motion
record-to-record variability is usually presented as a fragility
function. A comprehensive state-of-the-art review on the
fragility analysis of concrete dam can be found in [2]. Material
uncertainties were also studied in few cases [3-5].

Having all the tools for the probabilistic simulations, still
it is computationally expensive to perform a large set of non-
linear dynamic analyses on 3D model of dam-foundation-
reservoir coupled system. Thus, it is important to look for
methods which efficiently reduce the sample size. In the case
of fragility curves, such a method is proposed by Azarbakht
and Dolsek [7] which reduces the total number of required
ground motions for an incremental dynamic analysis (IDA).
In the case of material and modeling uncertainty, response
surface method (RSM) is found to be a good solution [8]. The


http://orcid.org/0000-0001-6772-1468
http://orcid.org/0000-0002-2793-5194
https://doi.org/10.1155/2018/1784203

Epistemic Uncertainty

Response Surface Function

FIGURE 1: General framework for uncertainty quantification.

computational cost in RSM is significantly reduced compared
to the crude Monte Carlo Simulation (MCS). Moreover, the
explicit nature of response surface makes is useful for future
assessments.

The primary goal of this paper is to develop a response
surface to calculate the probabilistic nonlinear seismic
response of the arch dams, Figure 1. Although the RSM is
a well-established method, it has been applied to limited
number of geostructures such as rock-fills [9], concrete-faced
rock-fill dams [10], slope stability reliability analysis [11-13],
and concrete gravity dams [14, 15].

The main objective of this paper is to focus on the
epistemic random variables (RVs). First, the concept of exper-
imental design is studied in Section 2, followed by response
surface method, Section 3. Fundamentals of smeared crack
in the mass concrete are reviewed in Section 4. Next, the case
study and its finite element model are discussed in Section 5.
Finally, the results of metamodeling are provided in Section 6
and validated.

2. Design of Experiment

A Design of Experiment (DOE) refers to a statistical pro-
cedure that systematically defines the efficient number of
sampling data points to optimize the computed responses
[16]. A DOE includes a “Factor” and “Level”. Factor is a
parameter over which the designer or analyzer has direct
control on an experiment. Moreover, level is the number
of different values a factor can be assigned based on its
discretization. In this section some DOE techniques are
briefly presented.

Randomized Complete Block Design (RCBD) is a
procedure based on blocking and is used when the analyzer
wants to focus on one or more particular factors. The number
of required experiments fora RCBD is Ny = ]_[:.(ZIL,-, where
k refers to factors and L represents levels.

Latin Square Experimental Design (LSED) is similar
to RCBD while it requires less samples. It performs single
experiment in each block and requires some conditions that
are needed to implement this technique. The sample size is
Npog = L.
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Full Factorial Design (FFD) is a widely used technique
in developing the metamodels and is usually constructed on
a two-level or three-level basis. The samples are given by all
the possible combination of the factors. Therefore, the sample
size is Npog = L~

Fractional Factorial Design (FrFD) is a subset of FFD
which reduces the total number of experiments/simulations.
In this method, the sample size is usually one-half, one-third,
or one-quarter of FFD. It is important to select the samples in
a way that they be balanced. The sample size is Npop = L2,
where p is related to the fraction of design.

Star Experimental Design (SED) contains two axial
points on the axis of each factor with a physical distance &
from the center. Also, it includes the center point with all the
factors in their mean value. The sample size is Npop = 2k + 1.

Central Composite Design (CCD) is a combination of
a two-level FFD and a SED. Therefore, the sample size is
Npog = k* + 2k + 1. This method is capable of estimating
the curvature of the design space. Depending on location of
star points (§), CCD can take different forms:

(i) Central Composite Circumscribed (CCC): if § = 1.

(ii) Central Composite Faced (CCF) and Inscribed (CCI):
if§ =1/Vk.

(iii) Central Composite Scaled (CCS): if ¢ is arbitrarily
selected to be either > 1 or < 1/Vk.

Box-Behnken Experimental Design (BBED) is an
incomplete three-level FFD. It is supposed to reduce the
sample size as the number of parameters grows; however, it is
still sufficient to estimate the coefficients of a 2" -degree least
squares polynomial. Specific tables are available to construct
the BBED models [17].

Plackett-Burman Experimental Design (PBED)
includes a set of economical designs with the run
number a multiple of four and they are appropriate for
screening purposes. It is constrained with the condition that
Npog = k + 1. Sample size is Npop = k + 4 — MOD(k, 4), in
which MOD is modulo operation.

Taguchi Experimental Design (TED) is based on dis-
tinction between the controllable and noise factors to reduce
the sensitivity of the problem to the variations in uncon-
trollable factors. Sample size is Npog = L5, in which
the subscripts i and o refer to the inner and outer factors,
respectively.

Random Experimental Design (RED) relies on different
techniques for filling uniformly the design space. RED is
not based on the concept of levels and does not require
discretization. Sample size, Npqp, is selected independently.

Quasi Random Sequences (QRS) are generated from
a completely deterministic, low-discrepancy process and
possess no inherent statistical properties. Discrepancy is a
metric for the degree of nonuniformity of numbers in a
sequence [18]. Two main sequences are Halton and Sobol.

Latin Hypercube Sampling (LHS) reduces the variance
in the crude Monte Carlo Simulation (MCS) [19]. In LHS, first
the given range, [0, 1], is divided into N equal intervals 1/N.
Then, a point is randomly selected from each interval.
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3. Response Surface Method

Response surface method (RSM) has been used for a variety
of problems in structural reliability and optimization [8,
20-27]. The fundamental idea is to use the results of a
DOE to create an approximation of the response parameters.
This approximation, which is called the response surface or
“metamodel” (model of the model), can be constructed for
different engineering demand parameters (EDPs).

Since the response surface provides an analytical or
explicit function, the further operations (e.g., reliability or
optimization) on the system will be very fast and do not
require extra experiments or simulations. Assuming that
the response variable, y, is an unknown function of the
input parameters, x, then the response surface y is an
approximation of this function:

y=fx
7=f®

where e(x) is the error in the estimated response.

The outcome of a DOE with Npop experiments or
simulations can be collected as Npog(x;, ¥;) couples in which
any EDP y; is associated with a point x; in the design space.
The response surface is said to be interpolating if for each
sample point y; = ]? (x;) holds, or approximating if e(x;) # 0
[16]. There are different techniques in order to approximate
a response surface, e.g., least squares method, optimal RSM,
shepard and K-Nearest, Kriging, Gaussian processes, radial
basis functions, and artificial neural networks.

In this paper, the least squares method (LSM) is used
to construct the response surface. This method is originally
developed by Gauss [28]. It is based on adjusting the coefhi-
cients in the response surface metamodel so that it best fits
an observed data set (from experiments or simulations). The
model function is defined as f(x, B), where B = [f,..., ﬁm]T
is the vector of m unknown coeflicients to be found and
X = [x,,...,x;]" is the vector of k input parameters. The data
set consists of (x;, y;) pairs,i = 1,..., N, where x; is the input
parameters of the ith simulation, whose EDP is y;. In LSM, the
coefficients, f3 > j =1,...,m,are estimated by minimizing the
S function (i.e., the sum of squared residuals at the points in
the data set):

=f(x)+e(x)=>

)

NDOE

S= Y ¢ )
i=1

where the residuals are the difference between the actual
responses and the predicted ones at the locations x; and can
be written as ¢; = y; — ]?(x,-,[}), i=1,...,N. The minimum
of S can be easily found by setting the gradient equal to zero:

s _ & e af (x, B)
8,8] 2; laﬁ] 2; [ Ehs ﬁ] opB; (3)

=0, j=1,...,m

Least squares problems are divided into two groups:
linear and nonlinear. The following provides insight into each
solution technique.

Linear problems have a closed-form (analytical) solu-
tion; however, they are not quit accurate and they only
provide the general trends of the EDPs over the design space.
For a problem with Ny simulations/experiments and k
parameters, the metamodel function takes the following
form:

]?(X’I;) = o+ Pixy + o+ Prexg
A k (4)
f(x:B) =B+ in,jﬁj
j=1
or the form of matrix notation,
y=XB+e, ©)
where
[N
Y2
Y - >
LVN
[Loxyp oo X
L xpp oo X
X = >
L1 xn1 0 XNk
(6)
[ By
Ba
B= ,
L Bn
fe
€
€ =
Len
Subsequently, (2) can be written as
T
S=¢'e=(y-Xp) (y-XB) o

=y'y-28"X"y + BX'Xp
Deriving (7), equating to zero, and solving in 8 yield

g_s = 2X"y+2X'Xp=0=
p ®)

g=(x"x)" xTy
and the EDP of the estimated (fitted) metamodel is

y=Xp )



Nonlinear problems should be solved iteratively. In this

method, first the initial values for the coeflicients, ﬂ(l), are
chosen. Then, it is updated iteratively (it is known as Gauss-
Newton algorithm):

gD _ gk 7 gk (10)

where AB®) refers to the shift vector. This vector can be
updated using an iterative model by approximation to a first-

order Taylor series expansion about ﬂ(k)
7 (5. 857) = 7 (. 8)

2.0f (5:8%)  n
+j:1 (5/3]. ) <ﬁ;k )_ﬁ;k)) (11)

N
i B

whereJ isa N xm Jacobian matrix of f with respect to 8. This
equation can be written in the form of matrix notation
v = 78 4 ® = gl | (erD
(12)
30 4 JRARM 4 (D)

Subsequently, derivative of S with respect to 8 takes the
following form:

g_; S GO CR LIV (13)
Solving in AB® yield
gin AB™ yields
A% = <]<k>TI(k)>_1 JoT g® (14)

Both linear and nonlinear problems can be used in
the context of the complete or incomplete polynomials.
The number of required coeflicients, m, for a nth-degree
polynomial, with k variables, can be calculated as

m:<k+”): (k +n)! (15)

n n!k!

and, subsequently, the general expression for the nth-degree
polynomial can be written as

Finyn (% B) = fiuryn + nth order terms (16)

Majority of the real-world civil engineering problems can
be estimated using one of the following expressions for the
linear and quadratic forms:

k
]?lst (x.B) =B+ Zﬁixi
i=1 (17)

k i
.]?an (xB) = flst + ZZﬁi,jxixj

i=1j=1
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The goodness-of-fit (GOF) in an approximation can be
estimated by regression parameters which varies between
0.0 and 1.0. The higher the GOF is, the better the model is
expected to be. A widely used GOF is

RE=1- Zf\:rl (i _)71‘)2'
Zil (J’i - ?)2
N (18)
_ 1
y = ﬁ;yi
4. Smeared Crack Model

In concrete dam engineering, the nonlinearity is originated
mainly from two sources: continuum crack model and
discrete crack model. The latter one is usually used when
the location and direction of a potential crack or joint are
already known. This model has been successfully used for
modeling the contraction joints in arch dams [6]. The former
one itself can be divided into two major groups, i.e., the
damage mechanics approach [29-31] and the smeared crack
approach [32-34].

The nonlinear response of the case study dam in this
paper is modeled by smeared crack approach. Thus, this sec-
tion briefly reviewed the main formulation of this technique.
Smeared cracks are convenient when the crack orientations
are not known beforehand. It does not require a remeshing
or new degrees of freedom. A coaxial rotating model is used
to simulate the concrete crack under the dynamic loading. In
this model, the precracked constitutive relation is replaced by
the cracked one where the reference axis is aligned with the
fracture direction. The main assumptions are as follows: (1)
the concrete is initially linear isotropic until it reaches the
ultimate strength, (2) the concrete modulus of elasticity is
taken as the average instead of the linear actual one, and (3)
during the softening phase, an anisotropic modulus matrix is
considered for material.

Figure 2 shows the smeared crack-based precracked and
cracked constitutive relationships. Cracking occurs when the
principal stresses, in any direction, lie outside the failure
surface. In this model, cracking is permitted at each Gaussian
point and in three orthogonal directions.

Next, a failure criterion (e.g., yielding, load carrying
capacity, and initiation of cracking) is required to quantify the
ultimate strength surface. In the present paper, Willam and
Warnke [35] failure criterion is used to identify the initiation
and propagation of the cracks in mass concrete. Since this
formulation is not the main scope of this paper, only a brief
formulation is illustrated in Figure 3.

5. Numerical Example

An ultra-high arch dam is selected as a vehicle for the
numerical examples [6]. The finite element model of the
dam, the foundation, and the reservoir are prepared in
ANSYS [36] software, Figure 4. The model consists of 792
and 3,770 solid brick elements for dam and foundation,
and 3,660 fluid brick elements for the reservoir domain.
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Constitutive Relationship
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Notes: E: modulus of elasticity; G: shear modulus of elasticity; v: Poisson’s ratio, A: Lame
constant; f~.: compressive strength; f,: tensile strength; #7;, 77, 3: ratio of the softened
Young’s modulus in three directions; f3;,, 8,3, B3;: shear transfer factors in three

directions; [D]: stiffness tensor; {o}: stress vector; {&}: strain vector

F1GURE 2: Constitutive model for the concrete based on coaxial rotating smeared crack model; adopted from [6].

I
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stress components; I;, I, I3: stress invariants; J;, J,, J3: deviatoric stress invariants; r;, 7,: position vectors of meridians

FIGURE 3: Formulation of failure criterion for concrete; adopted from [6].
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TABLE 1: Material properties for the finite element model.
Quantity Symbol Unit DOE uQ
Mean (0)  Variation  Lower (-1)  Upper (+1) Model COV Truncation
Cl"“t?r?tte modulus of E. MPa 40,000 15% 34,000 46,000 Normal  0.08  [34,000 46,000]
elasticity
Copcrete Poisson’s ” i 02 i i i i i ]
ratio
gonc.trete mass P kg/m® 2,400 10% 2,160 2,640 Normal  0.06  [2,160 2,600]
ensity
Cton“te}tle compressive g1 MPa 35.0 20% 28.0 42.0 Normal  0.10 [25.0 40.0]
streng
Ctoncrf}tle tensile 1 MPa 35 20% 2.8 42 Normal  0.10 (2.5 4.0]
streng
F?“lnd?ti,‘t’“ modulus E; MPa 20,000 25% 15,000 25000  Normal 010  [15000 25,000]
of elasticity
Fot.mdatlon Poisson’s v ) 025 ) ) ) ) ) )
ratio
Foundation mass
density Pr kg/m’ 2,500 . . - - - -
Water mass density Pu kg/m® 1,000 - - - - - .
Wave velocity in water C, m/s 1,440 - - - - - -
Wave reflection
coeflicient at the o, - 0.80 - - - - - -
bottom
Sediment/silt mass p, ke m? 1,360 ) ) ) i i i

density

DOE: Design of Experiment; UQ: Uncertainty Quantification; COV: Coefficient of Variation.

740m

A
Dam-water
interface

A \\\\\‘\
N
R

661m

FIGURE 4: Finite element model of dam, reservoir, and foundation
system.

All the nodes on the far-end boundary of the foundation
are restricted in three transitional directions. Nonlinearity
stems only from the concrete cracking and the contraction
joints are modeled in this study. This is to keep the number
of overall variables in a reasonable range to perform the
response surface metamodeling.

Table 1 lists the most important material properties that
were used to develop the finite element model. Four material

properties are assumed to be random variables (RVs). Three
of them belong to concrete, i.e., elasticity, mass density, and
compressive strength, and the remaining one belongs to
the foundation, i.e., modulus of elasticity. These parameters
are among those most sensitive RVs identified for concrete
dams in [37]. Furthermore, it is noteworthy to say that a
full correlation is assumed among the concrete tensile and
compressive strength through a deterministic relationship
5= o1f.

Having four RVs, many of the DOE techniques in Sec-
tion 2 can be adopted. For example, two-level and three-level
FFD require 16 and 81 simulations, respectively. A SED needs
9 and a CCD requires 25 simulations. However, in the present
study, the BBED technique is used. The main reason can be
attributed to the fact that it is an incomplete three-level FFD.
Thus, it can capture the potential curvature of the response
surface, while it requires less simulations compared to FFD.
Box and Behnken [17] determine the required number of
simulations as

(i) k=3, Npog = 12+ 1 = 13
(ii) k = 4, Npop = 24 +1 = 25
(iii) k = 5, Npop = 40 + 1 = 41
(iv) k = 6, Npop = 48+ 1 = 49
In two-level designs (e.g., FFD and SED), lower and upper

bounds are assumed for experimental design. However, in
three-level designs, another level is assumed in between
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FIGURE 5: Graphical representation of Box-Behnken experimental
design for k = 3.

TaBLE 2: Tabulated simulations in a Box-Behnken experimental
design with k = 4.

Simulations Coded values

x, X, X, X,
1-4 +1 +1 0 0
5-8 +1 0 +1 0
9-12 +1 0 0 +1
13-16 0 +1 +1 0
17-20 0 +1 0 +1
21-24 0 0 +1 +1
25 0 0 0 0

which is referred to mean. It is convenient to use the “coded”
(standardized) factors, xf"ded, instead of the actual values,
x24I the case of two-level designs, they are referred to
“+17, and in the case of three-level designs, they are “~17, “0”
and “+1”. Any desired value in the range of (min, max) of the

actual values can be converted to the coded one:

U L
actual _ ( xqctual + xqctual ) /2
coded _ ! ! !
; =

19
(x;zctualU _ x?ctualL) /2 ( )

where the superscripts U and L present the upper and lower
bounds of the actual values, respectively.

It is possible to graphically show the BBED with three
factors (as a 3D cube), Figure 5, where the samples are at the
center and middle of the edges. Such a plot is not possible
for k = 4 in the Cartesian coordinate system; however, the
simulations can be presented in the form of Table 2. In this
table, x, to x, correspond to E, p,, f., and E > respectively.
The lower bound, mean, and the upper bound for each RV
can be found in Table 1.

6. Results

The coupled system is excited using the ground motion
shown in Figure 6(a). This ground motion is scaled to max-
imum design level (MDL) for the dam site Hariri-Ardebili
and Kianoush [6]. Displacement response of the pilot dam
subjected to this signal is also shown in Figure 6(b). Pilot
dam is referred to the one with all the material properties at
their mean value, Table 1. The pilot model is also called Sim-25
in Table 2. Note that there is an initial displacement towards
downstream due to hydrostatic pressure. Figure 7 illustrates
the cracking and crushing of pilot dams. As discussed already,
cracking is allowed in three orthogonal directions and they
are presented as first, second, and third cracks. Obviously, the
damage distribution is higher in Figure 7(a) than Figures 7(b)
and 7(c). Furthermore, there is no concrete crushing for this
pilot model, Figure 7(d). Note that color variation presents
the degree of element damage.

Next, the BBED analyses are performed as illustrated
in Table 3. Note that f, always is assumed to be 10%
of the compressive strength. The displacement response is
considered in two levels: (1) preseismic and (2) maximum
seismic. The major observations based on static displacement
are as follows:

(i) In general, the ratio of maximum dynamic displace-
ment to the static one is 5-7 for all the 25 simulations.

(ii) There is no cracking in the dam under the static loads.

(iii) Based on the results, fC’ (and ft’) has no effect on the
static displacement.

(iv) Per this table, increasing E_, p,, and E; reduces the
displacement. However, sensitivity of E. is higher
than the others, and p, has the minimum impact.

On the other hand, 5 quantities are reported for the seismic
simulations, i.e., maximum displacement, cracking in three
directions, and crushing. Except the displacement, the others
are presented in terms of the volumetric damage index, DI:

Damaged volume
DI —_—

vol =

(20)
Total volume

Note that all the solid elements in the present formulation
have eight Gaussian points in which the damage may occur
in these points. Subsequently, status of each element can
be presented with a number as 0, 1/8, ..., 7/8, 1, in which
zero means no damage in the element and one shows the
full damage. It is worth mentioning that DI} ¢ DIZ} ¢

DI Furthermore, Figures 8, 9, 10, and 11 show the damage
distribution results from first and third cracks on upstream
(US) and downstream (DS) faces of dam, respectively. The

major observations are the following:

(i) Dynamic displacement varies from 95 to about 177
mm in different models.

(ii) DI%I1 varies from 0.8 to 24.4%, DI%I2 varies from 0

to 9.5%, DIE;? varies from 0 to 7.0%, and DIS™*" is

vol
limited to 2.4%.
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FIGURE 6: Structural analysis of pilot model.

(a) First crack

(b) Second crack

(¢) Third crack

(d) Crush

FIGURE 7: Damage distribution in upstream and downstream faces of pilot model.

(iii) As seen, the main cracking is distributed in central
upper parts of the dam in vicinity of crest. In some
cases, there are limited cracking at the lower parts,
near the dam-foundation interface.

(iv) Cracking in the third direction is more concentrated
on the downstream face, which shows its vulnerabil-

ity.
In order to quantify the sensitivity of all material tram-

pers, and also derive a response surface metamodel, a second-
order polynomial including the interaction terms is used:

EDP = By + BoEc + Bap. + Bufl + sEy + BoEL
2
+Bopl + B f + /39E§f + BroEep. + BuEf! ()

+ BrEEf+ Busp.f! + BupEs+ IBISfc,Ef

where the hat sign represents the estimated EDP.

Five EDPs are used in (21), i.e., two displacements, and
three cracking-based DIs. The predicted f; values are shown
in Figure 12. To make the comparison easy, the absolute
logarithmic values are shown. Large negative values for
log | B;| present the lower contribution of that parameter in
overall response surface metamodel. For example, based on

Figure 12(a), contribution of f, (i.e., 3,) is negligible in static
analyses; however, it plays an important role in dynamic part
(Figure 12(b)).

In addition, the probability of exceedance of response
parameters is shown in the last column of Figure 12. In each
plot, the empirical cumulative distribution function (CDF) of
the FEM and BBED is plotted, as well as the fitted curves using
the log-normal (LN) distributional model. LN is the best
model to fit the data points among others (e.g., normal, beta).
In all cases, these are a good match between the empirical
and fitted curves. For all five responses, the BBED model
fluctuates around the FEM, and two fitted curves cross at the
probability of 0.50-0.65.

The estimated response surfaces should be validated
using an independent data set. For this purpose, 250 samples
for each of four RVs are computed using the LHS technique
[38]. No correlation is assumed among the RVs. Mean,
COV, and the upper and lower bounds are already provided
in Table 1. The resulting samples are shown in Figure 13.
Subsequently, 250 extra nonlinear transient analyses are
performed and the EDPs are computed. Real versus estimated
values are also shown in Figure 12. As seen the individual
data points are close to equity line. The estimated coeflicient
of determination, R?, is 0.96, 0.92, 0.91, 0.90, and 0.88 for
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TABLE 3: Summary of the BBED simulations.

Sm B p  f B,  Av (mm] A% (mm]  DIg%]  DIg(sl DI DIpU[%)
1 46 2640 35 20 19.7 117.6 17.6 6.3 3.2 0.1
1 46 2160 35 20 19.8 95.1 11.5 2.1 0.7 0.0
3 34 2640 35 20 25.4 168.7 14.2 5.8 3.7 0.3
4 34 2160 35 20 25.4 137.6 11.6 3.0 1.2 0.0
5 46 2400 42 20 19.8 99.5 8.4 1.0 0.3 0.0
6 46 2400 28 20 19.8 99.5 8.4 1.0 0.3 0.0
7 34 2400 42 20 25.4 141.6 8.9 1.3 0.3 0.0
8 34 2400 28 20 254 177.0 16.8 7.8 5.6 1.0
9 46 2400 35 25 19.0 98.2 13.5 3.3 13 0.0
10 46 2400 35 15 21.1 113.7 19.8 4.3 1.7 0.1
11 34 2400 35 25 24.7 146.8 12.3 4.4 1.9 0.0
12 34 2400 35 15 26.7 159.5 15.0 5.2 2.1 0.1
13 40 2640 42 20 22.1 130.2 0.8 0.0 0.0 0.0
14 40 2640 28 20 22.1 149.0 22.4 9.5 6.5 1.9
15 40 2160 42 20 22.2 108.8 5.5 0.3 0.1 0.0
16 40 2160 28 20 22.2 151.0 18.7 9.2 7.0 2.4
17 40 2640 35 25 21.4 133.0 14.4 5.8 2.7 0.0
18 40 2640 35 15 23.3 151.0 19.1 6.3 3.2 0.2
19 40 2160 35 25 214 109.1 10.2 1.9 0.8 0.0
20 40 2160 35 15 23.5 122.4 14.1 3.1 1.0 0.1
21 40 2400 42 25 21.4 114.8 7.8 1.3 0.4 0.0
22 40 2400 42 15 23.4 127.0 10.9 14 0.2 0.0
23 40 2400 28 25 21.4 145.0 17.4 8.4 5.9 1.3
24 40 2400 28 15 234 168.0 24.4 8.8 6.1 1.7
25 40 2400 35 20 22.2 126.3 14.7 4.5 1.9 0.0
Asfn‘;x, A‘%‘x, DI 5;11 [%], DIE;ZZ[%], and DI 5;13[%], respectively. For an engineering problem with four random variables,

Smaller R? for the third crack can be attributed to this fact
that there is a smaller variation among the percent cracking of
the models. Moreover, the root mean square error, RMSE =

\/(1 /N) Y (EDP, - EDP,)?, for the five EDPs is 0.24, 3.89,
0.65, 0.43, and 40.

7. Summary

This paper presented the results of probabilistic analysis of
an arch dam with uncertainty in the material properties.
A detailed finite element model of the dam-foundation-
reservoir coupled system is developed. The fluid-structure
interaction is modeled by Eulerian approach. The nonlin-
earity in the system is originated from the smeared crack
modeling in the mass concrete. The coupled system is excited
using an earthquake record in the maximum design level of
the dam site.

Over ten different designs of experiment techniques
are critically reviewed and the Box-Behnken experimental
design (BBED) is chosen to be used in this paper. Advantage
of BBED over the other techniques is that it is an incomplete
three-level full factorial design and thus it can capture the
nonlinearity of the design space, while it requires small
number of simulations.

BBED requires only 25 simulations. The outputs of these
analyses are reported in terms of the preseismic and seismic
displacements, as well as the volumetric damage index
in three orthogonal cracking directions. Then, a response
surface metamodel is developed for each of the engineering
demand parameters. The metamodels are provided in the
explicit form based on the quadratic polynomial including
the interaction terms.

Next, it is important to validate the applicability of the
developed analytical models through another set of indepen-
dent simulations. Since nonlinear dynamic analysis of 3D
arch dams with foundation and reservoir is computationally
expensive, Latin Hypercube Sampling is used with 250
simulations. No correlation is assumed among the generated
random numbers.

Results show a good consistency between the finite
element based outputs and those estimated by response
surface metamodel. Coeflicient of determination is about 0.9
in all cases. Furthermore, a discussion is provided about the
cracking pattern of arch dams under the material uncertainty.

Results of this study are important since they provide
a framework for uncertainty quantification of the material
properties in the structural and infrastructural system sub-
jected to varying environmental conditions. There are a large
number of dams, bridges, and nuclear power plants which
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FIGURE 8: Distribution of first crack on upstream face; top left: Sim-1; first row: 1 to 6; bottom right: Sim-24.
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FIGURE 9: Distribution of first crack on downstream face; top left: Sim-1; first row: 1 to 6; bottom right: Sim-24.
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FIGURE 10: Distribution of third crack on upstream face; top left: Sim-1; first row: 1 to 6; bottom right: Sim-24.
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FIGURE 11: Distribution of third crack on downstream face; top left: Sim-1; first row: 1 to 6; bottom right: Sim-24.
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FIGURE 12: Validation of the predicted response surface using LHS method.
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FIGURE 13: LHS-based sampling for validation of metamodels.

are aging and they need to be reevaluated regularly based
on the updated (or degraded) material properties. Once such
metamodels are developed, they can be used without any
extra cost to evaluate the reliability of the system under the
new condition. This saves a considerable amount of money
and time and facilitates the risk-based decision-making.
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The blasting quality and the rock volume blasted directly affect the cost of mines. A small charge-forward blast crater experiment
was conducted to study the relationships between the rock volume blasted, the explosive unit consumption, the bulk yield, and the
depth ratio. The results showed that the rational resistant line or explosive charge depth should be 0.86 times the optimal resistant
line. Based on theoretical analysis of the large spacing of the holes and the small resistance line, the uniform design method was used
to conduct the lateral blasting crater tests. The relationship equations among the blasting parameters, the blasting volume, and the
bulk yield were obtained by regression analysis. The results illustrated that the rock volume blasted was negatively correlated with
the bulk yield. The contribution rates of the resistance lines and the spacing of the holes to the blasting volume regression were 32.4%
and 13.9%, respectively, and to the bulk yield regression were 65.0% and 0.256%. The impact of the resistance line on the blasting
volume and the bulk yield was more significant than that of the spacing of the holes. The blasting effect of the rectangular blast
hole arrangement was better than that of the square pattern. The blasting technology of large hole spacing and a small resistance
line could achieve a better blasting effect while ensuring a higher rock volume blasted. The economical and reasonable blasting
parameters were determined as the hole spacing of a=8.5 m and the resistance line width of W=5.5 m, with the rock volume blasted
of 413.1 m® and the bulk rate of 0.218%. This method provides an effective method for optimization of the blasting parameters and

has important guiding significance for efficient and economical mining.

1. Introduction

In the mining process, open pits are often faced with the
problem of balancing the blasting quality and the volume of
rock blasted. If the blasting quality is poor, the large block
rate is high, and the block size is not uniform, it will bring
difficulty to the loading and crushing work, resulting in an
increase in production costs. If the blasting quality is good
but the blasting volume is often low, then the overall cost is
still relatively high.

Therefore, obtaining a better blasting quality, reducing the
bulk rate, reducing the unit consumption of explosives, and
controlling the overall cost are the actual technical problems
that must be resolved under the condition of ensuring a high

blasting volume. The scientific determination of reasonable
blasting parameters is the key to obtaining a good blasting
effect. In the blasting design, the blasting parameters are
generally selected with reference to the similar conditions
for the mine; this approach has certain limitations and often
has a certain deviation from the actual site. Usually, the
blast parameters are not the same, even if the same type of
explosive is used, because of the different rock characteristics.
It is well-known that Livingstone’s blasting crater theory plays
an important role in finalizing the blast parameters [1].
Many experts and scholars have conducted many research
studies to reduce the blasting cost in the mines; such studies
can be categorized into three types. The first type is blasting
crater theoretical analysis. Mr. W. L. Fourney conducted
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FIGURE 1: Blasting crater schematic. r-Radius of the blasting crater;

W-minimum resistant line; R-blasting crater crashed radius; h-visible

depth of the blasting crater; H-depth of the blasting crater; 0-crater angle.

a study of the crushing mechanism of the blasting crater.
The mechanism of fragmentation was one in which the
material between the borehole and the free surface is greatly
weakened by the stress waves over the first 50 ysec or so after
detonation. It was proposed that this greatly weakened area
is subsequently acted upon by the residual pressure in the
hole to create the final crater [2, 3]. Mr. Ze Liu’s optimization
study was conducted using blast parameters of the reduced
section tunnel in hard rock based on the blasting mechanism.
The optimization of the blasting construction parameters
is a dynamic process. The timely adjustments should be
made based on the rock conditions to improve the blasting
efficiency and reduce the blasting cost [4]. Yixian Wang and
his colleagues generated shape-changing energy indices of
the rock in coal mines by setting up the formula of the blasting
crater parameters based on the theoretical analysis according
to the energy balance rule of the Livingstone Blasting Crater.
The deformation energy coefficient of hard coal, mid-hard
coal, and soft coal was found to be 2/62 m/kg'/?, 3.05 m/kg'/?,
and 3.49 m/kgl/ 3 respectively [5]. Jin Xu-hao illustrated the
important status and function of the blasting crater in the
study of the rock blasting mechanism. He noted that the
use of the research methods of using fracture mechanics and
damage mechanics to establish a blasting failure model and
the use of numerical models to calculate and analyze the
formation of blasting craters will further deepen the analysis
of the mechanism of blasting craters [6]. The second type
is the numerical simulation of the blasting crater formation
process. Zheming Zhu established the blasting crater value
model and analyzed the crushing impact of the stress on
both the blasting crater and bench blasting; the study mainly
focused on the stress wave loading on rock blasting that
had a very important effect on the control and predictions
of fragmentation of rock in actual blasting [7]. Mr. P. Yan
imitated the dynamic crushing process using a 3DEC model.
An equivalent blasting load considering the detonation gas
pressure was adopted. The results of the study showed that
the muck-pile profile of bench blasting is more sensitive to
the burden distance [8]. The third type is the analysis of the
rock dynamic fracture process. Y. Zhang studied the dynamic
characteristics of thin-layered sandy frozen soil in blasting
and discovered that, regardless of the stage of the explosive,
there appears a critical point of the changes from tension to
compression along the direction from the explosive center
to the surroundings within a radius of approximately 0.9

m [9]. SH Cho and K. Kanekoanalied studied the influence
of the applied pressure waveform on the dynamic fracture
processes in rock. The study results showed that the fracture
processes are affected more by the rise time increases than
by the decay time. A higher stress-loading rate increases the
number of radial cracks and leads to intense stress release
around running cracks. These fracture processes reveal that
crack extension increases with the rise time increase [10].

It could achieve a better blasting effect with the method
of parameter optimization [11]. The relationships between
the rational crushing resistant line and the optimal blasting
resistant line were analyzed by the blasting crater experi-
ments. The tests were conducted with the uniform design
method. The formulas for the parameters, rock volume
blasted, and the blasting quality were obtained by regression
analysis. Taking the comprehensive cost into consideration,
the rational blasting parameters were decided to provide
guidance to achieve efficient mining.

2. Small Charge-forward Blasting
Crater Experiment

2.1. Experimental Methods. The tests aim to explore the
blasting crater parameters and seek the reasonable blasting
resistant line to improve the blasting quality, reduce the
explosive consumption, and increase the explosive usage
efficiency. The experiments were conducted on a +24 m bench
in an open pit, where the rock was rich in cracks with the
hardness of f=12 to 16 and unit weight of 3.4 t/m’. The
diameter of the blasting holes was 250 mm, with the explosive
charge of 12 kg per blast hole. The depth of the explosive was
1.5t0 3.9 m. To eliminate the interaction between the adjacent
holes, the distance between two holes that were in the same
row was more than 15 m.

The parameters of crater sizes to be measured are the
crater radius, the crater volume, and the crater depth; it is
commonly accepted that the first two can well reflect the
characteristics of a blasting crater. The crater parameters
are shown in Figure 1. The explosive locations distribution
is shown in Figure 2. Every direction of the radius was
measured, as shown in Figure 3; the crater radius (R) is the
average of the crater radius in eight different directions with
an interval angle of 45°, the center of which is the blast hole.
The bulk yield was determined based on the image analysis
method. The crater shape can be obtained by averaging the
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TABLE 1: Field experiment results.

Explosive De.p th Crater depth  Crater radius Crater Exp losw.e
No depth L/m ratioA H/m R/m Crater angle volume consumption Remarks
P (L/Le) V/m® (kg/m®)
1 1.5 0.38 1.7 2.0 99.3° 712 1.69
2 1.8 0.46 2.0 2.2 95.4° 10.14 1.19
3 21 0.54 24 24 90.1° 14.46 0.83 Optimal explosive
depth Lj
2.5 0.64 2.2 2.0 84.5° 9.22 1.32
2.9 0.75 1.9 1.6 80.2° 5.09 2.38
3.3 0.84 1.3 11 75.1° 1.36 9.09
Max. explosive
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heights. The volume of the rock blasted was measured by the
Parabolic Method (i.e., the Simpson Method). FIGURE 3: Measurement of the crater radius.
2.2. Experiment Results. The explosive depths were chosen
from 1.5 m to 3.9 m. Table I shows the results of the exper-
iment. 1.4
The relationship between the characteristics of the crater 121
V/Q (the crater volume blasted by unit explosive charge) and 12 -
the depth ratio A is shown in Figure 4. The relationship curve
between the unit explosive consumption Q/V and the depth LO
ratio is presented in Figure 5. » :
The maximum explosive charge depth was 3.9 m. With s 081
increasing depth ratio, the crater volume blasted by unit S o6l
explosive V/Q demonstrated a trend of first increasing and S
then decreasing. When the explosive depth was at the optimal 04 L 0.42
value of 2.1 m, the value of V/Q reached the maximum of
1.21 m*/kg, with the crater volume blasted of 14.46 m’. With 02
increasing depth ratio A, the unit explosive consumption 0.11
. . . 0.0 1 1 1 1 1
showed a trend of first decreasing and then increasing. V/Q 03 oa 05 06 07 08 09

reached the minimum of 0.83 kg/m’ when the optimal
explosive charge depth was 2.1 m. The bulk yield reached
the maximum of 0.82% at the explosive depth of 2.1 m (or

Depth ratio A

FIGURE 4: Curve of V/Q versus the depth ratio.
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FIGURE 6: Curve of the bulk yield versus the depth of the explosives.

at the optimal resistant line), as shown in Figure 6. When
the explosive depth was 1.8 m, with the depth ratio 0.46, the
unit consumption of explosives reached 1.19 kg/m’, but the
crater volume blasted was high at 10.14 m®. Compared with
the depth of 2.1 m, the bulk yield at a depth of 1.8 m reduced to
0.46%, with the reduction rate of 43.9%. This result illustrated
that reducing the explosive depth or decreasing the resistance
line properly to 1.8 m could still achieve a better blast quality.
Here, the ratio of 1.8-m/2.1-m is 0.86.

Obviously, the volume of rock blasted and the blast
quality are interassociated and mutually conflicting; thus, it
is necessary to balance the relationship between them, as
mentioned above. From the perspective of the explosive usage
efficiency, the explosive energy implied on the rock crushing
is a maximum when the crater volume blasted is the maxi-
mum with the minimum unit explosive consumption. From
the perspective of the mining operation, the blasting quality
directly affects the efficiency of the loading, transportation,
and crushing, which requires that the bulk yield should be
controlled and the rational resistant line must be found.

Shock and Vibration

In summary, the depth ratio must be modestly reduced;
i.e., the resistant line should be decreased to guarantee the
reasonable resistant line and thus modify the blasting quality
in the mining operation. In other words, the optimal blasting
quality should be obtained with the premise of achieving a
relatively high volume of rock blasted. Based on the analysis
above, the reasonable resistant line or the explosive charge
depth should be 0.86 times the optimal resistant line, from
which the advantage of the reduced resistant line can be
enjoyed.

3. Theoretical Analysis

3.1. Wave Interference Theory. Research studies have shown
that when a few waves propagate in a medium at the same
time, whether they meet each other or not, they maintain
the original characteristics, including frequency, wavelength,
amplitude, and vibration direction. Moreover, they are not
affected by other waves. The vibration of any particle in the
meeting area is the synthesis of the vibration caused by each
wave at this point. This rule is called the wave superposition
principle or the independent propagation principle of the
wave, as shown in Figure 7.

When two waves of the same frequency are superim-
posed, the vibrations in some areas are strengthened, the
vibrations in some areas are weakened, and the vibration-
enhanced area and the vibration-reduced area are separated
from each other. This phenomenon is called wave interference
[12-14]. When both wave peaks and (or) both wave troughs
of the two waves meet, the vibration is strengthened and
the vibrations at the peaks and troughs are reduced. If the
distance between a certain point to the two wave sources is
an integral multiple of the wavelength, then the vibration of
the point is strengthened; if the difference is an odd multiple
of the half wavelength, then the vibration is weakened (see
Figure 8).

Assuming the two wave sources are both simple harmonic
vibration, they can be described as follows:

y1 = A cos (wt +¢p) 1

¥2 = A, cos (wt + ¢,) (2)

where Al, A2 are amplitude, w is angular frequency, and ¢,
¢, are initial phase.

If the one wave travels along r, and the other travels along
r,, meeting at a point P in the same medium (see Figure 9),
then the partial vibrations caused by these two waves at point
P are

¥y, = A, cos (wt + ¢, - 27;“ > (3)
27,
y2=A2cos<wt+<p2— 3 > (4)

According to the principle of wave superposition, the
combined vibration at point P is the synthesis of these
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two partial vibrations. The combined vibration equation is Thus, we have
expressed as
A= alA? 4 A2 2N 7)
= T+ A5 +2A 1A, cos ¢2—(/>1—2nT
Y=t
aycos(on - ) !
=A cos|w |- — ] )
A (5) _ arctan A, sin (¢, - 27rr,/A) + A, sin (¢, — 2mr,/0)  (8)
2m A cos(¢p; —2mr /L) + A, cos (¢, — 2mr, /A
+ A, cos <wt + by - /\r2> 1 cos (¢ 1/A) 2 c0s (¢, 2/A)

where A is wavelength.

The combined vibration is still simple harmonic vibration
given by
y = Acos (wt + ¢) (6)

where A is amplitude of the combined vibration and ¢ is
initial phase of the combined vibration.

If ¢; = ¢,, then set As = r, — r; to express the wavelength
difference arriving at point P from the two wave sources.
When As = r, —r; = kA, k = 0,£1,+2..., A reaches the
maximum value, A = A, + A,.
When As = 1, —r; = 2k + 1)(A/2),k = 0,+1,+2.., A
reaches the minimum value, A = |A; — A,|.

3.2. Mechanism of the Large Spacing of Holes and Small Resis-
tant Line. The blasting technology of large hole spacing a
and small resistant line width W is to enhance the distance
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FIGURE 9: Two waves meet at point P.

between two blasting holes that are within the same row and
to reduce the distance between two rows under the premise
of keeping the square blasted by each hole constant or slightly
increased to increase the coeflicient of a/W. As shown in
Figure 10, with the decrease of resistant line W and increase
of hole spacing a, the two separated blasting craters will be
connected.

It has been proved that this technology is effective in
improving the blasting effect, reducing the unit consumption
of explosives, increasing the amount of detonation, and
reducing the blasting cost, as has been well recognized by
experts both at home and abroad.

The blasting mechanism is as follows.

(1) The reduction of the resistant line and widening of
the blasting crater angle with the blasting impact index of
n>1lead to the generation of an arc surface, which creates a
favorable crushing condition.

(2) The enhanced hole spacing eliminates the stress wave
interaction between adjacent holes and avoids the early
emission of the blasting gas, thereby prolonging the blasting
impact duration and improving the usage of the blasting
energy.

(3) The increase of hole spacing makes the stress reduc-
tion area caused by the interaction between the peak and
trough of the blasting holes’ radiant wave move out of
the blasting impact area. This approach accomplishes the
following: makes full use of the role of explosion stress,
increases the uniformity of the block, reduces the bulk rate,
and improves the blasting crushing quality.

4. On-Site Lateral Blasting Crater Experiment

4.1. Uniform Design Method. Uniform design is also called
Uniform Design Experimentation. Uniform design was
jointly proposed by Professors Fang Kaitai and Wang Yuan of
the Applied Mathematics Institute of the Chinese Academy
of Sciences in 1978. Uniform design is an application of the
“pseudo-Monte Carlo method” in number theory.

Uniform design is implemented through a set of well-
designed tables and only considers the test points evenly
distributed within the test range. The experimental points
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TABLE 2: Evenly designed U, (5%) experiment schedule.

No. Holes spacing/m Resistant line/m
1 6 55

2 7 6.5

3 8 5

4 9

5 10 7

are well balanced and dispersed within the scope of the
test, but they still reflect the main characteristics of the
system. Uniform design can greatly reduce the number of
experiments and can achieve the test results by performing
at least one test of orthogonal design.

Because the test results do not have the orderly compa-
rability of the orthogonal test results, the regression analysis
method is used for the processing of the test results. Using
the model derived from regression analysis, the importance
of influencing factors can be analyzed. Moreover, the new
conditional tests can be estimated, predicted, and optimized.
At present, this method has gained international recognition
and has been widely used in fields such as aerospace, chemical
engineering, pharmaceuticals, materials, automobiles, and
the environment at home and abroad [15-20].

4.2. Experiment Method. To ensure the high volume of rock
blasted with favorable blasting quality, the density of blasting
holes must be considered to obtain the optimal combination
of hole spacing and the resistant line. The experiments were
conducted in the Heshangqiao open pit of Nanshan Mining
Company, where the rock hardness is f=8 to 12 and the rock
has good integrity. The diameter of the holes was 200 mm,
with the depth of 12.5 m and explosive charge of 180 kg
per hole. The rock emulsion explosives used were produced
by Maanshan Jiangnan Chemical Co., Ltd. The explosive
diameter was 170 mm, with a density of 110 g/cm® ~ 1.35
g/cm’. The detonation speed was >3200 m/s.

To reduce the number of experiments performed and
reduce the effect on mine production, the uniform design
method was implemented. Two holes were initiated simulta-
neously in each experiment. The program of two factors and
five levels was chosen. The two factors were the hole spacing
and the resistant line width. The hole spacing was from 6 m to
10 m, and the resistant line width was from 5 m to 7 m. A total
of five tests were conducted. Based on the application table
of uniform design, the US(SZ) test schedule was produced,
as shown in Table 2. The blast hole layout is presented in
Figure 11.

A picture of the field experiment is shown in Figure 12,
and the blasting crushing effect is shown in Figure 13.

4.3. Analysis of the Experimental Results. The experimental
results are presented in Table 3. The measurement method of
the crater parameters was the same as that of the small charge-
forward blasting crater experiments.

The choice of regression equation has an important influ-
ence on the research results. Through comparative analysis
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of each built-in equation, the equation with the highest
coefficient of determination, R?, is chosen as the objective
equation of this paper under the condition that the regression
equation is significant.

(1) The regression equation to be established was

y=b0)+b(1)*x(I)A2+b(2) * x(2) A2 9)

Through the multiple factors regression analysis of the
experiment results, regression coefficients b(i) were

b (0) = —43.6;
b (1) = 2.34; (10)
b(2) = 9.51.

Thus, the regression equation for the rock volume blasted
was obtained.

y = —43.6 +2.34x,” +9.51x,° (1)

where y is rock volume blasted, m®; x, is hole spacing, m;
and x, is resistant line, m.

The regression analysis coeflicients are shown in Table 4
and Figure 14.

The regression formula produced the following signifi-
cant results: sample N=5, significance level ®=0.05; test value
F,=82.87; critical value F(0.05,2,2)=19.00; and F, >F(0.05,2,2).
The regression equation was significant.

Sorted by the partial regression quadratic sum, the contri-
butions of the resistant line and the hole spacing were 32.4%
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TABLE 3: Experiment results.
No. Holes spacing Resistant line Rock volumg Crater angle COE;;E lr(r)lslj:’if)n Bulk
a/m W/m blasted Q/m (ke /m3) Yield/%
1 6 5.5 338.3 98° 0.532 0.21
2 7 6.5 463.6 106° 0.390 0.33
3 8 350.4 104° 0.519 0.18
4 9 467.1 13° 0.392 0.25
5 10 7 670.0 115° 0.275 0.42
TABLE 4: Regression analysis coefficient.
Name 1 2
Regression coefficient b(i) b(1)=2.34 b(2)=9.51
Standard regression coefficient B(i) B(1)=0.444 B(2)=0.678
Partial regression square sum U(i) U(1)=9.79¢* U(2)=2.28e™
Partial correlation coefficient p(i) p(1,2)=0.9593 p(2,1)=0.9819
Multiple correlation coeflicient R=0.9940 R*=0.9881
Regression square sum: U=7.03¢"*
TABLE 5: Regression analysis coefficient.
Name 1 2
Regression coefficient b(i) b(1)=2.29¢™* b(2)=9.75¢*
Standard regression coefficient B(i) B(1)=5.98¢2 B(2)=0.952
Partial regression square sum U(i) U(1)=9.44¢>° U(2)=2.39¢2
Partial correlation coefficient p(i) p(1,2)=0.2847 p(2,1)=0.9783
Multiple correlation coeflicient R=0.9858 R*=0.9717
Regression square sum: U=3.68¢"

(U(2)/U) and 13.9% (U(1)/U), respectively. The resistant
line’s contribution was larger than that of hole spacing,
demonstrating that the resistant line had a greater impact on
the volume of rock blasted.

(2) Based on the regression analysis of multiple factors,
the regression equation to be established was

y=b(0)+b(1) *x(1)A2+b(2)*x(2)A2 (12)
The regression coeflicient b(i) was
b (0) = -9.30e %
b(1) = 2.29¢7%; (13)
b(2) = 9.75¢.
The bulk yield formula was the following:
y=-93x107+229%10*x,” +9.75x 10 °x,>  (14)

where y is rock volume blasted, m?; x, is hole spacing, m;
X, is resistant line, m.

The regression analysis coefficients are shown in Table 5
and Figure 15.

The regression formula produced the following signifi-
cant results: sample content N=>5; significance level a=0.05;

test value F,=34.39; critical value F(0.05,2,2)=19.00; and
F, >F(0.05,2,2). This result showed that the regression for-
mula is significant.

The contributions of the resistant line and the hole
spacing (sorted by the partial regression quadratic sum) were
65.0% and 0.256%, respectively. The resistant line’s contribu-
tion was greater than that of the hole spacing, demonstrating
that the resistant line had a greater impact on the bulk yield.
The reduction of the resistant line and increase of the hole
spacing are beneficial to controlling the bulk yield.

Considering that the resistant line has a greater impact
on the volume of rock blasted and the bulk yield than the hole
spacing, reasonably reducing the resistant line and increasing
the hole spacing at the same time can obtain favorable
blasting quality with a high volume of rock blasted. Thus, the
technology of large hole spacing and a small resistant line is
reasonable and practical.

4.4. Determination of the Blasting Parameters. The objective
function of total mining cost is
C=C+C,+C3;+C, +C5 (15)

where C, is drilling cost, C, is blast cost, C; is shovel and
loading, C, is transport cost, and C; is crushing cost.
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FIGURE 16: Blasting quality and mining cost.
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FIGURE 17: Curves of the resistance line, blasting volume, and bulk
yield (hole spacing a=8 m).

The blasting effect not only reflects the accuracy and
rationality of the blasting design parameters and the blasting
methods but also directly affects the subsequent processes,
such as shoveling and loading, transportation and crushing,
and the total mining cost.

In general, the costs of drilling and blasting increase
with the decrease of blasting quality, and the operating costs
of subsequent processes decrease with the improvement of
blasting quality. In theory, there is an “optimum blasting
effect” that makes the total mining cost the lowest (see
Figure 16). On the basis of blasting parameter optimization,
the purpose of controlling the comprehensive mining cost
can be achieved.

By comparing Figures 17 and 18, under similar hole spac-
ing conditions and with the increase of the resistance line,
the amounts of blasting volume and bulk yield both increase.
To obtain a larger volume of rock blasted, it is appropriate
to increase the resistance line. However, to achieve a better
blasting effect and reduce the bulk yield, the resistance line
should be reduced properly.
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FIGURE 18: Curves of the resistance line, blasting volume, and bulk
yield (hole spacing a=8.5 m).

Moreover, if the resistance line is too large, it is difficult
to blast the rock, making it not conducive to the formation
of a good free surface. Therefore, under the premise of
ensuring a higher blasting volume, while the blasting effect
is improved, the blasting method of large hole spacing and a
small resistance line is suitable.

According to many years of production practice of
the Heshangqiao iron mine, comprehensively taking the
efficiency of loading/crushing and the total mining cost
into consideration, the reasonable and economical blasting
parameters are as follows: the hole spacing 4=8.5 m and
resistant line (distance between rows) W=5.5 m, with the
ratio a/W=1.55.

Figures 17 and 18 show that, under the condition that the
bulk rate remains basically unchanged, when the resistance
line is 5.5 m, the rock volume blasted of a=8.5 m can be
increased from 393.8 m’ of a=8 m to 413.1 m’, representing
a4.9% increase, thus better illustrating the superiority of the
determined blasting parameters.

4.5. Blasting Quality under the Same Blast Area. Figure 19
further verifies the relationships among hole spacing, the
volume of rock blasted and bulk yield, in the case of equal
blasting area axW=46.75 m*> (8.5 m x 5.5 m). In the same
blasting area of 46.75 m?, with the increase of hole spacing,
the resistance line decreases correspondingly. Moreover, the
rock volume blasted and bulk yield simultaneously shows a
decreasing trend. The negative correlation between blasting
volume and bulk yield can be obtained. Thus, it is necessary to
comprehensively balance the two relationships above to make
the best economic benefits for mining production.

4.6. Blasting Quality Comparison with Perfectly Square Pat-
terns. The blasting quality and volume of six perfectly square
patterns were compared, as shown in Table 6 and Figure 20.
Here, the hole spacing was equal to the resistance line, a=W.
As the hole spacing and the resistance line increase, the
blasting volume and the bulk yield increase synchronously.
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TABLE 6: The blasting quality of six perfectly square patterns.

Number Holes spacing/m Resistance line/m Blasting area/m’ Rock volume blasted/m’ Bulk yield/%
1 4 4 16 146.0 0.067
2 5 5 25 252.7 0.156
3 6 6 36 383.0 0.266
4 6.837 6.837 46.75 510.3 0.373
5 7 7 49 5371 0.396
6 8 8 64 714.8 0.546
435 026 blasted. The advantages of large hole spacing with a small
430 1 1025 resistance line were proved.
‘;f 251 10 _ 5. Conclusions
Eprt 1°% S :
= 1o 3 (1) The volume of rock blasted and the blast quality are
E a5} o oy interassociated and mutually conflicting. To ensure good
s 102t 2 blasting quality and reduce the bulk yield, the charge depth or
e 4O F \-\- 4020 the resistant line should be reasonably reduced. This rational
M 405 | A ~. 4019 resistant line should be 0.86 times the reasonable resistant line
) T\T (or the optimal charge depth).
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FIGURE 19: Curve of the same blasting area of 46.75 m?.
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FIGURE 20: The blasting quality of square patterns.

For the perfect square ax W=6.837 m x 6.837 m (area of
46.75 m*), the blasting rock volume is 510.3 m?, but the bulk
rate reaches 0.373%, which is 71.1% higher than 0.218% of
axW=8.5m x 5.5 m, which corresponds to a worse blasting
quality.

It can be seen that blasting quality of a rectangle is better
than that of the square pattern. The rectangle of ax W=8.5 m
x 5.5 m had a better blast quality with a large rock volume

(2) Uniform design was found to be an effective method
for designing the program of blasting crater experiments
that can reduce the number of tests, decrease the workload
of blasting parameters optimization, and reduce the labor
intensity. R® of the regression equations for the volume of
rock blasted and the bulk yield were 0.9881 and 0.9717,
respectively. The two regression equations are reliable.

(3) The contribution rates of the resistance lines and
the spacing of the holes to the blasting volume regression
were 32.4% and 13.9%, respectively, and to the bulk yield
regression were 65.0% and 0.256%, respectively. The effect of
the resistance line on the volume of rock blasted and bulk rate
is more significant than that of hole spacing. The amount of
blasting is negatively related to the bulk yield.

(4) The blasting technology of large hole spacing and a
small resistance line can reduce the bulk yield and improve
blasting quality under the condition of ensuring a high
blasting volume. The blasting effect of the rectangular blast
hole arrangement is better than that of the square pattern.
The economically reasonable blasting parameters are defined
as a hole spacing of 8.5 m and a resistance line width of
5.5 m, with a blasting volume of 413.1 m® and bulk yield of
0.218%. The bulk rate of a perfect square of ax W=6.843 m x
6.837 m (46.75 m?) in the same blasting area reached up to
0.373%, which was 71.1% higher than that of an 8.5m x 5.5 m
rectangle.
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This paper experimentally investigated the seismic behavior of a 1:5 reduced-scale model of concrete-encased steel frame-reinforced
concrete core tube building. The quasi-static testing with multipoint loading was carried out, and mode-superposition response
spectrum method was adopted to control the amplitude of displacement. The damage process, crack pattern, and failure mode were
observed. Various parameters were obtained, including lateral deformation, hysteretic characteristics, strain distribution, ductility,
and energy dissipation capacity. The test revealed the distributions of base shear between the core tube and frame. The result
indicated that the core tube bears major loading and exhibited overturning failure, afterwards frame carry the surplus load and
exhibited column tensile failure and joint panel shear failure. The characteristic of two seismic resistant systems are reflected by the

excellent cooperation of core tube and frame.

1. Introduction

Concrete-encased steel frame-reinforced concrete core tube
(CS frame-RC core tube) buildings are becoming increasingly
popular around the world in high-rise buildings [1-3]. This
composite structural system consists of columns located on
the periphery of the building and tube located on the center of
the building. This arrangement embodies the design concept
of two lines to resist shear force [4, 5]. The first line of defense
is RC core tube with high lateral stiffness; it will bear most
of the shear force caused by the horizontal earthquake. The
second is CS frame, which mainly undertakes the vertical
load and partial overturning moment caused by horizontal
load. Meanwhile, when the stiffness and resistance of core
tube degenerate under a strong earthquake, the framework
will continue to bear the surplus loading. Compared with
RC frame structure, the bearing capacity of this composite
structural system is obviously improved, and the lateral
deformation of the building can be limited to an expected
level.

As a distinctive component in this composite structural
system, the CS member has been systematically studied. Li
et al. [6] have conducted experiment for limit values of axial

compression ratio for CS column. Chen et al. [7] explores an
analytical model to predict the compressive bearing capacity.
The core concrete is enhanced by the steel, which results in
the higher bearing capacity. Meanwhile, the steel skeleton can
improve the ductility [8, 9]. Thus, CS member is suitable for
the frame of composite structural system. CS frame is proved
to have the advantages of reducing cross-section area and
excellent global stability [10]. In particular, the exterior joints
with unsymmetrical section (T- and L-shaped steel section)
can satisfy the nonuniform force state and save space [11,
12]. The failure mechanism of the frame is the beam-hinged
mechanism, which satisfies the seismic design principle of
strong column and weak beam. The ductility and energy
dissipation capacity of CS frame are much better than RC
frame [13]. The reinforced concrete core tube provides high
initial stiffness and bears major shear. The deformation would
be strictly controlled, and lateral instability is effectively
prevented [14]. The CS frame-RC core tube buildings benefit
from the two components with individual characteristics [15].

There are only a limited number of researches about
experiment on the composite structural system. Several shak-
ing table tests were carried out and seismic performance was
analyzed [16-18]. The results showed that the whole specimen
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generally exhibited bending failure. The damage mainly
occurred at the bottom of core tube and joint. The lateral
displacement was still under the safety limits regulated by
Chinese Code. As an alternative, numerical simulation meth-
ods were also proposed. Some macroelement based models
were established for seismic analysis of composite high-rise
buildings aiming at predicting their global responses under
earthquakes [19-22]. Static pushover analysis, dynamic time
history analysis, and incremental dynamic analysis (IDA)
method were applied to evaluate the nonlinear responses of
composite high-rise buildings [23, 24].

However the test models above are designed with small
similarity ratio (1/20, 1/35) [16-18], which is restricted by the
shaking table capacities. The disparity between the acceler-
ation similarity ratio of earthquake actions and actual sim-
ilarity ratio for gravity acceleration cannot be ignored [25].
In addition, lateral force caused by earthquake is expected to
resist by both frame and core tube through composite action.
Because there are remarkable differences in stiffness between
frame and core tube [23, 24, 26], the frame columns may
fail by shear and crush in resisting strong earthquakes and
eventually leads to sudden collapse of whole structure [27,
28]. Itis significant to evaluate the seismic performance of this
composite structural system through specimen with a larger
similarity ratio, which can represent the general behavior of
the prototype. Mechanical behavior of the parts (the bottom
of core tube and joint of frame) under complicated force state
should be carefully analyzed.

In this paper, a 1:5 reduced-scale model of concrete-
encased steel frame-reinforced concrete core tube building
is constructed, and quasi-static testing is conducted to assess
the response under axial compression and cyclic horizontal
load. The lateral load and corresponding displacement and
strain of steel and concrete are measured. The crack pattern
and failure mode of each component are observed. The
seismic performance is evaluated by the obtained hysteretic
curve, ductility, energy dissipation capacity, and stiffness
degradation. The function of two seismic resistant systems of
this structure is verified.

2. Experimental Program

2.1. Test Model Design. A typical multistory CS frame-RC
core tube building prototype was designed in accordance with
the Code for Seismic Design of Buildings of China (GB50023-
2009). The effects of vertical loads (live- and dead-loads)
and lateral loads were provided referring to the Technical
Specification for Concrete Structures of Tall Building (JGJ3-
2002). The prototype building was designed based on an 8-
degree seismic fortification intensity zone and a II-type of site
classification. The design basic acceleration of ground motion
a, was 0.20g, which was with a reference probability of
exceedance, 10% in 50 years. The site was classified according
to the equivalent shear-wave velocity of soil and the site
overlying depth, the design characteristic period of ground
motion T, was 0.35s for a Il-type of site. It should be
noted that the seismic intensity and response spectrum used
during the design were those given in the Chinese seismic
code.
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TABLE 1: Similarity relationship of the model.

Physical quantity Dimensions Ratio of similitude
Length L S.=1/5
Young’s modulus FL™? Sg =

Mass FTL™! S, =1/25
Stress FL? S, =1

Time T Sr=
Poisson ratio 1 v=1

Force F Sp=1/25

The frame is composed of CS columns and steel beams
with I cross-section, while the core tube is made of rein-
forced concrete. Considering the laboratory conditions, a
1:5 reduced-scale model was constructed for the quasi-static
tests. The model was 10 stories with square cross-sections,
with 20 beams and 12 columns in each story. The total height
of the model was 8700 mm. The depth of the foundation,
the first story, and the rest of the stories were 500 mm, 1000
mm, and 800 mm, respectively. Two holes were arranged on
each story for elevator doors. The details and dimensions of
the specimen are shown in Figure 1. It should be mentioned
that the selected span is small because of the limitation of
laboratory conditions. Compared with typical building, the
linear stiffness ratio of beams and floor system increases. The
capacity of shear transferring between core tube and frame
is enlarged. It may lead to less damage degree of beams and
floor system.

Based on the requirements of Architectural Structure
Load Standards (GB50009-2001) of China, the live- and dead-
loads for the test model are 2.0 kN/m? and 1.6 kN/m?,
respectively. A certain amount of sandbags is stacked on
floors to simulate the uniform load. Because it is difficult
and dangerous in construction, only the tenth-floor slab is
not constructed. But the columns, beams, and core tube are
still constructed, and the ninth-floor slab is defined as the
top of specimen. The removed dead load is added by the
additional sandbags in the ninth floor. The materials used
for the test model were identical to those of the prototype
structure, thereby indicating that the scaling factor of the
elastic modulus was Sy = 1. Table1 shows the similarity
relationships.

2.2. Test Model Construction. The CS columns had a square
cross-section of 100 mm x 100 mm. Figure 2 shows the con-
figurations and skeleton of the CS columns. The cross-shaped
structural steel used in the columns consisted of several hot-
rolled steel plates. The steel plates were welded to create a
cross-shaped steel section. Figure 3 shows the steel beams
and configurations of beam-column joints. AnI cross-section
was adopted in the steel beams. The beams steel plates were
welded to the columns steel skeleton.

The composite slab was adopted. The slab system was
composed of thin steel plate, concrete, steel bar, and stud
connectors. Single-layer mesh reinforcement is used, and 10
mm length stud connectors were welded to the steel plate to
strengthen the bond between the steel plate and concrete. A
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TABLE 2: Materials properties of steel.
. Yield Strength Ultimate Strength Elastic Modulus
Material > 2 2
fy (N/mm~) fo N/mm®) E, (N/mm?®)
@4 bars 305 424 2.1x10°
@12 bars 347 451 2.1x10°
Steel plate 327 463 2.0 x 10°

sectional view and details of the reinforcements are shown in
Figure 4.

A square cross-section is used for the core tube, and the
dimensions are shown in Figure 5. The thickness is 60 mm
for the first two floors and 40 mm for the rest. Double-
layer mesh reinforcing is arranged in the tube, including four
12mm diameter bars in the corners. For the actual structure,
the cross-section indeed decreases along with the height. As
the scale of specimen is reduced by similarity ratio, there
is a small difference in dimension. For the convenience of
construction, the using cross-section is identical.

2.3. Material Properties. The material properties of the steel
plate and reinforcement were tested as shown in Table 2. The
spot mixed concrete was used for the CS columns, composite
slabs, and core tube. The measured cube compressive strength
(f.,) before test was 41.5 N/mm®.

2.4. Test Setup and Loading Histories. The structural vibra-
tion induced by earthquakes is contributed by all modal
responses. The mode-superposition response spectrum
method is an effective and accurate method, which can
consider the influence of higher mode shapes [29]. The
contribution of each mode shape is different in the total
response; thus the participation coefficient # is introduced to
describe this proportion. The loading program is detailed as
follows.

(1) Reference [5] has carefully described the program
about measuring dynamic characteristics. Several vibration
pickup sensors were installed as shown in Figure 6(a). A
signal acquisition system with at most six channels was
connected to record the data; however it was enough
for measuring the mode shapes. The details of vibra-
tion pickup sensors and acquisition process are shown in
Figure 7.
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FIGURE 5: Detail of core tube (units: mm).
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FIGURE 6: The test setup.
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TABLE 3: Participation coefficients of mode shapes.

Mode shape Ist-order 2nd-order 3rd-order 4th-order 5th-order

Participation coefficient #;/% 74.41 14.26 5.50 2.82 1.49

(a) Vibration pickup sensors and DASP system

(b) Measuring process

FIGURE 7: Measurement for dynamic characteristics.

Agy e Ag,

Ay ) Ayy

Ags Agy Ags

FIGURE 8: The first five mode shapes.

(2) Based on the dynamic characteristics, Data Acquisi-
tion and Signal Processing (DASP) program was adopted to
carry out the modal analysis (see Figure 7(b)). The higher
mode shapes and corresponding participation coefficient #
were obtained. According to Code for Seismic Design of
Buildings (GB 50011-2010), the number of selected mode
shapes is determined by the sum of #, which should be
more than 90%. Table 3 shows the 7 of first five modes; the
sum has already satisfied the requirement. The density of
used material should be enlarged to five times based on the
scale effect. However the steel and concrete material with 5-
fold density are not available, and the mass missing is not
considered. But the required live- and dead-loads are taken
into account and calculated by scale factors. This part of
mass (including the mass of removed 10th-floor slabs) is
applied by sandbags. The missing mass due to scaled material
density leads to the decrease of effective floor masses and

total mass. The mode shapes and participation coefficients are
influenced.

(3) The reverse cyclic loading applied by multipoint is
proved to accurately consider the influence of higher mode
shapes [19]. According to existing experimental equipment,
two actuators were set up at the 4th- and 9th-floor slabs (see
Figure 6). The displacement-controlled method was adopted,
and Figure 8 shows the first five mode shapes. The amplitude
of displacement is defined by (1) [29] and finally A 4/A ,=1.5:1.
In the loading program, displacement increment at 9th floor
is 8 mm per level, and three cycles are applied at each level as
shown in Figure 9. Once the bearing capacity falls to 85% of
the ultimate lateralload, or the specimen is unable to continue
bearing axial forces, the test is regarded as finished.

N
By _ —Zj\jl 890 10,345 1)
Ay Yilimhy,
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FIGURE 10: The arrangement of strain gauges.

where Ay and A, are the actual displacement applied on
9th and 4th floor; Agy; and A ; are lateral displacement of
i-th mode shape as shown in Figure 8; #; is participation
coefficients of i-th mode shapes.

2.5. Instrumentation. The measuring points were defined
to capture the overall response of the test model during
loading as well as any local effects, such as CS columns
and core tube yielding. Displacement sensors were mounted
on the slabs of each story at the loading side. Due to the
symmetry of cross-section, the components at 1st and 2nd
floor in Figure 10(a) were selected for attaching strain gauges
as shown in Figure 10(b), and the detail is shown in Figure 11.

3. Experimental Results

3.1. Experimental Phenomena. Figures 12-15 show the devel-
opment of crack pattern. In the initial stage, the specimen

exhibited elastic state after loading and unloading. As the
top displacement reached 16 mm, horizontal cracks primar-
ily occurred at the boundaries along the wall height, and
microcracks developed at the bottom of column on the first
floor. Then the cracks gradually extended with opening and
closing. When the top displacement reached 32 mm, diagonal
cracks with 45° angle were observed on the west and east
of core tube on the first floor. As the top displacement
reached 56 mm, shear cracks appeared in column-beam
joints, and local bulge occurred on the profiled steel sheets
on 4th, 7th, 8th, and 9th floors. The diagonal cracks on
the core tube eventually developed to X-shaped intersecting
cracks. Once top displacement reached 88 mm, concrete at
wall edges seriously spalled and crushed. The longitudinal
reinforcements were exposed, which were accompanied by
the buckling and fracture. At present the core tube was
regarded as overturning failure, and the frame continued to
bear the surplus loading. Horizontal cracks were found on
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FIGURE 11: Arrangement of strain gauges and rosettes at the first and second floors (units: mm).
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(a) The south wall (b) The north wall

(c) The west wall (d) The east wall

F1GURE 12: Cracks on core tube at the first floor.
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(a) The interior column (b) The corner column

F1GURE 13: Cracks on columns at the first floor.

(a) The interior joint (b) The exterior joint

FIGURE 14: Cracks on joints at the second floor.

F1GURE 15: Cracks on slab at the second floor.
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FIGURE 16: Lateral deformation.

the surfaces of the 1st- and 2nd-floor slabs, massive spalling
of concrete occurred in the joint, and the steel skeleton
was deformed. Once the top displacement reached 136 mm,
the load reduced to 85% of the ultimate bearing capacity,
the specimen was severely damaged, and experiment was
concluded.

Each component of the specimen exhibited various fail-
ure modes. The core tube exhibited relatively wide cracks
and severe concrete crushing localized at the bottom. There
were two types of cracks as shown in Figure 12; one was
horizontal tension cracks, which mainly occurred on the
north and south of core tube (perpendicular to the loading
direction). Under the action of tension and compression, the
concrete was seriously crushed, and the width of the cracks
was approximately 10 mm (see Figures 12(a) and 12(b)). The
other was oblique shear cracks, which mainly occurred on the
west and east of core tube (parallel to the loading direction).
Cracks gradually extended at 45° angle and eventually formed
X-shaped intersecting cracks (see Figures 12(c) and 12(d)).

Compared with the core tube, frame exhibited relatively
few cracks as shown in Figures 13 and 14. Horizontal tension
cracks occurred at the bottom of the column, with a small
amount of concrete spalling. Shear cracks were observed in
the joints particularly on the 1st and 2nd floors, which were
accompanied by severe concrete crushing. The longitudinal
reinforcements and steel skeleton were exposed and bent.
As shown in Figure 15, horizontal cracks mainly occurred
on the floor slabs. Concrete was crushed at the boundary
between floor slabs and the core tube, and the steel plate was
compressed and exhibited locally bulging.

In general the core tube characterized by large lateral
stiffness had borne major loading and worked as first seismic
resistant system. Once it failed by overturning, the frame sup-
ported the structure as the second seismic resistant system.

3.2. Deformation and Strains. The lateral displacement of
each floor at stages of Ay=+8 mm, +24 mm, +56 mm, +88
mm, and +136 mm is shown in Figure 16. Interstory drift ratio
0; is defined as follows:

_ (Ai - Ai—l)
b=

1

i=1,23,...,9 (2)

where A; is lateral displacement of the i-th floor and 4; is the
height of ith floor.

The absolute displacements and story drift ratios are
shown in Figure 16. According to (2) and measured data, the
maximum story drift ratio is 8,. During the loading process,
the damage patterns at 4th floor presented previously. As
the lateral displacement increased, the stiffness at 4th floor
obviously degenerated, and the damage degree was larger
than other floors. According to Technical Specification for
Concrete Structures of Tall Building (JGJ3-2002) of China,
the limiting value of elastic-plastic interstory ratio for frame-
core tube structure is 0.01. It is clear that when A 4 reached 32
mm, the specimen begins to enter the plastic stage.

The strain of steel skeleton in columns is at range of
1974-3148 pe, which gets into the yielding stage. The strain
of steel skeleton in beam is generally less than 500 pe, and it
remains in the elastic stage. The concrete strain is 1284-3539
pe, exceeding the ultimate compressive strain of 0.003. In
general, under the action of cyclic loading, both of the
columns and core tube mainly bear lateral loads.

3.3. Hysteretic Curve. The hysteretic curve of the specimen
indicates the relationship between base shear and top dis-
placement. The hysteresis curve shape is between the spindle
and the “S” form, as shown in Figure17. The specimen
generally exhibited three stages: yielding, ultimate, and failure
stage. In the initial stage of loading, the specimen remains
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TABLE 4: Degradation of bearing capacity.
Top displacement /mm 88 96 104 112 120 128
A./% Positive 1 0.97 0.98 0.98 0.96 0.96
! Negative 1 0.97 0.97 0.97 0.94 0.95
5004 € d c b 2:1 ab c d e E 500 ]
400 - : q, 400 7
300 300
200 A 200
1001 100 4
Z 00 .
2 0 o
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) FIGURE 18: Skeleton curve.
F1GURE 17: Hysteretic curve.
p A,
elastic, the loading and unloading curves are straight, and Prnax
minor residual deformation occurs. With increasing hori- B
zontal displacement, the specimen reaches the elastic-plastic B C
stage, and the area of the hysteresis loops increases. The peak
loads of the subsequent two cycles, at one displacement level,
gradually decline. When top displacement reaches 32 mm,
the hysteresis loop inclines toward the horizontal axis, and A,
obvious stiffness degradation and residual deformation indi-
cate that the specimen attains yielding stage. The specimen A=A,
reaches the ultimate stage at 88 mm, where the maximum P,=0.85P,,,
load is 356 kN. The core tube completely fails at this point,
the frames have varying levels of damage, and the bearing A, A Ay

capacity of the specimen begins to decrease. As the top
displacement reaches 136 mm the specimen moves into the
failure stage.

The damage process of different components can be
described as follows (zones a-e as shown in Figure 17): (a)
when Ay was less than 16 mm, no damage occurred and the
specimen was intact. Then minor damage occurred on the
columns at first floor. (b) When A 4 reached 32 mm, the core
tube began to get damaged; however the columns did not
develop further damage. (c) When A, reached 56 mm, the
core tube seriously got damaged; meanwhile the joints and
floor slabs slightly got damaged. (d) When A, reached 88
mm, the core tube failed and the damage degree of joints
and slabs was aggravated. (e) When A, reached 136 mm, the
frame got into failure stage.

According to the Specification of Testing Methods for
Earthquake Resistant Building (JGJ101-96) of China, the
degradation of bearing capacity can be described by coeffi-
cient A; in (3), shown in Table 4.

Ai= o+ 3)

where P; is the peak load at i-th displacement level.

FIGURE 19: Equivalent energy method.

The peak loads of the specimen during the second and
third cycles of each displacement level are both lower than the
previous ones, and, finally, the bearing capacity degenerates
by about 5%.

3.4. Envelope Curve. The skeleton curve of the specimen
is symmetrical in both positive and negative directions as
shown in Figure 18. In order to confirm the yield and damage
points, the equivalent energy method is adopted, as shown
in Figure 19. A, and A, are the shaded areas. The loads and
displacements at the yield point, limit point, and failure point
are presented in Table 5, where P, Ay, P, Aoy, Py, and
A, are the loads and displacements at yielding, ultimate, and
failure points, respectively.

The skeleton curve shows the elastic-, plastic-, and
degradation-stages. In the initial stage, the curve is a straight
line, bearing capacity increases rapidly, and stiffness remains
stable. With increasing loads, concrete cracks and steel
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TABLE 5: Yielding, ultimate and failure point of specimen.
Stage Yielding Ultimate Failure
P,/kN A,/mm P /KN A /mm P /KN A, /mm
Positive 238.49 32.15 351.72 87.93 298.46 136.27
Negative -243.52 -31.39 -356.12 -86.55 -304.95 -133.92
ph 0.40 -
/./-\._-\
B 0.35 - " ~a
|
/ 0.30 /
F A > .
7 Aa N N
5 0.20 . //
P
0.15 - /'
FIGURE 20: Hysteretic loop and energy dissipation capacity. 0.10
0 20 40 60 80 100 120 140
A (mm)
yields, and the skeleton curve gradually inclines toward the
horizontal axis. The maximum base shear is 356 kN at the FIGURE 21: Energy dissipation capacity.
ultimate stage. The bearing capacity then decreases to 298 kN
at failure owing to the serious damage of the core tube and g -
frame.
3.5. Ductility and Energy Dissipation. The displacement duc- 6 4
tility coefficient, y, is calculated by (4), and an equivalent =
viscous coeflicient, h,, to evaluate the energy dissipation of TE
specimen, is calculated by (5). g .
4
_ Ay g
p=t O
y
2 -
ho= 1 S(aABC+aCDA)
R T ey )
7T O(AOBE+AODF)
. . O T T T T T T 1
where A, and A are parameters as described in Table 5, 0 20 40 60 30 100 120 140

S(aaBciacpa) is the area of one hysteretic loop as shown in
Figure 20, and S ,opg;aopr) is the total area of AOBE and
AODE

The displacement ductility coefficient y is 4.27. The
equivalent viscous coefficient h, is shown in Figure 21, and
the maximum value is 0.374 when A, reaches 88 mm. It
meets the requirement of >3 in Code for Seismic Design
of Buildings (GB50011-2010). Compared with the results of
other frames (L-shaped column composed of concrete-filled
steel tubes frame [30]), the mentioned parameters are p=3.31
and h,=0.336. It is proved that specimen for CS frame-RC
core tube building allows larger inelastic deformation.

3.6. Stiffness Degradation. The stiffness of specimen can be
described by secant stiffness K, as calculated by
I ]

;= 6
STV ey “

A (mm)

FIGURE 22: Degradation of stiffness.

where P; and A; are the peak load and corresponding
displacement at i-th displacement level of 9th floor, respec-
tively.

The stiffness degradation is shown in Figure 22. It can
be seen that the stiffness of the specimen remains con-
stant in the initial stage, but it degenerates rapidly once
the core tube damage. Platform segment shows the elastic
stage of specimen, and the degradation reveals the cumu-
lative damage of structure. Finally the stiffness degener-
ates for about 67.49%. Compared with the result of [30],
in which stiffness degradation is 79.07%, CS frame-RC
core tube buildings maintain larger stiffness even at failure
stage.
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4. Conclusions

The seismic behavior of CS frame-RC core tube building
was investigated, the damage process, crack pattern, and
failure mode were observed, and the following was con-
cluded.

(1) In the quasi-static test, the specimen failed mainly
by the overturning mode. As the first seismic resistant
system, the core tube carried the major load and suffered
extensive damage. Major horizontal tension cracks and X-
shaped oblique shear cracks occurred at the bottom of core
tube. Once the core tube got damaged, the frame played the
role of second seismic resistant system and continued to carry
the surplus load. The joint experienced shear failure and the
column experienced tensile failure, and the floor slabs failed
in compression. The structure design satisfied the concept of
“two seismic resistant systems.”

(2) The hysteresis curve shape was between the spindle
and the S form, and the skeleton curve of the specimen was
symmetrical in both positive and negative directions. The
specimen generally exhibited yielding, ultimate, and failure
stages. The specimen began to enter the plastic stage at
top displacement 32 mm. The structural maximum lateral
bearing capacity was 356 kN at 88 mm and failed at 132
mm.

(3) The strain of steel skeleton in columns and concrete
at the bottom of core tube exceeded 3000 pe. However strain
of beams was generally less than 500 ye and did not yield in
the experiment. The frame design conformed to the seismic
principles of “strong columns and weak beams” and “strong
joints and weak members.”

(4) The displacement ductility coefficient yu was 4.27,
which had met the requirement of ¢>3 in Code for Seismic
Design of Buildings. The equivalent viscous coefficient h,
was 0.374, and the stiffness decreased by approximately
67.49% at failure stage. Compared with the result of similar
structure, CS frame-RC core tube building allowed larger
inelastic deformation, indicating the excellent seismic perfor-
mance.
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By using an electrohydraulic servo fatigue testing machine, fatigue tests were performed on C60 high strength concrete (HSC)
under low cyclic compressive loading after undergoing normal temperature, 200°C, 400°C, 600°C, and 800°C. Failure patterns of
high strength concrete under low cyclic compressive loading were observed. The influence of the high temperature process on
the static elastic modulus of high strength concrete was analyzed. By studying the development law of fatigue strain, regression
equations of fatigue strain after different high temperatures were established. Furthermore, the fatigue deformation modulus ratio
was defined as the damage variable and the relationship models between the high temperature process and the fatigue damage were
established. It provides the experimental foundation for fatigue damage analysis of high strength concrete in objective working
conditions, which includes repeated loading and different high temperature processes.

1. Introduction

High strength concrete (HSC) has been widely used with the
increasing complex structures of modern architecture. For
instance, the Petronas Twin Towers in Kuala Lumpur City
Centre, Malaysia, used C80 HSC. 311 South Wacker Drive in
Chicago, USA, used C95 HSC. Two Union Square Building
in Seattle, USA, used C135 HSC, Television Culture Center of
China (TVCC), Shanghai World Financial Center (SWEC),
adopted C60 HSC. In practice, concrete structures not only
undertake static loading and the cyclic loading (vehicle loads,
wind loads, wave loads, etc.), but also may suffer high temper-
ature processes caused by fire or other reasons, which further
results in serious damage of its structural properties.

At present, researches on mechanical properties of HSC
after exposure to high temperature have been deeply carried
out worldwide. Most studies [1-10] focused on the basic prop-
erties of HSC, such as appearance, mass, tensile strength, fail-
ure pattern, multiaxle strength, and stress-strain curve; those
studies established the formula for failure criterion of HSC in

multiaxial stress state. However, the study on fatigue behavior
of HSC after exposure to high temperature has not been car-
ried out yet, especially after exposure to different high tem-
perature processes. Several researches were concentrated on
uniaxial fatigue behavior of ordinary concrete after exposure
to high temperature [11-13]. In those studies, the tensile
fatigue behavior of concrete under constant amplitude cyclic
load after 100°C and 200°C has been investigated, the static
performance of concrete has been analyzed, and the relation-
ship between total strain growth rates at the second stage
and fatigue life has been given. Nevertheless, the relationship
model between the high temperature process and the fatigue
damage of HSC failed to be established, and huge gap in
the fatigue damage evaluation of fire-damaged HSC structure
remains.

This paper presents the variation discipline of appearance,
static elastic modulus, fatigue strain, residual strain, and
fatigue deformation modulus of C60 HSC structure which
was tested at various stress ratios after suffering room tem-
perature, 200, 400, 600, and 800°C. The static load test and
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fatigue test were performed with electrohydraulic servo pres-
sure machine and electrohydraulic servo fatigue machine, re-
spectively. And the relationship models between the high
temperature process and the fatigue damage are established,
those provide reference to fatigue damage assessment of high
strength concrete subjected to different high temperature
processes.

2. Materials and Experimental Procedures

2.1. Materials and Mix Proportions. The materials used in
this investigation are standard cube specimens, as shown in
Figure 1(b), which are made of C60 concrete (the matching
ratio is shown in Table 1). Heating temperature was room
temperature (20°C), 200°C, 400°C, 600°C, and 800°C respec-
tively. Each set of specimens are constantly heated for 0.5h,
1h, 2h, and 3 h after reaching the specified temperature.

2.2. Apparatus and Testing Methods. The high temperature
test was carried out in a box-type resistance furnace, as shown
in Figure 1(a), whose size is 300 mm x 500 mm x 200 mm.
The maximal permitted temperature of resistance for furnace
is1000°C, and the temperature control precision is +1°C. After
specimens were put into the resistance furnace, the tempera-
ture gradually rose from the room temperature to the preset
temperature in a rate of 10°C/min [14], and the temperature
was maintained constantly for a certain time. In order to
prevent the specimens from bursting during heating process,
the specimens were wrapped around with high temperature
barbed wire.

The static load test was carried out with the electrohy-
draulic servo pressure machine, as shown in Figure 1(c). The
axis of specimen should be coincident with the axis of the
machine panel before test, then repeatedly preloading and
unloading the specimen three times with 20% of the upper
limit load with 20% of the upper limit load; then pressure was
applied at a rate of 0.3 MPa/s—0.8 MPa/s on the specimen
until failure, and the ultimate bearing capacity of the speci-
men was obtained.

The fatigue test was carried out with an electrohydraulic
servo fatigue machine, as shown in Figure 1(d). The fatigue
load was applied by a 500 kN actuator in the vertical direc-
tion; the pressure is monitored by the voltmeter. The GTC 450
tull digital electrohydraulic servo controller was used to con-
trol and collect data in real time. Cyclic loading waveform was
sine wave, the minimum stress level S, (the ratio of mini-
mum lateral compressive stress o,,;, and tensile strength f,)
was 0.1, and the maximum stress levels S, were 0.80, 0.85,
and 0.90, respectively. Each principal stress direction must
be perpendicular to the surface of the specimen. The defor-
mation was measured with a 50 mm foil resistive strain gauge,
which was applied to the two free surfaces of the specimen.

All tests were carried out by using three layers of plastic
films spread with butter as the friction-reducing pad to ensure
the test was conducted with few friction.

3. Test Results and Discussion

3.1. Experimental Results and Analysis

3.11. Apparent Appearance. HSC specimens have a series of
apparent characteristics changes during the heating process
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from the room temperature (20°C) to the specified tempera-
ture, including the color variation, crack propagation, scaling,
broken corners, and looseness, as shown in Figure 2 and
Table 2. When the temperature exceeded 200°C, irritating
odor was generated. When the temperature exceeded 400°C,
water mist emitted from the furnish door and irritating odor
increased; when temperature reached 600°C, the water mist
mostly disappeared and remarkable sound of bursting came
out occasionally of box-type resistance furnace. When the
heating process finished and the furnace door was opened,
there were water droplets on the upper and lower sides of the
furnace door.

As shown in Figure 2, the color of cooled specimens had
no significant difference between before and after suffering
200°C [14]. The whole or part of specimens appeared rust red
after suffering 400°C for one hour, which had a significant
contrast with the color of the corresponding specimen at the
room temperature. After heating up for 3 hours, the red disap-
peared and the light gray appeared on the specimen surface.
Crack increased, but it did not spread across the entire sur-
face. A small number of specimens had peeled pieces and bro-
ken corners, but most of the specimens kept a unbroken ap-
pearance. A small number of specimens had burst during
the heating process, which caused rough section area, many
holes, and cracks. After suffering 800°C, the specimens’ ap-
pearance turned into offwhite, and some coarse cracks came
out, and the overall structure was relatively loose.

It was analyzed that, at 400°C, hydration of calcium ferrite
(CaO-Fe,05-H,0) in the concrete has a chemical reaction
with Ca(OH),, which results in reddish-brown Fe(OH); [12].
With 600°C, Fe(OH); was decomposed into iron oxide and
the red disappears.

3.1.2. Failure Mode. The failure modes of HSC under low
cyclic compressive loading after different high temperature
processes are shown in Figure 3. Due to suffering the high
temperature, there were already some visible cracks on the
specimens surface before loading. During 600°C procedure,
some specimens sustained brittle failure and burst with
splitting sound. This is because the strength of cement gel
is close to the strength of coarse aggregate, which makes the
development of cracks unable to be blocked and buffered by
coarse aggregate like ordinary concrete. When reaching the
peak stress, the energy accumulated inside is released in a
rapid and violent manner and it made the specimen burst. It
was obvious to see that, under uniaxial compressive stress, the
HSC specimen split into multiple small cylinders. The failure
surface of HSC was parallel to the compressive stress direc-
tion and perpendicular to the free surface, causing formation
of one or more failure surfaces, and this phenomenon is called
columnar damage. The failure mode of HSC was column-
shaped conquassation, and the specific form is related to the
applied stress level. Some specimens even show the failure
mode of bulk fragments. This conclusion is consistent with
the experimental results of Lv [12] and Xu [15].

3.1.3. Relative Compressive Strength. Through the static test,
the compressive strength of the specimen after the antifric-
tion at room temperature was 49.6 MPa, and the compressive
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FIGURE 1: Apparatus and specimens: (a) box-type resistance furnace; (b) specimens; (c) electrohydraulic servo pressure machine; (d) electro-
hydraulic servo fatigue machine.

(d) (e) ®

FIGURE 2: The apparent changes of HSC after different high temperature processes: (a) P-2-2; (b) P-4-1; (c) P-4-3; (d) P-6-0.5; (e) P-8-3; (f)
normal temperature (P-X-X indicates fatigue test, heating temperature (x100°C), holding time (h), such as P-2-2 indicates holding 2 h after
heating up to 200°C).

TABLE 1: Mix proportions of HSC.

Cement: kg/m’ Sand: kg/m’ Gravel: kg/m’ Water: kg/m’ Water-reducing agent: kg/m’ Water-to-binder ratio
510 720 1040 163 11 0.32
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FIGURE 3: Failure mode of HSC specimens under uniaxial compression loads after different high temperature processes: (a) P-2-0.5, S,,,, =

0.80,0.5N ; (b) P-2-3, ., = 0.85,0.5N ;; (c) P-5-0.5,
failure state of fatigue.

max

=0.90, 0.25N ; (d) P-6-3, S, = 0.85, 0.75N ;3 (€) P-8-2, S, = 0.90, N5 (f) critical

TABLE 2: Appearance characteristics of HSC after exposure to high temperatures and then room temperature cooling.

Temperature: °C Color Crack propagation scaling Broken edges and Looseness
corners

20 Cinereous None None None None

200 Cinereous None None None None

400 (0.5h,1h) Reddish Little Little Little Mild

600 Grey Some Some Some A little heavy

800 Offwhite Throughout the Mostly All the cornerS Heavy
surface

strength of the HSC specimen after different high tempera-
ture processes is shown in Table 3.

3.1.4. Fatigue Life. The fatigue life of the HSC specimens
under uniaxial compression cyclic loading is shown in
Table 4. Since it is generally believed that the fatigue life of
concrete material obeys the lognormal distribution [16, 17],
the logarithm of the mean value of fatigue life obtained under
the same stress level is used as the average fatigue life of
specimens under this condition.

3.1.5. Fatigue Deformation. In this experiment, the maximum
strain e, ., at the fatigue direction of the HSC was measured,
and its relationship with the relative fatigue cycles was shown
in Figure 4. It can be seen that when specimens are under
fatigue load, the longitudinal fatigue total strain increases
with the maximum stress level and fatigue load cycle number
and its development can be divided into three stages, which
is the same as the fatigue strain behavior of ordinary concrete
(Zhao DF, 2002); [18, 19]. The first stage was the crack initia-
tion stage, the fatigue strain increased rapidly from zero to the
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TABLE 3: Basic mechanical values of HSC after different high temper-
ature processes.

Specimen number  f.': Mpa E": (10" N/mm?) &yt 107
P-2-0.5 42.6 3.21 1920
P-2-1 40.1 3.33 1999
P-2-2 41.2 3.59 1948
P-2-3 46.5 3.54 2076
P-4-0.5 452 3.44 2515
P-4-1 44.3 3.43 2505
P-4-2 42.4 3.43 2631
P-4-3 39.9 3.37 3056
P-6-0.5 32.5 3.37 3784
P-6-1 30.2 3.11 3101
P-6-2 28.5 3.04 3985
P-6-3 25.9 2.96 3624
P-8-0.5 19.2 2.87 4203
P-8-1 18.0 2.80 4574
P-8-2 15.3 2.72 4799
P-8-3 11.8 2.66 4816

Note. P-X-X indicates fatigue test-heating temperature-holding time, and P-
0 indicates HSC at room temperature.

TABLE 4: Test data of fatigue for HSC.

Specimen number r Average f ati(Tgue life T
0.9f; 0.85f; 0.8f,
P-0 4.19 4.83 5.29
P-2-0.5 2.25 3.37 5.08
P-2-1 3.16 4.53 5.01
P-2-2 2.07 4.34 491
p-2-3 2.74 3.60 4.74
P-4-0.5 1.83 4.62 5.15
P-4-1 2.80 4.83 4.97
P-4-2 2.09 2.82 3.08
P-4-3 2.37 4.65 5.04
P-6-0.5 3.47 4.87 5.06
P-6-1 3.52 4.74 4.96
P-6-2 3.50 4.80 5.08
P-6-3 1.49 232 4.49
P-8-0.5 3.36 4.20 4.83
P-8-1 3.22 4.02 4.820
P-8-2 3.17 3.87 4.73
P-8-3 3.10 3.74 4.60

Note. P-X-X indicates fatigue test-heating temperature-holding time, and P-
0 indicates HSC at room temperature.

steady state, the strain growth rate was large, and this stage
accounted for about 10% of the whole fatigue life; that is,
N/N; < 0.10; the second stage was the stable crack expansion
stage, the fatigue strain was linearly increasing and the growth
rate was relatively stable, and it accounted for about 75% of the
whole fatigue life; that is, 0.10 < N/N < 0.85; the third stage
was the crack instability damage stage, as the fatigue strain
suddenly increased, the test block quickly entered the failure

stage, and the ultimate strain during failure was smaller than
the ordinary concrete under uniaxle. This law is consistent
with the development law given by Holmen [19].

Further analysis of Figure 4 shows that the fatigue strain
of HSC was not only related to the heating temperature and
holding time duration but also related to the magnitude of
the stress level. When the holding time was the same and the
heating temperature was different, the fatigue strain growth
was small before 400°C but increased rapidly after 400°C,
and the fatigue strain at 800°C was quintuple larger that at
200°C. It can be seen from Figures 4(a)-4(g) showed that
the heating temperature had a greater effect on the fatigue
strain of HSC than the holding time and stress level. When the
heating temperature was the same and the holding time was
different, the fatigue strain of HSC increased with the stress
level, but the growth trend was not obvious.

The regression equation of the fatigue strain of HSC
after different high temperature processes was obtained by
nonlinear multivariate regression of the measured strain, the
cycle times, and stress levels:

3 2
T max =a(£) +b<£) +c<£) +dT +et
Ny Ny Ny (1)

+ f.

In order to facilitate the engineering application and anal-
ysis, this paper analyzed the relationship between the strain
and the cycle times of the HSC after the high temperature
history under various stress levels and put forward a unified
formula.

When S, =0.80, S

3 2
N N

e = {768.45 <—> ~1007.02 (—)
Ny Ny

=0.10,

min

N (2a)
+1057  — |+ 6.91T + 201.55¢ + 2295.23
Ny
(20°C < T < 800°C) R*=0.9017.
When S, = 0.85, S, = 0.10,
3 2
- {829.58(£) s ()
’ N N
f f
N (2b)
+866.41( = | + 6.02T + 481211 + 2366.90
f
(20°C < T < 800°C) R’ = 0.8992.
When S, = 0.90, S, = 0.10,
N Y N Y
Erm = {1321.76 ( —) ~2178.95 (-)
Ny Ny
(2¢)

N
+1695.13 N, +9.44T + 199.37t + 1698.39
f

(20°C < T < 800°C) R® = 0.8346.
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FIGURE 4: Relationship between fatigue strain and relative fatigue cycles: (a) 200°C; (b) 400°C; (c) 600°C; (d) 800°C; (e) 200°C~800°C, S,
= 0.80; (f) 200°C~800°C, S, = 0.85; (g) 200°C~800°C, S, = 0.90.

max
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FIGURE 5: Relationship between the fatigue residual strain, holding time ¢, and high temperature T

3.2. Fatigue Damage

3.2.1. Fatigue Residual Strain. It is pointed out that, with
the increase of fatigue cycle times, the residual strain of
concrete in uniaxial stress state was the same with total
fatigue strain, which showed a three-stage development law.
And the residual strain value under fatigue failure was not
affected by the stress level but also had nothing to do with the
loading process; it was constant [12, 15, 20]. In this paper, the
uniaxial compression fatigue test of HSC after different high
temperature process was carried out and the residual strain
was measured. The development history is shown in Figure 5,
which verifies the above conclusion.

The regression equation of the fatigue residual strain ¢, ;-
of HSC and relative fatigue number N/N; was obtained by

nonlinear regression under the number of cycles and stress
levels:

3 2
sr,T=a<£> +b(£) +C<E>+dt+e. (3)
Ny Ny Ny

In order to facilitate engineering application and analysis,
this paper analyzed the relationship between the fatigue
modulus and the number of cycles of HSC after the different

high temperature process under various stress levels and put
forward unified formulas.
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N\ N\
& =11061.92( — | -1686.43( —
Ny Ny

min

N (4a)
+1147.08 ( <= | +2.1855T + 136.5¢ + 409.28
f
° o 2
20°C < T <800°C (R*=0.9017).
When S, = 0.85, S5y, = 0.10,
N\ N\
e = 169675 = | —1165.89( -
f f
N (4b)
+97591( = | + 1.3176T + 197.27¢ + 37623
f
20°C < T <800°C (R* =0.8992).
When S, = 0.90, Sy, = 0.10,
3 2
N N
&1 = {57191 (N_> —88704<N—)
f f
(4¢)

+725.23 (Nﬁ) +2.1819T + 171.39¢ + 471.15]»
f

20°C < T < 800°C (R2 = 0.8346).

From Figure 5 and formulas (4a), (4b), and (4c) it can
be seen that the residual strain of HSC under fatigue failure
is related to the heating temperature and the holding time
duration but not related to the magnitude of the stress level
and the fatigue cycle times. And it is almost the same with
the uniaxial fatigue residual strain development of ordinary
concrete. The residual strains of HSC at high temperature
from 200°C to 800°C are 471 u, 927 u, 997 u, and 1233 y, which
are larger than the uniaxial fatigue residual strain of ordinary
concrete. All above can be used as fatigue damage guidelines
of HSC after high temperature process.

3.2.2. Fatigue Damage Based on Fatigue Residual Strain.
Fatigue damage of concrete is due to its internal microcracks
expansion which will lead to an unstable state, so taking
the fatigue residual strain as a measure criterion of fatigue
damage is scientific and reasonable. According to the basic
concepts of damage mechanics, the relative residual strain is
defined; that is, the residual strain ¢, ;- and fatigue failure ulti-
mate residual strain ’, ;- are damage variables; the damage
equation is

3 2
:a<£> +b(£) +c(£)+dT+et ®)
Ny Ny Ny

+f, D, €(0,1).
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TABLE 5: Fatigue life.

Specimen number D,, N.oo N,oss N,
P-2-0.5 0.835 2.19 4.46 5.20
P-2-1 0.961 2.97 4.87 5.27
p-2-2 0.735 1.88 4.27 5.03
P-2-3 0.686 1.76 4.11 4.96
P-4-0.5 0.770 2.01 4.30 5.11
P-4-1 0.735 1.88 4.27 5.04
P-4-2 0.746 1.92 4.30 5.09
P-4-3 0.739 1.89 4.28 5.06
P-6-0.5 0.415 1.53 3.77 4.62
P-6-1 0.399 1.51 3.74 4.45
P-6-2 0.418 1.53 3.78 4.64
P-6-3 0.402 1.51 3.70 4.60
P-8-0.5 0.394 1.50 3.66 4.39
P-8-1 0.389 1.49 3.62 4.28
P-8-2 0.393 1.50 3.66 4.34
P-8-3 0.395 1.50 3.67 4.33

Note. P-X-X indicates fatigue test-heating temperature- holding time, and P-
0 indicates HSC at room temperature.

TABLE 6: Distribution table of relative errors (%).

Specimen number E,o Ejgs E,s
P-2-0.5 2.667 32.34 2.36
P-2-1 6.01 7.51 5.19
pP-2-2 9.18 1.61 2.44
P-2-3 35.77 14.17 4.64
P-4-0.5 9.84 6.93 0.78
P-4-1 32.86 11.59 1.41
P-4-2 8.13 52.48 65.26
P-4-3 20.25 7.96 0.405
P-6-0.5 55.91 22.59 8.70
P-6-1 57.10 21.10 10.28
P-6-2 56.29 21.25 8.66
P-6-3 1.34 59.48 2.45
P-8-0.5 55.36 12.86 9.11
P-8-1 53.73 9.95 11.20
P-8-2 52.68 5.43 8.25
P-8-3 51.61 1.87 5.87

Note. Exx in this table is the absolute value of the relative error.

Figure 6 shows the relationship between the damage vari-
ables of HSC and the relative fatigue cycle times after different
high temperature process. The fatigue damage model can
be used to analyze the accumulated fatigue damage of HSC
under low temperature uniaxial compression after different
high temperature processes.

The remaining fatigue life of the HSC under low cyclic
uniaxial compression after suffering different high temper-
ature process was predicted, which was shown in Table 5.
Compared to the test results in Table 4, the relative error
distribution of the fatigue life of HSC under uniaxial com-
pression after suffering different high temperature processes
can be obtained as shown in Table 6.
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FIGURE 6: Relationship between damage and relative fatigue cycles of HSC with high temperature process.

It can be seen from the calculated results that, among the
absolute values of the relative error between predicted and
measured values, the values which are less than 30% account
for more than 85% of the total. With the huge difficulties
in testing, the numerous influential factors, and the big
discrepancy of experimental data taken into consideration,
the predicted value was satisfactory for the low cyclic uniaxial

compressive fatigue test of HSC after suffering different
high temperature processes. Thus, an effective method was
developed to predict the fatigue residual life of HSC after
different high temperature processes.

The damage equation at different stress levels from formu-
las (4a), (4b),and (4¢) to (5) and Figure 6 was obtained by non-
linear regression under the number of cycles and stress levels.
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When S, ,, =0.80,S,,,, = 0.10,

max min

3 2
D, = {33141 X} 56033 X
Ny Ny

N T
+3.2574| — | - 0.001 (—) +0.0029¢ (6a)
Ny 100

+ 0.1423} 20°C < T < 800°C (R =0.9027).

WhenS_ . =0.85S . =0.10,

max min

N\ N\
D, = {33604 — | -6.0469  —
Ny Ny

N T
+3.6014( — | - 0.004 (—) +0.0038¢ (6b)
Ny 100

- 0.1036]» 20°C < T < 800°C (R =0.8844).

When S, = 0.90, S, = 0.10,

min

3 2
N N
D, =13.6074( — | -6.3556( —
Ny Ny

+3.6530 [ ) - 0.003 (i> +0.0133¢ (6¢)
N, 100

+ 0.1152} 20°C < T < 800°C (R*=0.8171).

4. Conclusions

The color of HSC turns lighter after the high temperature pro-
cesses. At about 500°C, the specimens are light gray and parts
of them have a serious burst; the cross-section is relatively
rough and some holes and cracks exist in the broken speci-
mens. After 800°C, the specimens’ appearance are offwhite,
some coarse cracks appear, and some even run throughout
the specimen. The structure of the specimen is relatively
loose.

The maximum longitudinal total strain of the HSC after
exposure to high temperature processes under low cyclic
uniaxial compressive loading is in accordance with the three-
stage development law. The second stage is the stable crack
propagation stage, which accounts for about 75% of the whole
fatigue life. The formulas to figure out the longitudinal total
strains at each stage were given. Compared with the stress
level, the effect of high temperature process on the fatigue
strain of HSC is more significant, especially the influence of
heating temperature.

The relative residual strain was defined as the damage
variable, and the fatigue damage model of HSC after different
high temperature processes, under low cyclic uniaxial com-
pressive loading, was established. According to the damage
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model established by the relative residual strain, the fatigue
life of high strength concrete was predicted. More than 85%
of the absolute values of the relative error between predicted
and measured values are less than 30%, and the result is
satisfactory.
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A dynamic model is proposed in this paper for analyzing the nonlinear characteristics of a flexible blade. The dynamical equation
of motion for a rotational flexible blade in a centrifugal force field is established based on the finite element method. A macro-stick-
slip mechanical model of dry friction is established to simulate the constraint condition of the flexible blade. The combined motion
of the external excitation and friction produces a piecewise linear vibration which is actually nonlinear. The numerical integration
method is employed to calculate the vibration reduction characteristics of the nonlinear constrained rotating blade. The results
show that the nonlinear dry friction force produced by the dovetail interface plays an important role in vibration reduction. And
the effect of dry friction vibration reduction is significant when the rotating speed is slow or the friction coeflicient is small. Besides,
the magnitude of external excitation also has a great impact on the state of the friction. Therefore, some relevant experimental

researches should be done in the future.

1. Introduction

In the aeroengine components, the blade has the largest num-
ber and is the most prone to accident. The blade is inevitably
affected by the aerodynamic force and the centrifugal force
during the process of starting, running, and stopping of
the engine. This is one of the main reasons for the blade
damage. The dovetail attachment structure is often used in
the installation of modern aeroengine blades. This structure
has the advantage of simple manufacture. And it can also use
the dry friction to reduce the vibration level of blade. Thus,
the high cycle fatigue damage of the blade is reduced. And
the service life of the blade is longer. Therefore, the design
of the blade connection structure and the construction of
the dry friction mechanics model are the important contents
of the research and design of aeroengine blade. In recent
decades, many scholars at home and abroad have carried out
in-depth theoretical analysis and experimental research on
the dynamic characteristics of the blade. They have achieved
fruitful results and laid a solid foundation for the further
study of the later generations.

The natural characteristics of the blade have been studied
in the early studies of blade. Turhan and Bulut [1] investigated

the nonlinear bending vibrations of a rotating beam. The
perturbation analysis was used to obtain the natural frequen-
cies and the frequency responses. Chung and Yoo [2] used
the finite element method and the discretized equations to
investigate the behaviors of the natural frequencies with the
variation of the rotating speed. Tsai [3] used the FEM to
explore the dynamic characteristics of a single blade, 6-blade
groups, and 12-blade groups and found that the vibration
frequency and mode shape of single blade are in good
agreement with that of the whole blade. Yan et al. [4] used the
experimental mode analysis and mode correction methods
to investigate the coupling vibration of the mistuned blade-
disk in aeroengine and found the right working frequency
range of aeroengine. Park et al. [5] investigated the vibration
characteristics of the rotating blades of the wind-turbine and
obtained the accurate natural frequencies of blades through
the numerical method.

In order to find out the reason for blade damage and
prevent it, many experts have done a lot of researches on
the dynamic characteristics of the blade. Choi and Lee [6]
used the modal analysis for one blade and the assembly of
the blades to check the dynamic characteristics of the blades.
The results showed that it is close to the resonance condition
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of the assembled blades when the blade is broken. Al-Bedoor
and Al-Qaisia [7] used a reduced order nonlinear dynamic
model to investigate the forced vibrations of a flexible rotating
blade under the excitation of shaft torsional vibration. Yao et
al. [8] investigated the nonlinear dynamic characteristics of
the rotating blade and used the bifurcation diagram, phase
portrait, and power spectrum to demonstrate that periodic
motions and chaotic motions occur in nonlinear vibrations
of the rotating blade under certain conditions. Lee et al. [9]
developed a computational model for the dynamic charac-
teristics of a rotor-blade system. The dynamic characteristics
of the system for various system parameters were obtained.
Li et al. [10, 11] established a dynamic model of rotor-blade
coupling system with elastic restraints to investigate the
influence of shaft bending on the coupling vibration of rotor-
blades system and analyze the nonlinear dynamic behavior of
a continuum model. Allara [12] established different contact
models to investigate the dynamic response characteristics
of turbine blades and obtained the hysteresis curves of the
oscillating tangential contact force versus relation tangential
displacements and the dissipated energy at the contact for
different contact geometries.

It is known that the damage caused by the resonance
vibration of the blade is through analyzing the vibration
characteristics of the blade. Proper method must be found
to restrain the vibration of blade and increase the service
life of blades. There are many works that have been done on
the vibration reduction, but the primary method is to reduce
the vibration by friction. Hartog [13] developed an ideal dry
friction model which can qualitatively analyze the effect of
the dry friction vibration reduction. Iwan [14] proposed the
famous piecewise nonlinear hysteresis model and studied
the dynamic responses of the system of a single degree of
freedom and two degrees of freedom. Yang and Menq [15]
used the Coulomb friction law and the macroslip model
to investigate the coupling contact kinematics and devel-
oped the mathematical expression of the dry friction force.
Cigeroglu and Ozgiiven [16] indicated that the microslip
model can provide more accurate results by applying a quasi-
linearization technique. They proposed a new model about
all blades around the disk, which developed the microslip
method and validated feasibility of the model. Xu et al.
[17, 18] presented a macroslip model to determine the dry
friction force on the contact interface between the blade
dovetail attachment and the disk dovetail groove. And a
lumped-mass-spring model was used to explore the effect of
some control parameters of a damped structure on its forced
response.

Several suitable friction models are obtained through the
studies of the above. And there are some suitable methods
which can be used to study the possibility of friction vibration
reduction. Wang and Chen [19] used the HBM to explore the
vibration characteristics of blade and computed the accurate
steady-state response of blade with damper. Ding et al. [20, 21]
presented an analytical method for determining the steady-
state response of a system with dry friction damper. Sinha
[22] discussed the transient response of the rotor with the
blades deforming. And the Numerical results were presented
for the highly nonlinear impact dynamics problem of hard
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rub with Coulomb friction. Cao et al. [23] analyzed the
2D friction contact problem of a flexible blade and found
that the gap between the tips and the rotating speed of the
blade significantly influence the dynamics of the system.
Wang and Long [24] established the mechanical model of
bladed disks with random mistuning of hysteretic dry friction
damping, and used an incremental harmonic balance method
to analyze the effects of parameters of bladed disks on its
forced response. Zhang et al. [25] developed the constitutive
relation of dry friction force for blade-root damper based on
a microslip friction model and used the harmonic balance
method to analyze the effect of dry friction on vibration
performances of mistuned bladed disk system. Pust et al.
[26] used a harmonic excitation near the natural frequency
of blade to act on a blade system with damping element and
investigated the vibration response characteristics of blade
with dry friction dampers. Zhang et al. [27] described an effi-
cient method to predict the nonlinear steady-state response
of a complex structure with multiscattered friction contacts
and analyzed the nonlinear response of the blade with under-
platform dampers. Ozaydin and Cigeroglu [28] used one-
dimensional macroslip friction model with constant normal
load to model the dry friction damper and investigated the
effect of dry friction damping on vibration attenuation of
helicopter tail shaft.

As can be seen from the previous references, the damage
of blade mostly occurs in the resonance region. And most
present studies simplify blade as the lumped-mass model. The
deviation of this model from the actual shape of the blade is
large. In order to simulate the actual shape of flexible blade
more accurately and reduce the resonance peak, the discrete
model of the blade based on the finite element method is
established. And the ideal dry friction mechanical model is
used to simulate the boundary conditions of the blade. This
conforms to the dynamic environment of the rotating flexible
blade. The effects of the parameters of blade system like the
rotating speed, the friction coeflicient, and the amplitude of
external excitation on the vibration reduction characteristics
of the blade are studied and the transient response of the blade
is analyzed in this paper.

2. The Establishment of Dynamic Model

The structural diagram of the rotating blade with dovetail
interface is shown in the Figure 1(a). In the model, R, Q,
and L stand for the radius of the disk, the rotating speed
of blade, and the length of blade, respectively. w(x,t) is the
transverse displacement of the blade. The force analysis of the
infinitesimal body dx is shown in Figure 1(b). M and V stand
for the bending moment and the shearing force, respectively.
According to the knowledge of mechanics of elasticity, the
influence of shearing deformation is considered. When the
blade is deformed by the external excitation in the rotating
state, the total energy equation IT can be written as follows:

R+L 2 2
Hzlj ISR
2 Jr 0x?

1 (R GA [ dw, (x,t) 2
+5L 7(—ax )d’“



Shock and Vibration

(a) The structural representation of the rotating blade
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(b) The force analysis of the infinitesimal body

FIGURE 1: The continuous model of the blade with dovetail interface.
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where the first item on the right of equal sign is the bending
strain energy. The second is the shearing strain energy. The
third is the centrifugal strain energy. And the fourth is the
kinetic energy of blade. w(x, t) is the transverse displacement
resulting from the deformation of blade; wy(x,t) is the
transverse displacement caused by the bending deformation;
wy(x,t) is the transverse displacement due to the shearing
displacement; what is more w(x,t) = wy(x,t) + w,(x,1); E,
G, and I denote Young’s Modulus, the modulus of shearing,
and the moment of inertia, respectively; N, is the centrifugal
force of the blade, A is the cross-sectional area, and p is
density and k is the correction factor for considering the fact
that the actual shearing strain and shearing stress are not
uniformly distributed.

There are generally two methods for the numerical dis-
cretization of the total energy which is shown in (1). The first
is the numerical discretization by using its modal functions.
The second is the discretization of the finite element method
by using the shape functions. The plane beam element is used
to discretize the blade in this paper. And the whole blade is
divided into 30 elements. The stiffness matrix and the mass
matrix of the element are derived from the local coordinate
system oxy. The transverse displacement of an element is
w’ = w; + w! in the discrete modal considering the effect
of the shearing deformation.

In the local coordinate system oxy, the strain energy
caused by bending and shearing deformation of any element
can be written as follows:

. 2
1 il az €
%:_j E% ?)dm
2 Ji-y 0x

il dw’ 2
vt ey,
G-k \ 0x

2)

where [ is the length of an element, 7 is the ordinal number of
the elements, and i = 1,2, 3,...,n. In this paper n = 30.

The blade is affected by the centrifugal force under the
working condition. And the centrifugal strain energy which
is produced by any elements can be shown as

il

Ut = %j NE (x,) 0 (x,.1) dx., 3)
(i~

where x, is the distance from a point in an element to the front

end of the element; w®(x,, t) is the transverse displacement of

this point; N; (x,) is the centrifugal force of this point and can

be written as follows:

N = [

(i-1)l+x,

PAQ’ [R+ (i - 1)1 +x,]dx. (4)

N, (x), Ny(x) are the element shape functions. And &y,
8; are the element nodal displacement arrays. They are
substituted into the element strain energy equations after the
bending strain energy Uy, the shearing strain energy Uy, and
the centrifugal strain energy U of the element are obtained.
The bending stiffness matrix ki, the shearing stiffness matrix,
and the centrifugal stiffness matrix k{ are obtained. Therefore,
the element stiffness matrix k° is obtained by integrating the
above three matrices.

The kinetic energy of any element consists of two parties.
It can be expressed as given below:

T = TS +T¢
1" a%y
=- Al — ] d
2 J(i—l)lp ( ot x (5)

il 2
+1J pA(aws> dx,
2 J-ny ot

where Ty and T are the kinetic energy caused by the bending
deformation and the shearing deformation, respectively. Sim-
ilarly, the mass matrices mj, and m{ can be obtained based on
the kinetic energy of the element. Then, the two mass matrices
are integrated to obtain the element mass matrix m®.

After obtaining the strain energy and the kinetic energy

of the element, the total energy II of the discretized model
can be written as follows:

H:i%+i@+i@+iﬂ (6)
i=1 i=1 i=1 i=1




The element stiffness matrix k° and the element mass
matrix m°® are transformed from the local coordinate system
to the whole coordinate system. Then, the whole stiffness
matrix K and the whole mass matrix M are obtained by means
of the set of element matrices. The damping of the whole blade
system is expressed by Rayleigh damping; its expression is

C=aM+ pK. )

a and f are the coeflicients of Rayleigh damping. They can be
expressed as follows:

o= 2(52/602 _El/wl)
- (V@) = 1a})

B = 2 (&, — 51“)1)
(@ -2

(7.1)

, (7.2)

where w,; and w, are the first-order and the second-order
natural angular frequency of the blade, respectively; &, and &,
are the damping coefficients corresponding to the two natural
frequencies, respectively.

3. The Establishment of Mechanical Model

The tenons are closely connected together to form the contact
interfaces due to the centrifugal force of the blade. There
are complicated nonlinear forces at the contact interfaces.
In order to research the effect of the nonlinear force on
the natural characteristics of the blade, an ideal dry friction
model is established to simulate the nonlinear force of the
tenon joint. The mechanical model of the dry friction is
illustrated in Figure 2, where y is tenon angle and ¢ and #
are the angle between the contact interface and the vertical
direction. A; and A, are the contact interfaces of the tenon;
x(t) is the horizontal displacement of the blade-root; d,, and
d, are the displacement of the contact interfaces A; and A,,
respectively; N, is the centrifugal force of blade; N; and N,
are the normal pressure on the two contact interfaces; k,, f;,
and y, are the shearing stiffness, the friction force, and the
friction coeflicient of the contact interface A;, respectively.
ky, f,, and p, stand for the shearing stiffness, the friction
force, and the friction coefficient of the contact interface
A,, respectively. w; and w, are the displacement of the dry
friction damper.

In order to facilitate analysis and calculation, the follow-
ing simplifications are made in this paper.

(1) The influence of the change of the friction force on the
normal pressure acting on the contact interface is ignored.

(2) The effects of the twisting, the spanwise displacement,
and the installation angle of the blade are neglected. Only the
transverse displacement of the blade is considered.

(3) It is assumed that the contact interfaces are always
in contact with each other. No separation occurs under the
action of the centrifugal force.
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F1GURE 2: The mechanical model of the dry friction.

The displacements of the two contact interfaces are
obtained from the geometric relation in Figure 2:

x (t)
cosy’

x (t)

d:

u

(8)

Y cosy’

As shown in Figure 2, when the elasticity of the shearing
spring is smaller than the slipping friction force, the contact
interfaces are in sticking state. On the contrary, the contact
interfaces are in slipping state. Therefore, the mathematical
expression of the dry friction force can be written as follows:

B ky (d, —w,) ky ldu_w1|<.”1N1
1 - .
i Ny sgn () Ky |d, —w| =N, o)
9
k, (d, - w,) ky |dy = w,| < 4N,
fz = .
Ny sgn (w,)  ky|dy —wy| = g, N,

According to the mechanical balance and neglecting the
influence of the friction force, the positive pressure acting on
the contact interface can be expressed as follows:

No

N, =N, = .
! 2 2cosy (10)

Assuming that the rotating speed is (), the centrifugal
force of the blade is

R+L
Ng = J pAQ x dx. (11)
R

It can be seen that the dry friction force is segmented
in the period of blade vibration from its mathematical
expression. Taking the contact interface A, as an example,
the contact interfaces of the tenon-mortise will be in sticking
state when the elasticity k, |d,—wj | is smaller than the slipping
friction force p; N,. Then the speed of the damper is w, = 0.
The contact interfaces of the tenon-mortise will be in slipping
state when the elasticity k, |d, — w, | is bigger than or equal to
the slipping friction force y; N;. Then the speed of the damper
is ), = d,. Therefore, the speed of the damper can be used to
judge the state of the contact interfaces.

(12)

0  sticking state
w, =

d, slipping state.
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TaBLE 1: The default parameters of the blade system.
Disk Blade Blade Elade . Element Youngs Poisson’s Correction Shear
Parameters radius (R) length (L) width (b) thickness  Density (p)  number  modulus ratio (v)  factor (k) stiffness
() (n) (E) (kp,ky)
Value 350mm  150mm 60 mm 7mm  7850kg/m’ 30 200 GPa 0.3 6/5 8 x 10° N/m
10 4.5
8¢ 351
g ) \
é 6l \g NAN'“/ Y\x
< < 2.5} \
3 3
e el E N
g g 15t A N
< < g/H T e e \;t: Ny
2 . f/ Sa_ . - :i:is Higg;:
| T e |
0 1 1 1 " " " "
200 600 1000 1800 2200 2600 3000 400 500 600 700 800 900
Frequency w (rad/s) Frequency w (rad/s)
—o— Q =100rad/s —+— = 350rad/s —— Q =90rad/s —— Q= 110rad/s
—=— QO =150rad/s —<— ) =600rad/s —— Q =100rad/s —— Q =120rad/s
—«— Q =200rad/s —+— = 800rad/s
—+— Q =250rad/s —«— Q =1000 rad/s
—s— Q =300rad/s —— Q= 1200rad/s

(a) The hard nonlinear phenomenon

(b) The soft nonlinear phenomenon

FIGURE 3: The amplitude-frequency response curves of blade at different rotating speeds.

The integral of the above equation is obtained:

a sticking state
wy = (13)
d, +¢, slipping state,
where ¢,¢, are constant number. But the values of ¢, ¢,
are unknown. Therefore, the influence of ¢; and ¢, can be
eliminated by using the displacement difference between the
former and later moments of the damper in the process of
iterative calculation. Then the expression from formula (13)

can be obtained:

0 sticking state
Aw,g = wy - Wis-1) = o (14)
Ad,, slipping state,

us

where s represents the order of iterations. From (14), it can
be seen that the displacement difference Aw,, = 0 when the
contact interfaces of the tenon-mortise are in sticking state
and Aw,, = Ad,, when the contact interfaces of the tenon-
mortise are in slipping state.

The friction forces of the two contact interfaces are all
along the contact interface, but in the opposite direction. The
components of the friction force in vertical and horizontal
direction are

Jv = fisiny = fysiny,
fu = ficosy + f,cosy.

(15)

The geometric relationship of the tenon shows that f, = 0.
The stiffness matrix K, the mass matrix M, and the damping
matrix C of the system are known. The dynamic equation of
the system can be written as follows:

MX + CX + KX = Q(t) - F, (x,1). (16)

where Q(f) is the external excitation and F,(x,t) is the
friction vector.

4. The Natural Characteristics

In this paper, the default parameters of rotating blades are
shown in Table 1.

The rotating speed of blade is Q = 200 rad/s. The friction
coefficients of the contact interfaces are equal: 4, = p, =
0.2. The harmonic excitation Q(¢#) = P, sin(wt) is used to
simulate the aerodynamic excitation, where the excitation
amplitude p, = 500 N and the angular frequency of excitation
w = 1600rad/s. This section will analyze the effect of
the rotating speed of blade, the friction coefficient, and the
excitation amplitude on the nonlinear characteristics of blade,
respectively.

4.1. The Effect of Rotating Speeds. Figure 3 shows the
amplitude-frequency response curve of the blade-tip at differ-
ent rotating speeds. And each curve corresponds to different
rotating speeds. In Figure 3(a), the amplitude-frequency
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FIGURE 4: The responses of blade-root at different rotating speeds ((a) is the time-domain response, (b) is the frequency spectrum, and (c) is

the phase diagram).

response curve of the blade shows a certain hard nonlinear
phenomenon when the rotating speed of blade is less than
350 rad/s. The resonance peak of the blade has a tendency of
shift to the right. And the value is obviously lower than that of
the linear phenomenon. At the same time, the resonance peak
of blade increases with the rotating speed. When the rotating
speed is higher than 350rad/s, the amplitude-frequency
response curve is no longer nonlinear. However, the resonant
frequency of the blade increases gradually. And the resonance
peak decreases gradually with the rotating speed. It can also
be seen from the diagram that when the rotating speed
is lower, the blade also has a large response amplitude in
the low-frequency area. Figure 3(b) shows the amplitude-
frequency response curve of blade at slow speed. In addition
to the higher response amplitude at low frequencies, the
amplitude-frequency response curve exhibits a soft nonlinear
phenomenon when the excitation angular frequency ranges
from 600 rad/s to 900 rad/s. There is the same trend as the
result which is obtained in [15]. In the current excitation
frequency range, which is far less than the first natural
frequency, the blade should behave as a rigid body. But the

soft nonlinear phenomenon disappeared immediately with
the increase of the rotating speed of blade.

This paper takes the response of the blade-root as an
example. The transient response characteristics of the blade
are observed because of the friction force acting on the tenon
of blade. In order to make the response more obvious, the
excitation angle frequency is 1600 rad/s which is close to the
first natural frequency of the blade. When the rotating speeds
are 100rad/s, 200rad/s, and 600rad/s, the time-domain
response diagram, the frequency spectrum, and the phase
diagram of blade-root are shown as (a;), (by), (¢;); (a,), (by),
(cy); and (a3), (bs), (c3) of Figure 4, respectively. When the
rotating speeds are slow, such as 100 rad/s and 200 rad/s, the
time-domain waveform shows a harmonic phenomenon and
the response amplitude decreases because of the nonlinear
dry friction force. There are not only dominant frequency,
but also obvious 3x and 5x components in the frequency
spectrum. And the phase diagram of the blade-root is no
longer smooth, indicating that the motion of the blade is com-
plicated. When the rotating speed is higher, such as 600 rad/s,
the time-domain waveform of blade-root shows that a simple
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FIGURE 5: The variation curves of dry friction force at different rotating speeds (subscript 1 represents the variation curve of dry friction force

and subscript 2 represents the hysteresis loop).

harmonic variation and the response amplitude are small.
There is only dominant frequency in the frequency spectrum.
It proves that there is not nonlinear phenomenon at this
moment. The phase diagram changes smoothly and regularly.

In Figure 5, (a;) and (a,), (b;) and (b,), and (c,) and
(c,) show the variation curves of dry friction force and
the hysteresis loops when the rotating speeds are 100 rad/s,
200rad/s, and 600 rad/s, respectively. They can reveal the
variation of dry friction force at different rotating speeds.
When the rotating speeds are 100 rad/s and 200 rad/s, the
dry friction force shows a wave clipping phenomenon with
time and will keep constant for a period after it reaches the
maximum value. The maximum value of dry friction force
will increase with the rotating speed. But the time of the
dry friction force at its peak will gradually decrease. The dry
friction force varies piecewise linearly with the displacement
of blade-root under these speeds. The hysteresis loop of dry
friction force is a closed parallelogram. And the area of it
represents the energy consumed by dry friction. The area
of the hysteresis loop (2 x the peak of dry friction force x
slipping distance = 0.76) in Figure 5(b,) is larger than that
(2 x the peak of dry friction force x slipping distance =
0.29) in Figure 5(a,). The result illustrates that the energy
consumption of dry friction is larger when the rotating speed
is 200 rad/s. That makes the response amplitude of blade-root
smaller. When the rotating speed of the blade is 600 rad/s, the
dry friction force presents a simple harmonic variation with
time and the hysteresis loop is a reciprocating straight line.
There is no energy consumption at this moment.

4.2. The Effect of Friction Coefficient. The dry friction force
and the vibration reduction characteristics of the blade are

directly affected by the change of friction coeflicient. In order
to research the effect of friction coefficient on the vibration
reduction characteristics, the amplitude-frequency curves of
blade-tip at different friction coefficients are obtained when
the rotating speeds are 200 rad/s and 400 rad/s, respectively.
It can be seen form Figure 6(a) that when the friction
coefficient of the contact interfaces is small, the amplitude-
frequency curves of the blade-tip exhibit a certain hard
nonlinear phenomenon. And the response amplitude of the
blade increases and the nonlinear phenomenon decreases
gradually with the friction coefficient in resonance region.
There is no longer nonlinearity in the amplitude-frequency
curve of blade-tip when the friction coefficient is bigger
than before. It can be obtained by comparing Figure 6(a)
with Figure 6(b) that the response amplitude of the blade in
resonance region is larger and the nonlinear phenomenon
is relatively weak when the friction coeflicients are the same
and the rotating speed is higher. Therefore, the effect of dry
friction vibration reduction is more obvious when the friction
coeflicient is small and the rotating speed is slow.

In order to further research the effect of the friction
coeflicient on the vibration reduction characteristics of blade.
The transient response of the blade-root at different friction
coeflicients is observed. When the friction coeflicients are
0.2, 0.4, and 0.8, the time-domain response diagram, the
frequency spectrum, and the phase diagram of blade-root
are shown as (a,), (by), (¢;); (a,), (b,), (c,); and (as3), (bs),
(c5) of Figure 7, respectively. When the friction coeflicients
are small, such as 0.2 and 0.4, the time-domain waveform
shows a harmonic phenomenon and the response amplitude
decreases because of the nonlinear dry friction force. There
is not only dominant frequency, but also obvious 3x and
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5x components in the frequency spectrum. And the phase
diagram of the blade-root is also shown as a complicated
curve. When the friction coeflicient is bigger, such as 0.8,
the time-domain waveform of blade-root shows a simple
harmonic variation and the response amplitude is bigger
than that of before. There is only dominant frequency in
the frequency spectrum. And the phase diagram changes
smoothly and regularly.

In Figure 8, (a;) and (a,), (b;) and (b,), and (c,) and
(c,) show the variation curves of dry friction force and the
hysteresis loops when the friction coefficients are 0.2, 0.4, and
0.8, respectively. They can reveal the variation of dry friction
force at different friction coefficients of contact interfaces.
When the friction coefficients are 0.2 and 0.4, the dry friction
force shows a wave clipping phenomenon with time and will
keep constant for a period after it reaches the maximum
value. The maximum value of dry friction force will increase
with the friction coefficient. But the time of the dry friction
force at its peak will gradually decrease. The dry friction
force varies piecewise linearly with the displacement of blade-
root. Meanwhile, the hysteresis loop of dry friction force is a
closed parallelogram. And the area of the parallelogram (2 x
the peak of dry friction force x slipping distance) decreases
gradually with the increase of the friction coeflicient. The
vibration dissipation by dry friction is low when the area of
the parallelogram is small. The dry friction force presents a
simple harmonic variation with the time and the hysteresis
loop is a reciprocating straight line when the friction coeffi-
cient is 0.8. And there is no energy consumption.

4.3. The Effect of Excitation Amplitude. Considering the soft
and hard nonlinear phenomena of the amplitude-frequency

curves at low and high rotating speed, the effect of different
excitation amplitudes on the vibration reduction charac-
teristics of the blade at a high or low speed is studied.
Figure 9 shows the amplitude-frequency response curves of
blade-tip at different excitation amplitudes when the rotating
speeds are 200 rad/s and 400 rad/s, respectively. Each curve
corresponds to different excitation amplitudes. It can be
seen from Figure 9(a) that the nonlinear phenomenon of
the amplitude-frequency curves is more obvious with the
increase of excitation amplitude. But the resonance peak
value of blade increases and the resonance zone also expands.
There is also a large response amplitude at the low frequency
when the excitation amplitude is too large. That is extremely
dangerous. In Figure 9(b), the amplitude-frequency curve
of the blade-tip does not show a nonlinear phenomenon
when the excitation amplitude is small. With the increase of
excitation amplitude, the nonlinear phenomenon is more and
more obvious. And the value of resonance peak also increases
gradually. It can be known by comparing Figure 9(a) with
Figure 9(b) that the effect of dry friction vibration reduction
is obvious in the resonant region when the rotating speed is
slow. And the effect of vibration reduction is related to the
value of excitation amplitude.

In order to further research the effect of excitation
amplitude on the vibration reduction characteristics of blade,
the transient response characteristics of the blade-root at
different excitation amplitudes are observed. When the exci-
tation amplitudes are 100N, 500N, and 1000 N, the time-
domain response diagram, the frequency spectrum, and the
phase diagram of blade-root are shown as (a;), (by), (¢;);
(a,), (by), (c,); and (a3), (bs), (c3) of Figure 10, respectively.
When the excitation amplitude is small, such as 100N,
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the time-domain waveform of blade-root shows a simple  waveform shows a harmonic phenomenon because of the
harmonic variation. There is only dominant frequency in the =~ nonlinear dry friction force. There is not only dominant
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force and subscript 2 represents the hysteresis loop).

(b,), (b,), and (b;), it is found that the response amplitude of
the blade-root increases with the excitation amplitude.

In Figure 11, (a;) and (a,), (b;) and (b,), and (c,) and
(c,) show the variation curves of dry friction force and the
hysteresis loops when the excitation amplitudes are 100 N,
500N, and 1000 N, respectively. They can reveal the variation
of dry friction force at different excitation amplitudes. The
dry friction force represents a simple harmonic variation
and the hysteresis loop is a reciprocating straight line when
the excitation amplitude is 100 N. The dry friction does
not consume energy at this moment. The dry friction force
shows a wave clipping phenomenon with time and will keep
constant for a period after it reaches the maximum value
when the excitation amplitudes are 500 N and 1000 N. The
maximum value of dry friction force will not change with
the increase of the excitation amplitude. But the time of
the dry friction force at its peak will gradually increase.
The dry friction force varies piecewise linearly with the
displacement of blade-root. Meanwhile, the hysteresis loop
of dry friction force is a closed parallelogram. And the area of
the parallelogram (2 x the peak of dry friction force x slipping
distance) increases gradually with the excitation amplitude.
The vibration dissipation by dry friction is large when the area
of the parallelogram is large.

5. Discussion

The constraining force of the blade changes with the rotating
speed. The constraining force is small so that the tenon-
mortise is in completely loosing state when the rotating
speed of the blade is slow. The blade will show the whole
rigid body vibration under the action of external excitation.

And the amplitude-frequency curve of the blade has a soft
nonlinear phenomenon in the low-frequency range. The
constraining force increases rapidly with the square of the
speed (N, oc Q7). The dry friction force shows piecewise
linearly change with the displacement of blade-root when
the rotating speed is less than 350rad/s. That makes the
amplitude-frequency curve of blade represent a certain hard
nonlinear phenomenon. When the rotating speed continues
to increase, the constraining force is too large so that the
tenon and mortise are tightly attached together. Therefore,
the dry friction force shows linearly change with the displace-
ment of blade-root. And there is no nonlinear phenomenon
in the amplitude-frequency curve of the blade.

The dry friction can consume the energy generated by the
vibration of the blade when the blade is excited by the external
excitation, that reduces the response amplitude of the blade. It
is known that the sliding friction force of the contact interface
is proportional to the friction coeflicient (f oc ). When the
friction coeflicient is small, the tenon and the mortise are easy
in a relatively slipping state. This will result in obvious effect
of the dry friction vibration reduction. On the contrary, the
tenon and the mortise will be in a sticking state for a longer
time if the friction coeflicient is bigger. And the effect of the
dry friction vibration reduction is weakened.

Although the effect of the dry friction vibration reduction
is different when the blade is at a lower speed and higher
speed, respectively, the energy dissipation of dry friction
is also affected by the friction coeflicient. But the rotating
speed of blade, the friction coeflicient, and the amplitude of
the external excitation are affected by each other. Therefore,
the dry friction vibration reduction has different results in
different situations.
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6. Conclusion

In this paper, the effect of the rotating speed of the blade, the
friction coeflicient of contact interface, and the amplitude of
the external excitation on the natural characteristics of the
blade is studied, respectively, based on the ideal dry friction
model and finite element method. The conclusions are as
follows.

(1) The amplitude-frequency curve of the blade has a
soft nonlinear phenomenon at the low-frequency range when
the rotating speed is small. The soft nonlinear phenomenon
disappears gradually with the increase of the rotating speed.
And the amplitude-frequency curve begins to show a certain
hard nonlinear phenomenon in the resonance region of the
blade. There is an obvious effect of dry friction vibration
reduction. But when the rotating speed is too high, there is
no nonlinear phenomenon in the amplitude-frequency curve
of blade and the effect of dry friction vibration reduction
disappears. Therefore, it is important to pay more attention
to the structure design of tenon-mortise. There are different
vibration reduction effects with different structural parame-
ters.

(2) The change of the friction coeflicient has a great effect
on the vibration reduction characteristics of the blade. When
the friction coefficient is small, the amplitude-frequency
curve of blade is easy to show nonlinear phenomenon.
And the effect of the dry friction vibration reduction is
obvious. But with the increase of the friction coeflicient, both
the nonlinear phenomenon and the effect of dry friction
vibration reduction begin to decrease.

(3) The change of the excitation amplitude also has a
certain effect on the vibration reduction characteristics of
the blade. The nonlinear phenomenon of the amplitude-
frequency curves is more obvious with the increase of the
excitation amplitude. Although the effect of dry friction
vibration reduction is increased, the blade response ampli-
tude also increases. Therefore, it is very important to prevent
the blade from being excited by the external excitation with
too large fluctuation.
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To improve the seismic performance and seismic reliability of precast concrete shear wall (PCSW) structure with improved
assembly horizontal wall connections (AHW connections), base isolation technology was proposed to be applied in the PCSW
structure. Two 1/4-scaled structure models using the improved AHW connections were constructed: a lead-rubber bearing
(LRB) base-isolated PCSW structure model and a base-fixed PCSW structure model. Shaking table tests were conducted on
these two models with three strong ground motions to assess the seismic performance of the structures. It was found that the
improved AHW connections in the base-isolated PCSW structure are useful and effective and that they fulfil the requirements
to be met by the connections to withstand an earthquake. In addition, the maximum absolute acceleration and base shear
force of the base-isolated PCSW structure model were less than those of the base-fixed PCSW structure model, and the
isolation effect on the absolute acceleration responses and base shear responses increased with increase in the intensity of
ground motions. In a word, the seismic performance and seismic reliability of PCSW structures can be effectively improved
using base isolation technology. After this investigation, the seismic responses of the base-isolated PCSW structure model were
numerically simulated using OpenSees software. There was a reasonable agreement between the numerically simulated results and
test results; thus, the numerical simulation method and analysis model used for the base-isolated PCSW structure model were

verified.

1. Introduction

Cast-in-place concrete shear wall structures (CCSW struc-
tures) are widely used throughout the world for their high
strength and stiffness. Unlike in the case of CCSW structures,
part of the field work can be transferred to the plant in the case
of precast concrete shear wall (PCSW) structures; this can
save a large amount of labour, reduce material consumption,
and shorten the time for construction projects. Thus, PCSW
structures can support the development of industrialised
construction [1-6].

1.1. Horizontal Connection. Assembly wall connections are
the key elements of PCSW structures, which consist of
assembly vertical wall connections and assembly horizontal
wall connections (AHW connections). Assembly vertical wall

connections are normally employed as energy dissipation
connections or emulation connections. However, reliable
AHW connections can normally guarantee the normal func-
tion of the PCSW structures.

There are three methods of assembling the AHW con-
nections in the PCSW structures: (a) splicing longitudinal
rebars using sleeves or stirrups combined with high-strength
mortar [7-9]; (b) tying together the horizontal connections
using unbounded posttensioned (UPT) precast concrete wall
plates [2, 10, 11]; (c) connecting the longitudinal rebars
using bolted connections [12, 13]. Several studies [1, 8, 11]
indicate that the required mechanical properties of the AHW
connections can be achieved with the assembly connection
methods mentioned above by adopting effective construction
measures.
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There are some studies on the seismic performance of
PCSW structures with UPT connections and sleeve con-
nections combined with high-strength mortar. One such
study [5, 6] presents shaking table tests and numerical
analysis of the UPT wall structures. The results show that
the UPT wall structures exhibit no residual deformation
and show minimal damage during an earthquake. Some
studies [, 14] indicate that the seismic performance of the
PCSW structure with AHW connection (i.e., longitudinal
rebars spliced using sleeves combined with high-strength
mortar) and the CCSW structure are similar. However,
there has been little investigation on the seismic behaviour
of PCSW structures with AHW connection using bolted
connections.

1.2. Base Isolation Technology. Seismic isolation is a useful
technology to reduce the seismic forces acting on struc-
tures. Base-isolated systems are effective because of their
excellent energy dissipation characteristics and flexibility.
Over the years, many studies have dealt with reliability
analysis and reliability-based optimization of base-isolated
systems including uncertainties such as isolation device
properties and ground motion characteristics [15-17]. The
results indicate that base isolation technology can improve
the seismic reliability of structures subjected to earthquakes
[18-20]. Lead-rubber bearing (LRB) is one of the most useful
isolation devices in practice. During an earthquake, the LRBs
dissipate most of the input earthquake energy. After the
earthquake, because of the recentering capacity of the LRBs,
the original position (corresponding to zero deformation)
can be restored [21-23]. In recent years, LRBs have been
extensively employed in structures to reduce the seismic
effects because of their energy dissipation and recentering
capacity [24, 25]. In addition, one such study [26] presents
sensitivity analysis on mechanical characteristics of LRBs.
The results show that the lead core radius is the dominant
parameter in affecting LRBs’ performance.

1.3. Scope of Present Study. As base isolation can reduce the
seismic forces acting on the structures, the forces acting
on the base-isolated structures are less than those on the
base-fixed structures; accordingly, the forces acting on the
AHW connections in the base-isolated PCSW structures
are lower. In other words, the performance of the AHW
connections can be improved in the base-isolated PCSW
structures. However, there has been little study on the seismic
properties of base-isolated PCSW structures with AHW
connections.

An improved AHW connection for PCSW structures has
been presented in literature [1], and shaking table tests, and
numerical simulation have been performed to evaluate the
seismic performance of a base-fixed PCSW structure with the
improved AHW connections [1]. The tested results indicate
that there will be some cracks in the AHW connection area
of the PCSW structure with improved AHW connections
during server earthquakes. In order to reduce the cracks
in the AHW connection area of the PCSW structure, base
isolation technology is proposed to be applied in the PCSW
structure.
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This paper presents the seismic properties of a base-
isolated PCSW structure model with the improved AHW
connections. To study the seismic performance and energy
dissipation capacity of the base-isolated PCSW structures,
two 1/4-scaled models of the PCSW structure were built: a
base-isolated PCSW structure model and a base-fixed PCSW
structure model. Shaking table tests of the two models were
conducted, and the absolute acceleration responses and the
displacement responses of the base-isolated PCSW structure
model were measured to reveal the dynamic properties of the
structure. In addition, the seismic behaviour of the improved
AHW connections was studied. Finally, the acceleration
responses in the fourth storey and shear force-displacement
responses in the isolation storey of the base-isolated PCSW
structure were numerically simulated using OpenSees soft-
ware.

2. Improved AHW Connection

The improved AHW connection technology used to realize
the horizontal connection of the precast shear wall is shown
in Figure 1 [1]. Connection steel plates and bolts are used to
make the AHW connection between the lower and upper
wall plates. The assembly sequence of the improved AHW
connection is as follows.

(1) Weld the longitudinal rebars to their corresponding
connection steel plates (see Figure 1(a)).

(2) Before hoisting the precast wall plates, cast a layer
of high-strength mortar on the top of the lower wall plate;
during the hoisting of the precast wall plates, insert the
connection steel plates of the lower wall plate into the
reserved channels of the upper wall plate at bottom (see
Figure 1(b)).

(3) Adjust the positions of the upper and lower wall plates
to align the reserved bolt holes in the connection steel plates
and wall plates, insert the bolts in the aligned holes, and
tighten the nuts to complete the improved AHW connection
(see Figure 1(c)).

3. Description of the Experiment

3.1 Test Specimens. A four-storey base-isolated PCSW struc-
ture prototype was designed according to the “code for design
of concrete structures” (GB50010-2010) of China [27]. Then,
two four-storey 1/4-scaled superstructure models of the base-
isolated PCSW structure were constructed. The similitude
coeficients of the model are presented in Table 1. One is
mounted on four LRBs to form the base isolation model
(denoted as Specimen A); the other is bolted to the shaking
table to form the base-fixed structure model (denoted as
Specimen B). The drawings and images of Specimens A
and B are shown in Figure 2 [1]. The scaled model of the
superstructure has a dimension 0f 1400 x 1400 mm in the plan
view; the thickness of the shear walls is 35 mm; the height of
the storey is 750 mm; and the cross section of the coupling
beams is 100 x 100 mm.

Ready-mixed concrete was used for casting the structure.
The design compressive strength of the concrete was 22 MPa.
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FIGURE 1: Improved AHW connection [1].

TABLE 1: Similitude coeflicients.

Physical quantity Ratio of similitude
Mass S =1/16
Length S, =1/4
Elastic modulus Sp=1
Acceleration S =1
Velocity Sy =1/2
Displacement Sy =1/4
Volume Sy =1/64
Time S =1/2
Frequency Sp=2
Force Sp=1/16

Table 2 presents the measured mechanical properties of the
concrete.

Galvanized iron wires of ¢2.2 were used for the longitudi-
nal rebars and the transverse rebars in the shear walls and for
the stirrups of the coupling beams and columns. Galvanized
iron wires of ¢3 were used for the longitudinal rebars of
the beams in the X-direction. The measured mechanical
properties of the galvanized iron wires are presented in
Table 3.

TABLE 2: Measured mechanical properties of concrete.

Cubic compressive strength

Specimen feu (MPa)
Ist storey 21.63
2nd storey 22.26
3rd storey 2233
4th storey 21.10
Isolation storey 25.76

Three types of connection steel plates were used; their
dimensions are shown in Figure 3. The thickness of the steel
plates is 3mm; the diameter of the bolt holes is 8.5 mm;
the 3 mm diameter holes are used for connecting the rebars.
Figure 4 shows the improved AHW connections, transverse
rebars, and longitudinal rebars used in the model.

The weights of the base beam, and the wall and floor of
each storey are 2.48t, 0.35t, and 0.25t, respectively. Based on
the scaling relation, the added mass of each storey is 0.6t,
and accordingly the total weight of the model is 7.06 t. High-
strength mortar was used to fix the gravity load trough to the
structure.
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(d) Images of the installations of Specimens A and B

FIGURE 2: Test models and drawings.

25 78 78 78 78 25 *\?’5
o 6y 26/ s
- ° ° L ° o ° L o
— o T 4
2 | s0 80
400
(a) Connection steel plate 1
25 112 114 112 25 &
1 oy 4O
ol —— _o o @
400
(b) Connection steel plate 2
i . ;5 114 112 25
0 5
b a— \ ° ° °
o e o 3[
.Ll 80

350

(c) Connection steel plate 3

FIGURE 3: Connection steel plates.

3.2. LRB. The LRBs were formed by bonding 14 rubber layers
and 13 shim layers alternatively (Figure 5). Table 4 sum-
marizes the related parameters of the LRB. The mechanical
properties of the LRBs were tested in the previous cyclic

loading experiments. Figure 6 depicts the load-deformation
curves of the LRB with 100% shear strain and 250% shear
strain. It is observed that the lateral stiffness of the LRB shows
approximately a bilinear mode.
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TABLE 3: Measured mechanical properties of galvanized iron wires.

Mechanical properties Diameter Yield strength Tensile strength Elongation Elastic modulus
(mm) (MPa) (MPa) (%) (MPa)
@2.2 2.2 241.6 330.6 19.7 1.8 x 10°
@3 3 235.7 319.6 20.2 1.8 x 10°
TABLE 4: Parameters of LRB.
Scale parameter Value Force property parameter Value
Diameter d, (mm) 100 Rubber shear modulus G (N/mm?2) 0.4
Rubber height ¢, (mm) L5 Equivalent lateral stiffness (kN/mm) 0.24
Total rubber height T, (mm) 21 Equivalent damping ratio 0.11
Shim height ¢, (mm) 4 Post-yielding stiffness (kN/mm) 0.13
Total shim height (mm) 52 Yield displacement (mm) 0.81
Total height (mm) 89 Initial lateral stiffness (kN/mm) 1.21
Diameter of lead (mm) 10

Note. Mechanical parameters of the LRB with 100% shear strain.

F1GURE 4: Construction of precast shear wall plates.

FIGURE 5: Image of LRB.

3.3. Test Procedure and Measurements. The dimension of
the shaking table is 4 x 6 m; the maximum acceleration is
1.5 g. During testing, the shaking table was driven in the Y-
direction of the structure model.

Three ground motions were selected: the 1968 Castaic
(CA) ground motion, the 1952 Taft (TA) ground motion,
and a 2015 artificial (AR) ground motion; these motions
are compatible with the response spectrum for soil type II
in the “code for seismic design of buildings,” GB 50011-
2010 [27]. Figure 7 shows the acceleration time histories
corresponding to the three ground motions with 100% PGA

scale, and Figure 8 shows the response spectrum curves of the
acceleration time histories with a damping ratio of 5% ((peak
ground acceleration (PGA) = 400 gal)).

To excite the specimens, ground motions with PGAs of
70 gal, 200 gal, and 400 gal were inputted in the shaking table,
corresponding to the intensities of minor earthquakes, mod-
erate earthquakes, and rare earthquakes, respectively, with a
seismic fortification intensity of 8 degrees, as mentioned in
the “code for seismic design of buildings” (GB50011-2010)
[28]. Further, a white-noise ground motion (PGA = 25 gal) in
the Y-direction was inputted in the shaking table to identify
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FIGURE 8: Response spectrum curves (damping ratio: 5%) for input ground motions with PGA = 400 gal.

(b) Cracks in shear walls

FIGURE 9: Typical crack distribution in specimens.
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TABLE 5: Test cases.
Test case Input excitation PGA (gal)
Rnd1 White noise 25
Test 1 CA (1968), TA (1952), AR (2015) 70
Rnd 2 White noise 25
Test 2 CA (1968), TA (1952), AR (2015) 200
Rnd 3 White noise 25
Test 3 CA (1968), TA (1952), AR (2015) 400
Rnd 4 White noise 25

the dynamic properties of the specimens. The test sequence
is presented in Table 5.

The absolute acceleration and absolute displacements
of the storeys of the test models were measured using
piezoelectric accelerometers and displacement transducers,
respectively.

4. Experimental Results

4.1. Test Phenomenon and Failure Modes. Typical cracks in
the specimens are shown in Figure 9. It should be noted
that the cracks in the structure model are relatively smaller

than the whole structure, and it is difficult to see the crack
marks in the whole structure photograph. Hence, the crack
distribution in specimens is provided using pictures drawn by
software CAD, as depicted in Figures 10 and 11. They reflect
the failure modes and seismic properties of the specimens.
It can be seen that compared with Specimen B, Specimen
A had less cracks in the coupling beams and shear walls,
indicating that the isolation system had reduced the crack
formation effectively. In addition, there was no crack in the
AHW connection area in Specimen A, indicating that the
reliability of the improved AHW connection and the safety
of the PCSW structure can be ensured during earthquakes.

4.2. Modes. Figure 12 illustrates the first modes of Specimens
A and B obtained from the experiment. It is observed that, in
the first mode of Specimen A, the isolation storey undergoes
deformation but the superstructure behaves as essentially
rigid, while the first mode of Specimen B corresponds to a
typical flexure type deformation. It can be seen that the modes
of Specimens A and B before and after the tests are almost the
same.

4.3. Dynamic Characteristics. The frequencies and damping
ratios of the structure models were obtained from the transfer
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FIGURE 10: Crack distribution in Specimen A.

functions, which were derived from the recorded acceleration
responses. Figures 13 and 14 show the frequencies and damp-
ing ratios of the first modes, respectively, of Specimens A and
B. Based on the results, conclusions are made as follows.
With increase in the input PGA, the frequency in the
case of Specimen A remains almost constant at approximately

2.2Hz, whereas in the case of Specimen B, the frequency
decreases. When the input PGA is less than 70 gal, the
frequency in the case of Specimen B is approximately 16.5 Hz,
and when the input PGA is 400 gal, the frequency reduced to
3.12 Hz. It can be inferred that the stiffness of Specimen A is
less than that of Specimen B.
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F1GURE 1I: Crack distribution in Specimen B.

With increase in the input PGA, the damping ratio of
Specimen A remains almost constant at approximately 16%.
When the input PGA is less than 70 gal, the damping ratio of
Specimen B is approximately 3.6%, and when the input PGA
is 400 gal, the damping ratio increases to 7.54%. Thus, the

damping ratio of Specimen A is larger than that of Specimen
B.

The frequency and the damping ratio of Specimen A are
mainly decided by the LRBs. Because there are no significant
changes in the mechanical properties of the LRBs during
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the tests, there are no remarkable changes in the frequency
and damping ratio of Specimen A. However, in the case of
Specimen B, the frequency decreases and the damping ratio
increases during the tests because of the cumulative damage
in this specimen.

4.4. Acceleration Responses. The maximum storey accelera-
tion of Specimens A and B is shown in Figure 15, and the
maximum fourth-storey acceleration in all the test stages is
displayed in Figure 16. It is clear that the maximum storey
acceleration of both Specimens A and B increases when
the input PGA increases. In addition, with increase in the
input PGA, there is insignificant increase in the maximum
storey acceleration of the superstructure of Specimen A;

however, there is a significant increase in the maximum storey
acceleration of Specimen B.
The equation for the acceleration reduction ratio v, of
the base-isolated structure is as follows:
(Ap -4

Yu = A, 1)
where Ap is the maximum acceleration of the base-fixed
structure and A; is the maximum acceleration of the base-
isolated structure.

Figure 17 depicts the acceleration reduction ratios in
the fourth storey of Specimen A. It can be seen that, with
the increase in the input PGA from 70 gal to 400 gal, there
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is an improvement in the reduction effect of acceleration
responses. When the input PGA is 70 gal, the acceleration
reduction ratio in the fourth storey is approximately 45%,
and when input PGA is 400gal, the ratio increases to
approximately 55%. Compared to Specimen B, Specimen
A with LRB base isolation system experienced significantly
smaller acceleration. This auspicious response of Specimen
A in terms of storey acceleration responses as compared to
Specimen B is the result of the combined effect of a smaller
equivalent lateral stiffness and a higher equivalent damping
ratio of the LRBs.

4.5. Interstorey Drift (ISD) Responses. The ISD is closely
related to structural damage. Figure 18 describes the maxi-
mum ISDs of Specimens A and B; Figures 19 and 20 depict

the maximum ISDs in the fourth storey and the isolation
storey in all the test stages, respectively. It is clear that the
maximum ISDs of both specimens increase with the increase
in the intensity of ground motion. Further, the maximum
ISDs of Specimen A are less than those of Specimen B. For
Specimen A, the ISDs in the base-isolated storey are much
larger than those in the superstructure.

The equation for the ISD reduction ratio yp, of the base-
isolated structure is as follows:

(Dr - D)

D; 2)

Yp =

where Dy, is the maximum ISD of the base-fixed structure and
D; is the maximum ISD of the base-isolated structure.
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Figure 21 depicts the ISD reduction ratios in the fourth
storey. It can be seen that the ISD reduction ratios increase
with increase in the input PGA. When the input PGA is 70 gal,
the ISD isolation ratio in the fourth storey is approximately
35%, and when the input PGA is 400 gal, the ISD isolation
ratio increases to approximately 60%. The present LRB base
isolation system reduces the ISDs to a great extent when
subjected to ground motions with various PGA levels. This
demonstrates the capability of the LRB base isolation system
in protecting the PCSW structure against earthquakes.

4.6. Interstorey Shear Force (ISSF) Responses. Figure 22 shows
the maximum ISSFs in Specimens A and B when subjected
to ground motions with PGAs of 70 gal, 220 gal, and 400 gal.
Figure 23 displays the maximum ISSFs of the first storey in

the specimens in all the test stages. It can be seen that the
maximum ISSFs in both specimens increase with the increase
in the intensity of ground motions. The maximum ISSFs of
Specimen A are less than those of Specimen B.
The equation for the ISSF reduction ratio ys, of the base-
isolated structure is as follows:
_(Ve-W)
vE o (3)
Vi
where V7, is the ISSF of the base-fixed structure and V; is the
ISSF of the base-isolated structure.
The ISSF reduction ratios of the first storey in Specimen
A are shown in Figure 24. It can be observed that, with
increase in the input PGA, the ISSF reduction ratios in the
first storey increase. When the input PGA is 70 gal, the ISSF
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reduction ratio in the first storey is approximately 25%, and
when the input PGAs are low, the ISSF reduction effect of
the LRB is not significant. With increase in the input PGA,
Specimen A exhibited better ISSF reduction capacity. When
the input PGA is 400 gal, the ISSF reduction ratio of the first
storey increases to approximately 50%. In the case of a minor
earthquake, the lateral stiffness of the LRB is relatively high,
and the ISSF reduction effect is not significant. In the case of
severe earthquakes, the equivalent lateral stiffness of the LRB
decreases, and the ISSF reduction effect improves.

4.7. Energy Dissipation Property of Isolation Storey. Figure 25
shows the shear force-displacement hysteresis curves of the
isolation storey in Specimen A, when subjected to input
excitations with PGAs of 70 gal, 220 gal, and 400 gal. The
dissipation energies of the isolation storey in all the test

stages are shown in Figure 26. It can be seen that the shear
force-displacement hysteresis curves of the isolation storey
are spindle-shaped; this demonstrates the satisfactory energy
dissipation property of the LRBs.

5. Numerical Simulation

The responses of the LRB base-isolated PCSW structure with
improved AHW connections obtained during the tests were
simulated using OpenSees software. As the improved AHW
connection was in elastic state during the shaking table tests
and there was no crack in the AHW connection area, it
is assumed that mechanical performance of the improved
AHW connection is akin to the equivalent cast-in-place
connection and that the longitudinal rebars in the AHW
connection region are continuous.
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In the OpenSees modelling, the LRB was defined
using the LeadRubberX element. The multilayer shell
element was used to simulate the shear wall (refer
http://www.luxinzheng.net). The concrete was divided
into six layers, and the rebars were smeared into four layers.
Point-mass model was used to simulate the added mass on
each floor of the structures. The Rayleigh damping coefficient
was taken as 0.05 to simulate the energy dissipation in the
models.

The numerically simulated structural responses were
compared with the test results, and the acceleration time his-
tory responses for the fourth storey of Specimen A, obtained
from simulation and tests, are shown in Figure 27. It can be
observed that the numerically simulated storey acceleration
is close to the values obtained during the tests. The shear

force-displacement hysteresis curves for the isolation storey
of Specimen A, obtained from simulation and tests, are shown
in Figure 28; the figure shows that the two curves match
well. The results shown in Figures 27 and 28 indicate that
the multilayer shell element and LeadRubberX element can
be used to simulate the precast reinforced concrete shear
wall and the LRB, respectively, and that the assumption of
the longitudinal rebars in the AHW connection region being
continuous is reasonable.

6. Conclusions

Shaking table tests and numerical simulation were performed
to evaluate the seismic behaviour of a base-isolated PCSW
structure model using improved AHW connections. During
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the tests, performance of the improved AHW connections
was especially studied. The absolute acceleration responses
and deformation responses of the base-isolated PCSW struc-
ture model were measured to reveal the dynamic properties

and failure modes of the structure. Furthermore, OpenSees
software was used to simulate the seismic response of the
base-isolated PCSW structure model. Based on the results,
conclusions are draw as follows.
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FIGURE 27: Comparison of acceleration history responses of the fourth storey for PGA = 400 gal.

(1) There was no crack in the AHW connection area in
the base-isolated PCSW structure model, indicating that the
reliability of the improved AHW connection and the safety of
the PCSW structure can be ensured during earthquakes.

(2) Compared with the base-fixed PCSW structure
model, the base-isolated PCSW structure model had less
cracks in the AHW connection area, coupling beams and
shear walls, indicating that the LRB isolation system can
reduce cracks effectively.

(3) The structural damping ratio can be increased to 16%
by installation of LRBs, and the frequency of the structure can
be reduced to 2.2 Hz.

(4) The absolute acceleration response, ISD response, and
maximum ISSF response of the PCSW structure model can
be reduced significantly by the installation of LRBs. When

the input PGA is 400 gal, the acceleration reduction ratio was
approximately 55%; the ISD isolation ratio was approximately
60%; and the ISSF reduction ratio of the first storey was
approximately 50%.

(5) The seismic responses of the base-isolated PCSW
structures with the improved AHW connections can be
numerically simulated using OpenSees software, based on the
assumptions that mechanical performance of the improved
AHW connection is akin to the equivalent cast-in-place
connection and that the longitudinal rebars in the AHW
connection region are continuous.
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Nondeterministic parameters of certain distribution are employed to model structural uncertainties, which are usually assumed as
stochastic factors. However, model parameters may not be precisely represented due to some factors in engineering practices, such
as lack of sufficient data, data with fuzziness, and unknown-but-bounded conditions. To this end, interval and fuzzy parameters are
implemented and an efficient approach to structural reliability analysis with random-interval-fuzzy hybrid parameters is proposed
in this study. Fuzzy parameters are first converted to equivalent random ones based on the equal entropy principle. 3¢ criterion
is then employed to transform the equivalent random and the original random parameters to interval variables. In doing this,
the hybrid reliability problem is transformed into the one only with interval variables, in other words, nonprobabilistic reliability
analysis problem. Nevertheless, the problem of interval extension existed in interval arithmetic, especially for the nonlinear systems.
Therefore, universal grey mathematics, which can tackle the issue of interval extension, is employed to solve the nonprobabilistic
reliability analysis problem. The results show that the proposed method can obtain more conservative results of the hybrid structural

reliability.

1. Introduction

In most cases, uncertain structural parameters could have
undesired effects on the reliability of structures and systems.
Normally, probability model [1, 2] and fuzzy model [3] are
utilized to obtain structural reliability based on probability
theory and fuzzy set theory, respectively. Since probability
and fuzzy models have been developed rapidly over the past
decades, both of them have been applied in an ocean of
engineering fields [4]. Unfortunately, when it comes to the
situation that the experimental samples and data are not
sufficient to construct the precise distribution or membership
function, these two methods are no longer reliable.
Ben-Haim [5, 6] and Elishakoft [7] pioneered to develop
the nonprobabilistic convex model to deal with the uncer-
tainty lacking of information and introduced the concept
of nonprobabilistic reliability. They suggested that uncertain

parameters should be treated as convex set, such as interval
and ellipsoid, so that uncertainty model can be obtained
with the information of those parameters’ bounds. Since
then interval reliability analysis has arisen wide concern. Du
[8] and Du et al. [9] systematically studied the structural
reliability analysis consisting of interval parameters. Various
techniques have also proposed to solve this kind of reliability
and design problem [10-18]. However, there could be the
circumstance that the designing parameters of a structure
have different kinds of uncertainties. For example, the geom-
etry parameters of the structure are random variable, but the
subjected force is fuzzy [19], or vice verse [20]. Developing an
effective method to solve this problem is vital for engineers to
predict the structural reliability precisely. Haldar and Reddy
[21] proposed two approaches to estimate the reliability of
existing structures by considering both the randomness and
the fuzzy uncertainty in some parameters. Ni and Qiu [22]
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presented an innovative method to calculate the structural
reliability of linear and nonlinear structural systems when
probabilistic, fuzzy, and nonprobabilistic uncertainties are
involved. A multitude of researchers have worked this filed re-
cently and fruitful achievements have been obtained [23-28],
including calculating the reliability of motion mechanism,
solving time-dependent problems, and designing metamate-
rials.

However, interval expansion is unavoidable when interval
mathematics is used, which is often neglected by the research-
ers. Rao and Berke [29] proposed an interval-truncation
approach to narrow interval expansion, but the truncation
principle is hard to control. Shao and Su [30] applied interval
finite element method to narrow interval expansion. In this
study, we attempt to put forward alternative approach to
handle the interval expansion problem in structural reliability
analysis when hybrid uncertainties are involved. The main
focus of this work will introduce a new approach by utilizing
universal grey number to avoid interval expansion in relia-
bility analysis. Meanwhile, techniques, like 30 criterion and
equal entropy principle, are used as well.

The rest of this paper is organized as follows. Section 2
introduces an interval reliability model; Section 3 presents
reliability analysis with random, fuzzy, and interval param-
eters and introduces the methods and theory of transforma-
tion among random, fuzzy, and interval variables. Section 4
introduces the universal grey number. Section 5 discusses
and analyzes some numerical examples; the conclusion is
given in Section 6.

2. Interval Reliability Model

For interval reliability analysis, structural performance is
commonly expressed by performance function which is de-

termined by failure criteria. Assuming that Z" is a k-dimen-
sion vector of interval variable with independent elements

zeZ'=27],
_ @
Zi€Z=2:7Z], i=12...k

where Z; and Z; represent the lower and upper bounds of
interval, respectively. Then the structural performance func-
tion can be expressed as

Q=g(f)=a(A A 2).
The reliability can be defined as
P, =P{g(Z")20}. (3)
And limit-state function of the structure writes
Q=g(2")=9(21.23....2;) =0 (4)

which defines the limit-state surface. The basic variable space
will be divided into safe region and failure region by the limit-
state function, and if taking the example of two-dimensional
linear performance function Q = Z, - Z,, (Z, € Z} =
[Z,,Z,], Z, € Z} = [Z,,Z,]), the safe region and failure
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region would be separated as shown in Figure 1. The interval
safety probability can be defined as the ratio of safe region to
the total area of variable space [22].

7
Pr _ _'safe ) (5)
Vvtotal

When the performance function is nonlinear or multidi-
mensional, the variable space will be divided into safe region
and failure region by limit-state surface or hyper-surface as
well, as shown in Figure 2. So the safe probability can still be
defined by the ratio of safe region to total variable region like

(5).

3. Reliability Analysis with Random,
Fuzzy, and Interval Parameters

Limit-state function with random variables, fuzzy variables,
and interval variables can be expressed as follows:

Q=g(2.7.7)

_ — I T
=g(xl,xz,...,xm,yl,yz,...,yn,zl,zz,...,zl) (6)
0’
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where = (x,,x,,...,Xx,,) denotes a random variable vec-
tor with independent elements of normal distribution. The
probability density function of x; (i = 1,2,...,m), which
are the random variables, is f;(x;) (i = 1,2,...,m). § =
(¥1> 75> - - > ¥,,) denotes a fuzzy variable vector with indepen-
dent elements. Membership functions of y; (j = 1,2,...,n),
the fuzzy variables, are represented by y1;(y;) (j = 1,2,...,n).

z = (z{ , z; yeens le ) denotes an independent nonprobabilistic

interval variable vector, and z,i =[21,2] (k=1,2,...,1).So

the structural hybrid reliability can be expressed as
P,=P(Q=g(a.¥12)20). (7)

3.1. Transforming Fuzzy Variable into Random Variable. En-
tropy [31], a basic concept in thermodynamics, is used for
expressing the degree of the irregular movement of mole-
cules. It can be regarded as a measure of uncertainty. Entropy
is not only a measure of random uncertainty but also fuzzy
uncertainty. The measure of random uncertainty and fuzzy
uncertainty are defined as probabilistic entropy and fuzzy
entropy, respectively.

The probabilistic H entropy of continuous variables X is
defined as follows:

- JR f(x)In f (x)dx, (8)

where f(x) is the probability density function of X.
The definition of fuzzy entropy can be described as:

Gy == 7' O)nf )y ©)

where f'(y) = u(y)/ JR u(y)dy and p(y) is the membership
function of Y.

According to the principle that the equivalent probabilis-
tic entropy equals to the fuzzy entropy, fuzzy uncertainty
can be transformed into random ones. So the transformation
from fuzzy entropy to equivalent random entropy can be
constructed on the basis of (8) and (9):

H=G. (10)

Supposing the equivalent random variable transformed
from fuzzy variable Y is X. The entropy of a normal variable
can be obtained by evaluating (8) as

—J f@)Inf(x)dy =In(V2mes). (1)
R

The equivalent standard deviation of the transform from
fuzzy variable to random variable can be obtained according
to (11):

~_ 1 gos
o=——e . 12
o (12)

The equivalent mean is assumed to be the fuzzy variable
mean and the correspondent mean value when the mem-
bership value is 1, represented by a. Then the probabilistic
density function of equivalent random variable with normal
distribution can be obtained'

fI (x) = —(1/2)((x—u)/5)2_

\/_0 )

3.2. Transforming Random Variable into Interval Variable. 30
principal reveals that most of the random variable values are
in the interval of (4 — 30, 4 + 30) and the excess accounts for
less than 0.3%. So the equivalent probabilistic variable and
probabilistic variable can be transformed into uncertain but
limited interval variable.

z is transformed into ', an interval variable located
in [ — 30,u + 30], where y is the mean value of the
normally distributed random variable and o is the deviation.
The equivalent probabilistic uncertain variable of ¥, the fuzzy
variable, is transformed into 7', the interval variable located
in the interval of [fi — 3G, i + 3G]. Then the hybrid structural
reliability solving problem has turned into a nonprobabilistic
reliability solving problem only with interval variables.

4. Universal Grey Mathematics

4.1. Brief Introduction of Universal Grey Number

Definition 1. Suppose discussed region U = R (real number
set). Then the universal grey number of R is named universal
grey number set, noted g(R), and the element of g(R) is
named universal grey number, noted

g= (m, [E’ﬁ]) ,aNLz € R, U ER, (14)

where « is the observation value, [y, ¢] is the grey informa-

tion part, and g(o) = (0,[0,0]) and g(l) = (1,[1,1]) are the
zero unit and unit, respectively. The universal grey number,
whose observation part is naught but information part is not

naught, is noted as g'® and named subzero unit. Zero unit
and subzero unit are called by a joint name of universal zero

unit, noted as g'®

Definition 2. Vg = (2, [p.p]) € g(R), —g = (-2, [ p]) is
called negative unit on g in g(R) and g7' = (x”', [, u"'])
is called inverse unit on g in g(R).

On the basis of Definitions 1 and 2, the four arithmetic
operations of universal number are regulated. The multiplica-
tion operation of universal grey number meets closure, asso-
ciation law, and exchange law. The four arithmetic operations
are as follows:

X+ Xp +
Gyt gy = 1 2 )xll’ll xz#z])

X + X, X, + %,
~ b, X

x4 T
<x1—xz’[ 1 =2 xz#z])
X X1 =X,
X9 = (xle’ [#1 B, th !42])

9 R =2 1(0)

-— = > I 5 lf g :lé g

92 (xz [Ez H ) ( )

4.2. The Transformation of Universal Grey Number and Inter-
val Number. According to the definition of universal grey

x|

(15)




number, ¢ and p of (z, [y, #]), a universal grey number, can
be, respectively, looked as the lowest and highest trust degree.
So, when y,pi € [-1,1], a universal grey number can be
expressed by an interval number, namely,

(2 [wa]) = (ux.7ix) . (16)

Vl[a,b] € I(R) (an interval number set) it can be expressed by
an interval number (z, [y, p]):

(1) When there is a > 0, there is [a, b] = (b, [a/b, 1]).

(2) When there are ab < 0 and max{|al, |b|} = |al, there
is [a,b] = (a, [b/a, 1]).

(3) When there are ab < 0 and max{|al, |b|} = |b|, there
is [a,b] = (b, [a/b, 1]).

(4) When there is b < 0, there is [a, b] = (a, [b/a, 1]).

Universal grey number not only has the capability of
interval analysis but also can avoid the disadvantage of inter-
val computation, and effectively solve the issue of interval
extension. Taking advantage of universal grey number, the
interval number can be transformed into universal grey num-
ber when computing structural reliability, resulting in a more
precise outcome.

Based on the discussion above, the proposed procedure
for computing the hybrid reliability of the structural system
and overcoming the interval expansion at the same time is
briefly shown as follows:

(a) Input hybrid parameters, including random, interval,
and fuzzy ones.

(b) Transform the fuzzy variable into equivalent random
ones on the basis of the equal entropy principle.

(c) Convert the random and equivalent random variables
to equivalent interval ones based on the 30 principal.

(d) Transform all interval variables into universal grey
numbers based on (16).

(e) Calculate the hybrid reliability using (5) and (15).

5. Numerical Example

In this section, two classical numerical examples and one
engineering problem are presented to manifest the validity of
the proposed method.

5.1. A Cantilever Tube. A cantilever tube is taken as the first
test example, which is presented in Figure 3. Both of the two
forces on it are interval variables, and F € [2850,3150] (N),
P € [11700, 12300] (N). The thickness of the tube is denoted
as t, which is fuzzy and its membership function is shown in
Figure 4. Considering that, the stress at the right end of the
tube should be less than R, which is a random variable and
follows a normal distribution of N(28,0.8). Then the limit-
state function can be obtained as follows:

9 X) = Ry ~ Omax- (17)
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FIGURE 3: A cantilever tube.

pe ()

45 4.75 525 545 t

FIGURE 4: Membership function of £.

Opax 18 calculated by the following equations:

P+Fsin6 M
e S

A= g [d* - - 207],
(18)

M = FLcos6
T 44 4
I=—|d-(d-2t)"].
o 4 - d-20"]

The reliability probability by using our approach is
90.47%, which is a bit lower than the interval analysis result
of 91.75%. It is clearly shown that our approach can deal
with the interval expansion problem such that our result is
more conservative when compared with that obtained from
interval analysis directly.

5.2. A Freely-Supported Beam. Figure5 presents a freely
supported beam subjecting to uniform load g, which is a
random variable, and g ~ N(210, 3%)kN/mm?. The values
of section width b and height / are 120 mm and 240 mm,
respectively. Length [ of the beam is an interval variable, and
I e I' = [3880,4120] mm. The beam is made of 45-steel and
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FIGURE 5: A freely supported beam.

-

VA

FIGURE 6: An automobile frame.

its strength R is a fuzzy parameter. The membership function
of Ris

-

0 R < 760
R-72
720 750 < R < 760
40
up (R) {1 760 < R < 820 (19)
900 - R
820 < R < 900
80
[0 R > 900.

Based on material mechanics, the maximum stress of the
simple free beam is

0.75q1*
S= . (20)
bh?
So the performance function can be denoted as
g g 075 1
- bh>

Ris converted into equivalent normal distributed random
variable, so the equivalent deviation is ¢ = 37.28, and the
equivalent mean ji = 790. Then the random variable g and the
equivalent random variable R are transforming into interval
variables of g’ and R, respectively, and ¢’ € [201,219],

R’ € [679,901]. Finally the the hybrid reliability is obtained
and its value is 0.9009, which is smaller than the outcome of
interval analysis, 0.9687. Again, we can say that the proposed
method can tackle the interval expansion problem and get
more conservative reliability result.

5.3. An Automobile Frame. The proposed method is finally
applied into calculating the reliability of a practical frame
structure of a dump truck, which is shown in Figure 6.
The frame is subjected to three major forces from engine
assembly, carriage, and operation cabin. For the reason that
these loads are alterable, they all have variation interval.
The bounds of the interval parameters are presented in
Table 1. Young’s Modulus is a random variable because of the
manufacturing error, and it follows a distribution of E ~
N(2.1e5, 50). The performance function is denoted as

g(X)zdy_d(E)F])FZ)F3)7 (22)

where d,, is the maximum vertical displacement allowed in
the static state, and it is a fuzzy variable, whose membership
function is

250 (dy - 0.69) 0.69 < d,, < 0.694
uy =41 0.694 < d, < 0.698 (23)

¥
500(07-d,) 0.698<d,<0.7.
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TABLE 1: Bounds of interval loads to automobile frame.
Lower bound (kN) Upper bound (kN)
F, 165 170
F, 100 110
E, 1560 1610

Due to the implicit relationship between the structural
parameters and the structural response (displacement), the
Latin Hypercube Sampling method and Design of Experi-
ment method are employed. The displacement of the frame
is obtained by finite element method (FEM) in commercial
software Abaqus. After that, the equation of d(E, F,, F,, F;) is
obtained by Moving Least Square Response Surface Method,
and we reach the limit-state function. At last the hybrid reli-
ability is obtained as 95.85%. The frame seems to be relatively
reliable on its static state, but structural optimization should
be performed when dynamic factors are considered.

6. Conclusion

In this paper, a hybrid reliability analysis method based on
universal grey number is proposed. The method can calculate
the reliability of structure under simultaneous random, inter-
val, and fuzzy uncertainty. It can conclude a more accurate
result, comparing with traditional interval analysis, because
the universal grey number has the ability of reducing interval
expansion. Moreover, the universal grey number calculation
process is simple and has precise results. Three examples, in-
cluding a engineering problem, demonstrate that our method
can achieve more conservative outcomes compared with
those obtained from interval analysis directly.
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