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Álvaro Marco, Spain
Jose Martinez-de Dios, Spain
Nirvana Meratnia, The Netherlands
Shabbir N. Merchant, India
Mihael Mohorcic, Slovenia
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Goal of pervasive computing is to prompt a thorough inte-
gration on information processing into everyday objects and
activities of human beings. With recent advances and mature
techniques in both software and hardware of sensor develop-
ment, making a plethora of embedded platforms that equip
well computation, communication, and sensing capabilities
available has brought rich experiences to end users. The
phenomenon indeed reveals dramatic changes on the way
we live, we act, we think, and so forth which all directly are
linked to our daily lives. That is, we have been, or thought to
be, tightly integrated (and linked as well) with these amazing
and small things around us. Taking the growing usage of
smartphone, for instance, you may easily find that modern
smartphones are equipped with a variety of sensors that can
be applied to continuouslymonitor activities (e.g., behaviors),
associated geographical information, services, and so on.
In addition to those frequently-accessed devices, a rapidly-
growing number of sensors (e.g., sensors on/in public facil-
ities services or similar devices) around us also makes it
possible to gain understanding of users in the real living
world of human beings. As a summary of above-mentioned
concerns in this promising area of study, the term “pervasive
sensing” identifies, in essence, a promising momentum that
incorporates different techniques, approaches, and thoughts
in a hybrid realm of pervasive computing and ubiquitous
sensing so as to overcome individual limitations and achieve
synergistic effects.

This special issue received around many submissions
from nine countries where the corresponding authors were
majorly counted by the deadline for paper submission. All
these submissions were considered significant in the area

of pervasive sensing; but, however, only two-thirds of them
passed the first-round examination which is based on a strict
and rigorous review policy. After a two-round review process,
sixteen papers were accepted for being included in this issue.
These accepted papers mainly look at our issue from the per-
spectives of smart sensors, wireless sensor networking, sensor
data management, data stream processing, RFID, embedded
systems, distributed processing, artificial intelligence, agent
theory, speech recognition, image and video analysis, signal
processing, computational intelligence, machine learning,
data and text mining, information retrieval, gesture recog-
nition, biometrics, text-to-speech processing, software engi-
neering, and their union, which lively brought discussions to
the public.

“Intelligent supply chain integration and management
based on cloud of things” by J. Yan et al. addresses the impor-
tance of the integration of intelligence for supply chain man-
agement and further provision of seamless services to end
users in open and federated warehouses. Authors propose a
new idea in the realm of cloud of things so as to develop
flexible and agile approaches for facilitating the resource
sharing and participant collaboration in lifecycles of supply
chains. Convergence of intelligent supply chain condition
perception, heterogeneous network access convergence, and
resource servicisation are also demonstrated in a real-world
system.

“Service-oriented node scheduling schemes with energy effi-
ciency in wireless sensor networks” by H. Cheng et al. focuses
on the essence of wireless sensor network, which looks at
the issue of energy-efficient service provision via advantages
of data sensing. The node scheduling problem is particularly
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discussed for the construction of the service-orientedwireless
sensor network. A new framework, named energy-aware
centralized heuristic scheme (ECHS), where an energy-aware
benefit algorithm is applied for the determination of active
sensor nodes and rotate sensor nodes by periodically recon-
structing the scheduling scheme, was first introduced. Fol-
lowing the similar consideration, an energy-aware distributed
heuristic scheme (EDHS) which serves as the distributed
version of ECHS was presented to provide preliminary
solutions to the real-world problems.

“Investigating how user’s activities in both virtual and
physical world impact each other leveraging LBSN data” by
Z. Yu et al. discusses the impact of user activities, such as
their online behavior (e.g., social relationship) and offline
activities, on other correlated users by leveraging the data
widely collected from location-based social networks. The
graph theory is applied to represent the nodes (e.g., partic-
ipants) and attributes of nodes such as popularity entropy
and correlated impacts. A series of algorithms are defined
to formulize the applied graph and further discover this
implicit information among the graphs. With the results, link
prediction is conducted for the comparisonwith other similar
works and brings about the experiences to the real-world
social-based applications and services.

“Intrusion-tolerant Jini service architecture for integrating
security and survivability support in DSN” by S.-K. Kim et
al. discusses a challenging issue on reliability of connections
applied in distributed sensor works for the provision of
ubiquitous services. An intrusion-tolerant Jini service archi-
tecture was proposed to integrate security and survivability
support and provide end users with associated services. This
architecture is expected to protect developed services not
only from ordinary faults on network partitioning or server
crash but also from unexpected attached exploiting flaws.
The performance reaches a significant growth compared with
other similar works in the area and is considered better to
support seamless service usage in the ubiquitous environ-
ment.

“A signature-based data security technique for energy-
efficient data aggregation in wireless sensor networks” by M.
Yoon et al. discusses the issue of data aggregation in wireless
sensor network. A signature-based data security technique
is proposed for protecting sensitive data aggregation. This
technique adopts additive property of complex numbers,
between targeted node and its neighborhood nodes, to
support privacy-preserving data aggregation and integrity
checking. A real-world performance evaluation of proposed
technique outperforms the existing techniques up to 50%
in terms of communication and computation overheads and
significantly reduces the integrity checking and data propa-
gation delay.

“Community vitality in dynamic temporal networks” by
F. Cai et al. discusses an emerging issue on construction
of temporal networks over existing community structure.
Authors propose the concept of community vitality that
shows a community’s life intensity on a time slice. The life-
cycle, from its birth, maturing, and death, of the community
vitality is defined as a self-regular computational process.The
expected use scenarios of the community vitality are also

addressed to help users understand or model the community
evolution.

“Developing a mobile learning system in augmented real-
ity context” by D.-R. Chen et al. focuses on the sensing
techniques towards well assistance of ubiquitous learning
environment. Authors point out the use of augmented reality
technology to create virtual objects for use in mobile devices
to create a context-aware and AR-enabled guided tour appli-
cation for ubiquitous learning with a fundamental goal on
providing users with a friendly, highly-interactive interface
and rich, engaging media to stimulate intrinsic motivation
and performance.

“A study of smart power control algorithm using RF
communication in smart home environment” by S.-H. Shin et
al. gives a comprehensive glance on the existing power control
algorithms for the development of smart home environment
using sensor techniques, the performance comparison, use
scenarios, and advantages of them. In addition, essential
solutions that foster the improvement of these existing algo-
rithms are provided. This study implements the smart power
control system using standby power and RF communication,
among smart home technologies through the use of a current
booster, an AC/DC converter, and a DC/DC converter to
operate electric lights.

“A smart service model based on ubiquitous sensor net-
works using vertical farm ontology” by S. Sivamani et al. then
considers a promising application of agriculture using sens-
ing techniques.This study initializes a conceptual framework
named vertical farm ontology, and an OWL-based ontology
model that supports the topology understanding is defined.
This model can recompose the information widely collected
from the Internet or sensors and share essential information
with other connected (or federated) systems. The result, for
the sake of agriculture, is expected to pave great path for the
development of smart and intelligent agricultural services.

“A novel mechanism for fire detection in subway trans-
portation systems based on wireless sensor networks” by Z.-
J. Zhang et al. raises an interesting research issue in regard
to fire, which is considered a common and disastrous phe-
nomenon in transportation system, especially in a closed
environment (e.g., subway system) with large passenger flow.
This paper proposes a new algorithm that concentrates on
the alternative of data fusion via existing wireless sensor
networks. It utilizes the quantity information anddistribution
of collected data so as to make prediction of fire incidents.

“Performance evaluation of page migration scheme for
NVRAM-basedwireless sensor nodes” byY. Ryu comes back to
the energy issue and tends to solve the low-powered andmul-
tifunctional sensor node(s) in an open wireless sensor net-
work. A buffer management scheme for hybrid main mem-
ory, which combines low-power nonvolatile RAM (NVRAM)
and DRAM to reduce the energy consumption in a sensor
node, is discussed. The proposed scheme employs the page
migration technique in order to reduce the write operations
on NVRAM part of hybrid main memory. The real-world
experiment results outperform the legacy buffermanagement
schemes in terms of the number of write operations on
NVRAM.
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“Human-robot interaction learning using demonstration-
based learning and Q-learning in a pervasive sensing environ-
ment” by Y. Sung et al. then considers the machine learning-
based human-computer interaction in a pervasive sens-
ing environment. In essence, a novel interaction learning
approach based on a virtual environment is defined in
which the motor primitives are defined by manipulating a
robot directly using demonstration-based learning. Through
the proposed approach, a robot is expected to apply Q-
learning to learn interactions with humans, and an enhanced
performance is obtained compared with other similar works.

“Privacy protection based secure data transaction protocol
for smart sensor meter in smart grid” byW. Go et al. goes into
the issue of security and privacy for smart sensor meter in
smart grid. Authors propose a privacy-enhanced secure data
transaction protocol that can protect private data through
real-time encryption that applies the user identity, home
appliance serial number, and electricity consumption, so
as to prevent attackers to obtain important data from the
encrypted data. And also, unauthorized power companies
cannot access this information either.

“An efficient cluster authentication scheme based on
VANET environment in M2M application” by Y.-B. Jeon et
al. discusses the authentication issue from the viewpoint
of M2M application in VANET (vehicular ad hoc net-
work) environment. Authors propose a cluster authentication
scheme that mutually authenticates vehicles by composing
vehicle movement as cluster configuration architecture. This
scheme has successfully included the establishment of secure
channels, the detection of replay attacks, mutual cluster
authentication, and prevention of vehicle identity fabrication
and secured distribution of provisional session key.

“Integrated validation system for the simulation of diverse
sensors in WSNs” by H.-W. Kim and Y.-S. Jeong investigates
the validation problem to a growing number of diverse
sensors in wireless sensor networks. Authors propose diverse
sensor definable simulators for the performance of experi-
ments on diverse sensors with different communication dis-
tances in open wireless sensor network environments where
geography markup language based coordinates are utilized.
The primary goal is to provide flexibility to those existing
simulatorswhich are tailored to certain sensor characteristics.

“A sensor positioning schemewith high accuracy in nonuni-
formwireless sensor networks” by J. Park et al. then goes deeply
to discuss the performance on accuracy in a nonuniform
wireless sensor network environment. A novel sensor posi-
tioning scheme in nonuniform wireless sensor networks is
first introduced and defined as a solution. As a result, it is
applied to ensure the high accuracy of sensor positioning,
and its superiority is demonstrated through a comprehensive
comparison with the existing scheme such as DV-based
position scheme.

The era of pervasive sensor network has begun, which
promises to enhance the awareness of the cyber, physical,
and social contexts and thus provide essential supports, in
forms of services, applications, and so forth, to our daily lives.
With the success in the organization of this special issue,
it becomes possible for researchers (and interesting readers
as well) who have been engaged in this emerging direction

or related areas to receive state-of-the-art information, gain
experiences, and further bring about the benefits in this
promising area of study. We, the guest editors, also envision
that the advanced stimulation of development of innovative
services and solutions in pervasive sensing technology can be
achieved in the coming future.

Jong Hyuk Park
Han-Chieh Chao

Sajid Hussain
Neil Y. Yen
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The main objective of this paper is to propose Adaptive Distributed Critical-Care Extensive Response Network (AD-CERN)
which includes self-management and self-defense in the network. The proposed network has the following considerations. (1)
Dynamic coevolution is elucidated with interaction between independent rational strategies and structure of overlay network. (2)
Evolutionary Game Theory (EGT) specific to overlay network is adopted with the combination of network reciprocity and group
selection mechanism. (3) The cooperative efficient network structure is put forth by the multinode link-formation game. In this
network, each node will be trained independently based onNaı̈ve Bayes classification algorithm to react against any critical services
in the network. The proposed network’s significant characteristics are self-learning, independent training, collaborative detection,
reaction to critical services, protecting the target machine before being collapsed, and maintaining the network performance
without any hindrances. It controls the flow of high rate critical services such as Distributed Denial of Services (DDoS) flooding
attacks and blocks the unwarranted services without any interruption to legitimate users. Hence, there is no doubt that this self-
managed and self-defensive system will move from realm of fiction to real-time network engineering with high detection accuracy
(98.3%), classification rate up to 99%, and improved clustering coefficient.

1. Introduction

A network is nothing but billions of tightly connected and
distributed heterogeneous systems. The network systems are
vulnerable to getting affected by some source of abnor-
malities, which results due to attacks launched by set of
compromised computer systems, otherwise known as “zom-
bies.” A compromised computer system operates through a
simultaneous interaction among large number of hosts which
are distributed through the Internet [1]. Zombies normally
throw an extremely high volume stream of packets towards
the target machine. Various kinds of abnormalities will create
some critical situations which will end up in a network
node failure. Most of the critical network services consume
the bandwidth resources of the network or the computing
resources at the target system.

Providing security to all the internet communication
machines against the network critical services is unrealistic

and also remains as an unsolved problem. It is true to say that
popular websites handle these critical network attacks by pro-
tection system with abundant resources. Even the protection
systems will sometime fail when the attacks become highly
intensified.

Dynamic defense mechanism helps to detect the network
attacks and respond by dropping the excess traffic. The ideal
defense mechanism detects the abnormality before reaction
mechanisms realize that an attack must be detected before
a response can be mounted [2]. This may be achieved even
though when there are no common characteristics on attack
traffic to detect the nature of attacks near the source [3].
At this juncture, the dynamic defense mechanism should
make unsupervised changes in the compromised computing
environment. Hence this type of defense mechanism will
possibly stop the attack closest to the source. Moreover,
this will not disturb the network resources and network
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Figure 1: Basic structure of overlay network-virtual topology superstructure.

congestion in any way. A defense system is designed with the
above-mentioned approach and with an objective to detect
DDoS attacks at the intermediate level.

An overlay network is a virtual topology found (Figure 1)
on the top of the current underlying infrastructure, which
consists of autonomous systems and independent nodes [3].
The overlay network nodes are locally interactive and need
the collaboration of its autonomous level system and numer-
ous constituent parts of independent nodes for effective func-
tioning. Most of the participating nodes contribute some of
their resources; while some of the nodes show unwillingness
to contribute their resources, the implications of the selfish
behavior can be found in the overlay networks. In reality,
many nodes show selfish behavior to maximize their own
utility by exploiting the system without contributing among
them [4].

The concept of having overlay network is an effective
technique to support new application as well as protocols
without any changes in the underlying network layer. This
concept is helpful in finding Quality of Service (QoS) and
multicast services in the light weight traffic differentiation
schemes without any significant complexity. It also helps in
providing virtual network infrastructure for each user and
application.

The Internet is organized as an independent operating
Autonomous System (AS). In this architecture, the detailed
routing information is maintained only within a single AS
and across its constituent networks [5, 6]. The AS can be
independently administered and configured and that is why
it is operated by some network service providers in other
networks. However, using Border Gateway Protocol 4 (BGP-
4), the information shared with other service providers
and the AS can be heavily filtered and summarized by

having border router connected to AS. This BGP hides many
topological details due to its heavy cost [7].

The overlay topology can significantly impact the over-
lay routing in terms of routing performance and routing
overhead. Mainly, physical topology information can benefit
by constructing an efficient topology. The improved routing
performance can be obtained within the overlay network
by using the better topology construction. Several different
overlay network services are available such as Resilient
OverlayNetwork (RON) [8], ServiceOverlayNetwork (SON)
[9], QoS-aware Routing for Overlay Networks (QROS) [10],
and OverQoS [11]. Unfortunately, these overlay network
nodes are selfish and strive to maximize their own utility
by exploiting the system without contributing much for it
[4]. The selfish behavior in overlay networks has important
implications, that is, the nodes’ unwillingness to contribute
bandwidth or memory. Most of the aforementioned existing
approaches are based on the growth rules that depend on the
instantaneous and full topological properties of the network
and devoid of the coevolution between the network structure
and individual rational behaviors.

For this purpose, we design an Adaptive Distributed Crit-
ical-Care Extensive Response Network (AD-CERN) using
evolutionary algorithm. It tries to detect and react to the
DDoS attacks at the intermediate level. This network focuses
on effective information sharing by providing current incom-
ing traffic attack messages, which is generated by detection
algorithm through the overlay network. The algorithm helps
in deriving the accuracy of classification and clustering
coefficient. The Evolutionary Game Theory- (EGT-) based
overlay topology provides high-level global network effi-
ciency and widespread cooperation among the independent
nodes. Further, it improves the accuracy of DDoS detection
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in the intermediate networks using the machine learning
approach. In AD-CERN system, the resilient and scalable
communication mechanism can be obtained to exchange the
attack information within the large scale networks and by
designing sharing gossip and warningmessages the overhead
information sharing can also be reduced.

The main objective of this paper is to design an over-
lay network with an Evolutionary Game Theory- (EGT-)
based overlay topology evolution scheme and include this
infrastructure into our proposed AD-CERN system with the
following features:

(i) EGT-based overlay network brings the cooperation
between individual nodes and prevents the nodes
from indulging in selfish behavior;

(ii) using entire cooperative overlay network with in-
creased network efficiency;

(iii) higher detection rate and improved classification ac-
cura-cy;

(iv) with the power of adaptivity, the network reacts to the
attack at an early stage;

(v) protecting the network with machine learning-based
training and learning;

(vi) finally, with improved performance potential,
AD-CERN system should be deployed for self-
management and self-defense.

The rest of this paper is organized as follows. Section 2
briefly reviews some essential notations, including evolution
of cooperation, network reciprocity, group selection, and
multinode link-formation game theory; Section 3 discusses
design of EGT-based overlay topology and their evolutionary
operation of individual nodes. Section 4 proposes Adaptive
Distributed Critical-Care Extensive Response network (AD-
CERN) with machine learning-based Näıve Bayes classifi-
cation algorithm. Section 5 theoretically analyzes the EGT-
based overlay network performances. Section 6 discusses
the design of AD-CERN system, operation, and efficiency
evaluation. Section 7 compares the evaluation results in the
existing overlay network. Section 8 concludes this paper
with self-defense and self-management nature of AD-CERN
system and possible future extensions.

2. Preliminaries

The cooperationmeans selfish replicators which should forgo
some of their reproductive potential to help one another
[12]. Unfortunately, in reality, many existing overlay network
nodes are selfish andmaximizing their own utility. Generally,
natural selection implies competition between nodes and
therefore nodes oppose cooperation unless a specific mech-
anism is at work. Figure 2 shows the declining process of
average fitnesswithout involving the evolution of cooperation
𝐶 and natural selection of defectors𝐷.

A cooperator 𝐶 is someone who pays cost 𝑐 for another
individual to receive a benefit 𝑏. A defector 𝐷 has no cost
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Figure 2: Declining process of average fitness.

and does not deal out the benefits. Cost 𝑐 and benefits 𝑏 are
measured in terms of fitness as

fitness = (Own contribution + Contribution of relatives)
Average contribution of the population

.

(1)

In any mixed population, defectors 𝑑 have a higher
average fitness than the cooperators 𝑐. The natural selection
process acts to increase the relative abundance of defectors
which helps in establishing cooperation [12].

2.1. Evolution of Cooperation. Evolution is based on the brutal
competition between the individuals and should therefore
reward only selfish behavior [12]. In reality, every organism
is designed to promote its own evolutionary success at the
expense of its competitors. Biological and social science
model behaviors are expressed in the form of evolutionary
algorithms [13]. These entities are represented as interacting,
mutable, and reproducing.These entities are also represented
as a computational model. Such models are coevolutionary
in nature, which means individual entities expose some kind
of interaction with other evolving entities in the population
[4]. Generally it includes three phases: interaction phase,
reproduction phase, and mutation phase.

Interaction Phase. It specifies the rule of entities which
interacts and gains some rewards.

Reproduction Phase. Each agent differently reproduces off-
spring based on its utility. It can be genetic or cultural
reproduction.

Mutation Phase. In the reproduction stage, with a very small
probability, the agents change their structure to incorporate
innovation.

Cultural reproduction entities are seen as behaviors that
can horizontally replicate between nodes within a generation.
This interpretation is accommodated within the overlay
network structure evolution. In [12], the author discusses the
five mechanisms for the evolution of cooperation such as
kin selection, direct reciprocity, indirect reciprocity, network
reciprocity, and group selection. A simple rule is derived from
each aforementioned mechanism which specifies whether
natural selection can lead to cooperation or not.The network
reciprocity and group selection mechanisms are found to be
perfect for constructed EGT-based overlay topology with an
adaptive distributive nature.

In network reciprocity, the natural selection of defection
is based on a well-mixed population, where everybody
interacts equally with each other. Figure 3 includes the
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mechanisms of network reciprocity which means the cluster
of cooperators outcompete defectors [4, 12].

The real world interactions are often restricted to small
local groups, because real populations are not mixed. Spatial
structures or social networks imply that some individuals
interact more often than others. Evolutionary Graph Theory
allows us to study how a spatial structure affects evolutionary
and ecological dynamics [14].

The network reciprocity equally interacts with every node
in the overlay network. Individuals occupy the vertices of
the graph and the edges denote who interact with whom.
The graph is fixed for the duration of evolutionary dynamics
[15, 16]. This evolutionary dynamics on graphs can favor
operation over defection if the benefit-to-cost ratio 𝑏/𝑐 of the
altruistic act that exceeds the average number of neighbors,
𝐾, per individual is

𝑏

𝑐
> 𝐾. (2)

This result is given as the generalization of “spatial
reciprocity.”

In the overlay network construction, nodes’ interaction is
constrained to its neighbors instead of fixed network of some
duration. In coevolutionary model, links are removed based
on the members of the population with respect to time [17].

The main objective of group selection is to form a close
relationship with the individual group nodes and to find out
more suitable groups of nodes. Group selection refers to the
process of natural selectionwhich favors the characteristics in
individuals and increases the fitness of the group individuals
[12]. Figure 4 shows the idea of group selection competitions,
which is not only between individuals but also between the
groups.

Group selection splits up the population into groups,
which determines the interaction scope of the agents. Indi-
vidually reproduced proportional payoff and its offspring are
added to the same group. If the group reaches certain size, it
can split up into two with a certain probability.

The perfect cooperator groups grow faster than pure
defector groups, whereas, in any mixed group, defectors
reproduce faster than the cooperators. Therefore, the selec-
tion on the lower level (within group) favors defectors,
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Figure 4: Process of group selection between cooperator and
defectors.

as the selection on higher level (between groups) favors
cooperators. Hence, under some conditions, well-performing
groups can survive and the agents of groups providing poor
conditions will be eliminated automatically [18].

The authors consider that if 𝑛 is the maximum number
of group sizes and 𝑚 is the number of groups, then group
selection allows for the evolution of cooperation, provided
that

(
𝑏

𝑐
) > 1 +

𝑛

𝑚
. (3)

Group selection is a fully decentralized mechanism that
focuses on the dynamic view of groups and iteratively guides
its evolution towards more optimal configurations.

The node’s neighbor views the group and the reproduc-
tion phase. It is imitated to join the filter group attacks. Fur-
thermore, explicit investigation on evolution of the adaptive
distributed overlay network structure based on the node’s
local interaction is carried out.

2.2. Multinode Link-Formation Game. Multinode link-
formation game [4] is an overlay networkwhich characterizes
self-interested nodes to form links in the overlay network.
Each node keeps one link to a cooperative neighbor node
in its neighborhood node which can slightly speed up
the convergence cooperation and increases the network
efficiency. Individual nodes are capable of making rational
choices to establish new links or to give up existing links.
Social dilemma of forming links in an overlay network says
the aggregation of payoffs by mutual cooperation nodes and
the aggregated payoff is always better than higher payoffs
given by deflection node [12]. Cooperative overlay network
evolution is analyzed by coupling the network formation
rules with dynamic states of the elements in the system.
Dynamic evolution of the network can be evolved similar
to biological method, using the design of multinode link-
formation game with their neighbor nodes, and each node
preferentially links to the more suitable node with higher
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utility and joins the group selection to form the similar
neighborhood.

Here, we combine the network reciprocity, group selec-
tion, and multinode link-formation game to evolve the
arbitrary EGT-based overlay topology for achievement of
“Adaptive Distributed Critical-Care Extensive Response Net-
work” (AD-CERN).

3. Construction of EGT-Based
Overlay Network

In this section, the effect of cooperation and rational behav-
iors on the overlay network nodes is theoretically analyzed.
For the evolution process, the evolutionary mechanisms
[4] are adopted for the construction of EGT-based overlay
network topology such as network reciprocity [12], group
selection [12], and multinode link-formation game [4]; these
are described in Section 2.

3.1. Cooperation among Overlay Network. Cooperation is
needed to obtain the dynamic coevolution between indepen-
dent nodes on the overlay networks. The overlay network
operates based on the principle of cooperation and it has an
ability to run an application in particular node. A cooperator
𝐶 is someone who pays a cost 𝑐 for another individual to
receive a benefit 𝑏.The cooperator behavior brings cooperator
cost 𝑐 and brings its partner the benefit, that is, 1. The defect
node 𝐷 faces no cost because it will not use a resource to
provide any service for its partner. In general, most of the
aforementioned existing overlay network nodes are based on
growth properties and it neglects the coevolution between
the network structure and individual rational behaviors [3,
19, 20].

3.2. Rational Behavior of Overlay Network Nodes. According
to the general concept of EGT, individual nodes will imitate
the behavior of other nodes that has the higher utility.
Including the same, the node can randomly discover the
other nodes from the entire overlay network and compare the
utility with them.

Moreover, nodes can change its strategy and drop/make
links to other nodes based on the comparison of utility.
Mainly, we consider this rational behavior to deal with the
selfish behavior in overlay network topology formation using
the fact “Tragedy of Commons” [21]. It aims to produce a
simple generalized topology evolution scheme that is scaled
well and functions under a reasonable selfish assumption.

3.3. Evolutionary Mechanism. The evolutionary mechanism
decorates the overlay network as convergence of autonomous
and rational nodes into a cooperative network structure.
Network reciprocity forces an overlay network as cooperative
by means of simple interaction among autonomous and
rational nodes.

First, the overlay network is constructed with the fol-
lowing structure. Let us consider the population of 𝑁 nodes
consisting of cooperative 𝐶 and defect 𝐷 nodes; initially
all nodes randomly form connections as in Figure 5, and
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Figure 5: Overlay network nodes with random connection.

Table 1: Payoff matrix.

Payoff matrix
Cooperator C Defector D

Network reciprocity
C (𝑏 − 𝑐) (𝐻 − 𝑐)
D (𝑏 − 𝐻) 0

Group selection
C (𝑏 − 𝑐)(𝑚 + 𝑛) (𝑏 − 𝑐)(𝑚 − 𝑐𝑛)
D (𝑏 − 𝑛) 0

Table 2: Node 𝑖 and 𝑗’s payoff in link-formation game.

Pay off
Cooperator C Defector D

Link formation
C (1 − 𝑐)(1 − 𝑐) (−𝑐, 1)
D (1 − 𝑐) (0, 0)

all nodes adopt the “defect” 𝐷 strategy except the nodes
having the “cooperative”𝐶 strategy. A cooperative node helps
all neighbors to bring cooperator to some cost, which is
forwarding packets or answering queries for its neighbors
or sharing information to all neighbors [4, 22]. Any two
nodes can make a connection without loss of generality; the
cooperative 𝐶 node brings cooperator cost 𝑐 and gives its
partner the benefit 𝑏, that is, 1. The defect node 𝐷 faces
no cost, because it will not use any resource to provide any
service for its partner.

𝑐 is decided by specific scenarios and varied according to
different nodes. Here the maximum cost nodes are assigned
to 𝑐 as 𝐶 = maximum cost of nodes.

Thus, at each step, neighboring node calculates payoffs
from Table 1 according to their strategies, that is, cooperative
𝐶 and defect 𝐷, where 𝐻 = [(𝑏 − 𝑐)𝑘 − 2𝑐]/[(𝑘 + 1)(𝑘 − 2)]

and𝐾 is the number of neighbors.
Each matrix is helped to derive the necessary conditions

for evolution of cooperation. It simply specifies the inter-
action between cooperators 𝐶 and defectors 𝐷. The payoffs
elements are summarized in Table 2, which are derived
between neighbor node 𝑖 and node 𝑗 (𝑐 is constant).

In Figure 5, the connection between network nodes is
fixed. Here the main issue is how to construct an overlay
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network with minimized average neighbor distance. Initial
stages of randomly selecting neighbors may result in more
links between far away host and fewer links between nearby
hosts. The resulting average neighbor distance would be
relatively long. It degrades the network efficiency [7, 23]. The
simple multinode link-formation game is used to capture the
intrinsic problem of link creation among the overlay network
nodes. It is very much different from Bilateral Connection
Game (BCG) [24, 25]. The multinode link-formation game
is proposed to characterize the topology formed by selfish
nodes, in which each node attempts to minimize nodes and
minimize costs byminimizing the number of connections. In
addition, each node establishes a sum of the costs of reaching
all other nodes. Multinode link-formation game shows that
is very difficult for each node to utilize local information
based on global network topology.The partial view of overlay
structure and the local interaction with the neighbors are
combined to obtain its utility.

This link-formation game concept is more feasible for
large scale and dynamic p2p network nodes to obtain overlay
approach.

Here, nodes locally interactwith a small subset of partners
defined by current network topology. Every step of interac-
tion, individual node, and its neighbors invoke their strategies
to get the utility using Tables 1 and 2.This iterative interaction
calculates an individual’s payoff which is sum of the payoffs
obtained across the bilateral game [4]. Thus, it is named as
multinode link-formation game. An individual node’s utility
is determined by the following factors:

(1) degree of the node;
(2) strategies of the neighbor nodes.

The multinode link-formation game implies the following
factors.

If node 𝑖 is cooperative, then node 𝑖’s utility 𝑢
𝑖
(𝐺) in the

formed overlay network graph 𝐺 can be denoted as follows:

𝑈
𝑖 (𝐺) = (1 − 𝛿) 𝑛

𝑐

𝑖
(𝐺) − 𝛿𝑛

𝑛𝑐

𝑖
= 𝑛
𝑐

𝑖
(𝐺) − 𝛿𝑛𝑖 (𝐺) . (4)

If node 𝑖 is noncooperative, then its utility is

𝑈
𝑖 (𝐺) = 𝑛

𝑐

𝑖
(𝐺) , (5)

where 𝑛
𝑖
(𝐺), 𝑛𝑐

𝑖
(𝐺), and 𝑛𝑛𝑐

𝑖
(𝐺) represent the number of node

𝑖’s total neighbors, node 𝑖’s cooperative neighbors, and node
𝑖’s noncooperative neighbors in the formed overlay network
structure 𝐺, respectively.

In the evolutionary phase, the multinode link-formation
game designated defect node’s utility is 1, and this node
is compared with the cooperative node. It is illustrated in
Figure 6. If the cooperative node’s 𝐶 utility (2 − 2𝛿) exceeds
1, then the designated defect node𝐷 will copy the designated
cooperative node’s 𝐶 strategy and the resulting link structure
will add an extra link to the right side node [4].

Figure 7 shows the formation of the nodes connectivity in
the overlay network which evolves from the above multinode
link-formation game. The dotted lines represent the added
links in the evolutionary phase. Thus, the structure charac-
terizes the social dilemma of forming links in an overlay
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Figure 6: Overlay network node’s evolution phase: defector and
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network, and it incorporates individual rational decisions.
In addition, individual node preferentially links to the more
suitable nodes with higher utility and forms the group.

Normally, a group consists of a set of nodes that are close
to each other. For any positions, 𝑃, in the physical network, if
the distance between 𝑃 and node 𝑖 and the distance between
𝑃 and node 𝑗 are the same, then they are likely to form a
group. Assume that nodes 𝑖 and 𝑗 are in the same group.
Here, the distance between two nodes can be network latency,
or round trip time, or minimum bandwidth on the links
along a path between the two nodes, or some user-defined
cost functions between the two nodes. A group can exchange
messages with several other groups, which are referred to as
neighbor groups. The neighbor groups in this overlay are the
groups that are nearby the underlying physical network.

3.4. Operation of Evolutionary Game Theory- (EGT-) Based
Overlay Topology. Figure 8 shows the operation of individual
EGT-based overlay network node. In this scheme, nodes are
randomly bootstrapped into an arbitrary network structure.
In the beginning, 10% of the nodes are cooperative in nature;
then the three phases of evolutionary algorithm such as
interaction phase, evolution phase, and mutation phase are
included for entire cooperative overlay network.

In the interaction phase, initially, each node and its
neighbors are connected by the current network structure
with their strategies and get payoffs as per Tables 1 and 2.
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Figure 8: Operation of individual Evolutionary Game Theory-
(EGT-) based overlay network node.

Secondly, by applying the evolution phase according to their
satisfactory condition, the node is reallocated to a new
neighborhood view. It happens when the node 𝑖 is failed to
find a suitable node in the overlay network and then the
node 𝑖 skips the operation in this round and directly goes
to the mutation phase as in step 9 of Figure 8. In addition,
each node drops its neighborhood view and randomly selects
nodes to form a group. In mutation phase, the creation of a
brand new group, that is, node 𝑖 which discards its current
group and randomly selects a node to form a link. As a result,
the other nodes migrate to the seed group in the future and
increase the group size. Hence, the introduction of mutation
in cooperative and defect strategies is unnecessary for the
emergence of cooperative/coordination.

The interpretation of cultural reproduction is accommo-
dated in the overlay network structure. In our proposed tech-
nique, reproduction phase will help to produce a counterpart

of the existing overlay network by either rewiring the nodes
or changing the topology of the network. It is a simple logical
process in which nodes drop, copy, or exchange symbolic
links [4, 12].

Heremultinode link-formation game can be done as pair-
wise, whichmeans two nodes should provide mutual consent
in the formation of a link connection [4]. Hence intuitively,
each node will form a link with another node. The former
node should persuade the latter to accept this connection.
Therefore, based on the simple economic strategy in the
node’s evolutionary phase, the node will keep the link to
one cooperative node in its original neighborhood view as
shown in Figure 7. On the whole, this process will facilitate
the evolution of an overlay network structure.

4. Adaptive Distributed Critical-Care Extensive
Response Network (AD-CERN)

Machine learning and data mining theories provide the rele-
vance of self-management and self-defense to the networks
and its distributed systems. For the proposed AD-CERN,
EGTbased on efficient overlay network has been used and the
details of which are mentioned in the Section 3. Nodes in this
EGT-based overlay network will be inducted with detection
and classification capabilities. They cooperatively detect and
react to critical behaviors before specific response mounts in
the target machine or network performance degradation.The
machine learning induction provides the power of adaptivity
in particular application techniques [26].

This AD-CERN node includes detection, classification,
information sharing, network learning, and training phase as
in Figure 9.

4.1. DetectionAlgorithm. In this phase, each node is equipped
to detectwhether current incoming network traffic represents
the normal or critical situation in the system. Here, the “IP
address-based high rate flooding attack detection” algorithm
[1] is included to detect the traffic behavior changes in the
specific traffic measures and send gossip to the classification
phase. Inclusion of multiple detection algorithms in every
node helps to achieve higher detection rate.

4.2. Classification Algorithm. This phase has high sensitivity
than all other ones and also called as detection-and-reaction
phase. When the gossip message arrives, the accumulated
mean for its destination is renewed and a gossip is added
for that destination. Then each node gathers self-gossip and
neighbor-gossip as shown in Figure 9. After this, classifier
node will evaluate message attributes like <source, warning,
destination, gossip>.

It uses the statistical or machine learning classifiers
to produce predictions about the incoming traffic. It dis-
tinguishes the critical traffic patterns from normal traffic
patterns.The well-known Naı̈ve Bayes method [27] is used to
integrate and share local traffic information with neighbors.
Here network reciprocity is adopted for equal interaction
among the nodes.
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Figure 9: Block diagram of individual proposed network nodes operation.

4.3. Information Sharing. The information sharing improves
the classification with the two kinds of messages. These
messages are shared between nodes to update the maximum
global knowledge about traffic. In the first step, gossips help
to indicate suspicion of flooding attack. It is sent and received
to/from the neighbors in any direction of the overlay network.
In the second step, warning, it is anothermessagewhich helps
to indicate high certainty of an ongoing attack. It is sent only
in the direction of attackers, in order to strangle attacks as
close as possible to the source.

4.4. Network Learning and Training. Generally, overlay net-
work nodes have different characteristics depending on
the context and the network situation. Here the classifier
accuracy itself seems to be a problem; hence it can be resolved
by adjusting the classifiers according to their detection
algorithm, maintenance level of trust to a concrete gossip,
and checking the amount or type of usual traffic which passes
through the node.

Thus, the network nodes are equipped with a learner/
classifier. With the machine learning technique each node’s
ability should be trained to adapt their thresholds of gossips
trusting and detectionmechanisms for each target node. Now
a perfect training is given to the node which is similar to its
situations denoting it as critical.

In the Näıve Bayes method, different message attributes
are supposed to be statistically independent. The description
of this method uses the two numbers 𝑎 and 𝑏, and they are
denoted as a destination warning, gossip, respectively,

𝑎 < 𝑏 = {1 if 𝑎 > 𝑏} ,

𝑎 < 𝑏 = {0 if 𝑎 < 𝑏} .
(6)

Given a traffic 𝑇, regarded a tuple <source, warning, destina-
tion, gossip>, the Näıve Bayesmethod estimates of𝑃(Attack |
𝑇) and 𝑃(Non Attack | 𝑇) and simply predicts “Critical”
status when 𝑃(Attack | 𝑇) ⪋ 𝑃(Non Attack | 𝑇) and,

otherwise, it says “Normal” status [27]. These two probabil-
ities are computed using Bayes theorem; that is,

𝑃 (Attack | 𝑇) = 𝑃 (𝑇 | Attack) ⋅ 𝑃 (Attack)
𝑃 (𝑇)

. (7)

The observed 𝑃(𝑇) can be disregarded because it only cares
with the ratio of 𝑃(Attack | 𝑇) and 𝑃(Non Attack | 𝑇) ⋅

𝑃(Non Attack | 𝑇) and 𝑃(Non Attack | 𝑇) can be estimated
from training data, locally to each node.

To estimate 𝑃(𝑇 | Attack), use the independence
assumption, as follows: = 𝑃(source, warnng | Attack) ⋅
𝑃(destination, gossip | Attack). Again, these two proba-
bilities can be estimated from the empirical distribution of
messages in the training data as follows:

𝑃 (source, warning | Attack) =
𝑃 (source,warning, attack)

𝑃 (Attack)
,

𝑃 (Destination, Gossip | Attack)

=
𝑃 (Destinaon,Gossip,Attack)

𝑃 (Attack)
,

(8)

where 𝑃(Attack) is the attack ratio at this node.
We train the network node by enabling the gossips and at

the same time warnings must be disabled. In total, the Naive
Bayes machine was found to be learned the following things
which (1) increases the “Critical” status warning probability
and decreases the “Normal” status warning probability; (2)
the probabilities remain stable until a relative high number
of gossips get decrease, where the “Critical” status probability
increases, and “Normal” status warning probability becomes
zero. It means that the False Positive Rate (FPR) and True
Positive Rate (TPR) rate are rich and False Negative Rate
(FNR) is zero in every node of AD-CERN system.

If the critical services appearance is suspected, this status
will help to determine whether a message to a particular
node should be forwarded or blocked.The entire cooperative
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Figure 10: Overall operation of Adaptive Distributed Critical-Care Extensive Response Network (AD-CERN) during critical services.

network drives overlay network nodes to learn about the
behavior of its portion of network by adjusting its classifier to
its own location in the network traffic. As in Figure 10, overlay
network nodes can exchange gossiping and warnings about
the declared critical attack service. When the warning arrives
to the border-gate nodes, it curtails the attacks whichever
is very close to the source, while the gossips keep all the
border-gate nodes. Every node in an overlay network is
nothing but a key node and the nodes which receive the
more request than the other are only facing enormous attacks.
Hence, in the overlay network, the node should maintain
the detectionmechanism even during the abnormal situation
and further it should exchange and aggregate the information
about traffic condition in all different parts of the network
system. In order to restrict the attack strike to the network
borders, a backward warning system is included to the source
which is as close as possible. By implementing this method,
our network elements will learn to determine whether the
situation is normal or critical. Even though the attacks are
found very close to the border gate of the network; it can be
curtailed before reaching the victim.

After this operation, EGT-based overlay network is able
to stop and avoid distributed critical services, like high rate
flooding, abuse, or failures. Each node shares with its neigh-
bor’s node the status of the network and aggregates its local
information using the nature of evolution of cooperation.
It includes every node into the convergence of cooperation
and increases network efficiency. As a result of the above
discussed facts, the present AD-CERN system comes into
existence. Now the AD-CERN will work in self-optimizing,
self-organizing, self-healing, and self-defending methodol-
ogy, in order to protect networks against critical network
service attacks and network node failures. Here, each node

is allowed to make unsupervised changes in the computing
environment. This permission will definitely increase the
ability of AD-CERN system, particularly, while independent
learning during any critical situation. Hence, this network is
named as an “Adaptive Distributed Critical-Care Extensive
Response Network” (AD-CERN).

4.5. Performance Analysis of Evolutionary Game Theory-
(EGT-) Based Overlay Network. In this section, the proposed
EGT-based overlay network is considered as a connected
graph as in Figure 11(a), where each node in the graph
represents a group in the overlay network and neighbor
relationship between two groups is represented by edges
between two nodes in the overlay. In Figure 11(b), the overlay
network nodes are arranged in the tree structure [7].The root
of the tree is node 𝐴 as in level 0.

Node𝐴’s direct neighbors, 𝐵,𝐶, and𝐷, are one hop away
and are placed below node 𝐴 (at level 1). Here, the node 𝐴 is
the parent of nodes 𝐵, 𝐶, 𝐷 and nodes 𝐶 and 𝐷, are children
of node 𝐴. Then, each node adds its neighbor into the tree.
This process is repeated until all nodes are included in the
tree structure.

The proposed overlay network’s performance is analyzed
with average neighbor distance 𝑁(𝐸), network efficiency
𝐸(𝐺), and average clustering coefficient 𝐶(𝐺).

4.5.1. Average Neighbor Distance (AND). The AND [7] of
our proposed EGT-based overlay network is theoretically
calculated using the formula:

𝐷 =
𝐷
𝑖 ((𝑁 ⋅ 𝑛 ⋅ 𝑚) /2) + 𝐷𝑏 ((𝑁 ⋅ 𝑀) /2)

((𝑁 ⋅ 𝑛 ⋅ 𝑚) /2) + ((𝑁 ⋅ 𝑀) /2)

=
𝐷
𝑖
⋅ 𝑛 ⋅ 𝑚 + 𝐷

𝑏
⋅ 𝑀

𝑛 ⋅ 𝑚 +𝑀
.

(9)
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Theory- (EGT-) based overlay network and Randomly Connected
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The EGT-based overlay network contains the 𝑁 groups and
each group consists of 𝑛 hosts. Every group has𝑀 neighbor,
in which each host has 𝑚 neighbor hosts. The average
distance between neighbor groups is denoted as 𝐷

𝑏
and the

average distance between two hosts in the same group is
denoted as𝐷

𝑖
.The total number of intragroup neighborhood

links is 𝑛 ⋅ (𝑚/2). The total number of intergroup neighbor-
hood links is𝑁 ⋅ (𝑀/2).

The proposed EGT-based overlay network will prove the
shorter average neighbor distance as in Figure 12 and this will
be comparable with Randomly Connected Overlay (RCO)
Network.

This could be attained with the concept of group selection
mechanism as discussed in Section 2 which allows for the
evolution of cooperation. It focuses on the dynamic view of
group selection and iteratively guides its evolution towards
more optical configuration. Moreover, it decreases the 𝐷

𝑏

with the shortened neighbor links between different groups.
It increases them with more neighbors in the same group.
Finally, it helps to place the hosts to their proper group and
further increases the𝐷

𝑖
so that (𝐷

𝑖
≈ 𝐷
󸀠

𝑖
).

4.5.2. Network Efficiency 𝐸(𝐺). Themeasurement of network
efficiency [7] 𝐸 shows how efficiently the network exchanges
the information between the nodes. The efficiency 𝜀(𝐺, 𝑗, 𝐾)
in the communication between the two points 𝑗 and 𝐾 is
defined as the inverse of the shortest path length 𝑑(𝐺, 𝑗, 𝐾),
and the efficiency of 𝐺 is the average of 𝜀(𝐺, 𝑗, 𝐾); that is,

𝐸 (𝐺) =
1

𝑁 (𝑁 − 1)
∑

𝑗 ̸= 𝑘∈𝐺

𝜀 (𝐺, 𝑗, 𝑘)

=
1

𝑁 (𝑁 − 1)
∑𝑗.

(10)

In the Randomly Connected Overlay Network, that is, the
nonconnected graphs, there is no path between the twopoints
𝑗 and𝐾, 𝜀(𝐺, 𝑗, 𝐾) = 0, and 𝑑(𝐺, 𝑗, 𝐾) = +∞. For that reason,
EGT adopts the network reciprocity for equal interaction
with every node𝑁 in the overlay network.

4.5.3. Average Clustering Coefficient 𝐶(𝐺). The calculation of
clustering coefficient [4] 𝐶(𝐺) of node 𝑖 is defined as

𝐶
𝑖
=

Number of edges in𝐺
𝑖

Maximumpossible number of edges in𝐺
𝑖

=
Number of edges in𝐺

𝑖

𝐾
𝑖
(𝐾
𝑖−1
) /2

,

(11)

where 𝐺
𝑖
is the subgraph of neighbors of 𝑖 and 𝐾

𝑖
is the

number of neighbors of node 𝑖.

5. Simulations

5.1. Network Topology. In this work, two topology models
are used in the simulation. The first overlay network is con-
structed randomly, and nearby hosts in the overlay network
may actually be far away in the underlying network (Figure 1).

In another network topology, network is equipped with
the intermediate network nodes and border-gate nodes
with the detection mechanisms and classification technique.
The nodes can exchange gossiping and warnings about the
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Table 3: TCP SYN and UDP flooding attacks at border-gate nodes.

Attack profile SYN flooding UDP flooding
Period 1 95% 78%
Period 2 87% 76%
Period 3 85% 78%

declared critical attacks. The main aspect is that all routing
nodes from the network should be passed only through the
overlay networks. But this may be unfeasible in practice.
Hence, considering this difficultly the cooperative overlay
network is constructed as in Figure 13.

5.2. DataSet. Using our proposed network topology as in
Figure 13, HTTP server collects the normal and attack traffic.
Normal traffic is generated between the victim and nodes in
the intermediate network. For the attack traffic, Stacheldraht
[28] is used to generate distributed denial-of-service attack
traffic. During this attack period all nodes receive the gener-
ated attack traffic.

The Stacheldraht is selected because it is a more matured
attacking tool compared to other attacking tools, such as
TFN, TFN2k, or Trinoo. The Stacheldraht is composed of
handler (master) and agent (daemon) programs [29]. The
handler system scans vulnerabilities of the victim before
ending an attack command to the corresponding multiple
agent systems. Agent systems produce a large flood of packets
targeting the victim. It interrupts the system resources and
network resources. For the evaluation of network, two types
of flooding attacks are collected for some periods: TCP-
SYN flooding and UDP flooding. Attack traffic profiles are
gathered during attack period.Theparameters are depicted in
Table 3. Figure 14 shows a typical traffic behavior in border-
gate nodes.
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Figure 14: TCP SYN, UDP attack traffic behavior at the border-gate
network nodes.

6. Network Evaluation

6.1. Randomly Connected Overlay Network (RON). The indi-
vidual nodes are equipped with detection algorithm and
placed in the egress routers of an autonomous system, which
collectmeaningful information and locally detectDistributed
Denial of Service (DDoS) attacks. The system shares the
attack information using gossip protocol within the next-
step-node only. Detection algorithm will detect any local
attacks and the local decision will be sent to the cooperative
detection engine [3, 19]. It combines these local decisions
from the neighboring nodes. Finally the detection decision
will take appropriate action to defend the attack. In Figure 15,
the TCP SYN attacks and UDP attack have moderate detec-
tion rate as 65% and 45%, respectively, and also depend on
the local detection algorithm.

6.2. Evolutionary Game Theory- (EGT-) Based Overlay Net-
work. This network will run in the normal status until a
critical service appears, like DDoS flooding attacks. It attacks
the path to the service and also interferes with normal
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Figure 15: Attack detection rate in Randomly Connected Overlay
Network (RON).

Table 4: Classification accuracy of Näıve Bayes algorithm.

Attack profile SYN flooding UDP flooding Classification
accuracy

Period 1 99% 98% 98.3%
Period 2 98% 98% 98.0%
Period 3 99% 100% 99.3%

connections. The detector ingests every incoming traffic 𝑇 to
the victim in an abnormal way. A gossip will spread among
the neighbors to indicate the victim which is in attack. The
network reciprocity mechanism helps the overlay nodes to
interact equally with every node in the overlay network. In
connection to this, all the neighbors will receive the gossip.
The gossip message contains the possible victim ID and
the confirmation. At this time, classifier determines that the
victim is under attack, and immediately a warning is sent to
the node fromwhere themessage is received and sent to every
node. Each node uses the aggregated gossips and warnings
to provide high confidence of classification accuracy. For the
performance evaluation, the classification accuracy [19] is
calculated using

ClassificationAccuracy =
∑
𝑛

𝑖=1
𝑇
𝑖

∑
𝑛

𝑖=1
𝐼
𝑖

, (12)

where 𝐼 is an individual attack traffic record in the cor-
responding attack class and 𝑇 is the correctly classified
attack traffic record. As shown in Table 4, the Näıve Bayes
overall classification accuracy is above 99.3%. The result
indicates that the proposed Näıve Bayes mechanism classifies
attacks into detailed attack types with acceptable accuracy.
It identifies the TCP-SYN attacks and UDP attacks with less
false positives. At the same time, it shows mistake in false
negative and absolutely there are no issues in false positives.

TheEGT-based overlay network operated in the following
scheme is with thewarning-victim-closest nodes will indicate
to the border-gate nodes to stop the attack flow and with
the gossips the nodes closest to the source will indicate
to the intermediate network nodes [30]. It means that the
aggregated traffic is still attempting to enter the network.The
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Figure 16: Performance analysis of attack detection between Evo-
lutionary Game Theory- (EGT-) based overlay network nodes and
Randomly Connected Overlay Network (RON) nodes.

result should improve the accuracy in classification and also
in attack detection to stop undesired traffic as close to the
sources as possible.

7. Performance Evaluation of Randomly
Connected Overlay Network (RON)
and Evolutionary Game Theory- (EGT-)
Based Overlay Network

The Randomly Connected Overlay Network provides decen-
tralized certificate authority to the nodes. The EGT-based
overlay network nodes share digitally signed messages to the
other nodes. By this way, it allows other nodes to validate the
authenticity of sending nodes. EGT-based overlay network
nodes spread their gossip among all the neighbors with
network reciprocity, whereas the randomly connected nodes
spread only the next-step node.Hence local anomaly can only
be detected.

In EGT-based overlay network, the accuracy of the
classification is very high due to the global level sharing of
gossips and detection accuracy is very fast with themultinode
link-formation game connectivity among network nodes.
Figure 16 shows EGT-based overlay network nodes functions
with 85%, 90%, and 95% detection accuracy. Table 5 lists
values of True Positive Rate (TPR), False Positive Rate (FPR),
and False Negative Rate (FNR). Both are rich in EGT-based
overlay network.

This connectivity increases the interaction among the
nodes to define the strategies of the node and to select
the path to send the warning message to the node from
where the message was received. In the random connection
overlay network nodes, the links are completely saturated
during a DDoS attack [3]. Unfortunately, standard packet
flooding attacks effectively remove some sets of nodes from
the infrastructure. This cooperation brings the detection
and defense process before a response can be mounted to
particular victim.
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Table 5: Attack detection rate at border-gate nodes.

Detection accuracy
Evolutionary GameTheory- (EGT-) based overlay

network Randomly Connected Overlay Network (RON)

TPR∗ (%) FPR∗ (%) FNR∗ (%) TPR∗ (%) FPR∗ (%) FNR∗ (%)
Node 1 85 .6 0 70 2 1
Node 2 95 .4 0 68 2.5 3
Node 3 98 .1 .1 29 3 .8
∗True Positive Rate (TPR), False Positive Rate (FPR), and False Negative Rate (FNR).

8. Conclusion

In order to include the self-management and self-defense
in network engineering, “Adaptive Distributed Critical-Care
Extensive Response Network” (ADCERN) is designed using
evolution of cooperation mechanism. The AD-CERN is
invented from two innovative techniques. At first level,
the free-form and flexible structure of overlay network is
included. This structure recovers the rigid nature of existing
overlay network. Here, the EGT-based overlay network is
adopted for the achievement of entire cooperation among
the autonomous nodes. The multinode link-formation game
keeps one link to the cooperative node in the nodes’ original
group, which leads to the formation of efficient cooperative
network structure. The combination of network reciprocity
and group selection mechanisms is considered for the evolu-
tion of cooperation in the overlay network.

In the second level, every node is fed with the ability
to adapt. Each node gets a learning component with a
mechanism for information sharing and classification tech-
niques.Themachine learning anddatamining techniques use
Näıve Bayes classification algorithm. Here, the evolutionary
mechanism leads to the global optimization procedure.

In the network evaluation, the proposed AD-CERN
system detects the distributed critical attack points which
are found to be closer to the service. This system achieves
99% average detection rate and 98.3% classification accuracy
with very high global level sharing of gossips and warning.
Moreover, it provides the highest detection accuracy in both
TCP SYN and UDP flooding attacks. The FPR and TPR rate
is rich in every node of AD-CERN system.

Our work is a significant step towards the exploration
of rigid to malleability characteristics of unstructured over-
lay network. The AD-CERN greatly increases the network
efficiency and convergence of cooperation. In addition, we
utilize the property of physical network with shorter aver-
age neighbor distance. The robustness of network is also
maintained even in the high flooding rate attacks. Thus, self-
management and self-defense method is moved from realm
of fiction to real-time network engineering.

In future, we are trying to utilize the more intelligent
gossip and warning, which will reduce the information
sharing overheard. In addition, we are planning to deploy our
network structure in a real-time large scale environment with
real attack. We are also planning to explore exciting usages
of AD-CERN, in applications such as media streaming,
application-level multicasting, and media distribution.

The link-formation game connectivity maintains all the
components in all critical services, so that the EGT-based
overlay networks obtain the cooperative nature of infrastruc-
ture. Further, it maintains its robustness in the removal of
nodes by failures or attacks. Thus the EGT-based overlay
network relatively gives high level of tolerance in the network
critical services. The EGT-based overlay network nodes are
protected from the large amounts of data to and from the
compromised overlay node.
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The fierce global competition andmarket turbulence has been forcing the enterprises towards to the integration and intelligence for
supply chain management, and the seamless information sharing and collaboration as well as operation agility are the challenges
which need to be conquered, in terms of the highly distributed and heterogeneous resources located in separated warehouses.
Although a number of works have been done to achieve the aforementioned targets, few of them are able to provide an overall
integration and intelligence support for such system management. In this context, a novel intelligent supply chain integration and
management systembased onCloud ofThings is presented, in order to provide flexible and agile approaches to facilitate the resource
sharing and participant collaboration in thewhole supply chain life cycle. Furthermore, the enabling technologies, such as intelligent
supply chain condition perception, heterogeneous network access convergence, and resource servicisation, are also studied. Finally,
a case study together with the prototype system is implemented and demonstrates that the developed system can efficiently realise
the integration of supply chain processes in the form of services, and also provide the effective intelligence support for physical
resource management, so as to achieve an overall performance assurance for the system operation.

1. Introduction

As a vital and important process of industrial production,
supply chain affects the operation efficiency and beneficial
value of enterprises with the cost of transportation, land, and
labor. Supply chain integration, which is widely considered as
a vital factor determining the supply chain performance, for
instance, reducing cost, improving responsiveness, increasing
service level, and facilitating decision making, has attracted
more and more attention [1–4]. Information sharing and
collaboration [1, 5] as well as the agility [6] are the key
characteristics of the supply chain integration. On one hand,
information sharing and collaboration is able to enhance the
supply chain visibility and avoid the information delay and
distortion, which would result in tremendous variations and
inefficiencies, and even a phenomenon called the bullwhip
effect [7, 8]. On the other hand, agility aims at providing the

required abilities for an enterprise to respond properly and
being actively adapted to rapid and unexpected changes in
global market [9]. Over the past decades, the two aspects
of supply chain integration are technically challenging due
to the high fragmentation of industry, which is induced by
economic globalization and distributed manufacturing [10].
With the highly distributed and heterogeneous resources
located in separated warehouses, the warehouse integration,
which is an indispensable part of supply chain management,
will face more challenges. In this context, supply chain inte-
gration has higher requirements for real-time information
sharing, response speed, and flexibility in agile management.
However, few of the existing frameworks and technologies are
able to satisfy all of these diverse needs and the adoption of
several different technologies and systems may lead to higher
cost, lower system flexibility and extensibility, and more
complex integration, such as Electronic Data Interchange
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(EDI) and Enterprise Resource Planning (ERP). Therefore,
there is a need for novel frameworks and tools to enhance
the performance of agility, real-time sharing, and flexible
collaboration in supply chain management.

With the rapid development of ICT technologies, for
example, Cloud Computing and Internet of Things (IoT)
[11], new opportunities were created to build applications,
which better integrate the real-time conditions of physical
resources and fill the gap between the virtual and real world
[12]. Cloud of Things (CoT) [13], launched initiatively by the
MIT Auto-ID Labs, builds on the two concepts of IoT and
Cloud Computing and constructs a model of an object in
the cloud with a defined set of Application Programming
Interfaces (APIs), facilitating the integration of data from
heterogeneous sources more readily than trying to establish
a common registry or protocol across multiple organiza-
tions. In the architecture of CoT [12, 13], the heterogeneous
resources (sensing, actuation, computing, and storage) can
be virtualised as a service, be aggregated in terms of a
given thing-like semantics, and then be provided to the
end users. The CoT has emerged as a promising framework
and technology solution to integrate the distributed physical
resources andmanage the things in terms of cloud services in
a scalable, flexible, and reusable manner, which can be seen
as interfaces independent from location and accessed with
simple and pervasive methods [14]. Due to the features of
modern supply chain management, such as high distribution
of items, more requirements of integration, and agility, the
basic ideas and framework of CoT suit the design of supply
chain system well.

In order to facilitate the modern supply chain integration
and conquer the aforementioned challenges, such as lacking
of real-time information and agility, this paper presents an
intelligent supply chain integration and management system
based on the conception of CoT. In traditional supply chain
management system, the efficient supply chain and response
supply chain are two main branches [15].The primary goal of
the previous one is to supply demands at the lowest level cost
[16], while the other one’s aim is to respond quickly to various
demands [17]. In this system, more attention is paid to supply
chain integration, real-time monitoring requirements, and
cloud service for agility, to meet various demands at lowest
cost in agile way. It uses the intelligent perception techniques
to collect the condition information of resources during the
whole life cycle of supply chain for real-time monitoring and
enable the resources to be seamlessly adapted to the service
management platform using a set of networking approaches
for supply chain integration. Moreover, the supply chain
resources are virtualised as cloud services to be provided to
the users on demand, so as to facilitate the agility for various
demands.

The remainder of this paper is structured as follows.
Section 2 describes the related works on operation models
and technologies for supply chain integration and manage-
ment. Section 3 develops a system framework for supply
chain integration and management based on CoT. Section 4
presents the enabling technologies for the developed system.

Then, a case study together with the system implementation
and evaluation are presented in Section 5. Finally, Section 6
concludes the paper.

2. Related Works

With the rapid changes in the logistics industry, the following
problems [1, 6, 18–22] in supply chain management are
identified: (i) high fragments in supply chain, (ii) information
sharing and collaboration between participants, and (iii) agile
supply chain management for rapid, effective, and efficient
response to the changes in market. Some previous researches
have been done on the supply chain management, including
theoretical research and practical system development. Nev-
ertheless, none of the single existing technologies can solve
the problems and provide an overall performance assurance
for information sharing and collaboration aswell as the agility
of supply chain management.

With the emergency of new ICT technologies, the supply
chain management system has made a certain development
in the last decades. Sense of the operation condition is usually
the first step for information sharing and collaboration in the
supply chainmanagement. In [11], current development trend
of IoT was discussed and the applications in the transporta-
tion and logistics domain are analyzed. Real-time informa-
tion collection technologies based on RFID and other sensors
can monitor almost all the supply chain links. Miorandi et
al. [23] presented the digital and physical entities that can be
linked by various appropriate information and communica-
tion technologies using IoT. It not only provided localization
and tracking capabilities, but also enabled the things com-
munication with low power. In general, the barcode [24, 25]
andRFID technology [26–29] are frequently used to store and
acquire product information in logistics, which is considered
as an important part of supply chain management. Moreover,
the collected information will be transmitted using various
communication networks, such as Zigbee, wireless sensor
network (WSN), 2G/3G, and Ethernet, located in different
part of the supply chain, and this is the realisation foundation
of information sharing and collaboration. In [30], the WSN
technologywaswidely adopted in diverse environments, such
as remote environmental monitoring and target tracking.
In [30–32], the Zigbee technology provided solutions for
communication among distributed sensor nodes deployed
in the logistics links. After all, the degree of information
sharing and collaboration can be improved by the usage of
IoT and relevant key technologies. However, the agility which
is another target of modern supply chain system cannot be
achieved with these.

For the purpose of pursuing the agile and flexible system,
more attention has been paid on system architecture, virtual-
isation, and servicisation technologies. The two technologies
are critical for supporting the resource sharing and collabo-
ration. In early stage of cloud computing [33, 34], everything
was treated as service and three distinct layers from comput-
ing resources were defined to end-user applications in cloud
computing architecture, for example, Software as a Service
(Saas), Platform as a Service (PaaS), and Infrastructure as
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Figure 1: The CoT model for supply chain integration and management.

a Service (IaaS). Virtualisation and servicisation mean the
abstraction of computing and storage resource [35]. In recent
years, the applications of resource virtualisation and servi-
cisation have extended to other areas with the development
of cloud computing and its enabling technologies, such
as manufacturing industry and logistics. In manufacturing
domain [36–38], a new computing- and service-oriented
manufacturing model, named cloud manufacturing, was
proposed, and the manufacturing resources and capabilities
can be virtualised and encapsulated for on demand using
the virtualisation and servicisation technologies. Xu [39]
compared cloud computing and cloud manufacturing and
also indicated that cloud manufacturing performs agile and
flexible way, in which distributed manufacturing resources
are encapsulated into cloud services and the clients use them
according to their requirements. In logistics area, as vital link

of supply chain, Li et al. [40] proposed the logistics equipment
and computing resources can be used flexibly by resource
virtualisation, and the methods of selecting the best logistics
services to raise the feasibility and effectiveness of logistics
system were presented. As the data collected by various
sensors becomes more and more large-scale and complex in
supply chainmanagement, traditional database software tools
for data capturing, storing, managing, and analyzing cannot
meet the requirements for the big data processing [41]. Big
data strategies, seen as ways and tools for big data processing,
are used to deal with the big data. Reference [42] introduces
distributed computing as a strategy for big data, including
distributing store and analysis.

In summary, most researchers have focused on virtual-
isation and servicisation technologies as well as the related
applications in computing, manufacturing, logistics, and so
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forth. Few researches investigate the architecture of supply
chain integration and management with the integration of
IoT and cloud technology, in which distributed resources,
for example, suppliers, warehouses, transportations, and so
forth, can be treated as services and coordinated dynamically.
The CoT aims to integrate the two concepts of IoT and cloud
computing and provides the relevant services which can
interact with the surrounding environment by collecting data
and applying themanagement using the big data strategies. In
a CoT system, things are treated as a service, which means
heterogeneous resources can be aggregated and abstracted
according to tailored thing-like semantics. As the new char-
acteristics, the CoT is able to provide an advisable solution for
improving the performance of agility, information sharing,
and collaboration in supply chain system integration and
management.

3. Framework

In this section, an overview of the developed system is
presented. We firstly introduce a CoTmodel for supply chain
integration andmanagement,and then the architecture of the
developed system is described in detail.The research assumes
the supply chain management consists of supplier manage-
ment, warehouse management, manufacturing management,
and logistics management. The model of the supply chain
integration and management system is developed based on
CoT, which can provide diverse services to both the users and

resource providers. In the CoT model, as shown in Figure 1,
the supply chain management integration and platform are
fulfilled with the services provided by individual clouds,
supplier cloud, manufacturing cloud, warehouse cloud, and
logistics cloud.

Various suppliers, providing respective services, gather
together to realise the supplier cloud for supply chain
management. The warehouse cloud servers the management
platform with services provided by distributed warehouses.
The resource services and capabilities are provided in the
form of service cloud. In logistics cloud, each link of logistics
is defined as a service provider, who collects logistics infor-
mation and provides logistics services to the management
platform.

As aforementioned discussion, the developed system
focuses on the CoT and relevant enabling technologies for
developing the functional system. As illustrated in Figure 2,
the architecture of CoT-oriented supply chain integration and
management system can be divided into three layers.

(i) Supply chain process perception lies in the bot-
tom of the system architecture and is developed to
acquire link condition information of supply chain for
material tracking as well as resource integration and
management. The whole supply chain management
consists of four parts which involve the supplier
management, warehousemanagement, logisticsman-
agement, and client management.
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(ii) Network access convergence is to connect hetero-
geneous networks, which are used for transmitting
perception information. The process condition per-
ception information is transmitted using a set of
different communication approaches according to
the requirements of application types and working
environment. For instance, the Ethernet used for huge
amount and wide area information transmission,
Zigbee network used for local monitoring informa-
tion transmission, GPRS used for logistics location
information transmission, and so forth. Diverse sub-
systems of networking can connect the management
platform by heterogeneous network access conver-
gence technology.

(iii) Supply chain service management platform is devel-
oped to manage the whole life cycle of supply chain
activities, including the suppliers, warehouses, logis-
tics, and clients, based on the process condition
information collected by the intelligent perception
modules. The service management platform can
be divided into the supplier management, logistics
management, client management, and warehouse
management, which consists of the warehouse-entry
management, shelves management, warehouse-out

management, and storagemanagement. In eachman-
agement module of the platform, the resources in the
supply chain are virtualised and encapsulated into
services based on the perception information, and the
users can inquire the services and invoke them with
diverse demands.

4. Enabling Technologies

4.1. Intelligent Process Condition Perception. In order to col-
lect various condition information required by supply chain
integration and management, various intelligent condition
perception technologies, such as RFID, embedded technol-
ogy, barcode, and other sensor technologies, are adopted in
the developed system.

RFID is an automatic identification technology which
depends on remotely storing and retrieving data using RFID
tags. Comparedwith the traditional trackingmanual tracking
system, the RFID is widely used in the supply chain man-
agement with the characteristics of automatic identification,
retrieving, tracking, and storing. A whole RFID system
consists of two parts, RFID readers connected to one or more
antennas and RFID tags, which store produced information
in the form of electronic product code. On the other hand,



6 International Journal of Distributed Sensor Networks

Web cluster

GPS satellite

Base station 

GPRS

Base station 

Zigbee enable WSN

Zigbee 
router

RFID mobile reader
(Zigbee terminal)

User

Environment
sensors

Fixed RFID device for 
inbound and outbound

Receiver

GPS and GPRS 
vehicle terminal 

RFID reader with 
Zigbee terminal

Figure 4: Heterogeneous networking solution.

Equipment 
resource

Information
resourceHuman 

Master 
node

Slave 
node

Slave 
node

Slave 
node

Physical resources Virtual resources Service resources

Axis2

Resources description 
model

Human resource 
model

Equipment resource 
model

Information resource 
model

Resources analysis
Human resource

Equipment resource
Information resource

OWL-S

Resources service 
description 

Human resource 
description

Equipment resource 
description

Information resource 
description

Service encapsulation
Human service

Equipment service
Information service

Bi
g 

da
ta

 
pr

oc
es

sin
g

resource

Figure 5: Big data processing and service packing.

the barcode system is the most popular management
approach that has obtained much attention in the field
of logistics. There are two kinds of barcode, one is one-
dimensional barcode and the other is two-dimensional bar-
code. With the development of mobile intelligent terminal
technology, the barcode data is more and more easily got
by smart phones through mobile applications. Although the
RFID technology has great unique advantages with wireless
operations, it still cannot completely replace barcodes due to
the cost and work environmental constraints.

As shown in Figure 3, the suppliers provide the goods
with RFID tags or barcodes, which contain their basic
information, such as name, model, quantity, producer, and
supplier. As RFID tags are not selected by all suppliers, so the
RFID tags, which have the same information with barcodes
pasted on the surface of goods, should be added before
entering warehouse for warehouse management. A fixed
RFID device is deployed in the front of entrance to check the
inbound goods according to the receipt. In the warehouses,
the RFID readers are fixed on the shelves for goods location
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Figure 6: Functional modules of the supply chain service management platform.
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and inventory through scanning the RFID tags pasted on
the goods. Individual environment sensors are deployed to
collect the temperature and humidity information as well.
As the inbound process, the fixed RFID device is also used
to check the outbound goods according to the delivery list.
In the process of logistics, the trucks are positioned with
a mobile device consisting of GPS and GPRS module for
good tracking. When the cargoes arrive at the destination,
the receiver will check and sign automatically using a mobile
RFID device, which compared the good information of RFID
tags with the receive order information shown in the device.

4.2. Heterogeneous Network Access Convergence. The
resource access adaptation and its data transmission are the
premise and guarantee of perception information analysis

in the supply chain integration and management. It aims
at interconnecting sensor nodes and communicates in
real-time and accuracy. During the supply chain process,
the perception information is multi-source, massive, and
heterogeneous, such as cargo condition information, vehicle
position information, and warehouse basic information.
The traditional single transmission mode cannot satisfy
the diverse needs of distributed information transmission
in such complex working environment. Therefore, the
heterogeneous network accessing and convergence are used
to achieve reliable and real-time transmission of the dynamic
condition perception information.

In particular, various means of communication tech-
niques, such as Internet,WiFi, Zigbee, and GPRS are selected
according to the types of information perception and the
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Figure 8: Process condition perception tools.
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Figure 9: Network access for warehouse resources using Zigbee.

Table 1: Facilities description.

Facilities Description
RFID devices number 1
(for inbound and outbound)

Invengo XC-RF807 Reader. Output power: 11 dBm∼36 dBm. Ports: RS-232, GPIO, Ethernet
interface. Extensions performance: one reader is only for 4 antennas

RFID devices number 2
(for shelves management)

Impinj Speedway Revolution R420. Output power: 10.0 dBm∼30.0 dBm.
Ports: RS-232, GPIO, Ethernet interface, USB. Extensions performance: one reader can be
expanded for 32 antennas with a hub

5 E-tags Invengo XCTF-8405. Work frequency: 902MHz∼928MHz. TID: 64bit. Anticollision mechanism
(suitable for multitag read)

Zigbee module RFC-1100A, 433MHz, 1W
Mobile phone Android 4.1, CPU 1638MHz, RAM 2G
Server Windows Server Standard, CPU 2.13GHz, RAM 16G
Test PC Windows XP, CPU 2.09GHz, RAM 2.96G
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Figure 10: Inbound management.

Table 2: Comparison between CoT-based and original system.

Stage CoT-based system operations Original system operations
CoT-based system

operation
time (s)

Original system
operation
time (s)

(1) Inbound
Scanning RFID tags Scanning barcodes 2.47 15
Record automatically and show on the
platform

Record data in platform
manually 5.18 10

(2) Shelves
management

Scanning RFID tags on shelves Manual count 2.72 60
Record automatically and show on the
platform

Record data in platform
manually 4.16 10

Send environment information by
ZigBee (temperature, humidity) None 16.96 None

(3) Outbound
Scanning RFID tags Scanning barcodes 3.51 15
Record automatically and show on the
platform

Record data in platform
manually 5.23 10

(4) Logistics

Fix position by smart phone None 2.5 None
Record and show the position on the
platform None 5 None

Accept goods by smart phone None 1.5 None

application scenarios. Figure 4 illustrates the realisation of
the network accessing and convergence for connecting the
resources in the supply chain process. For instance, in the
management of warehouse, the goods information, acquired
by the RFID readers which are located in the door, is
transmitted using the Ethernet, the warehouse environment
information is collected by the distributed sensors, and the
shelves information will be sent by the Zigbee networks. In
the process of transportation, we utilise the GPRS to transmit
shipping information, such as location, name, and count.
After arriving at the destination, the goods will be checked
by customers, who use a mobile device to scan the RFID tags
and send the checked information with GPRS to the server.

4.3. Big Data Processing and Cloud Service Management. For
the development of the intelligent supply chain management
system, services packaging is a key work and the big data
processing is the foundation. Figure 5 shows the processes
from physical resources to resource service.

Since the massive and heterogeneous data is collected
by the process condition perception modules, the tradi-
tional data analysis tools cannot satisfy the requirements
of such data processing. However, big data technology, as
a new data processing technology, is playing an increas-
ingly important role in data storage, exchange, and process-
ing. According to the features of perception information,
nonrelational database is utilised to store data instead of
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Figure 11: Shelves management in warehouse.

traditional relational databases. In order to improve data
processing capability, the Hadoop framework is used to
achieve the distribution storage and analysis work of the
collected big data. The goal of big data technology is to
improve data processing capability and improve the data
value.

The services packaging aims to provide users with the
appropriate supply chain services and it can be divided into
four steps: (i) the resources analysis is used for the physical
resources classification in terms of their characteristics in
the supply chain process, (ii) the resource description model
should be built to represent the resource information such
as basic attributes and functional attributes, (iii) the OWL-
S, which is an ontology web language for services, is used
to describe the resource services, and (iv) the appropriate

containers, such as Axis2, CXF, are utilised for web services
releasing.

The conception of CoT guides the development of the
whole supply chain integration and management, in par-
ticular for the service management platform. The platform
is developed to manage the whole supply chain using the
supply chain information collected by the process condi-
tion perception modules. As shown in Figure 6, the func-
tional modules of the platform can be divided into four
parts roughly, supplier management, warehouse manage-
ment, logistics management, and client management. Each
part is realised with SOA architecture. For example, the
warehousemanagementmodule is designedwith the services
provided by the distributed warehouse management system.
Meanwhile, the supply chain management platform also
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Figure 12: Logistics tracking management.

Figure 13: Service list of the developed system.

can provide cloud service for other users by gathering the
distributed resource services.

5. Case Study and Prototype
System Implementation

5.1. Case Study. As shown in Figure 7, a demonstration
prototype system in laboratory environment has been built

to a case study, and it simulates the supply chain integration
and management process of the enterprises based on the
developed system and the enabling technologies. The whole
supply chain process can be divided into four parts, including
the supplier, warehouse, logistics, and customer. Compared
to the traditional systems, the demonstration system focuses
on the supply chain integration with web services released
by each useful independently functional subsystem, in which
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Figure 14: Service description with WSDL.

sensing and actuation resources are not only discovered,
but also provided and aggregated as a service. According
to the services provided by the warehouse management
module, the warehouse keeper can adjust the warehouses
for cargoes from suppliers. In the warehouse, distributed
sensors and intelligent devices can be encapsulated into
services for warehouse management. In order to select the
best way for logistics, the manager will use the best logistics
services provided by the devices located in the vehicles.When
the cargoes arrive at the destination, the clients accept the
cargoes with smart device which can provide accepting state
service.

5.2. Prototype System Implementation

5.2.1. Process Condition Perception. The process condition
perception subsystem in the supply chain integration and
management is presented in Figure 8. In the subsystem, there
are three condition perception modules, including the RFID
tags and readers, the GPS module, and the temperature and
humidity sensors. Before entering thewarehouse, the packing
boxes with two-dimension codes provided by the suppliers,
which contain the information of supplier, name, count, and
so forth, will be labeled with RFID tags. The RFID readers,
fixed on the shelves, scan the RFID tags periodically to
acquire the goods information automatically. The tags pasted
on the boxes are the typical EPC GEN2 UHF passive RFID

tags and the RFID reader is Speedway R420, and the reader
can connect 32 antennas through an antenna hub. In the
process of transportation, the GPS device, which consists
of a GPS chip and the GPRS module, is used to locate the
goods and transmit the position information in time. As
the popularity of mobile phones, which integrates GPS and
GPRS modules, we developed a software program based on
android system for goods tracking.This subsystem shows the
feasibility of our architecture and its hardware realization.

5.2.2. Network Access Convergence. The network access
convergence subsystem is deployed in the warehouse
to gather and transmit the information collected by the
condition perception subsystem. As shown in Figure 9, the
Zigbee network used in the warehouse environment can be
divided into three parts, including the Zigbee coordinator,
Zigbee routers, and sink nodes. Firstly, a Zigbee coordinator
establishes the core network, and then four routers join the
Zigbee network. Several sink nodes with RFID devices or
other sensors can join the network with a plug-and-play way.
The sink node with RFID device is deployed on the shelves to
monitor quantity and position of goods. Environment infor-
mation collected by the sensors will be transmitted from sink
node to the routers. The warehouse server acts as a gateway,
which cannot only access the Zigbee network by a sink node,
but also retrieve and transfer the collected information using
Internet.



International Journal of Distributed Sensor Networks 13

Inbound

Shelves
management

Outbound

Logistics

1

2

3

4

Supplier

Destination

Perception facilities Operation interfaces of facilities

Figure 15: CoT-based system test process.

5.2.3. Supply Chain Service Management Platform. The sup-
ply chain service management platform, which uses the
B/S structure, is the user-oriented interface of the system.
The manager is able to acquire each link real-time status
of supply chain process, so as to adjust the management
strategies in time. Then the functionality of the supply
chain service management platform, which includes supplier
management, inbound management, shelves management,
outbound management, storage management, and logistics
tracking, will be presented individually. Figure 10 illustrates
the process of inbound management, which contains three
parts including the basic information of invoice, materials
list, and actual materials data collected by the RFID devices.
The inbound result will be displayed automatically in the
web instead of making the comparison manually. After being
inbound, the storekeeper sorts the goods into the shelves,
selected by the shelves management interface, as shown in
Figure 11, which not only help choose shelves, but also display
the basic information of goods on shelves in real-time. For the

logistics management, as shown in Figure 12, the invoices can
be traced and the detailed information of invoices, such as the
location, destination, and vehicle number, can be displayed
on the web.

In the CoT environment, the supply chain resources are
virtualised and encapsulated into cloud services. We focus
on the warehouse resources and logistics resources in the
supply chain integration and management. The service list
of the developed system is depicted in Figure 13. Moreover,
as shown in Figure 14, each web service is described with
web service description language (WSDL), which contains
name, operation, types of parameters, and so forth. After
encapsulating the services and generating WSDL files, the
tomcat container is used to release the services online.

5.3. Field Trail and Evaluation of System. The prototype
system based on the CoT architecture is implemented and
tested in the laboratory environment. In order to test the
performance of the proposed system, such as real-time,
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integration of subsystems, and information sharing, the
system is deployed in an evaluation environment. Firstly, we
deploy the RFID devices in the front of entrance and exit
and fix the environment sensors with the Zigbee modules
on the board and then install the goods tracking program
on the mobile phone. Secondly, the management platform
is deployed in the server. Finally, the system is initiated by
setting up the server and connecting the distributed RFID
devices by wire mode and environment sensors using Zigbee
coordinator. The facilities used in the testing are listed in
Table 1. Following the test process shown in Figure 15, the
CoT-based prototype system, from the warehouse manage-
ment to the delivery of materials to destination, is evaluated.
For a comparison, the original system using barcodes to
manage goods is measured in terms of the evaluation time.
The test results are summarized in Table 2 by comparing
the operation time between the CoT-based system and the
original one. From the test results, an obvious improvement
has been done in each stage of supply chain management in
terms of execution time. Furthermore, the system provides a
set of other benefits, such as the availability of goods status
in each stage of supply chain and the flexibility of the system
with services.

6. Conclusion

Highly distributed warehouses and heterogeneous resources
located in each link of supply chains may increase the
complexity of supply chain integration and management,
especially in information sharing and collaboration as well
as operation agility. The paper developed an intelligent
integrated supply chain integration and management system
based on CoT. The developed system is able to facilitate
the users managing each link of the supply chain through
the real-time collected and analyzed condition information
from the subsystems of intelligent perception and network
access convergence. The supply chain service management
platform can list the services for users inquiring and invok-
ing, and it provides the relevant services by virtualising the
resources in warehouse and logistics, such as environment
monitoring service and cargoes tracking service. Moreover, a
case study with the implementation of the developed system
demonstrates that it is an effective approach for supply chain
integration and also provides the intelligence support for the
physical resource management in the form of services. In the
future, further research should be done for improving the
performance of real-time, robustness, and security of such
system.
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The wireless sensor network is expected to provide various data sensing services by employing the advantage of dense deployment.
Energy efficiency is an important criterion for many applications since the sensor nodes are generally budgeted by limited battery.
In this paper, we are concerned with the node scheduling problem to provide the required services for the service-oriented
wireless sensor network. We firstly propose an Energy-aware Centralized Heuristic Scheme (ECHS) for the problem in which an
energy-aware benefit function is used to determine active sensor nodes and rotate sensor nodes by periodically reconstructing the
scheduling scheme. We also present an Energy-aware Distributed Heuristic Scheme (EDHS) as the distributed version. Extensive
simulation is performed to evaluate the proposed schemes, and the results show that the two schemes have better performance
compared with related works.

1. Introduction

Wireless sensor network (WSN) [1] is emerging as an impor-
tant technology, which includes hundreds or thousands of
self-organized sensor nodes connected by wireless commu-
nications. These sensor nodes are generally designed with
lower-energy units and their cheapness and self-organization
characteristics make it possible to deploy the network in
various applications, such as environment data collection,
industrial process monitoring and control, and machine
health monitoring. The rapid development and deployment
of sensor technology involve many new type sensors that are
equipped with different sensing components. One important
trend for the sensor networks is to provide various services to
users, and service-oriented wireless sensor network has been
proposed as an important solution for the future of sensor
networks [2–7]. It can be seen that the current wireless sensor
networks are generally data centric or application centric
which leads to many obvious disadvantages, such as lacking
both uniform operations and a standard representation for
sensor data that can be used by diverse sensor applications

[4]. The service-oriented wireless sensor networks can sup-
port different applications in more general and flexible way,
which helps to improve the network performance and also
leads to some other advantages, for example, the resource
sharing among applications and efficient collection of the
information generated by heterogeneous sensor nodes. How-
ever, service is not a pure new term and it may be a task
of data sensing [8, 9] or a software component provided by
sensors [10]. In case the task of data sensing is considered as
service, different services provided by the network are helpful
to gather different types of sensed data in the monitored area,
such as temperature, humidity, sound, or motion. To provide
all these different services is one challenge issue for the future
service-oriented wireless sensor networks.

In general, a lot of redundancy and correlation occur
among the sensed data especially in wireless sensor networks
due to the following observations. Firstly, the network is
intended to deploy in dense way so that the node failure
and other faults can be tolerant to support the network to
work in proper way. Secondly, the sensed data depends on
the location of nodes as well as the event source. The data of
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adjacent nodes is generally correlated since they observe the
same physical phenomena in the same geographic region [11–
13]. Obviously, it is not efficient to wake up all nodes in the
network to collect data and provide services since it leads to
unnecessary energy consumption due to the data redundancy
amongneighbor nodes. Itmeans that the sensor nodes should
be organized in onemore efficient way to enlarge the network
lifetime while the required services are guaranteed. It leads
to the problem of scheduling large numbers of sensor nodes
in an energy-efficient way to support various services in the
service-oriented wireless sensor networks.

In order to conserve energy resources and extendnetwork
lifetime, one important idea is to schedule the nodes in the
network. The scheduling techniques generally select a group
of nodes in each epoch, and the selected nodes work in active
mode to provide the required services, while other nodes are
kept in sleep mode in order to reduce energy consumption
since that the sleep mode consumes only a small fraction of
energy compared to the active mode [14, 15]. The scheduling
problems in wireless sensor network are widely investigated
in the literature recently [16–19], but most of them focus
on fully different research issues, such as target tracking,
coverage, topology control.

However, the node scheduling problem in the service-
oriented sensor networks is not only to select a set of nodes
to provide the required services during each epoch but
also to choose the service each active node should provide.
Furthermore, different services in the sensor network have
different metrics in the applications, such as different impor-
tance (profit) of the applications and different amount of
resources (requirement) required in providing the service
[20–22]. How to measure the importance of these different
services is one challenge issue in the network. Since the sensor
is generally budgeted by limited battery, and the network
lifetime is themost important criterion for thewireless sensor
networks, we introduce the profit to describe the benefit
received from one service when it is provided by the network.
Generally, the service ismore preferred in case that its profit is
larger than others in the network since it is helpful to improve
the network performance.

Figure 1 shows an example including seven sensor nodes
supporting two different services. In Figure 1(a), the circle
represents sensor node, the triangle denotes sensing target
(we assume that each sensing target is combined with one
different service), and the dotted line indicates that nodes
within the event area are available to support corresponding
service. In this example, service 𝑠

1
is supported by nodes 𝑛

1
,

𝑛
2
, 𝑛
3
, and 𝑛

4
, and 𝑠

2
is supported by nodes 𝑛

4
, 𝑛
5
, 𝑛
6
, and

𝑛
7
. Assume that the selected number of nodes is at least two

for each service. Obviously, there are several ways to schedule
nodes to provide the required services, and Figure 1(b) shows
two of them.Themajor difference between them is the second
epoch in which the first scheduling selects {𝑛

3
, 𝑛
4
} to provide

𝑠
1
, while the second scheduling selects {𝑛

4
, 𝑛
7
} to provide 𝑠

2
.

As shown in Figure 1(a), the network can only support one
service in the next epoch due to the lack of resources if we
use the above two scheduling schemes. However, in case that
service 𝑠

1
is more crucial than service 𝑠

2
(i.e., service profit

of 𝑠
1
is larger than 𝑠

2
), scheduling 1 is preferred compared
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Figure 1: An example to demonstrate the node scheduling problem
in service-oriented wireless sensor networks.

with scheduling 2 because it can obtain more profit for the
network.

In this paper, we study the energy-efficient node schedul-
ing problem in service-oriented wireless sensor networks
by adopting profit to measure the network performance,
and aim at maximizing the total profit during the network
lifetime. Since this problem is proven to be NP-hard [20, 21],
we propose two heuristic schemes with energy efficiency.
The main contributions of this paper are summarized as
follows. (1)We have proposed an Energy-aware Centralized
Heuristic Scheme (ECHS) in which an energy-aware benefit
function is used to determine the state of nodes as well as
the corresponding services provided by each active node.The
function takes into account both the capabilities of providing
services and the residual energy of nodes, which is helpful
to improve the network performance as demonstrated in
the simulation results. (2) We have designed a distributed
solution for this problem, namely, Energy-aware Distributed
Heuristic Scheme (EDHS), in which one header is assigned
to each service and the scheduling scheme is carried out in
a distributed way that only local information is necessary for
the active node selection process.

The rest of this paper is organized as follows. In Section 2,
we present the related works. Section 3 introduces the net-
work model and the problem formulation. In Sections 4
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and 5, we introduce the centralized and distributed node
scheduling schemes, respectively. Section 6 provides perfor-
mance comparison by detailed simulation. And Section 7 is
the conclusion.

2. Related Works

Recently, the service-oriented wireless sensor networks
appear as a new emerging trend for the future of wireless
sensor networks, which are generally considered as a service
provider. It leads to the idea of service-oriented wireless
sensor networks [2, 3]. Gračanin et al. [2] proposed a
service-centric model, which provides a general and flexible
framework for wireless sensor networks. This model consists
of mission, network, region, sensor, and capability layers.
Within each layer, there are four planes or functionality
sets: communication, management, application, and gen-
erational learning. Rezgui and Eltoweissy [3] introduced
service-oriented sensor-actuator networks as an approach for
building a new generation of open, efficient, interoperable,
scalable, and application-aware sensor-actuator networks. In
this approach, sensor-actuator networks would providing
sensing and actuation services to any application, rather
than provide sensing and actuation capabilities to a specific
application.

Some researchers focused on building the platform/
middleware to provide various services in the wireless sensor
networks. Mohamed and Al-Jaroodi [5] surveyed the chal-
lenges and requirements of service-oriented middleware for
wireless sensor network and reviewed some representative
approaches. Familiar et al. [6] presented a service-oriented
middleware that implements an agent-based virtual sensor
service abstraction in ubiquitous smart environments. This
middleware offers a lightweight service-oriented framework
for sensor networks, with compact service exposure and
dynamic virtual service composition through the use of
semantic tags. In [7], a service-oriented architecture called
TinySOA is proposed, which provides a high-level abstrac-
tion for the development of applications in wireless sensor
networks. In addition, TinySOA allows application develop-
ers to access sensor networks from their applications using a
simple service-oriented API via the programming language
of their choice, which helps to relive application developers
from dealing with the low-level technical details of the sensor
networks. Zhang et al. [8] considered the sensor data as the
service and designed an open community-oriented platform.
The proposed platform allowed users to discover reusable
data and data analysis tools and to integrate them into value-
added workflows.

To provide various services satisfying the requirement
of client applications is an important design goal in the
service-oriented sensor networks, and several works have
been done to achieve the efficiency of supporting services.
Cheng et al. [9] investigated the node selection problem with
data accuracy guarantee in service-oriented wireless sensor
networks by exploiting the spatial correlation between the
service data. However, the proposed algorithms select active
sensor nodes without considering energy efficiency that may

lead to shorter network lifetime. Geyik et al. [23] proposed
a graph-based model for describing sensor services and for-
mulated the process of dynamic sensor service composition
as a cost-optimization problem that is shown to be NP-
complete. The objective of this problem is to minimize the
total cost of the component services that are selected for the
composition. Besides, they designed two heuristic algorithms
for service composition problem that differ in the direction
of traversing the service graph during the composition
process. Wang et al. [10] introduced the service-availability-
aware sleep scheduling, which aimed to minimize the energy
consumption, and guaranteed that there are enough active
sensors providing each required service in the system at any
time. They considered the wake-up energy consumption and
developed approximation algorithms based on LP relaxation.
However, they assumed that each service needs fixed number
of nodes in order to process the service in the system. In
fact, sensor nodesmight have different capacities in providing
services due to the fact that they have different distances to the
monitored target.

Node scheduling is an efficient way to prolong the net-
work lifetime with respect to a network with nodes always on
[14]. Under different application backgrounds and assump-
tions, researchers have proposedmany schemes to determine
how many and which nodes should be put into sleep mode.
Zhao et al. [16] presented a sleep-scheduling technique called
Virtual Backbone Scheduling (VBS), which forms multiple
overlapped backbones that work alternatively.The rotation of
multiple backbones helps to balance the energy consumption
of all sensor nodes, which fully utilizes the energy and
prolongs the network lifetime. Lin et al. [17] explored the
node scheduling scheme for target tracking. Their scheme
selects multiple sensors to track target collaboratively such
that it achieves better tracking accuracy and reliability with
respect to single-sensor-based schemes. Zorbas et al. [18]
proposed a cover sets-based node scheduling technique for
solving coverage problem, which adopts the strategy that
produces both disjoint cover sets, that is, cover sets with no
common sensor nodes, and nondisjoint cover sets. In [19],
the minimum energy broadcast problem was formulated as
the problem of finding theminimumConnectedDominating
Set (CDS), and a Minimum Energy-consumption Broadcast
scheme (MEBS)was proposed that aimed at providing an effi-
cient scheduling scheme with maximized network lifetime.

Node scheduling in service-oriented wireless sensor net-
work should determine the states of sensor nodes, that is,
sleep or active, and the service should provide when a sensor
node is in active state. In [20], sensor-mission (service)
assignment problem was investigated with the objective of
maximizing the achieved profit, which was shown to be NP-
hard. In this problem, the profit is a property of services
indicating their importance as well as the reward for their
execution.Theymodeled this problem as a weighted bipartite
graph whose vertex sets consist of sensors and services and
discussed some of its variants. Furthermore, they proposed
a centralized Greedy algorithm and a distributed Energy-
aware Dynamic Proposal Algorithm (EDPA). The Greedy
algorithm repeatedly attempted the highest-potential-profit
untried service that can be satisfied with the greatest profit
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using the currently available sensors. The EDPA algorithm
uses information about the current energy level of sensors
to make better decisions, which helps to improve the net-
work lifetime. Furthermore, the EDPA algorithm adopts the
strategy that sensor nodes are allowed to be stolen by other
services, while it may lead to a large amount of messages
exchange. Johnson et al. [21] extended the work of [20], and
proposed a multiround proposal algorithm called MRGAP,
which treats the services as knapsacks that together form
an instance of the Generalized Assignment Problem (GAP).
Moreover, Porta et al. [22] extended the work of [20, 21]
into the environment that sensor nodes equippedwith energy
harvesting components. The proposed scheduling algorithm
exploits not only the nodal residual energy, but also takes into
account the energy that is expected to be harvested in the
future, which can ensure that the required energy of sensor
nodes is always available regardless of the fact that its source
is battery or harvesting. However, their solution assumed that
the distribution of services’ profit and requirement is known
a priori, which may not be the case in practice. Recently,
Cho et al. [24] proposed amultiple dynamicmission (service)
assignment problem for tactical mobile ad hoc networks.
The proposed solution is based on combinatorial auction
theory, which can minimize communication overhead while
maximizing node utilization and mission completion ratio.
In this paper, we aim at the node scheduling problem with
energy efficiency in the service-oriented wireless sensor
networks.We present two heuristic node scheduling schemes
that exploit redundancy among sensed data to conserve
energy while preserving the availability of required services.

3. System Model and Problem Formulation

In this section, we first introduce the system model as well
as the definition of network lifetime and then formulate the
node scheduling problem in the service-oriented wireless
sensor networks. To be convenient, the symbols used in this
work are summarized in Abbreviations Section.

3.1. System Model. We consider a wireless sensor network in
the plane consisting of a set of nodes 𝑁 = {𝑛

1
, 𝑛
2
, . . . , 𝑛

𝑛
}.

Suppose that every node has limited sensing range 𝑅
𝑠
and

communication range 𝑅
𝑐
. The initial energy of each node is

denoted as 𝐸. Then, the senor network can be described as
an undirected graph 𝐺 = (𝑁, 𝐿), where 𝑁 denotes the set of
nodes and 𝐿 denotes the set of links. There is a link (𝑛

𝑖
, 𝑛
𝑗
) in

case that nodes 𝑛
𝑖
and 𝑛
𝑗
are within the transmission range of

each other. We also assume that all nodes are stationary and
each node knows its geographic location [25, 26].

The service in the wireless sensor network is considered
as a sensing task for a specific target located as a stationary
position, and all the services provided in the network is
notated as 𝑆 = {𝑠

1
, 𝑠
2
, . . . , 𝑠

𝑚
}. In this paper, we use a triple

(𝑙
𝑗
, 𝑑
𝑗
, 𝑝
𝑗
) to describe the property for a given service 𝑠

𝑗
,

where 𝑙
𝑗
is the geographic location of the sensing target in

the field, 𝑑
𝑗
is the service requirement which indicates the

amount of sensing resources it needs, and 𝑝
𝑗
is the profit

of the service which indicates both its importance and the

reward achieved by the network for its execution. Generally,
these services are fully separate and we assume there is no
correlation relationship among them in this paper.

For a given sensing task located at a given position, the
corresponding service is generally provided by several nodes.
Each node whose sensing range covers the task position has
contribution to the service, and here we denote the effect
of node 𝑛

𝑖
to provide service 𝑠

𝑗
as 𝑒
𝑖,𝑗
. Generally, we have

𝑒
𝑖,𝑗

= 0 in case that node 𝑛
𝑖
cannot provide service 𝑠

𝑗

or service 𝑠
𝑗
is located outside of the sensing range of 𝑛

𝑖
.

We also assume that the value 𝑒
𝑖,𝑗

for service 𝑠
𝑗
is additive

[21]. It shall be mentioned that the value of 𝑒
𝑖,𝑗

depends
on the practical scenario and the sensing object and is
generally considered as one preknownparameter for the node
scheduling problem. However, there are several models that
can be used to formulate this parameter. For example, the
distance-based model is proposed in [20–22], which can be
described as

𝑒
𝑖,𝑗
=

{{

{{

{

1

1 + 𝐷
2

𝑖,𝑗
/𝑐
, if 𝐷

𝑖,𝑗
≤ 𝑅
𝑠
,

0, otherwise,
(1)

where 𝐷
𝑖,𝑗

is the Euclidean distance between node 𝑛
𝑖
and

the sensing target of service 𝑠
𝑗
and 𝑐 is the decay factor.

Thismodel follows typical signal attenuationmodels inwhich
signal strength decays inversely with distance squared.

In the practical application, some nodes might be
deployed in an area far away from the sensing task and
they cannot provide the required services due to the limited
sensing range. In this case, the effect for this given service
is zero. However, such nodes can be used to forward the
collected data to the sink since the sensor networks always
run in ad hoc model. On the other hand, one node is feasible
to provide a given service only in case that the service is
located in the sensing range.

3.2. Network Lifetime. The network lifetime is one of the
most important metrics for the wireless sensor networks, and
there are various measurements for network lifetime, such
as the first node to die, the number of alive nodes, and the
fraction of alive nodes [27, 28]. In this paper, we focus on
the problem of how to schedule nodes in an efficient way
to provide required services. Due to the fact that the sensor
network is generally densely deployed, the network can still
keep on providing required services although the first node
is already dead since there is data redundancy among the
adjacent nodes. Let AN(𝑡) be the number of nodes that are
alive and also available to provide services at time slot 𝑡, and
the network lifetime TL is defined as follows in this paper:

TL = max {𝑡 : AN (𝑡) ≥ 𝜏AN (0)} , (2)

where 𝜏 denotes a given alive nodes threshold. It is obvious
that the network lifetime indicates the time-period during
which the wireless sensor network can keep on providing the
required services.
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3.3. Problem Formulation. The problem studied in this paper
is to find a schedule for each node so that the required services
in the sensor network can be guaranteed. In some special case,
it might be impossible to satisfy all the constraints required
by all services in the network due to the lack of resources.
Then the network intends to provide the service with higher
importance, which is generally described as the profit of
the service. Meanwhile, the network has better performance
when it supports more services during its lifetime. In this
way, we aim atmaximizing the total profit during the network
lifetime for the node scheduling problem.

The total network profit is calculated as the sum of
the profits achieved over all time slots during the network
lifetime. Let 𝑥

𝑖,𝑗,𝑡
be a binary variables (0 or 1), where 𝑥

𝑖,𝑗,𝑡
is

1 if and only if node 𝑛
𝑖
is active and assigned to provide 𝑠

𝑗
at

time slot 𝑡, and {𝑥
𝑖,𝑗,𝑡

} indicates one scheduling scheme for the
givenwireless sensor network at time slot 𝑡. In some cases, the
services are still tolerant with acceptable quality even though
the required resources are partly satisfied. Based on the above
observation, we adopt a simple model to describe the profit
obtained during the service providing process. Let 𝑦

𝑗,𝑡
denote

the stratification level of service requirement at time slot 𝑡,
the profit 𝑝

𝑗
(𝑦
𝑗,𝑡
) which is obtained by providing service 𝑠

𝑗
at

time slot 𝑡 can be formulated as follows [20, 21]:

𝑝
𝑗
(𝑦
𝑗,𝑡
) =

{{

{{

{

𝑝
𝑗
, if 𝑦

𝑗,𝑡
≥ 1,

𝑝
𝑗
⋅ 𝑦
𝑗,𝑡
, if 𝑇sat ≤ 𝑦

𝑗,𝑡
< 1,

0, if 𝑦
𝑗,𝑡
< 𝑇sat,

(3)

where 𝑦
𝑗,𝑡
= ∑
𝑛

𝑖=1
𝑥
𝑖,𝑗,𝑡

𝑒
𝑖,𝑗
/𝑑
𝑗
.

Given a set of nodes𝑁 = {𝑛
1
, 𝑛
2
, . . . , 𝑛

𝑛
}, a set of services

𝑆 = {𝑠
1
, 𝑠
2
, . . . , 𝑠

𝑚
}, the requirement 𝑑

𝑗
and profit 𝑝

𝑗
for each

service 𝑠
𝑗
∈ 𝑆, and the service effect 𝑒

𝑖,𝑗
for each node 𝑛

𝑖
∈

𝑁 and each service 𝑠
𝑗
∈ 𝑆, the node scheduling problem for

the service-oriented wireless sensor network is to find a set
of scheduling schemes {𝑥

𝑖,𝑗,1
}, {𝑥
𝑖,𝑗,2

}, . . . , {𝑥
𝑖,𝑗,TL}, so that the

total achieved profit of the network, that is,∑TL
𝑡=1

∑
𝑚

𝑗=1
𝑝
𝑗
(𝑦
𝑗,𝑡
)

is maximized.
The node scheduling problem studied in this paper has

been proven to be NP-hard [20, 21], which means that it is
impossible to find optimal solution in polynomial time. In
this work, we develop two heuristic schemes to obtain sub-
optimal solution, namely, energy-aware centralized heuris-
tic scheme (ECHS) and energy-aware distributed heuristic
scheme (EDHS).

4. Centralized Scheme

The basic idea for the proposed Energy-aware Centralized
Heuristic Scheme (ECHS) can be described as follows. (1)Use
a novel heuristic approach to construct a scheduling scheme
based on the concept of energy-aware benefit function and a
greedy strategy aiming at minimizing the number of selected
nodes. (2) Secondarily, reconstruct the scheduling scheme
after the time expires by replacing the selected nodes that
have low level of residual energy with the unselected nodes
that have high level of residual energy. The second process

continues until the fraction of alive nodes is below a given
threshold 𝜏, and finally the network ends.

In this section, we first introduce the novel energy-
aware benefit function and then describe the procedure of
initial scheduling construction and the swapping procedure,
respectively; finally, we describe the detailed process of the
proposed ECHS.

4.1. Energy-Aware Benefit Function. Here we introduce a
novel energy-aware benefit function that is used as metric to
sort nodes during the node selection process. We consider
three important factors for the benefit function, that is, the
node’s service effect for a service, the remaining requirement
of a service, and the node’s residual energy. Let 𝑢

𝑗
be the

sum of the selected nodes’ service effect for service 𝑠
𝑗
. Then,

the remaining requirement of service 𝑠
𝑗
can be described as

(𝑑
𝑗
− 𝑢
𝑗
). The nodes with larger service effect and higher

level of residual energy are preferred to be selected so that
the number of required nodes can beminimized.Meanwhile,
the part of service effect that exceeds the requirement is
generally neglected since the solution only needs to satisfy the
requirement. In this way, the benefit function is formulated as
follows:

𝑓 (𝑒
𝑖,𝑗
,RE
𝑖
) =

min (𝑒
𝑖,𝑗
, 𝑑
𝑗
− 𝑢
𝑗
)

𝑑
𝑗

⋅ (
RE
𝑖

𝐸
)

𝛽

, (4)

where RE
𝑖
denotes the current residual energy of node 𝑛

𝑖
and

𝛽 (𝛽 ≥ 0) is a given parameter. Note that 𝛽 represents the
trade-off between the service effect and the residual energy,
and the scheme intends to select nodes with larger residual
energy rather than better service effect in case that the value
of 𝛽 is larger.

4.2. Initial Scheduling Construction. The basic idea of the
initial scheduling construction is that we select a minimum
number of nodes for each required service in a separate way,
and the union of selected nodes for all services is considered
as a scheduling scheme. Note that all the selected nodes
will switch into active state to provide corresponding service
when scheduling process has been finished. We prefer to
select nodes for services that have more profit but fewer
requirements for resources so that the network can achieve
larger profit with less number of active nodes.Thus, we firstly
sort services and then select nodes for services with the above
energy-aware benefit function in the sequence. The selection
process for each service terminates if the service requirement
is satisfied or no more nodes can be found.

There are two different states for the nodes during
the scheduling construction process, UNSELECTED and
SELECTED. Nodes in the SELECTED state are scheduled to
provide the required service, and nodes in UNSLECTED are
candidates, which are possible to change to SELECTED in
the next time slot. Here, we introduce a new notation, 𝐵

𝑖,𝑗
,

to denote the profit contribution of node 𝑛
𝑖
for providing

service 𝑠
𝑗
, where 𝐵

𝑖,𝑗
= 𝑒
𝑖,𝑗
⋅ 𝑝
𝑗
/𝑑
𝑗
. It is obvious that node 𝑛

𝑖

contributes more profit to the network if the assigned service
𝑠
𝑗
has larger 𝐵

𝑖,𝑗
. Consequently, we determine node 𝑛

𝑖
∈ 𝑁 as

a candidate node for service 𝑠
𝑗
in case that 𝑛

𝑖
isUNSELECTED
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Input: 𝑁, 𝑆, 𝑑
𝑗
and 𝑝

𝑗
for each 𝑠

𝑗
∈ 𝑆, 𝑒

𝑖,𝑗
for each 𝑛

𝑖
∈ 𝑁 and 𝑠

𝑗
∈ 𝑆, and 𝑇sat.

Output: A scheduling scheme.
(1) Initialize all nodes as UNSELECTED;
(2) 𝑆󸀠 ← 𝑆;
(3) while 𝑆

󸀠
̸=0

(4) Search candidate nodes for each service 𝑠
𝑗
∈ 𝑆
󸀠, and calculate the maximum achieved

profit 𝑝max(𝑗) that 𝑠𝑗 is provided by all candidate nodes;
(5) Select the one 𝑠

𝑗
from 𝑆

󸀠 with maximum 𝑝max(𝑗)/𝑑𝑗;
(6) Select nodes for 𝑠

𝑗
from candidate nodes in decreasing order of 𝑓(𝑒

𝑖,𝑗
, RE
𝑖
)

until the requirement of 𝑠
𝑗
is satisfied, and neglect the node which is SELECTED

and the reassignment will cause previously assigned service failed;
set these selected nodes as SELECTED;

(7) Search redundant nodes, and set them as UNSELECTED;
(8) If the satisfaction level of 𝑠

𝑗
is less than threshold 𝑇sat, change the selected

nodes for 𝑠
𝑗
to UNSELECTED;

(9) 𝑆
󸀠
← 𝑆 − {𝑠

𝑗
};

(10) end while

Procedure 1: Initial scheduling construction.

and 𝑒
𝑖,𝑗
> 0, or if 𝑛

𝑖
is selected by another service, for example,

service 𝑠
𝑘
, and 𝐵

𝑖,𝑗
> 𝐵
𝑖,𝑘
. It means that the network profit

might be increased by changing 𝑛
𝑖
to provide service 𝑠

𝑗
.

Redundancy might occur when the selected nodes have
fully satisfied services’ requirement because the node selec-
tion process considers both the service effect and the residual
energy. For example, consider service 𝑠

1
with requirement

𝑑
1

= 0.5 and candidate nodes are assumed to be 𝑛
1
, 𝑛
2
,

and 𝑛
3
. Suppose that these nodes’ service effect and fraction

of residual energy are (0.3, 0.8), (0.1, 1.0) and (0.2, 0.4),
respectively. We also assume that 𝛽 = 1 in (4). It is seen
that 𝑛

1
, 𝑛
2
, and 𝑛

3
will be selected simultaneously. However,

the requirement of service 𝑠
1
can be guaranteed by 𝑛

1
and

𝑛
3
, which means 𝑛

2
is a redundant node. The basic idea to

eliminate these redundant nodes is described as follows. In
case that a service, for example, 𝑠

𝑗
, is fully satisfied with its

requirement for resources, we will firstly sort the selected
nodes for service 𝑠

𝑗
in increasing order of service effect

𝑒
𝑖,𝑗
, and then remove nodes from the selected nodes in

sequence until the requirement 𝑑
𝑗
cannot be guaranteed by

the rest nodes. The pseudocode for the initial scheduling
construction is listed in Procedure 1.

4.3. Swapping Procedure. The objective of swapping is to
balance the energy consumption of nodes selected in the
previous initial scheduling construction procedure, which
aims at finding enough nodes to provide services and match
the requirements. In case those nodes with lower energy are
selected to provide the services, these nodes will run to death,
which finally results in other serious issues such as network
partition and failure to provide the services. In this way, to
balance the residual energy is one important way to extend
the network lifetime.

In this section, we introduce a novel swapping procedure
used to replace some low-energy SELECTED nodes with

high-energy UNSELECTED nodes. A decrement of the net-
work profit is helpful to find candidates for the selected nodes
whose contribution to the network is rather small it is possible
to provide more benefit services (i.e., services with larger
value of 𝐵

𝑖,𝑗
) in the subsequent times. In this paper, we adopt

(1−RE
𝑖
/𝐸) (max𝐵

𝑖,𝑗
−𝐵
𝑖,𝑘
) as themaximum acceptable profit

decrement when we perform swapping for selected node 𝑛
𝑖

that assigned to service 𝑠
𝑘
.

The pseudo-code for the swapping procedure is listed
in Procedure 2. Firstly, calculate the average residual energy
of all the selected nodes and denote it as 𝐸avg (in Line 1).
Secondarily, initialize node list RList with the selected nodes
whose residual energy is less than 𝐸avg and then sort RList
in increasing order (in Lines 2-3); Finally, perform swapping
operation for node in RList in sequence (in Lines 4–9). The
swapping operation is done as follows. Given a node 𝑛

𝑖
that

assigned to provide 𝑠
𝑘
, we firstly calculate the minimum

acceptable level of achieved profit for 𝑠
𝑘
that indicates that

the achieved profit is not less than it after swapping (in Line
6). Secondarily, searchs candidate nodes with residual energy
larger than 𝐸avg from these unselected nodes (in Line 7).
Finally, check candidate nodes and select one to replace 𝑛

𝑖
,

if no candidate node can be found and the network profit is
still within acceptable level, 𝑛

𝑖
will be released (in Line 8).

4.4. Scheme Description. With the above description, the
detailed ECHS is introduced as follows. The basic idea
behind ECHS is that we reconstruct the scheduling scheme
periodically or when it is necessary. Consider two special
conditions that the scheduling scheme is rebuilt: (1) the
scheduling scheme runs for𝑇max time slots; (2) some selected
nodes are unable to provide services due to the fact that
they run out of energy. The process of node scheduling will
continue until the network ends; that is, AN(𝑡) < 𝜏AN(0).
Algorithm 1 provides details of pseudo-code for ECHS.
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Input: 𝑁, 𝑆, 𝑑
𝑗
and 𝑝

𝑗
for each 𝑠

𝑗
∈ 𝑆, 𝑒

𝑖,𝑗
for each 𝑛

𝑖
∈ 𝑁, and 𝑠

𝑗
∈ 𝑆, 𝜏, 𝑇sat, and 𝑇max.

Output: A scheduling scheme.
(1) Run Procedures 1 and 2 in sequence and get a scheduling scheme;
(2) Provide services under the scheduling scheme;
(3) Calculate the residual energy of nodes as well as AN(𝑡), if AN(𝑡) ≥ 𝜏 AN(0) is not satisfied, go to step 5;
(4) If the scheduling scheme has been used for 𝑇max time slots or there exists active nodes

with residual energy cannot support service in the scheduling scheme, go to step 1, otherwise go to step 2;
(5) The network ends.

Algorithm 1: Energy aware centralized heuristic scheme (ECHS).

Input: 𝑁, 𝑆, 𝑑
𝑗
and 𝑝

𝑗
for each 𝑠

𝑗
∈ 𝑆, 𝑒

𝑖,𝑗
for each 𝑛

𝑖
∈ 𝑁, and 𝑠

𝑗
∈ 𝑆, 𝑇sat, and a scheduling scheme.

Output: An improved scheduling scheme.
(1) 𝐸avg ← average residual energy of all nodes in SELECTED state;
(2) Initial node list RList with the nodes in SELECTED state and their residual energy is less than 𝐸avg;
(3) Sort RList in increasing order of residual energy;
(4) for each node 𝑛

𝑖
in RList

(5) 𝑠
𝑘
← the assigned service of 𝑛

𝑖
;

(6) Calculate acceptable level of profit for 𝑠
𝑘
;

(7) Search candidate nodes for 𝑛
𝑖
from nodes in UNSELECTED state with residual energy

larger than 𝐸avg and 𝑒𝑖,𝑘 > 0;
(8) Select one node as the replacement of 𝑛

𝑖
from candidate nodes with the constraints that

achieved profit of 𝑠
𝑘
is within acceptable level and the satisfaction level of 𝑠

𝑘

is not less than threshold 𝑇sat; if no such a replacement node is found, change 𝑛
𝑖

to UNSELECTED state in case that above constraints can be satisfied, otherwise swap
the state of 𝑛

𝑖
and its replacement node;

(9) end for

Procedure 2: Swapping procedure.

5. Distributed Scheme

The centralized heuristic schemes are generally efficient to
find a suboptimal solution and it can be carried out on
one powerful node, that is, the sink, which supports a large
amount of computation and heavy communication tasks.
This centralized nature requires that the sink knows the global
information of the network and results in better scheduling
scheme. However, in the practical applications, it is usually
difficult and costly to gather a large amount of information
to the sink and disseminate schedules from the sink to all
other nodes especially in networks deployed in large scale.
Distributed scheduling is oftenperformedby eachnode in the
network that only local information necessary to determine
whether one node is active or not.Thus, it is more practical to
deploy distributed scheduling schemes in the wireless sensor
networks.

The proposed EDHS assigns a specific node as the header
for each service, and the header performs a local node
scheduling to select node resources for the given service.
The other nodes in the network are called normal node. The
EDHS consists of three phases: the data collection phase,
the node selection phase, and maintenance phase. In the

data collection phase, nodes collect information of required
services, and then the EDHS chooses initial header node
for each service. In the node selection phase, the headers
select active nodes to provide services. After schedules are
constructed on nodes, the nodes begin to execute their
schedules and provide required services. To rotate active
nodes and balance the energy consumption among nodes, the
nodes will reenter the node selection phase when necessary.
The details of each phase are described in the following
sections.

5.1. Data Collection Phase. In this phase, each node detects
sensing targets within its sensing range and the node closest
to a specific sensing target will be elected as an initial
header node. Then, the sink node transmits service informa-
tion including profit and requirement to the corresponding
header node. After receiving the information, the header
node also broadcasts the service information to its neighbors.
In case that a normal node receives the service information,
it checks whether it is available to provide this service and
drops this message if not or this message is received already;
otherwise the node sends the message to neighbors and
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stores the information of corresponding header node for this
service. Then, each normal node transmits its service effect
and residual energy to the corresponding header node. The
header node maintains one node table, and each entry has
the following fields: node ID, service effect and residual energy.
The residual energy of each node defines the reluctance
or willingness of that node to provide the service. Because
current energy levels of nodes are accordingly changed with
the running of the network, nodes periodically update the
residual energy to the header nodes so that the header nodes
can select suitable nodes to provide services. This message
also can be delivered in a piggyback fashion during the
service data gathering process.

5.2. Node Selection Phase. In this phase, the header node runs
the local node selection scheme and selects a set of active
nodes to provide services. The idea of local node selection
scheme is similar to the proposed centralized scheme. The
difference is that selection process is done with only local
information.

The basic selection process for service 𝑠
𝑗
is described as

follows. (1) Firstly, the header node orders the candidates
to decrease of 𝑓(𝑒

𝑖,𝑗
,RE
𝑖
) and choose the nodes one by one

until the requirement of 𝑠
𝑗
is satisfied or there is no available

node. (2) Secondarily, remove the redundant nodes by using
the idea described in Section 4.2. After the active nodes are
selected, the header node sends NOTIFICATION messages
including the information of service 𝑠

𝑗
and dec(𝑖, 𝑗) to these

selected nodes. Let𝑁
𝑗
be the set of selected nodes for 𝑠

𝑗
, and

let 𝑝
𝑗
(𝑁
𝑗
) be the achieved network profit when 𝑠

𝑗
is provided

by 𝑁
𝑗
. For each 𝑛

𝑖
∈ 𝑁
𝑗
, dec(𝑖, 𝑗) = 𝑝

𝑗
(𝑁
𝑗
) − 𝑝
𝑗
(𝑁
𝑗
− {𝑛
𝑖
})

is the network profit decrement when 𝑛
𝑖
is removed from𝑁

𝑗
.

Clearly, dec(𝑖, 𝑗) indicates that the level 𝑠
𝑗
benefits from 𝑛

𝑖
.

After the NOTIFICATION is sent out, the header node
waits for ACCEPTANCE messages from the selected nodes.
When the timer expires, the header node checks ACCEP-
TANCE messages and determines whether the number of
nodes that agree to provide 𝑠

𝑗
is enough or not. If it is

not, the header node selects more nodes from candidates
and modifies the selected nodes set 𝑁

𝑗
accordingly. This

process continues until the service requirement is satisfied.
However, the process terminates if the header node cannot
select enough nodes to meet with the service satisfaction
threshold 𝑇sat, and then the service is not provided in the
current time slot.

The initial state for a normal node, that is, 𝑛
𝑖
, is either

UNSELECTED or SELECTED for a given service 𝑠
𝑘
. During

the node selection phase, 𝑛
𝑖
just waits for NOTIFICATION,

and selects the 𝑠
𝑗
with maximum dec(𝑖, 𝑗) from all the

received NOTIFICATION messages when the timer expires.
In case that the initial state is UNSELECCTED, 𝑛

𝑖
changes

to SELECTED and sends an ACCEPTANCE message to the
header node. Otherwise, it is obvious that 𝑛

𝑖
has already

been selected to provide another service, that is, 𝑠
𝑘
. In

case that dec(𝑖, 𝑗) > dec(𝑖, 𝑘), 𝑛
𝑖
sends a MODIFICATION

message to the header node of service 𝑠
𝑘
to rearrange the

schedule and an ACCEPTANCEmessage to the header node
of service 𝑠

𝑗
. In case that the header node of service 𝑠

𝑘
receives

MODIFICATION message, it will remove the corresponding
node from𝑁

𝑗
and continue the node selection process for 𝑠

𝑘
.

5.3. Maintenance Phase. In order to balance the residual
energy among all nodes, the proposed EDHS adopts the simi-
lar strategy to reconstruct the scheduling scheme: reconstruct
the selected nodes set when the scheduling scheme runs for
a predefined time slots denoted as 𝑇max or some selected
nodes are unable to provide the required services due to lack
of energy. Once the reconstruction is triggered, the header
nodes just reset the selected nodes into UNSELECTED, and
then the selection phase starts again.

As we can see, the header node plays an important
role in the proposed EDHS and shall be replaced in case
that its energy is below a given threshold. The new header
node can be elected by the old header node since it has
collected all information of neighbor nodes that are available
to provide the corresponding service. Note that the header
node provides the required service too, and so the newheader
node shall be selected by means of the energy-aware benefit
function described in Section 4.1 with 𝑢

𝑗
= 0. However, if

several header nodes intend to select the same node as their
new headers, the selected node generally chooses the service
withmaximum service effect. Once the new header is chosen,
the elder one deliversCHANGEmessages to all normal nodes
of the service to notify the new header node so that the
normal nodes can record the new header.

6. Simulation Results and Analysis

In this section, we present our simulation results demonstrate
the performance and effectiveness of proposed schemes. We
first introduce the building process of our simulation, then
analyze the impact of parameter𝛽 of the energy-aware benefit
function, and compare these schemes with related works.

6.1. Simulation Setup. We use MATLAB as the simulation
platform that is used popularly as the simulation tools of
wireless networks. All the experiments are implemented on
a PC with Intel Pentium 3.0GHz and 4GB RAM. In our
simulations, sensor nodes and sensing targets are randomly
and uniformly distributed in a square sensing field. The
service profit and requirement are also randomly generated.
Note that we focuse on the problem of scheduling nodes to
provide services and thus only energy consumption during
the service providing process is considered in this paper.
Assume that one node spends a certain amount of energy
𝐸
𝑐
in one time slot if it is active and spends zero energy

otherwise. The service satisfaction threshold 𝑇sat is assumed
to be 50%, which means that at least half of the service
requirement shall be received. The simulation setting is
summarized in Table 1.The final results are the average values
of 100 different scenarios.

6.2. Impact of Parameter 𝛽. The parameter 𝛽 is an important
factor used in the energy-aware benefit function as described
in Section 4.1, and it is helpful to ensure trade-off between
the residual energy and service effect of nodes during
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Table 1: Simulation setting.

Sensing field 200m × 200m
Number of nodes 200, . . ., 500
Number of services 10, . . ., 50
Requirements for services [0.2, 1.2]
Profits for services [1, 10]
Service satisfaction threshold 𝑇sat 50%
Initial energy of nodes 𝐸 100 unit
Energy consumption 𝐸

𝑐
0.1 unit

Sensing range 𝑅
𝑠

30m
Communication range 𝑅

𝑐
40m

Decay factor 𝑐 60
Maximum time period for
reconstructing scheduling 𝑇max

50

Alive nodes threshold 𝜏 0.5, . . ., 1.0

the node selection process. Figure 2 shows the results of
network profit achieved by ECHS and EDHS with different
value of𝛽, respectively.The simulation is donewith 300nodes
and the fraction of alive nodes threshold, 𝜏, is set as 0.8. We
compare the performance with different numbers of services
when the parameter 𝛽varies from 0 to 3 in steps of 0.5. As we
can see from Figure 2, the achieved network profit increases
together with 𝛽, and then it begins to stabilize when 𝛽 is
larger than 0.5, which demonstrates that the residual energy
has more impact on the energy-aware benefit function when
𝛽 is larger. However, the achieved network profit cannot be
further improved when 𝛽 is larger enough due to the fact that
the schemes have distributed energy load evenly among the
nodes.

Figure 3 shows the impact of parameter 𝛽 on the achieved
network profit when network size is different. The number
of services provided by the network is set as 30, and other
settings are identical to those in Figure 2. As we can see from
Figure 3, the simulation results are similar to the cases in
Figure 2, especially when 𝛽 is larger. Especially, the network
performance is comparatively better when 𝛽 is 3. Therefore,
we choose 3 as the value of 𝛽 in the following simulations
process.

6.3. Performance Comparison. The related works [20, 21]
are most closed to the node scheduling problem in service-
oriented wireless sensor networks. In order to evaluate the
performance of proposed ECHS and EDHS, we compare
them with Greedy and EDPA algorithms proposed in [20],
and MRGAP algorithm proposed in [21], in which Greedy
and MRGAP are centralized algorithms and EDPA is one
distributed algorithm. We employ the following modifica-
tions to make above algorithms suitable for solving the node
scheduling problem addressed in this paper. (1) Use the
proposed energy-aware benefit function during the node
selection process for Greedy and MRGAP algorithms since
energy of nodes is not considered in these algorithms. (2)
Use the same strategy as our schemes to reconstruct the node
scheduling scheme.
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Figure 2: Impact of parameter 𝛽 on achieved profit, 𝑚 ∈ {10, 20,

30, 40, 50}.

The first set of experiment is done with 300 nodes and
the threshold 𝜏 is set as 0.8, and the number of services
varies from 10 to 50 in steps of 5. As shown in Figure 4,
we have the following two conclusions. (1) The achieved
network profit increases togetherwith the number of services,
but the trend is not obvious when the number of services
is larger enough. Note that the required resource increases
with the increasing number of services and thus more profit
can be obtained in case that the network provides more
services, and the network resources is consumed rapidly so
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Figure 3: Impact of parameter 𝛽 on achieved profit, 𝑛 ∈

{200, 300, 400, 500}.

that the network cannot support services in a longer time.
Therefore, the achieved network profit increases slowly when
the network provides a larger number of services. (2) The
ECHS has better performance than MRGAP and Greedy in
all cases, and EDHS also has better performance than EDPA.

The second set of experiment is done with 30 services and
the threshold 𝜏 is set as 0.8, and the network size varies from
200 to 500 in steps of 50. It can be seen from Figure 5 that
the larger network size helps to achieve more profit. This is
due to the fact that sensor nodes are the carrier of network
resources in the wireless sensor network, and the network
much better capabilities has when more nodes are deployed.
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Figure 4: Achieved profit versus number of services.
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Figure 5: Achieved profit versus network size.

Furthermore, both ECHS and EDHS run better in this set
of experiment. Especially, in case that the network size is
300, ECHS performs 18.0% and 25.0% better than MRGAP
and Greedy, respectively, EDHS performs 13.5% better than
EDPA. In case that the network size is 500, the performance
improvements are 14.6%, 18.8%, and 20.3%, respectively.

The third set of experiment is to evaluate the performance
of different algorithms with respect to achieved profit under
different threshold 𝜏. The simulation is done with 300 nodes
and 30 services, and we vary the threshold 𝜏 from 0.5 to
1.0. Figure 6 depicts that the achieved profit of network
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Figure 6: Achieved profit versus threshold 𝜏.

increases with the decreasing of 𝜏 and shows that the network
can still provide services when a fraction of nodes run out
of energy. However, the network provides worse quality of
services when the number of such nodes increases.Therefore,
the achieved profit increases slightly in case that 𝜏 is small
enough.Moreover, it is seen that ECHSoutperforms the other
algorithms, and EDHS also shows better performance than
EDPA. In case that 𝜏 is 1.0, the ECHS performs 9.8% and
10.1% better than MRGAP and Greedy. While the value of
𝜏 is 0.8, the performance improvements are 17.4 and 24.9%,
respectively. In addition, the performance improvement of
EDHS to EDPA is 14.7% in case that 𝜏 is 1.0 or 0.8.

The simulations that we performed showed that the pro-
posed approaches efficiently construct scheduling schemes
and are effective in improving the network performance.
The strategy of Greedy algorithm is to repeatedly satisfy the
most currently profitable service, which is easy to implement.
The MRGAP algorithm treats the problem instance as a
Generalized Assignment Problem (GAP) that improves the
results of Greedy algorithm. However, the proposed ECHS
conserves energy by energy-aware benefit function to select
active nodes for the required services and performs swapping
operation for nodes with low residual energy. The EDHS
can dynamically adjust nodes to provide a service that is
more beneficial during the node selection phase. Although
the EDPA adopts similar strategies, EDHS selects initial
nodes in an efficient way with the help of header nodes
and so obtains better performance in the subsequent nodes
selection process, as we can see from the simulation results.
In the distributed scheduling scheme EDHS, is more difficult
to obtain better results than centralized approaches. The
localized computation and communication make it more
suitable in the practical environment.

7. Conclusion

To develop the service-oriented architecture is an important
trend for the future wireless sensor network. In this paper, we
are concerned with the node scheduling problem to provide
various services with energy efficiency, and we propose
two heuristic schemes, namely, Energy-aware Centralized
Heuristic Scheme (ECHS) and Energy-aware Distributed
Heuristic Scheme (EDHS). The proposed schemes select
active nodes based on their contribution to services as well
as residual energy, which helps to balance the load of energy
consumption in the network. Extensive simulations show
that both of the two schemes can significantly improve
the performance of the network. In this paper, we use a
simplifying energy model that neglects the energy consumed
in message exchange. In addition, the temporal/spatial cor-
relations between sensed data are important potential to
improve the efficiency of scheduling schemes. In the future,
we plan to investigate the node scheduling problem with a
practical energy model as well as considering the correlation
between sensed data and develop a fully solution in the
service-oriented wireless sensor network.
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oriented architecture for wireless sensor networks,” Service
Oriented Computing and Applications, vol. 3, no. 2, pp. 99–108,
2009.

[8] J. Zhang, B. Iannucci, M. Hennessy et al., “Sensor data as a
service—a federated platform for mobile data-centric service
development and sharing,” in Proceedings of the IEEE Interna-
tional Conference on Services Computing (SCC ’13), pp. 446–453,
Santa Clara, Calif, USA, July 2013.

[9] H. Cheng, R. Guo, and Y. Chen, “Node selection algorithms
with data accuracy guarantee in service-oriented wireless
sensor networks,” International Journal of Distributed Sensor
Networks, vol. 2013, Article ID 527965, 14 pages, 2013.

[10] J. Wang, D. Li, G. Xing, and H. Du, “Cross-layer sleep schedul-
ing design in service-oriented wireless sensor networks,” IEEE
Transactions on Mobile Computing, vol. 9, no. 11, pp. 1622–1633,
2010.

[11] C. Wang, H. Ma, Y. He, and S. Xiong, “Adaptive approximate
data collection for wireless sensor networks,” IEEE Transactions
on Parallel and Distributed Systems, vol. 23, no. 6, pp. 1004–1016,
2012.

[12] H.-C. Weng, Y.-H. Chen, E. H.-K. Wu, and G.-H. Chen,
“Correlated data gathering with double trees in wireless sensor
networks,” IEEE Sensors Journal, vol. 12, no. 5, pp. 1147–1156,
2012.

[13] C. Hung, W. Peng, and W. Lee, “Energy-aware set-covering
approaches for approximate data collection in wireless sensor
networks,” IEEE Transactions on Knowledge and Data Engineer-
ing, vol. 24, no. 11, pp. 1993–2007, 2012.

[14] G. Anastasi, M. Conti, M. di Francesco, and A. Passarella,
“Energy conservation in wireless sensor networks: a survey,”Ad
Hoc Networks, vol. 7, no. 3, pp. 537–568, 2009.

[15] S. Kumar, T. H. Lai, and J. Balogh, “On k-coverage in a mostly
sleeping sensor network,” in Proceedings of the 10th Annual
International Conference on Mobile Computing and Networking
(MobiCom ’04), pp. 144–158, Philadelphia, Pa, USA, September
2004.

[16] Y. Zhao, J. Wu, F. Li, and S. Lu, “On maximizing the lifetime
of wireless sensor networks using virtual backbone scheduling,”
IEEE Transactions on Parallel and Distributed Systems, vol. 23,
no. 8, pp. 1528–1535, 2012.

[17] J. Lin, W. Xiao, F. L. Lewis, and L. Xie, “Energy-efficient
distributed adaptive multisensor scheduling for target tracking
in wireless sensor networks,” IEEE Transactions on Instrumen-
tation and Measurement, vol. 58, no. 6, pp. 1886–1896, 2009.

[18] D. Zorbas, D. Glynos, P. Kotzanikolaou, and C. Douligeris,
“Solving coverage problems in wireless sensor networks using
cover sets,” Ad Hoc Networks, vol. 8, no. 4, pp. 400–415, 2010.

[19] N. Xiong, X. Huang, H. Cheng, and Z. Wan, “Energy-efficient
algorithm for broadcasting in ad hoc wireless sensor networks,”
Sensors, vol. 13, no. 4, pp. 4922–4946, 2013.

[20] H. Rowaihy, M. P. Johnson, O. Liu, A. Bar-Noy, T. Brown,
and T. La Porta, “Sensor-mission assignment in wireless sensor
networks,” ACM Transactions on Sensor Networks, vol. 6, no. 4,
pp. 1–33, 2010.

[21] M. P. Johnson, H. Rowaihy, D. Pizzocaro et al., “Sensor-mission
assignment in constrained environments,” IEEETransactions on
Parallel and Distributed Systems, vol. 21, no. 11, pp. 1692–1705,
2010.

[22] T. L. Porta, C. Petrioli, and D. Spenza, “Sensor-mission assign-
ment in wireless sensor networks with energy harvesting,” in
Proceedings of the 8th Annual IEEE Communications Society
Conference on Sensor, Mesh and Ad Hoc Communications and
Networks (SECON ’11), pp. 413–421, Salt Lake City, Utah, USA,
June 2011.

[23] S. C.Geyik, B. K. Szymanski, P. Zerfos, andD.Verma, “Dynamic
composition of services in sensor networks,” in Proceedings of
the 7th IEEE International Conference on Services Computing
(SCC ’10), pp. 242–249, Miami, Fla, USA, July 2010.

[24] J.-H. Cho, A. Swami, and T. Cook, “Combinatorial auction-
based multiple dynamic mission assignment,” in Proceedings of
the IEEE Military Communications Conference (MILCOM ’11),
pp. 1327–1332, Baltimore, Md, USA, November 2011.

[25] Y. Wang, X. Wang, D. Wang, and D. P. Agrawal, “Range-free
localization using expected hop progress in wireless sensor net-
works,” IEEE Transactions on Parallel and Distributed Systems,
vol. 20, no. 10, pp. 1540–1552, 2009.

[26] J.-P. Sheu, P.-C. Chen, and C.-S. Hsu, “A distributed localization
scheme for wireless sensor networks with improved grid-scan
and vector-based refinement,” IEEE Transactions on Mobile
Computing, vol. 7, no. 9, pp. 1110–1123, 2008.

[27] A.A.Aziz, Y.A. Sekercioglu, P. Fitzpatrick, andM. Ivanovich, “A
survey ondistributed topology control techniques for extending
the lifetime of battery powered wireless sensor networks,” IEEE
Communications Surveys & Tutorials, vol. 15, no. 1, pp. 121–144,
2013.

[28] R. Soua and P. Minet, “A survey on energy efficient techniques
in wireless sensor networks,” in Proceedings of the 4th Joint IFIP
Wireless and Mobile Networking Conference (WMNC ’11), pp. 1–
9, Toulouse, France, October 2011.



Research Article
Investigating How User’s Activities in Both Virtual and
Physical World Impact Each Other Leveraging LBSN Data

Zhiwen Yu,1 Yue Yang,1 Xingshe Zhou,1 Yu Zheng,2 and Xing Xie2

1 School of Computer Science, Northwestern Polytechnical University, Xi’an 710072, China
2Microsoft Research Asia, Beijing 100080, China

Correspondence should be addressed to Zhiwen Yu; zhiweny@gmail.com

Received 5 October 2013; Accepted 15 December 2013; Published 19 February 2014

Academic Editor: Jong Hyuk Park

Copyright © 2014 Zhiwen Yu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this paper, we investigate how user’s online behavior (e.g., making friendships) and their offline activity (e.g., check-ins) affected
each other by leveraging the data collected from LBSN. First, we use vectors to represent nodes and define popularity entropy for
each node to weigh their popularities and the impact on forming a new edge.Then, we propose an algorithm to calculate the weight
of each edge based on our findings that the more overlap of linked nodes they have, the heavier weight the edge has and the more
popular the nodes in their overlap are, the lighter the weight of the edge is. Finally, we conduct link prediction by using the random
walk with restart method considering the effect of every node and every edge. Experimental results show that user’s activity in
virtual world and physical world do really have great impact on each other.

1. Introduction

The advent of GPS-enabled smart phones has had a signifi-
cant impact on the development of location-based services.
Combined with user’s growing interests in on-line social
networks, it leads to the emergence of many location-
based social network (LBSN) services, such as Foursquare
(http://foursquare.com/), Brightkite (http://brightkite.com/),
and Loopt (http://www.loopt.com/). Millions of users have
already been attracted to such kind of services, with which
they can leave digital footprints [1], known as check-ins, at
the places where they have been to. This service also makes
it possible for users to share their locations, photos, and
tips with friends anytime and anywhere. Many users prefer
to share their trajectories on LBSNs rather than to directly
tell people where they are on traditional microblogs. The
possible reason is that LBSNs provide much stronger social
security, that is, user’s check-ins can only be seen by a small
group of people specified by the user themselves, while user’s
microblogs are public to anyone who has followed them
on microblogging websites. When a user publishes where
they are, they may worry about revealing too much personal
information.

As a classical problem in complex network [2], link
prediction became a hot topic again when all the nodes are
replaced by humans instead of physical network nodes. A
considerable amount of attention has been devoted to this
problem in social networks and a lot of consensuses have
been reached. The most widely accepted one is that, for
any two users, the more friends they have in common, the
more likely that they would become friends in the coming
future. This naive idea really works and has been used in
link recommendation by different on-line social networks.
However, based on a sociology theory called homophily [3]
which emphasizes the importance of similarity in the process
of forming a new link between any two strangers, it is intuitive
to infer that similar people usually go to similar places, which
is to say if any two users often visit the same or similar places,
they are likely to be friends. However, it has not been well
explored yet because large-scale user’s movements in physical
world are difficult to monitor.

In this paper, we use the data crawled from Foursquare
to explore how users’ activities in virtual world and physical
world impact each other, particularly how users’ movements
affect users’ online friendships and vice versa. As a location-
based social network, Foursquare contains two kinds of
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information: one is user’s social graph in visual world and the
other is user’s check-ins in the physical world. However, it is
difficult to get check-ins directly for security reasons; thus we
use tips instead, which contain not only time and location as
check-ins but also some comments or messages created by
users.

We use vectors with different amount of elements to
represent different users and places. Each element in a vector
represents an entity, which can be another user or a location
linked to the user. If any two users are friends or a user has
been to a place, we can say that the two users are linked to
each other or the user and the place are linked to each other,
which means that there is an edge between them in graph
made up by users and locations. In this way, we store all the
information and edges in the graph consisting of users and
locations that are regarded as nodes.

All the vectors representing users and locations make
up a graph, which is called global graph, while a certain
user’s friends and his/her visited locations make up the user’s
local graph. It is known to all that many ordinary users
may follow many famous movie stars or famous writers in
the on-line social network, but for any two of this kind of
ordinary users, they are not much less possible to be friends
in the future.The reason is obvious that famous users usually
have very large local graphs linking them to many users, and
these users do not have much in common with each other.
This phenomenon also exists among the users who visited a
very popular place. For example, there are numerous visitors
visiting the Imperial Palace every day, but only very few users
may be friends. On the contrary, users who are linked to
unpopular locations and unpopular users are highly likely to
be friends in the future. In order to portray this characteristic
to be used in link prediction, we define a weighing entropy
to weigh every node so that we can take all the information
that each node contains when predicting users’ relationships
and movements. Finally, we conduct link prediction by using
the random walk with restart method considering the effect
of every node and every edge.

In the remainder of this paper, we first discuss related
works in Section 2 and give several basic definitions and our
motivation in Section 3. In Section 4, we analyse the statistic
features of the data. The link prediction and experimental
results are presented in Sections 5 and 6, respectively. Finally,
we conclude the paper in Section 7.

2. Related Work

The link prediction problem in social networks has attracted
a considerable attention since it was introduced by Liben-
Nowell and Kleinberg [4]. Link prediction was first explored
in the complex networks and when more and more users’
started joining on-line social networks, researchers started to
analyse users’ activities in on-line social networks with differ-
ent backgrounds and different purposes. In fact, we can view
social networks as special complex networks whose nodes
are entities (users or locations) and edges represent inter-
action, collaboration, or influence between entities. Before
introducing the studies in link prediction, firstly we try to
define this problem as follows.

Given a snapshot of a graph representing social network
at time 𝑇

0
, we seek to accurately predict the new edges that

will be added to the graph during a certain time interval from
time 𝑇

0
to a given future time 𝑇

1
.

Pondering over this problem deeply, we can easily find
that it contains two questions. The first one is that by what
features intrinsic to the network itself the social network
evolves. The second one is how the social network evolves.
The key to get the answer is to find the factors that have
the greatest impact on the network’s evolution. We try to
summarize the relatedwork according to the factors that were
used in link prediction.

2.1. Factors with User’s Movements in Physical World. To
predict the occurrence of new edge between any two users
in a social network, the first step is to find the similarities
between them.Many researchers tried tomine user similarity
from users’ movements. Users’ movements in the physical
world usually show their travelling trajectories in daily life
and represent users’ activities in the physical world directly.
When users are at a certain place, they can only do certain
things; for example, users can only watch movies in a movie
theatrewhile have dinner at restaurants. Furthermore, similar
people go to similar places with similar visiting sequences
at similar time. Based on these ideas, issues focusing on
mining users’ similarities fromusers’ movements have largely
been explored. Li et al. [5] hire several volunteers from
different countries and different cities equipped with GPS
loggers to collect their trajectories for several months to
mine similarities among these volunteers. They firstly detect
stay points from trajectories considering the length of user’s
staying time and the distance among different GPS points and
transferred user’s raw GPS trajectories into the sequences of
stay points. They build a hierarchical graph with three levels,
which have different ranges of areas, to model user’s location
history. They argue that except for colocations, which refer
to the locations that are visited by related users, among the
users, visiting sequences make more sense and carry more
meaningful information in mining users’ similarities. Then,
they tried to find similar sequences with different lengths
among users and compute the similarity across multilevels.
This work has made a great process in mining user similarity
from physical world resources. However, it is difficult to get
a large-scale nonvolunteer user’s trajectories, partly because
it is impossible to let everyone equip with a GPS logger
and partly due to privacy issues. Therefore it is hard to
apply this idea to find similarities among a large scale of
users.

Asmore andmore users use cell phones, researchers try to
infer social ties from cellular network data. Cho et al. [6] use
data from Brightkite (http://brightkite.com/) and Gowalla
(http://gowalla.com/) along with a dataset of cell phone
location trace data to understand the basic laws that govern
users’ motion and dynamics. They find that there basically
exist two features in users’ travel style. One is that users’ short-
ranged travel is geographically and temporally periodic and
has nothing to do with social network structure; the other
is that users’ long-distance travel is largely affected by social
network ties. More than 50% of user’s movements can be
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explained by periodic behaviour while less than 30% of user’s
movements can be explained by social ties. Thus, they build
a periodic and social mobility model to predict individuals’
mobility combining periodic short-ranged movements with
social-ties related travels. Their model has three different
components capturing the feature of user’s regularly visiting
spatial locations, the temporal movement between these
locations, and user’s movements influenced by social ties,
respectively. The model has acceptable performance in pre-
dicting user’s mobility. However, it only explores how user’s
mobility is influenced by features like social ties and periodic
activities but pays no attention to how user’s mobility can
impact other aspects of user’s life.

There are also many research works making use of users’
trajectories in physical world for other interesting purposes.
For instance, Lian and Xie [7] proposed a novel location
naming approach to automatically provide concrete and
meaningful location names to users based on their current
location, time, and check-in histories.

2.2. Factors with User’s Relation in the Virtual World. Nowa-
days, many people spent more and more time on on-line
social networks such as Facebook and Twitter, keeping in
touch with existing friends, getting to know new friends,
and sharing ideas and resources. Many factors might have
impact on the evolution of the user’s social network. Xiang
et al. [8] try to model relationship strength using users’
profiles and interactions among users using the data from
Facebook and LinkedIn. Before building a model, they first
assume that people tend to form ties with people having
similar characteristics and relationship strength has impact
on online interactions, both on nature and frequency. They
develop an unsupervised latent variable model to estimate
relationship strength from interaction activities, which can
be communication, tagging or something else, and user
similarity extracted from users’ profiles. The estimated rela-
tionship strengths result in a weighted graph of which the
spurious links have been downweighted while the important
ones have been highlighted. Finally, these weighted links can
be used to increase the accuracy of social network mining
tasks, including link prediction. Tang et al. [9] try to do
link prediction using data across heterogeneous networks.
The main question is how to bridge the available knowledge
from different networks to help infer different types of social
relationships. Their main ideas come from several social
psychological theories such as social balance, structural hole,
and social status. They proposed a transfer-based factor
graph model incorporating social theories into a semisu-
pervised learning framework used to transfer supervised
information from the source network to help infer social
ties in the target network. As we all know almost every
user has accounts on different online social networks and
different networks contain different aspects of information
of a user. This work represents a new and interesting
research direction in making full use of user’s online activi-
ties.

Besides the data fromonline social network, emails can be
regarded as users’ activities in the virtual world. Researchers

from Google [10] made use of users’ implicit social graph,
which is formed by users’ interactions with contact and
groups of contacts in Gmail, to do friendship recommen-
dation. They also proposed an interaction-based metric for
estimating a user’s affinity to their contacts and groups.
Their experiments showed that both implicit social graph
and interaction based affinity were important in suggesting
friends.

2.3. Factors with Mixed Resources. As online social networks
and user’s movements contain user’s activities and relation-
ships in virtual and physical world, respectively, if we try
to understand user’s activities from only one point of view,
we can only get biased results. To get better and unbiased
understanding of user’s activities in both circumstances,
several researchers turn to combine information from these
two aspects to do link prediction. Cranshaw et al. [11] first
analyze the social context of a geographic region from a set
of location-based features including location entropy. Then,
they compose a model to predict the friendship between
any two users by analyzing their location trails. Finally, they
show a positive relationship between the colocation histories
and the social ties that the user has in the network. Their
work proves that offline mobility has impact on user’s online
activities. Wang et al. [12] try to find the relation between
human mobility, social ties, and link prediction. Mobile
communication records are regarded as the representation of
social ties while user’s moving trajectories are extracted from
cellular network.The authors try to predict the social ties with
different datasets, each ofwhich contains different proportion
of user’s mobility.

Scellato et al. [13] described a supervised learning frame-
work which exploits prediction features which they extracted
from data of Gowalla to predict new links among friends-of-
friends and place-friends and showed that the inclusion of
information about places and related user activity offers high
link prediction performance.

User’s friendship usually can be crawled from online
social networks, but user’s mobility is very hard to get.
Previous works usually tend to use cellular network data
or hire volunteers to collect trajectories. However, cellular
network data is often of low accuracy, while hiring volunteers
to collect data is only suitable for a small scale of study.
No matter which one of these two resources was used,
researchers have to spend much time in extracting locations
with semantic or geographic context from the raw data. In
fact, we care much more about where the user has been to
instead of how he/she got there. Location-based online social
networks offer such kind of information as users often tag the
places they have visited. In this way, we can do link prediction
and study the impact that user’s mobility and social ties have
on each other from a new point of view.

3. Preliminary

In this section, we first give several definitions and then
introduce our mainmotivations. To simplify the explanation,
we view locations and users as the same which is determined
by our motivations.
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3.1. Definitions

Definition 1 (node). A node V refers to a user or a location
that the network contains. Users and locations have the same
status in this paper. Each node V is associated with a unique
ID, V ⋅ 𝑖𝑑, which starts from 1 and ends at the number of total
nodes.

Definition 2 (edge). If two users, represented by node 𝑗 and
node 𝑘 in the network, are friends, there will be an edge 𝑒

𝑗,𝑘

between them, showing that they are connected to each other.
Similarly, if a user has visited a place, therewill also be an edge
between them. Each edge 𝑒

𝑗,𝑘
is undirected and associated

with two terminal points, 𝑒
𝑗,𝑘
⋅ V
𝑗
and 𝑒
𝑗,𝑘
⋅ V
𝑘
, referring to

the two nodes (node 𝑗 and node 𝑘) it connects. 𝑒
𝑗,𝑘
⋅ 𝑤 is the

weight of the edge determined by the popularity entropy of
two nodes. Furthermore, a user can visit a place for several
times but only can be friends with another user for only
once, which means that part of edges may occur more than
once. To record this feature, the last attribute of each edge
𝑒
𝑗,𝑘

is 𝑒
𝑗,𝑘
⋅ 𝑡 recording the times the edge occurred. For edges

connecting users, the value is 1, but for those connecting users
and locations, the value may be large than 1.

Definition 3 (global social graph). A global social graph
𝐺(𝑉, 𝐸) contains all the information and represents the
structure of awhole location-based social network containing
two types of elements, node V and edge 𝑒. It is an undirected
graph.

Definition 4 (local social graph). Node 𝑙’s local social graph
𝐺
𝑙
(𝑉
𝑙
, 𝐸
𝑙
) may contain the complete friendship and all the

visited places of a user, or all the users who have been
to a particular place. All nodes in the local social graph
𝐺
𝑙
are connected to the node 𝑙 directly; that is, only one-

hop connections exist in local graph. The graph is also an
undirected graph.

Definition 5 (cofriend). For any two friends, 𝐴 and 𝐵, of a
user, the user is a cofriend cf of them.

Definition 6 (colocation). If two users have been to the same
place, the place is their colocation cl. We do not require that
the two users must visit the place at the same time.

Definition 7 (popularity entropy). Popularity entropy pe is
used to weigh a node’s popularity among all the nodes and
has impact on the strength of links connected to the nodes.

3.2. Motivations. Our motivation is quite simple and direct.
Most existing research works focus on predicting the link
among friends’ friends or between friends and friends’ visited
locations, all of which are nodes that are no more than 2
hops away from each other. However, we argue that new links
within 2 hops away are just a small part of all the newly added
edges and there are a large amount of newly added edges
occurring between the nodes whose distance is more than 2
hops. Figure 1 shows the proportion of the two kinds of new
added links occurring during the period fromSeptember 2011
to February 2012 in our dataset collected from Foursquare.
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Figure 1: Distance of nodes that newly added edges link.

We can see from Figure 1 that very few new links are
added among the nodes within 2-hop distance while most
new links are added among the nodes which are farther away
from each other.The result shows that if we only pay attention
to the new links within 2 hops, much information will be lost
and high precision of link prediction cannot be achieved.

It is well accepted that for any two unconnected users, the
more friends they share, the more likely that they would be
friends in the near future. But we may have a common sense
that famous users, such as movie stars like Justin Bieber, or
some dignitaries, for example, Obama, usually have a very
large social network in those online social networks. If any
two users whose most friends are the famous users on the
network, do they have large probability to be friends in the
future? It is probably not. We argue that except the amount
of common friends any two users have, the scale of common
friends’ social network also has impact on forming a new link
between two strangers.

The last motivation is that since online social network
has become a part of life, we want to analyse the interaction
between our daily life and the online social network. To
explain it in detail, we divide user’s activities into two parts:
the first part is user’s activities in the offline world, for
example, moving to a new city or meeting with new friends
and so forth, while the other part is user’s online activities,
such as adding new friends or commenting on friends’
photos. What kind of influence these two kinds of activities
have on each other is largely unexplored.

Before further introducing our work, we introduce two
basic hypotheses in this paper as follows:

Hypothesis 1. The larger the scale of overlap that any two
users’ relationship has in virtual world is, the more likely that
they will have larger scale of overlap in check-ins in physical
world.

Hypothesis 2. The larger the scale of overlap that any two
users’ check-ins in physical world have is, the more likely that
they will have large scale of overlap of relationship in virtual
world.
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Table 1: Amount of newly added edges in different groups.

Group Amount of shared friends Amount of shared friends’ friends Amount of new added edges
1 10.33 25.74 1.41
2 11.56 14.79 3.75
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Figure 2:The relationship between probability of being friends and
the amount of cofriends.

These two hypotheses come from the goal of exploring
the impact of user’s activities in physical and virtual world
on each other. Our further experimental results will show
that these two hypotheses are reasonable and meet the
phenomenon in reality.

4. Observations

We use the dataset crawled from Foursquare. The dataset
contains 31524 users, 51265 venues (locations), and users’
tips about these venues from July 2011 to May 2012. In
this paper, we take user’s check-ins extracted from tips
(time and geographic information) as user’s activity in the
physical world and the evolution of user’s friendship as user’s
activity in the virtual world. We here present the statistic
characteristic of the data collected from July 2011 to February
2012.

Firstly, we analyze how the amount of shared friends has
influence on users’ social ties. Figure 2 shows the relationship
between the amount of shared friends that any two users have
and their probability of being friends.

In Figure 2, we only show the records of samples with a
relatively larger scale. It is easy to find that the probability
of being friends almost rises as the amount of shared friends
grows. However, it is also obvious that the curve shakes with
the increment and the probability does not grow purely. How
does it happen? Dose the probability not grow as the amount
of common friends rises? Just as our motivation, it is not
always true. To verify the idea, we choose two groups of users.
In Group 1, the shared friends of any two users are almost
the users who own a relatively larger social network, while
in Group 2, shared friends are with a relatively smaller social
network. We analyse the average amount of new links added
among these users from September 2011 to February 2012
in different groups and the results are definitely different, as
shown in Table 1.

It is not surprising to find that there are only very few new
links added in the first group but much more in the second

Pr
ob

ab
ili

ty
 o

f b
ei

ng
 fr

ie
nd

s
Count of colocations

1 2 3 4 5 6 7 8

0.2

0.18

0.16

0.14

0.12

0.1

0.08

0.06

0.04

0.02

0

Figure 3:The relationship between probability of being friends and
the amount of colocations.

group. Just as mentioned in ourmotivation, users with a large
amount of friends are usually some kind of famous people in
the social network and anyone who is interested in them can
add them as friends. As a result, the links between the famous
user and their friends are quite weak and cannot be used
as the support to predict new links. But for the less popular
users, since their social networks are relatively smaller, their
friends are closely connected with them and the links are the
strong supports for predicting new links.

Since we take user’s check-ins as users’ activities in
physical world and evolution of their friendships as activities
in virtual world, and our goal is to find whether user’s
activities in virtual and physical world have impact on each
other, we have to investigate two topics. The first one is that
if two users have 𝑁 colocations, we want to know what the
probability of the two users being friends is.

From Figure 3, we can observe that as the number of
colocations of two users rises, the probability of being friends
increases obviously. However, we can observe some shakes
clearly again. The reason why the shakes occur is similar
to that in Figure 2. There are always some places attracting
numerous peoplewhile someothers are visited by a very small
group of people.The popularity of a place has great impact on
the strength of the links between the place and the attracted
users. The more the people visit a place, the more popular
the place is, the weaker the links between the place and user
are and vice versa. As the number of colocations rises, the
proportion of popular colocations changes and the amount
of pairs of users who have colocations changes, which is the
reason why the shakes occur.

The second topic we want to investigate is that, as the
number of cofriends increases, whether the probability of
having colocations will rise. The result is shown in Figure 4.
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Figure 4: The relationship between probability of having coloca-
tions and the count of cofriends.

We can observe that when the number of cofriends increases,
the probability of having colocations also increases, but there
are also some shakes. The explanation is similar to the above
one.

All the static analysis results show that it is not proper
to consider the amount of colocations or cofriends only
when predicting new links. Each member of colocations and
cofriends contains much information about the links and
helps us to understand the existing links better. But how to
translate the information into a form that can be used in link
prediction remains a problem. In the next section, we will try
to solve it.

5. Impact Detection

We try to study how user’s friendship and their check-ins
impact each other. Our main task is to predict the new
edges (links) in the graph with nodes representing users and
locations. It is well accepted that the more information we
obtain and use when we try to predict new links, the higher
precision we can get. However, due to the limits of the space
of storage and time, it is not practical to store all information.
It is not a goodway to simply count the number of colocations
and cofriends, since each element of them also contains some
factors that have impact on the addition of new links. In this
paper, we propose an effective way to handle the issue.

Every node in the global graph is connected with many
nodes and these nodes may be connected with many other
nodes. Each node’s popularity is determined by its connection
with the rest of nodes. We use a vector to represent each
node. There are a very large number of nodes including
users and locations in the global graph but only a few
nodes are connected with each other, which means that the
global graph is very sparse. If we store all the edges in the
graph without considering whether they really exist, themost
elements in every vector will be 0 meaning that the nodes
are not connected and most information in the vectors is
meaningless. In fact, only the connected nodes and their

edges make sense in link prediction. Since each edge stores
the information about its weight, its occurrence times, and
the two nodes it connects, a node’s vector which contains all
the edges connected to the node can store all the information
that the node has. By doing so, the topology of the social
networks is stored with high coefficient of storage space
utilization and it also ensures that all the nodes in the social
network have the same status.

If the social network contains𝑁 nodes in total, for node
𝑖 connected with 𝑛 edges, its vector, V

𝑖
, is defined as follows:

V
𝑖
= V (𝑒

𝑖,𝑗
1

, 𝑒
𝑖,𝑗
2

, . . . , 𝑒
𝑖,𝑗
𝑛

) , 𝑖 ∈ [1,𝑁] , 𝑗𝑚 ̸= 𝑖, 𝑚 ∈ [1, 𝑛] ,

(1)

where 𝑒
𝑖,𝑗
(𝑖 ̸= 𝑗) represents the edge existing between node

𝑖 and node 𝑗 and 𝑒
𝑖,𝑗
is the same with 𝑒

𝑗,𝑖
(𝑖 ̸= 𝑗), because we

treat the graph of social network as on undirected graph in
this paper. All the elements’ initial values of weight are set to
be 1 and the final value will be larger than 0 in every vector.
Since all the weights are associated with the nodes’ popularity
entropy, we introduce amethod to calculate entropy as shown
in Algorithm 1. 𝑒

𝑗
⋅ 𝑡means that the number of the edges of 𝑒

𝑗

appears in the dataset.
For a node 𝑖, we first get the sum count 𝑛 of its vector’s

elements, thenwe calculate the sumvalue of occurrence times
of the edges linked to node 𝑖. According to our hypothesis, for
any node, its popularity is proportional to the amount 𝑛 of
other nodes it is connected with and the occurrence times of
edges that are linked to the node. In order to get normalized
weight for each node, the popularity entropy pe

𝑖
for node 𝑖 is

computed as follows:

pe
𝑖
= 𝑛 ∗

value
Sum
𝐸

, (2)

where the sum Sum
𝐸

of edges is used to complete the
normalization. To explain the algorithm in detail, the basic
idea of calculating the weight of each edge is summarized as
follows.

For two nodes that have been connected to each other in
the location-based social network,

(1) the more shared nodes they have, the stronger the tie
between them is; that is why we use the sum of the
values got from each element as edge’s weight between
the two nodes;

(2) the more less-popular nodes they share, the stronger
the tie between them is; that is why we use the
reciprocal of the nodes’ popularity entropy as a factor
that has impact on the strength of tie between the two
nodes;

(3) the more times an edge occurs, the more important
the linking nodes are for each other; sowe use the sum
of the occurrence times they connected with their
shared nodes to weigh the importance of the shared
nodes for the two nodes.

As the values of 𝑒
𝑗,𝑖
⋅ 𝑤 and 𝑒

𝑖,𝑗
⋅ 𝑤 are the same, we can

compute them at the same time. To keep the computation in
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Input: a collection of nodes’ initial vectors V, the sum of edges Sum
𝐸

Output: a collection of nodes’ popularity entropy PE = {pe}
(1) 𝑖 ← 1,𝑁 ← |𝑉|

(2) While (𝑖 < 𝑁 + 1)
(3) pe

𝑖
← 0, 𝑛 ←

󵄩󵄩󵄩󵄩V𝑖
󵄩󵄩󵄩󵄩, V𝑎𝑙𝑢𝑒 ← 0

(4) foreach 𝑒
𝑗
in V
𝑖

(5) V𝑎𝑙𝑢𝑒 = V𝑎𝑙𝑢𝑒 + 𝑒
𝑗
.𝑡

(6) 𝑗 ← 𝑗 + 1

(7) pe
𝑖
= 𝑛 ∗ V𝑎𝑙𝑢𝑒/Sum

𝐸

(8) 𝑖 ← 𝑖 + 1

(9) return pe
𝑖−1

Algorithm 1: Popularity entropy calculation.

Input: a collection of nodes’ vectors V, a collection of nodes’
popularity PE, the sum of edges Sum

𝐸

Output: a collection of nodes’ vectors𝑉 = {V},
(1) i← 1,𝑁 ←

󵄨󵄨󵄨󵄨𝑉ini
󵄨󵄨󵄨󵄨, 𝐼𝑛𝑖𝑡𝑖𝑎𝑙(𝑉)

(2) While (𝑖 < 𝑁 + 1)
(3) foreach 𝑒

𝑖,𝑗
in V
𝑖

(4) if 𝑒
𝑖,𝑗
.V𝑗 > 𝑖

(5) 𝑗 ← 𝑒
𝑖,𝑗
.V𝑗, 𝑃 ← 𝐶𝑜𝑚𝑚𝑜𝑛𝑁𝑜𝑑𝑒𝑠(V

𝑡
, V
𝑗
), 𝑒
𝑖,𝑗
.𝑤 = 𝑒

𝑗,𝑖
.𝑤 = 0

(6) foreach p in P
(7) 𝑚 ←

󵄩󵄩󵄩󵄩󵄩
V
𝑝

󵄩󵄩󵄩󵄩󵄩
, 𝑛 ← sum(𝑒

𝑖,𝑝
.𝑡, 𝑒
𝑗,𝑝
.𝑡)

(8) 𝑒
𝑗,𝑖
.𝑤 = 𝑒

𝑖,𝑗
.𝑤 = 𝑒

𝑖,𝑗
.𝑤 + 𝑟𝑒V𝑒𝑟𝑠𝑒(pe

𝑝
) ∗ 𝑛/𝑚

(9) 𝑖 ← 𝑖 + 1

(10) return V
𝑖−1

Algorithm 2: Edge final weight calculation.

a controllable style and save both the time and space, we let
each node only compute the strengths of ties with the other
nodes having larger node ID than it does. For any node 𝑖, we
check the elements in its vector one by one. For an element
𝑒
𝑗,𝑖
in node 𝑖’s vector, we first check the 𝑖𝑑 V

𝑗
⋅ 𝑖𝑑 of the other

node that node 𝑖 connects; if V
𝑗
⋅ 𝑖𝑑 is larger than V

𝑖
⋅ 𝑖𝑑, then

we store the node’s id as 𝑗 and try to get the shared nodes of
node 𝑖 and node 𝑗.Then, for every shared node𝑝, we calculate
its vector’s count 𝑚 and the sum of 𝑒

𝑗,𝑝
⋅ 𝑡. According to our

hypothesis the occurrence times of edges linking to shared
nodes are proportional to the weight of edge 𝑒

𝑖,𝑗
, while the

popularity entropy of shared nodes is inversely proportional
to the weight of that edge. So each shared node’s contribution
to the edge 𝑒

𝑖,𝑗
is computed by the following formula:

𝐶
𝑝−𝑖𝑗

= reverse (pe
𝑝
) ∗

𝑛

𝑚
. (3)

𝐶
𝑝−𝑖𝑗

represents the shared node 𝑝’s contribution to the edge
𝑒
𝑖,𝑗
, and reverse (pe

𝑝
) represents the reverse value of pe

𝑝
.

By computing the sum of all shared nodes’ contribution, we
get the value of edge 𝑒

𝑖,𝑗
. All these processes are shown in

Algorithm 2. The algorithm is different from TF-IDF [14].
Using TF-IDF algorithm, we should firstly specify one kind of
nodes as a document containing many words and the others
are chosen to be words. However users and locations have the

same status in the social network; choosing any one of them
as document will destroy the balanced status.

Using Algorithm 2, we can get the weights of all the edges
existing in the social network. After getting the popularity of
each node and weight of each edge, we use randomwalk with
restart [15] as the model to do link prediction.

6. Experimental Results

We divide the crawled dataset into two parts: the first part
starts from July 2011 to February 2012 and the second part
start from February 2012 to May 2012. We use the first part
data as training set and the second part as test data.Wewould
like to use the test set to verify the effectiveness of ourmethod
in improving the accuracy of link prediction. To go one step
further, we also want to show that user’s activities in virtual
world and physical world have impact on each other, which
can be shown in the result of link prediction.

First, we would like to experimentally evaluate the
capability of our method to compute the strength of ties
between real entities, for example, between user and user or
between user and location. We use Algorithm 2 to calculate
the weights of existing edges and the possible weights of
edges between nodes that are not really connected to each
other. In other words, we suppose that any two nodes in
the social network were connected to each other and we
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Figure 5: The relationship between probability of being friend-
nodes and the weight of edges.

Table 2: Contents of different graphs.

Graph Feature AW UW UUW ULW
User’ relation ∗ ∗ ∗ —
User’s tips ∗ ∗ — ∗

Weighted or not ∗ — ∗ ∗

calculate the weights of all edges even though some of them
may not exist. Then, we view the pair of nodes that are really
connected as friend-nodes and finally get the relationship
between probability of being friend-nodes and the weight
of edges. The results are shown in Figure 5 where the whole
dataset is used (i.e., July 2011 to May 2012).

From Figure 5, we can observe that for any two nodes,
the probability that they are connected with each other varies
directly with the weight of the edge linking them. Further-
more, there is almost no shake before the ending part of the
curve. Comparing to Figure 2, this result verifies our idea
that nodes’ relations are not only impacted by the amounts
of shared nodes but also the amounts of connected nodes
each shared node owns. Since the probability varies along
with the weight of edge, the curve also shows that it is really
necessary to take the existing edges’ weights into account
when performing link prediction instead of counting the
amount of shared nodes only.

To analyze the impact that the physical world and virtual
world have on each other, we conduct the experiments on
different graphs, for example, the graph with all weighted
edges (AW), the graph with all edges’ weights to be 1 (UW),
graph with only user-user edges (UUW), and graph with
only user-location edges (ULW). Details are as shown in
Table 2, where “∗” means that the corresponding vertical line
contains the information in the related horizontal line while
“—” means that is does not. For instance, UW contains the
information of user relation and tips (i.e., check-ins).

We use the four graphs to show how different types of
information have impact on the result of link prediction.
Comparing the results of AW and UW, we intend to see
how the weighted information can be used to improve the
performance of link prediction. The purpose of comparing
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Figure 6: Link prediction results using different information (the
graph with all weighted edges (AW), the graph with all edges’
weights to be 1 (UW), graph with only user-user edges (UUW), and
graph with only user-location edges (ULW)).

the results of AW and UUW is to find out how a user’s
activities in the physical world can influence his/her activities
in the virtual world, while comparing the results of AW and
ULW is just for the inverse purpose.We use the graph inMAY
2012 as ground truth. The new links are predicted based on
the previous observations and the graph in February 2012.
Finally, we use ROC curve to demonstrate each graph’s result
as shown in Figure 6.

From Figure 6 we can observe that the performance of
the unweight graph (UW) is the worst while the weighted
graph with all kinds of nodes and edges (AW) performs the
best, which means that our method of calculating each edge’s
weight is basically effective. Furthermore, UUW containing
the weighted user-user edge only performs better than UW
but much worse than AW, which shows that using both
the information in physical world and virtual world in link
prediction can provide much better results. This also proves
that user’s activities in physical world have impact on his/her
virtual world activities. On the other hand, we can draw
a conclusion that user’s activities in the virtual world can
influence user’s activities in the physical world by comparing
the performance of AW and ULW (the graph with only
weighted user-location edges).

7. Conclusion

In this paper, we present a study investigating how user’s
activities in virtual world and physical world impact each
other. We use information vector to represent nodes and to
store all the edges that are linked to every node. We define
popularity entropy to weigh each node’s popularity according
to the amount of nodes it connects and the occurrence times
of edges linked to it. Then, we calculate each edge’s weight
considering its linking nodes’ popularity entropy and their
shared nodes’ features. In this way, we get a weighted graph
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and use it for link prediction. The results show that user’s
activities in virtual world and physical world do have impact
on each other andusing both virtualworld andphysical world
information can improve the accuracy of link prediction.

In the future, we plan to detect and analyze communities
formed by the nodes of online social network to see whether
user’s activities in virtual and physical world have impact
on community dynamics. Real applications that employ the
results will also be a future work of this study.
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Ubiquitous service environment based on DSN (distributed sensor networks) is poor in reliability of connection and has a high
probability that the intrusion and the system failure may occur. In this paper, we propose an intrusion-tolerant Jini service
architecture for integrating security and survivability support in order to provide end users with Jini services having a persistent
state in ubiquitous environments. The proposed architecture is able to protect Jini service delivery not only from faults such as
network partitioning or server crash but also from attacks exploiting flaws. It is designed to provide performance enough to show
a low response latency so as to support seamless service usage. Through the experiment on a testbed, we have confirmed that the
architecture is able to provide high security and availability at the level that the degradation of services quality is ignorable.

1. Introduction

Jini [1], also called Apache River [2], is a java-based mid-
dleware supporting share of resources such as ubiquitous
devices and software on networks while it copes with the
heterogeneity of the lower levels such as the various types of
devices or communication protocols. A service that can cause
us to use these pervasive resources is called the ubiquitous
service. Jini provides a mechanism that discovers available
services through the lookup services and make a connection
to the services that clients requested.

It is important to enhance the survivability of the ubiq-
uitous service because we live depending on the ubiquitous
service environment providing valuable services through
pervasive use of computation in everyday experiences.

However, the networked systems in the environment are
apt to be partitioned due to a poor reliability of connection
and have a high probability that the intrusion against a
system providing services and the failure of the services may
happen [3]. Therefore, it is very important to guarantee that

the legitimate users make use of trustable services without
discontinuance or obstacle of the services they are enjoying.

The standard Jini has two main problems in regard to
these requirements. First, the Jini does not support building
of fault tolerance services to mask the failure of services
leased for resource use [4]. Second, the Jini has an insufficient
securitymechanism that cannot support dynamic trust estab-
lishment within a Jini system [5].

The former problemmeans that clients cannot keep using
their service they are enjoying persistently when a Jini system
is partitioned due to both communication link failures and
server (service provider) crash failures. To solve this problem,
the Jini system should have a mechanism that makes all
service components in the system aware of failure events
such as both network partition and server crash in a timely
manner, and which replicated servers in the Jini system can
maintain the user service states on behalf of failed servers
persistently. The standard Jini architecture has not a real-
time fault detection mechanism and does not support the
replication of services for developing fault tolerant service.
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The later problem is a security problem caused by the
characteristics of Jini technology that sets free developing of
a Jini system from the addition, modification of services, and
the federation among all existing other services on networks.
To respond to the security threats, the Jini systemmust have a
security mechanism that is not only able to establish the trust
among entities comprising a Jini system so that malicious
services and their proxies are not introduced into the system,
but also to respond to the intrusion exploiting flaws in the
system.

The Jgroup/ARM framework [6] presented a middleware
technology supporting the building of a dependable service
in a distributed environment by introducing a concept that is
called Java-based object group platform. A set of distributed
objects making a group takes the responsibility for a service.
It provides a good framework to solve the first problem of
the standard Jini system as mentioned above. However, there
are some shortcomings to apply this framework in the real
environment directly. The first shortcoming is in which the
omission of the design that the security provision responding
to the intrusion has not been considered in the framework
design.The Jgroup/ARM framework focuses on how to reach
agreement among the service states of each of the Jini service
entities, while the system that is built by this framework
tolerates the events such as network partition or server crash,
so it does not consider the problems of security. The system
that ismade through this framework is of greater dangermore
than the standard Jini system because it is defenseless against
intrusion due to no security mechanism and it can be easily
compromised caused by group communication protocols
performing share of service state data among replicated
service objects as well. Once an attacker has succeeded
in the intrusion just in a part of the system, the entire
Jini distributed systems may be seriously compromised. The
second shortcoming is in which the overhead causes both the
unnecessary computation and communication costs to delay
the reply to the clients. The third shortcoming is in which
both the computation and communication costs are needed
to merge the user service states among replicas are very high,
when the partitioned replicas aremerged into one group after
a network is recovered, and in the case of having a lot of clients
keeping connections to the replicas.

In this paper, we present the solutions to improve the
shortcomings that the Jgroup/ARM framework has and then
propose a secure Jini service architecture providing ubiqui-
tous services having a persistent state, while it establishes the
dynamic trust in a Jini system and tolerates the failures and
intrusions. In addition, we discuss the experimental results in
terms of the proposed intrusion-tolerant Jini service archi-
tecture. Section 2 briefly describes the standard Jini service
environment and points out its problems and then discusses
the related work. Section 3 introduces the Jgroup/ARM
framework and briefly describes what it overcomes when
the standard Jini system meets the failure conditions such
as network partition or server crash, and then it analyzes
their shortcomings. In Section 4, we introduce our secure
Jini service architecture. Section 5 discusses the experimental
results in terms of our architecture that has been introduced
in Section 4. Section 6 concludes the paper.

2. The Problems and Related Work

2.1. The Standard Jini Service Environment. A Jini system
consists of the lookup servers, clients, and servers in which
service codes are implemented. The servers and clients
discover the presence of lookup servers in the ubiquitous
network environment by performing the discovery protocol.
After discovery of any lookup server anywhere, the servers
and clients download a lookup service proxy that the lookup
server provides. Afterward, the servers register their own
service proxies with the lookup server and the clients discover
a set of available service implementations through the lookup
service proxy. At this time, if a client selects a specific service
of available services, the client gets a service proxy that
the corresponding server had registered from the lookup
server. Subsequently, the clients call the remote service
implementation through the downloaded service proxy. All
request/response messages are transferred to be transparent
to the lower layer protocols by using Java RMI (remote
method invocation) protocols.

A scope that a server or a client can discover a lookup
server depends on how far a multicast discovery message
can be transferred. In generally, a range of these messages
depends on the TTL parameter of multicast discovery
packets. However, the lookup servers, servers, and clients
comprising a Jini system have to be included in a same
multicast group and the routers have to support the delivery
of the multicast discovery packets. Thus, the distributed
lookup servers on networks can discover the presence of each
other and federate the services they introduce through the
discovery protocol execution, but even so the scope of the Jini
service environment cannot help, but it is limited to the edge
of a manageable network.

If the limitations of the lookup server discovery and the
service federation as mentioned above are solved through
the interdomain cooperation, the scope of a Jini service
environment can be more expanded because the range of
multicast discovery messages is limited, but the range of RMI
messages is not limited.

2.2. The Problems in the Jini Service Environment. Problems
in the Jini service environment can be divided into four
categories, namely, how to enhance the availability, quality,
and security of Jini services and how to ensure the consistency
of Jini service states.

The main causes of decreasing the availability of Jini
services include the case of which the Jini distributed systems
are broken due to both network partition and server crash
failures. In general, a solution for enhancing the availability
of services by overcoming these problems is to build the
system based on the replication of the service [7]. However,
the replication of the service carries how to ensure the
consistency of replicated service states.

The Jini service environments overcome the heterogene-
ity of devices by using the JVM (Java Virtual Machine).
System development in java in order to overcome the hetero-
geneity of devices reduces the burden of system development,
but it may provide attackers with security holes that will
help to exploit flaws in different types of devices comprising
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the system. For example, a method to hide attacker’s intents
in native code in which a Java runtime code calls through
JNI (Java Native Interface) is an untouchable security flaw
in java-based systems [8]. The reason is that no technologies
based on java language can guarantee the security of native
code below JVM layer, but they can guarantee the security
of code above it. The Jini service environment sets free
the discovery, addition, and modification of services on
ubiquitous networks on the basis of mobile codes such as
service proxies while they bear these risks. Therefore, the Jini
systems must have a mechanism not only to provide security
services such as enforcement of authentication and autho-
rization among the Jini entities, ensuring of confidentiality
and integrity for exchanged messages, but also to respond to
intrusion.

The building of a Jini service environment considering
the four problems asmentioned above generates the trade-off
problems. In other words, applying the replication to the Jini
services to enhance the availability makes it more difficult to
ensure the consistency of their states and increases the targets
that will have to protect from the viewpoint of security. In
addition, increasing the degree of replication and enhancing
the security incur reducing the quality of services due to
considerable delays that is required to reply to the clients.

2.3. Related Work. We have not found works resolving all
four problems as mentioned in Section 2.2 yet. Meling et
al. [6] proposed Java-based middleware architecture and a
programming model, which ensure consistency among the
replicated service states in spite of applying replication to
service objects in order to enhance their availability. We
discuss in detail this work in Section 3.

Kolltveit and Hvasshovd [9] discussed the experimental
results on the response time that was measured at the
client from transaction initiation to transaction completion
on condition that the two different servers can have up
to two replicas each and a transaction manager (TM) can
have up to four replicas on the middleware architecture
that [6] proposed. This work also has investigated whether
the response times are allowable latency that can satisfy a
seamless service use under failover operations with recovery
activities.

Meling and Helvik [10] presented the techniques to
maintain consistency between the dynamic server-side group
membership and its representations both at the client-side
and in the registry as equivalent to the lookup server in the
event of server failures and recoveries.

In order to solve the single point of failure problem of
servers, Tichy andGiese [11] introduced an approach towhich
a client has multiple connections to replicated servers as
applying the client to smart-proxy providing that function.
The ensuring of consistency among the replicated servers
relies on the communication protocols that are performed
between the servers and the smart-proxy.

Several works [12–14] were carried out on how to enhance
the security in the standard Jini system.The security require-
ments for the Jini system that had been suggested in these
works commonly are as follows:

(1) trust establishment among the client, the service
proxy and the server;

(2) access control to services;
(3) protecting the client from mobile code;
(4) ensuring the confidentiality and integrity of commu-

nication.

The security requirement (1) means that the Jini system
needs to have the authentication mechanism that establishes
the trust among the Jini entities. The security requirement
(2) means that the Jini system needs to have the authoriza-
tion mechanism forcing authenticated users to make use of
services within their own right. The security requirement
(3) means that a mechanism is necessary for preventing the
client from the execution of download proxy codes that may
impair them but are authenticated. The security requirement
(4) means that all exchanged messages in Jini system have to
be protected from tempering by attacker through cryptogra-
phy technology.

Hasselmeyer et al. [12] presented a Jini service archi-
tecture that meets the security requirement associated with
access control and trust establishment among server, service
proxy, and lookup server through centralized security server
providing authentication and authorization services in the
Jini system.

Eronen and Nikander [13] proposed a method that estab-
lishes an authentication-authorization chain among users,
service proxies, and servers by using the SPKI (Simple Public
key infrastructure) certificate in Jini system.

Schoch et al. [14] presented a Jini service architecture
similar to that of [12]. However, in this architecture, both
the mechanism ensuring the confidentiality and integrity of
communication and the client-side proxy supporting consid-
erable security features so as not to break client transparency
differ from those of the other works [12, 13].

As regards the safety of download proxy code, [12–14] are
based on an assumption that all the authenticated proxy codes
are trustable from the view point of safety in the client side. To
support the security of communication, the communication
implementation in [12] is based on the SSL-based Java RMI
implementation using Java-based open source API. In [13],
the communication implementation is based on the TLS-
based Java RMI implementation using the standard JSSE
(Java socket security extension) API. The implementation
in [14] uses the DH (Diffie-Hallman)-based algorithm and
HMAC-MD5 algorithm to ensure the confidentiality and
integrity of all exchanged messages, respectively.

The Jini technology has reinforced the supports to meet
four security requirements as mentioned above. Especially, a
constraint-based remote invocation mechanism for protect-
ing clients from mobile codes has been added.

There are two works on intrusion tolerance systems
based on diverse server replication. One example is HAC-
QIT (hierarchical adaptive control of quality of service for
intrusion tolerance) project [15], and another example is
SITAR (scalable intrusion tolerance architecture) [16]. The
method to commit secure result with replicated servers is
found in [17]. A coordination model for improving software
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system attack-tolerance and survivability is also found in [18].
An analysis of replication enhancement for a cluster-based
high availability service is found in [19]. The method for
cost-saving key agreement via secret sharing in two-party
communication systems is found in [20].

3. The Jgroup/ARM System

3.1. The Jgroup/ARM System Architecture. The architectural
features of the Jgroup/ARM system are summarized in
Figure 1. As shown in Figure 1(a), the Jgroup/ARM system
supports 2 middlewares: one is for client-server commu-
nication; the other is for communication among replicated
service objects. If a proxy is selected from the group-
proxy in the client-side, the selected proxy sends an RMI
request corresponding to their service replica. The server-
side proxy (GM in Figure 1(a)) in the corresponding replica
dispatches the request message to their group members by
using multicast or leadercast delivery. The use of multicast
delivery means that the replica that is selected from client-
side proxy has responsibility of dispatching a requestmessage
to other members of replica group in the server-side (SR
in Figure 1(c)) and merging the results from them. The use
of leadercast delivery means that the replica that is selected
from client-side proxy performs their service and then

shares the result of their service with other group members.
Figures 1(a) and 1(b) illustrate this concept. In order to
overcome failure situation that cannot deliver the imple-
mented service, Jgroup/ARM system supports a fault tol-
erance mechanism such as failure detection, reliable group
membership communication, and dynamic resource reallo-
cation. Figure 1(c) illustrates these features.

3.2. The Contribution of Jgroup/ARM System. In this section,
we do not describe how Jgroup/ARM system overcomes the
failure events such as both network partition and server crash
in detail. We just discuss what the Jgroup/ARM framework
contributes to the standard Jini system and then point out the
shortcoming this framework.

Figures 2(a)–2(d) illustrate service failure situations that
may happen in the standard Jini service environment. In
Figure 2(a), all 65 users canmake use of a Jini service without
any problems. However, when a lookup server is crashed as
shown in Figure 2(b), all existing users keeping connections
to the server can make use of the service within a given
lease time. In the case of Figure 2(c), 15 users lose their
connection and the opportunities that they can discover other
services again. 30 users lose their connection to the server and
only can rediscover unreachable service, and the presence
of the service disappears from the lookup server. Only 20
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users can make use of the service within a given lease time.
In the case of Figure 2(d), all users lose their connection
to the server and only 30 users can rediscover unreachable
service. In the case of Figure 2(e), some users are subject
to restriction on making use of services according to how
a Jini network is partitioned, but the situation that servers
are crashed can be overcome. In the case of Figure 2(f),
the Jini system overcomes failure events such as a specific
server’s crash and network partition by replicating the tasks
providing the services on distributed computing nodes. The
Jgroup/ARM system supports the case of Figure 2(f). In
Figure 2(f), though considerable service resources are repli-
cated, the Jgroup/ARM system can support the autonomous
management of available resources so as to overcome all
failure events through a dynamic service deployment and
reconfiguration.

The service replication for supporting the case of
Figure 2(f) in the standard Jini service environment without
use of the Jgroup/ARM framework is possible. However,
this approach generates the following two problems. First,
in the standard Jini service environment, the lookup server
introduces users to the failed servers repeatedly until the lease
time of their proxies given by the lookup server is expired.
Second, the users become aware of the failure of services
after their proxies disappear in the lookup server because
no components comprising the system can detect the failure
event such as both network partition and server crash in

timely manner. After all, it is hard for users to look forward
to the quality of services.

3.3. A Definition and Examples for Discussion

Definition. In this section, we define the notion of a group of
the distributed service objects for the further discussions as
follows:

𝐺
𝑠
󳨀→ {𝑅

1
, 𝑅
2
, 𝑅
3
, . . . , 𝑅

𝑛
}
𝑒
, (1)

where 𝐺
𝑠
is a server group that consists of a group of

n replicated service objects,𝑅
𝑛
: the 𝑛th replica which is a

member of 𝐺
𝑠
, 𝑒 is the number of endpoints (i.e., service

instances) that is created in each 𝑅
𝑛
in order to establish

connection from clients under the no failure condition that
the system is not partitioned.

Example 1. The expression, 𝐺
𝑠
→ {𝑅

1
, 𝑅
2
, 𝑅
3
, . . . , 𝑅

7
}
20

means that all of 7 replicas takes the responsibility for a
service and each replica has equally 20 connections from
clients. This expression describes normal scenarios under no
failure condition.

Example 2. The expression, 𝐺
𝑠
→ {{𝑅

1
, 𝑅
2
}
3

𝑎
, {𝑅
3
, 𝑅
4
, 𝑅
5
}
7

𝑏
,

{𝑅
6
, 𝑅
7
}
10

𝑐
}, means that one server group is partitioned into

3 partitioned subgroups that take the responsibility for
a service. This expression describes failure scenarios that
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the system is partitioned due to the intrusions and the
system failures. In this scenario, replicas in each partitioned
subgroup have endpoints enough to connect to their clients
according to how a Jini network is partitioned. In this
example, each replica in the subgroupsa, b, and c has 3, 7, and
10 endpoints to connect to their client side proxy, respectively.

3.4. The Shortcomings of Jgroup/ARM System

The Computational Overhead for Merging Distributed Service
States of End User. When the partitioned subgroups are
merged into one group after the network failure is recovered,
the Jgroup/ARM system faces a significant problem in bear-
ing a heavy computation overhead for merging distributed
service states of end user. For recovery, the Jgroup/ARM
system has a 2-phase merging operation as follows:

(i) merging operation between leader replicas (e.g., R1-
R3-R6);

(ii) merging operation between a leader and members
(e.g., R1-R2, R3-R4-R5, and R6-R7).

The time-cost for these 2-phase merging operations in the
Jgroup/ARM system can be estimated as follows:

Time − Cost
(Jgroup System) =

𝑝

∑

𝑖=1

{𝑒
𝑝

𝑖
∗ (𝑒 − 𝑒

𝑝

𝑖
) ∗ (𝑚𝑑𝑡 + 𝑐)} ,

(2)

where p is the number of partitioned groups, 𝑒𝑝
𝑖
is the number

of endpoints in each 𝑅
𝑛
of the ith partitioned subgroups

after network is partitioned, and 𝑐 is a required time to
make the service instances in each endpoint, and also mts
means multicast delay time for message delivery in group
communication.

Latency in Callback Handler. In the Jgroup/ARM system, a
group proxy [10] for the use of a service is offered, and a
selected proxy in the group of proxies sends the requests to
server-side replica corresponding to it. The selected replica
replies their service result on behalf of all of members after
the callback handler in the selected replica receives the service
results from all members. This latency in callback handler
operation is a cost to pay for fault detection and failover
provision.

The Lack of the Security Mechanism. The group communi-
cation among replicas relies on the Jgroup Daemon (JD)
in every node hosting services [6]. However, the JD sup-
porting group multicast communication does not ensure the
confidentiality and integrity of messages. In addition, there
is no authentication mechanism providing the trust among
replicas. Thus, attackers can easily intrude into the system
by tempering all communicationmessages and configuration
files.

4. Our Proposed Architecture

4.1. Architectural Features. The goal of our proposed archi-
tecture is to support the integrated services that can provide
security and service survivability in order to respond against
intrusion and failure scenario. To achieve this goal, we have
developed the extension of Jgroup/ARM framework. Figures
3 and 4 show a high-level system overview and architectural
extension for security.

As shown in Figure 3, the service replicas can be dis-
tributed on necessary computing nodes and the service object
repository (SOR) as a service manages the reposition of these
distributed service replicas. According to the configuration
supporting domain administration policy, these service repli-
cas can be activated or inactivated by control from replication
manager (RM). Unlike the Jgroup/ARM architecture, our
system supports secure group membership communication
in the underlying communicationmechanism. Figure 4 illus-
trates our architectural extension for security and service
state management. To support key management for secure
group communication, we have adopted the use of the
contributory group key agreement protocol [21] in the secure
reliable group membership multicast layer.

The service provider provides their service state data to
group manager (GM) through setServiceState (SID, KEY,
STATE) method. SID is a service ID and KEY is a shared
group key used while being on communication. STATE is a
reference to a context container that caches service state data
including session ID.These service state data is stored inGM’s
service state repository (SSR) which has interaction with the
smart proxy in the client-side. GM gets the data associated
with user service state from smart proxy when the absentee
data are needed in merging operation.

4.2. An Extension to Session-Based Allocation of Replica
Instances. In comparison with the Jgroup/ARM architecture,
one of extended features in our proposed architecture is to
support the identification and management of endpoints in
each replica on the basis of the session while maintaining
group membership among replicas regardless of merging
subgroups. In our system, a smart group proxy in the client-
sidemanages the user service states whenever it receives reply
messages in order to solve the problem above. The smart
group proxy is a group of smart proxies. Each smart proxy as
a wrapper around a stub performs the predefined functions
associated with remote service implementation (i.e., service
provider) after the reception of replymessage.The predefined
function manages a cache for saving the user service states
associated with remote service implementation. This cache
can be used as a backup to help in the recovery of the user
service state when the partitioned subgroups are merged into
a single group. That is, just like the use of cookie in the
web application, the user service state data cached in each
smart proxy can be offered to leadercast contributor which
has responsibility of the distribution of the absentee data as
shown in Table 1.

Figures 5 and 6 show our architecture and contribution in
comparison with Jgroup/ARM system through Example 2 in
Section 3.3 and expression (2) in Section 3.4, respectively.
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Table 1: A Simple simulation that is to be illustratedin Figure 6.
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Figure 6: Reduction of time-cost for merging the user service states.

Table 1 illustrates Figure 6 above. In Table 1, 𝑈 means
users who send requests through client for use of a service,
and the prefix i indicates a number to identify individuals.The
time-cost formerging the user service states in our systemcan
be estimated as follows:

Time − Cost
(our system) =

𝑝

∑

𝑖=1

{(𝑒 − 𝑒
𝑝

𝑖
) ∗ (𝑚𝑑𝑡 + 𝑐)} . (3)

4.3. Callback Handler for Intrusion Tolerance. Our proposed
architecture applies the byzantine agreement algorithm [17,
22] and design diversity to service implementation in order
to mask results introduced from compromised server due
to intrusions. To accomplish this goal, we have added an
additional function to callback handler in order to act as

a voter masking the compromised results. When the number
of total replica is N and the number of compromised replica
is T of N, if there are replicas of more than 2/3 𝑁 to satisfy
a condition that𝑁 > 3𝑇, callback handler replies the service
results to client.

4.4. Security Architecture for Secure Communication. Our
proposed architecture supports security provisions to sat-
isfy the goals for providing secure Jini services such as
authentication, access control and confidentiality as shown in
(see Figure 7).

Unlike server-side group communication feature as
mentioned in Section 4.1, in our system, the communica-
tion between client and server uses a protocol as shown
in Figure 7.
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5. The Discussion on Experimental Results

5.1. Performance Analysis. We have experimented with mea-
sures of user state merging times and turnaround times.
When a recovery operation to merge the user service states
has been performed under system-partitioned condition as
shown in Figure 8, it has been shown that the time-cost for
recovery operation in our system is 2 times lower than one
in Jgroup/ARM system in proportional to e (i.e., the number
of users in condition that a user has one connection to the
service) of expression (1). In Figure 8, “our systems 2PG,
3P/PG” are meant for the condition that our system has been
partitioned into 2 partitioned subgroups and each partitioned
subgroup has 3 service replicas.

Figure 9 shows measurement results of turnaround time
in concern with leadercast, multicast, and voting application
in condition that the security protocol of Figure 7 has not
been applied. In Figure 9, if the number of replica increases,
the leadercast application shows that the turnaround time is
reduced because the resource allocation for serving client’s
requests is distributed among replicas. In contrast, the multi-
cast application shows that the turnaround time is increased
because the client’s requests are allocated in all replicas. In
particular, the voting application shows that the turnaround
time is not impacted by the number of replica because
of callback handler for intrusion tolerance as mentioned
in Section 4.3.

Table 2: Time cost for seamless service use.

Measurements Latency
Failover 180ms
Failure detection 160ms
Reception of stateful service from other replica 340ms

5.2. The Implementation Results. Table 2 shows results mea-
sured while a file transfer service is keeping up its mission
in spite of a server-crashed failure. In this experiment, when
a system consists of one client and two replicated services
in 100Mbps Ethernet environment, it has been shown that
the failover latency is 340ms (160ms for failure detection
+ 180ms for receiving stateful service from other replica) for
seamless service usage.

6. Conclusion

Ubiquitous service environment based on DSN is poor in
reliability of connection and has a high probability that the
intrusion and the system failure may occur. In this paper,
we propose an intrusion-tolerant Jini service architecture for
integrating security and survivability mechanisms in order
to provide end users with trustable Jini services having a
persistent state in DSN. The proposed architecture is able to
protect a Jini system not only from faults such as network
partitioning or server crash, but also from attacks exploiting
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flaws. It is designed to provide performance enough to show
a low response latency so as to support seamless service usage.
We believe that our proposed architecture is a good refer-
ence model for building a better secure ubiquitous service
infrastructure.

Conflict of Interests

The authors declare that there is no conflict of interests
regarding the publication of this paper.

Acknowledgment

This work was supported by the Incheon National University
Research Grant.

References

[1] Apache Software Foundation, “Apache Jini Specifications
v2.1.2,” http://river.apache.org/doc/spec-index.html.

[2] Apache Software Foundation, “Apache River User Guide,”
http://river.apache.org/user-guide-basic-river-services.html.

[3] K. Peng, “A secure network for mobile wireless service,” Journal
of Information Processing Systems, vol. 9, no. 2, pp. 247–258, 2013.

[4] D. Szentivanyi and S. Nadjm-Tehrani, “Middleware support
for fault tolerance,” in Middleware for Communications, Q.
Mahmoud, Ed., chapter 28, John Wiley & Sons, 2004.

[5] F. Sommers, Jini Starter Kit 2.0 Tightens Jini’s Security Frame-
work, IEEE Computer Society Press, Los Alamitos, Calif, USA,
2003.

[6] H. Meling, A. Montresor, B. E. Helvik, and O. Babaoglu,
“Jgroup/ARM: a distributed object group platform with auton-
omous replication managements,” in Software Practice and
Experience, John Wiley & Sons, 2007.

[7] J. Osrael, L. Froihofer, G. Stoifl et al., “Using replication to
build highly available .net applications,” in Proceedings of the
17th International Conference on Database and Expert Systems
Applications, pp. 385–398, 2006.
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Data aggregation techniques have been widely used in wireless sensor networks (WSNs) to solve the energy constraint problems
of sensor nodes. They can conserve the significant amount of energy by reducing data packet transmission costs. However, many
data aggregation applications require privacy and integrity protection of the real data while transmitting data from the sensing
nodes to a sink node. The existing schemes for supporting both privacy and integrity, that is, iCDPA, and iPDA, suffer from high
communication cost, high computation cost, and data propagation delay. To resolve the problems, we propose a signature-based
data security technique for protecting sensitive data aggregation in WSNs. To support privacy-preserving data aggregation and
integrity checking, our technique makes use of the additive property of complex numbers. Out of two parts of a complex number,
the real part is used to hide the sampled data of a sensor node from its neighboring nodes and adversaries, whereas the imaginary
part is used for data integrity checking at both data aggregators and the sink node. Through a performance analysis, we prove
that our privacy-preserving data aggregation scheme outperforms the existing schemes up to 50% in terms of communication and
computation overheads as well as up to 3 times in terms of integrity checking and data propagation delay.

1. Introduction

Wireless sensor networks (WSNs) have been widely studied
in ubiquitous computing environment. The WSNs can be
applied to various types of applications, such as environment
management and military monitoring [1–4]. However, the
sensor nodes that formWSNs have resource constraints such
as limited power, slow processor, and less memory. For these
reasons, it is essential to improve the energy efficiency of
sensor nodes (or WSN) in order to enhance the quality
of application service [5–10]. The first issue of WSNs is to
reduce energy consumption inWSNs. Because the amount of
energy consumption for communication is the greatest, it is
important to reduce communication overhead. For reducing
communication cost, transmitting the required and partially
processed data is more meaningful than sending a large
amount of raw data. In general, sending raw data causes
the energy consumption of sensor nodes because duplicated
messages are sent to the same node, called implosion, as well
as neighboring nodes receive the duplicated messages if two
nodes share the same observing region, called overlapping.

In recent years, data aggregation has been actively used to
combine data coming frommany sensor nodes. An extension
of this approach is in-network aggregation which aggregates
data progressively as data are passed through the network
[11–14]. In-network data aggregation can reduce the number
of data transmissions and the number of nodes involved in
gathering data from a WSN.

The second issue of WSNs is how to preserve sensitive
measurements where data privacy becomes an important
aspect from an adversary [15]. In many scenarios, the con-
fidentiality of transported data can be considered critical. For
instance, data from sensors might measure patients’ health
information such as heartbeat and blood pressure details.
In addition, a future application might measure household
details such as power and water usage, thus computing
average trends and making local recommendations. Since
sensitive data is transported wirelessly among sensor nodes,
it is typically prone to interception and eavesdropping. It
is mandatory to maintain the data privacy of sensor nodes
even from other trusted participating sensor nodes of the
WSNs.As a result, even thoughprivate data are overheard and
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Figure 1: Classification of the privacy preserving-data aggregation techniques for WSNs.

decrypted by adversaries, it is necessary to prevent recovering
the sensitive information of a sensor node [16–18].

The last issue of WSNs is data integrity [19–21]. In
communication, data integrity is simply defined as main-
taining consistency and correctness of messages (message
without modification by adversaries). In other words, it is
ensured that the received data is not altered in transit either
by an adversary or by noise in the data collecting node,
that is, sink node. Data pollution due to the noise is an
unintentional process and it can be handled by using some
existingmechanisms like cyclic redundancy checking (CRC).
Hence, the integrity checking due to the unintentional data
pollution is out of the scope of this research. On the other
hand, the mechanisms like CRC are unable to cope with
the intentional data pollution by an adversary because the
adversary can generate the same CRC of the source node
after modifying the data. As data aggregation result is used
for making critical decisions, the aggregation result must be
verified before accepting it. For this reason, it is required to
design a data protocol for WSNs which can ensure that the
aggregated result has not been polluted (manipulation of data
by an adversary) on the way to the sink node.

Since data privacy and integrity protection processes
consume a significant amount of precious resource (i.e.,
limited power) of sensor nodes, they shorten the lifetime of
the WSNs. Therefore, it is necessary to devise a light-weight
technique, which can achieve data privacy and integrity
protection efficiently. However, the existingwork needsmuch
resource consumption of sensor nodes due to generating
unnecessary messages in the network. For this reason, in
this paper, we propose a resource-efficient data security
technique that can aggregate sensitive data while protecting
data integrity inWSNs. Our technique protects from the leak
of the sensed data by using the algebraic properties of the
complex numbers. Our technique not only ensures that no
trend about the sensitive data of a sensor node is released to
any other nodes and adversaries, but also can aggregate and
hide data for data privacy during transmissions to the data
sink. Out of two parts of a complex number, the real part
is used to hide the sampled data of a sensor node from its
neighboring nodes and adversaries, whereas the imaginary

part is used for data integrity. Before transmitting data to a
parent node, every sensor node transforms its sampled data
into a complex number form. The real part is generated by
combining the sampled data with a unique private seed and
the imaginary part is generated by appending an imaginary
unit to the modified sampled data. Thus, our technique
prevents from recovering sensitive information even though
private data are overheard and decrypted by adversaries
or other trusted participants. For strong data security, our
technique can be built on the top of the existing secure
communication protocols like [22]. Moreover, our technique
can be applied to any type of WSNs regardless of network
topology since it is a general approach.

The rest of the paper is organized as follows. In Section 2,
we present some related work. Section 3 describes our
integrity-protecting sensitive data aggregation technique.
Simulation results are shown in Section 4. Along with some
future research directions, we finally conclude our work in
Section 5.

2. Related Work

In this section, we present related work for privacy-preserv-
ing data aggregation schemes. Figure 1 illustrates the classifi-
cation of the privacy-preserving data aggregation techniques
for WSNs. These techniques are broadly categorized into
two categories: homogeneous techniques and heterogeneous
ones. They are categorized based on the type of nodes in
the WSNs, particularly the type of data aggregating nodes
(aggregators). The aggregators can either be special (more
powerful) nodes or regular sensor nodes. Moreover, the
techniques are further divided into five groups: perturbation
in homogeneous technique, shuffling, privacy homomor-
phism, perturbation in heterogeneous, and hybrid. First, the
perturbation technique is also known as data customization.
In this technique, every sensor node uses encryption key
and/or seeds (private or public) generated by randomization
techniques [23, 24] in order to hide the sampled data before
transmitting them to a parent node. The perturbation in
homogeneous technique include iCPDA [21], Conti et al.’s
scheme [25], DADPP [26], PHA [27], and HP2S [28, 29],



International Journal of Distributed Sensor Networks 3

while the perturbation technique in heterogeneous includes
Sheng and Li’s scheme [30]. Second, in the shuffling tech-
nique, every sensor node slices its data into the fixed number
(𝐽) of data pieces and sends a data piece to the selected 𝐽 − 1
number of neighboring sensor nodes. The remaining one
piece of data is kept with it. After that, every sensor node
assembles the received data pieces including its own piece of
data and sends the assembled data to a parent node. SMART
[16] and iPDA [19] belong to the shuffling techniques. Third,
the privacy homomorphism technique has a special feature
that allows arithmetic operations to be performed on cipher-
text without decryption. This technique is fast and resource-
efficient for privacy-preserving data aggregation, but it has a
limitation that it performs only addition and multiplication
operations. Before the sensed data are sent to the aggregators,
they are encrypted by using the respective keys of sensor
nodes and they are added or multiplied without decryption.
The CDA [31], AH scheme [32], and our scheme belong to
the privacy homomorphism techniques. Finally, the hybrid
technique achieves privacy-preserving data aggregation for
WSNs by combining the previous techniques. PIA [33] is only
the hybrid technique in this literature.

In the previous section, we addressed three important
considerations for WSNs, which are energy consumption,
data privacy, and data integrity. However, iPDA and iCPDA
are the only works to support both privacy preservation and
data integrity for WSNs; we provide the detailed explanation
of iPDA and iCPDA in Section 2.1.

2.1. Privacy Preserving Data Aggregation Scheme with Data
Integrity. He et al. proposed iPDA [19] and iCPDA [21]
schemes forWSNs to support privacy-preserving data aggre-
gation as well as data integrity. In the iPDA scheme, they pro-
tect data integrity by designing two node-disjoint aggregation
trees rooted at the query server where each node belongs
to a single aggregation tree. In this technique, first, every
sensor node slices its private data randomly into 𝐿 pieces and
𝐿 − 1 pieces are encrypted and sent to the randomly selected
sensor nodes of the aggregation tree keeping one piece at
the same sensor node. The same process is independently
done for each sensor node using another aggregation tree.
Then, all the sensor nodes which received data slices from
multiple sensor nodes decrypt the slices using their shared
keys and sum the received data slices including their own.
After that, each sensor node sends the sum value to its parent
from the respective aggregation tree. In the same way, the
sum data from another set of sensor nodes are transmitted
to the query server through another aggregation tree. In the
end, the aggregated data from two node-disjoint aggregation
trees reach to the base station where the aggregated data
from both aggregation trees are compared. If the difference
of the aggregated data from the two aggregation trees does
not deviate from the predefined threshold value the query
server accepts the aggregation result; otherwise, it rejects the
aggregated result by considering it as polluted data. However,
there are some shortcomings in the iPDA. First of all, during
protecting data privacy it generates high traffics in the WSN.
As a result, communication cost is significantly increased

in the iPDA. Secondly, all sensor nodes use secret keys
to encrypt all of their data slices before sending to their
respective 2(𝐿 − 1) number of sensor nodes. So, every sensor
node has computation overhead of decrypting all the slices
they received before aggregating them.

In the iCPDA, three rounds of interactions are required.
Firstly, each node sends a seed to other cluster members.
Next, each node hides its sensory data via the received seeds
and sends the hidden sensory data to each cluster member.
Then, each node adds its own hidden data to the received
hidden data and sends the calculated results to its cluster
head which calculates the aggregation results via inverse and
multiplication of matrix. To enforce data integrity, cluster
members check the transmitted aggregated data of the cluster
head. There are some disadvantages of iCPDA. Firstly, the
communication overhead of iCPDA increases quadratically
with the cluster size. Secondly, the computational overhead
of CPDA increases quickly with the increase of the cluster
size which introduces large matrix, whereas lower cluster size
introduces lower privacy-preserving efficacy.

Both iPDA and iCPDA support very weak data integrity
checking because if any node modifies its sampled value 30
to 300 and uses the value 300 for aggregation process none
of bothmethods can detect suchmisbehavior in the network.
Hence, in this paper, we propose a new, efficient (in terms of
communication overhead and data propagation delay), and
general (in terms of supporting network topology) scheme in
order to support data privacy and achieve integrity assurance
in data aggregation for WSNs. Our scheme is based on the
algebraic properties of the complex numbers and it not only
ensures that no trend about sensitive data of a sensor node is
released to any other nodes and adversaries but also provides
data integrity checking of the aggregated value of sensor data.

3. Integrity-Protecting Sensitive Data
Aggregation Technique

To overcome the previously mentioned shortcomings of
the iPDA and iCPDA, in this section, we propose a new
energy-efficient data aggregation scheme for preserving data
privacy in WSNs. Our scheme exploits an additive property
of complex number to aggregate the sensed data in WSNs.
Our assumption is that we only focus on additive aggregation
function (SUM), like the iCPDA and iPDA. This is because
other aggregation functions, such as average, count, variance,
and standard deviation, can be obtained by using the additive
aggregation function [34]. In our scheme, out of two parts of
a complex number (𝑎+𝑏𝑖), the real part (𝑎) is used to hide the
sampled data of a sensor node from its neighboring nodes and
adversaries, whereas the imaginary part (𝑏𝑖) is used for data
integrity checking at both data aggregators and the sink node.
Before transmitting data to a parent node, every sensor node
transforms its sampled data into a complex number form.The
real part is generated by combining the sampled data with a
unique private seed and the imaginary part is generated by
appending an imaginary unit to the modified sampled data.
For this, the sampled value is first mingled with a private seed
and then the result (𝑎) is combined with another real number
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Table 1: Real ID of 8 sensor nodes with signature.

SN Node-ID 2-Byte signature
1 2

0
= 1 0000000000000001

2 2
1
= 2 0000000000000010

3 2
2
= 4 0000000000000100

4 2
3
= 8 0000000000001000

5 2
4
= 16 0000000000010000

6 2
5
= 32 0000000000100000

7 2
6
= 64 0000000001000000

8 2
7
= 128 0000000010000000

having 𝑖 (𝑏𝑖) to generate a complex number form (𝑐 = 𝑎+ 𝑏𝑖).
The real number with 𝑖 (𝑏𝑖) is the absolute difference between
the previous sample data and the current sample data of a
node. Note that during network deployment, aMaster Device
(MD) [35] securely provides a unique real number as a seed
to every sensor node of theWSNs after establishing a pairwise
secret key with them. Since the MD is an offline server, it
shares this information only with the query server for future
reference. Thus, the seed of each sensor node is private in
the network. Data can be aggregated in upper levels during
their transmissions to the query server by using the algebraic
properties of complex numbers. Our scheme can check the
integrity of the aggregated data at both data aggregators and
the sink node at the same time.

The proposed privacy and integrity preserving technique
is performed through five steps. In the first step, we assign a
special type of positive integer 2𝑛 (where 𝑛 = 0 to 𝐵𝑛 × 8 −
1, such that 𝐵𝑛 is the number of free bytes available in the
payload) to every sensor node as node ID.This is because the
binary value of every integer of 2𝑛 type has only one high bit
(1). In addition, the position of the high bit for all integers of
this type is unique. The sink node knows a data contributing
sensor node through the signature of Node-ID as shown in
Table 1. The Node-ID of a sensor node is used to generate a
signature of a fixed length.A signature is a fixed size bit stream
of binary numbers for a given integer. Signature of a senor
node ID can be generated by using the technique presented
in thework [36].We can determine the length of the signature
based on the size of a given WSN. When the size of the WSN
increases we can increase the length of the signature up to
the 𝐵𝑛 bytes. In other words, different size WSNs can have
signatures of different lengths. The detail of using signatures
has been presented in our previous work [37].

When the network receives an SQL-like query for SUM
aggregation function, in the second step, the sampled sensi-
tive data ds of each sensor node is, first, concealed in 𝑎 by
combining with a unique seed (sr) which is a private real
number. The seeds can be selected from an integer range
(i.e., space between lower bound and upper bound). By
increasing the size of the range, we can further increase the
level of the data privacy. Hence, our approach can support
data privacy feature strongly. To support data integrity, an
integer value 𝑏—the difference of the previous sensed value
and the current sensed value of the sensor node—with 𝑖 is
appended to the 𝑎 by using genCpxNum() function to form a

complex number 𝐶 = 𝑎 + 𝑏𝑖, where 𝑎 and 𝑏 are real numbers
called the real part and the imaginary part of the complex
number, respectively, as shown in Table 2. Complex numbers
can be added, subtracted, multiplied, and divided by formally
applying associative, commutative, and distributed laws of
algebra. For the first round, the complex number (value of
𝑏) is zero. In Table 2, for instance, the reading 17 of node
5 is encrypted into 46 + 3𝑖. The reading 17 is added to 29,
which is a private seed of node 5 and the mask value 46
is calculated. Then, assuming that 3𝑖 is the difference value
of previous reading and current reading of node 5, the 3𝑖 is
appended to the result 46 to get 46 + 3𝑖 which is a complex
number form of the 17 after data customization process. Node
5 includes its signature, that is, 00000101, when it transmits
the data as ⟨00000101, 46 + 3𝑖⟩. We assumed that any sensor
node cannot be compromised before sending first round data
to the sink node. Every source sensor node keeps the original
sensed value 𝑑 of the current round to deduce 𝑏 in the next
round which is updated in each round of data transmission.
Next, the source node encrypts the customized data 𝑅󸀠

1
, that

is, 𝑅
1
= 𝑎+ 𝑏𝑖, and the signature of the node by using a secret

key 𝐾𝑥, 𝑦 [22] and transmits the cipher text 𝐶
𝑗
to its parent.

The term 𝐾𝑥, 𝑦 denotes a pairwise symmetric key shared by
nodes 𝑥 and 𝑦, where the node 𝑥 encrypts data by using a
key 𝐾𝑥, 𝑦 and the node 𝑦 decrypts the data by using the key
𝐾𝑥, 𝑦. In this way, our algorithm converts the sampled data
into an encrypted complex number form. Hence, it not only
protects the transmitting trend of private data but also does
not let neighboring sensor nodes and adversaries to recover
sensitive data even though they overheard and decrypted the
sensitive data.

In the third step, the parent sensor node (i.e., data
aggregator) decrypts the received data by using respective
pairwise symmetric keys of its child sensor nodes. For each
child node, the parent node computes the difference value (𝑏󸀠)
of the two real units by using the stored previous data and the
received current data of the child node. For the first round, the
value of 𝑏󸀠 is also zero. For this, the parent node always keeps
the record of the previously received data from each of the
child nodes and it updates the previous data by current one in
every round. To support local integrity checking, the parent
node first compares just computed difference value with the
currently received difference value (imaginary unit) from the
child node and then compares the difference value with local
threshold 𝛿. If the imaginary unit of the child’s current data
is equal to the computed difference value and the imaginary
unit is not greater than 𝛿, then the parent node accepts the
data of the child node. Otherwise, the parent node rejects
the data of the child sensor node considering it as polluted
data. For example, we assume that the value for 𝛿 is set to 2
for local integrity checking. Because a parent node checks the
integrity of its’ child nodes, node 4 checks the local integrity
of the node 8. In Figure 1, since the imaginary part of node 8
is 2, which is less than or equal to 𝛿, node 4 accepts the data
of node 8. On the other hand, node 5 will be rejected by its
parent node 2 because imaginary part of node 5 is greater than
𝛿. In the same way, the parent node assures the data integrity
of child nodes. After that the parent node adds the data of
child nodes including its own by using additive property
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Table 2: Customized data creation for each node.

SN Reading (ds) Real seed (sr) Mask value
(𝑎 = ds + sr)

Difference
value (𝑏𝑖)

Complex number
(𝑎 + 𝑏𝑖)

1 16 40 56 2i 56 + 2𝑖

2 14 51 65 0i 65 + 0𝑖

3 19 32 51 i 51 + 𝑖

4 21 23 44 i 44 + 𝑖

5 17 29 46 3i 46 + 3𝑖

6 18 33 51 i 51 + 𝑖

7 13 39 52 2i 52 + 2𝑖

8 15 67 82 2i 82 + 2𝑖

of complex number to produce an intermediate result 𝑅󸀠.
At the same time, it superimposes signatures (SSig) of the
contributed nodes by performing bitwise OR operation on
the bit-streams of the node IDs and forwards the encrypted
intermediate result “𝐶

𝑟
” towards the sink node. Since this

approach needs just one bit to carry an ID of a sensor node
it is 16 times scalable than the existing work CMT [34] where
plaintexts (2-byte each) are used for carrying IDs of sensor
nodes by simply concatenating them.Note that different types
of application can have different value for the threshold 𝛿.
Thus, our algorithm supports local integrity checking which
enforces to provide consistent data from child nodes. The
above process continues at all nodes of the upper levels of
the network until the whole partially aggregated data of the
network reach to the sink node.

In the fourth step, when the sink node receives all
intermediate result sets 𝐶

𝑟𝑠
(partially aggregated encrypted

customized data with superimposed signature) from the 1-
hop child nodes, it decrypts thembyusing respective pairwise
symmetric keys and computes the final aggregation SUM

2

from 𝐶
𝑟𝑠
. Since SUM

2
is of complex number form and the

sensed data has been concealed in the real unit by using
private seeds, identifying the information of the contributed
sensor nodes is necessary to deduce actual SUM value. In the
last step, the sink node first knows data contributing nodes
by checking the high bits (1 s) of the received superimposed
signature by performing bitwise AND operation with the
prestored signature files or superimposed signature of the
Node-IDs of the all nodes of the network. For this, it
separates SUM

2
into real unit SUM

2R and imaginary unit
SUM
2IM. Because the sampled data of sensor nodes has

been concealed within the real unit, the sink node computes
the actual aggregated result SUM by subtracting (an inverse
operation of masking, step 2) SUM

1R (a freshly computed
sum value of the private seeds of the contributed source
nodes) from SUM

2R. The final result SUM is always accurate
and reliable because of the following two reasons. First, a
complex number is an algebraic expression and hence the
underlying algebra gives the accurate result of the aggregated
sensor data. Second, since the private seeds are fixed integer
values (i.e., seeds are not random numbers) after collecting
data by the sink node a complex number subtracts exactly the
same values that have been added to the sensor data during
data hiding process by every source node. At the same time,

before accepting the SUM, the sink node performs global
integrity checking of SUM to assure whether the SUM

2
has

been polluted by an adversary in transit or not. For this,
like parent nodes, the sink node also computes the difference
value (𝐵󸀠) of the two real units by using the stored previous
data and the received current data from the network. The
sink node first compares just computed difference value 𝐵󸀠𝑖
with the currently received difference value, that is, SUM

2IM,
from the network and then compares the difference value
(SUM

2IM) with global threshold Δ (for every application, the
maximum value for Δ = 𝛿 × 𝑁, where𝑁 is the total number
of nodes in a network). If the imaginary unit SUM

2IM of the
current data from the network is equal to the just computed
difference value𝐵󸀠𝑖 and the SUM

2IM is not larger thanΔ, then
the sink node accepts the data of the network and returned
the actual SUM to the query issuer. Otherwise, the sink node
rejects the SUM considering it as forged/polluted data by
adversary or other nodes. For example, as shown in Figure 2,
we assume that a local integrity threshold per node 𝛿 equals
to 2𝑖 and the maximum value for a global threshold (Δ) is
calculated as Δ = 𝛿 × 𝑁 = 2𝑖 × 8 = 16𝑖. Since a sensor node
5 does not participate in data collection, the global integrity
checking value Δ can be computed as 𝛿×𝑁 = 2𝑖 × 7 = 14𝑖. In
this scenario, the received data is considered as a consistent
one and is accepted by the sink node, (1) because the value
computed at the sink node, that is, 9𝑖, is the same as the
one received from the network and (2) the value is less than
the global integrity checking value, that is, 9𝑖 < 14𝑖. The
overall algorithm that performs sensitive data aggregation
and integrity checking is illustrated in Algorithm 1.

4. Performance Evaluation

In this section, we present simulation results of our scheme
by comparing it with iPDA and iCPDA schemes in terms
of communication overhead and integrity checking. For
this, we use TOSSIM [38] simulator running over TinyOS
[39] operating system and GCC compiler. We consider 100
sensor nodes distributed randomly in 100m × 100m area. As
presented in directed diffusion [40], we use such parameters
as receiving power dissipation of 395mW and transmitting
power dissipation of 660mW. Moreover, MATLAB 7.6.0.324
(R2008a) is used to get execution time required for data
customization and data aggregation.
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7 8

Sink node

⟨00000010, 65 + 0i⟩

⟨00100000, 51 + i⟩⟨00010000, 46 + 3i⟩

⟨10000000, 82 + 2i⟩⟨01000000, 52 + 2i⟩

⟨0000100, 51 + i⟩

⟨00000001, 56 + 2i⟩

⟨00001000, 44 + i⟩

⟨11101111, 401 + 9i⟩

⟨11001101, 285 + 8i⟩

⟨11001000, 178 + 5i⟩

⟨00100010, 116 + i⟩

Figure 2: Superimposing signatures and addition of customized sensor readings in a multihop WSN (𝛿 = 2).
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Figure 3: Energy consumption.
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Figure 4: Energy consumption by the iPDA, iCPDA, and our
schemes.

4.1. Data Aggregation. Figure 3 shows communication over-
head in terms of the number of messages generated in a
WSN with respect to varying number of sensor nodes. As
expected, the number of messages in the iPDA, iCPDA, and
our schemes increases when the number of sensor nodes
increases. This is because every sensor node in the WSN is
capable of sensing data andwhen the number of source nodes
increases, the number of messages also naturally increases in
all of the three schemes. However, our scheme outperforms
the iPDA and iCPDA schemes because the existing schemes
generate unnecessary messages in the network. The reason is
that in our scheme each sensor node can customize its data
by itself and it does not need to generate extramessages in the
network for data privacy and integrity checking. On the other
hand, the iPDA and iCPDA schemes generate six messages
and four messages, respectively, for privacy preservation and
integrity checking. Due to many messages exchanged among
the nodes, the existing schemes cause high data collisions.
That is to say, the number of messages generated in the
network increases drastically as the number of sensor nodes
becomes larger. iPDA and iCPDA schemes consume much
energy for successful data transmission, compared with our
scheme.

Themessages generated in theWSN are finally consumed
by the sink node. For this, message transmission andmessage
reception processes are involved. Both processes require
significant amount of energy. Figure 4 shows communication
overhead in terms of energy dissipation by the iPDA, iCPDA,
and our schemes with respect to varying number of sensor
nodes in the WSN. As expected, the dissipated energy by
all three schemes increases when the number of sensor
nodes increases. This is because every message generated
in the network requires some amount of energy to reach
the sink node. However, the power consumption by our
scheme is always lower than that of iPDA and iCPDA
schemes. The reason is that the iPDA and iCPDA schemes
generate too many unnecessary messages in the WSN while
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Input: An aggregated WSN and SUM aggregation query
Output: SUM aggregation result
Step 1. Assign node ID and generate signature of the ID

for all sensor nodes {
ID = 2𝑛; // where 𝑛 = 0, 1, 2, . . .
ID = Signature(2𝑛); 𝑛 = 𝑛 + 1;}

Step 2. Create customized data from the data of the source nodes
for all sensor nodes {

sense ds;
a = mask(ds, sr); // sr is a unique private seed
𝑅
󸀠

1
= genCmpxNum(a, 𝑏𝑖);
𝐶
𝑗
= Enc(𝐾

𝑥,𝑦
, (ID, 𝑅󸀠

1
));

transmit(𝐶
𝑗
);}

Step 3. Local integrity checking and applying additive property of complex numbers to get intermediate result of the
customized data

for every intermediate aggregators {
for all received customized data {

Drc(𝐾
𝑦,𝑥
, (𝐶
𝑗
));

If (𝑏𝑖 ! = 𝑏󸀠𝑖 AND 𝑏𝑖 > 𝛿) //local integrity checking
{reject 𝐶

𝑗
; inform Sink();}

Else {
SSig = Superimpose(ID

1
, . . . , ID

𝑘
);

𝑅
󸀠 = SUM(𝑅󸀠

1
, . . . , 𝑅

󸀠

𝑘
);

𝐶
𝑟
= Enc(𝐾

𝑦,𝑥
, (SSig, 𝑅󸀠));

transmit(𝐶
𝑟
);} } }

Step 4. Compute aggregation result at the sink node
for all receive(𝐶rs){Drc(K, (𝐶1));

SUM2 = add (𝐼𝑅󸀠
1
, . . . , 𝐼𝑅

󸀠

𝑘
);}

Step 5. Identify contributed sensor nodes, extract actual SUM of the sensors data and check global data integrity at the
sink

fetch Nodes IDs();
Node IDs = SuperSig && SSig;
SUM2 = disjoin (SUM2R, SUM2IM);
SUM1R = Compute (sum of real seeds of contributed nodes);
SUM = SUM

2R− SUM1R;
If (SUM2IM = 𝐵󸀠𝑖 AND SUM2IM ≤ Δ)/

∗ global integrity
checking ∗/

{return SUM;}
Else {reject SUM;}

Algorithm 1: Algorithm for SUM aggregation with privacy-preservation and integrity checking.

achieving integrity protection and privacy preservation in
data aggregation. And also every sensor node becomes
active for longer time to communicate all the messages.
However, in our scheme, every sensor node can achieve both
integrity protection and privacy preservation by comparing
the current complex number with the previous one. Hence,
the energy consumption of our scheme is reduced by 80% and
60% over the iPDA and iCPDA, respectively.

Table 3 shows the computation overhead of data aggrega-
tion.The result shows that iCPDA has the worst performance
on the computation overhead for privacy-preserving data
aggregation. The reason is that the iCPDA uses a time-
consuming encryption method with two seeds to achieve
data privacy. On the other hand, the computation cost of our
scheme is about two times and 83 times faster than those
of the iPDA and iCDPA, respectively. It is shown that our
scheme reduces a significant amount of resource (CPU time)

usage for achieving private data aggregation. This is because
our scheme reduces the number of communication messages
by using the additive property of a complex number.

4.2. Data Integrity. Figure 5 shows data propagation delay in
terms of average time required by sampled data of sensor
nodes to reach to the sink node considering data privacy
and integrity checking. During this process, a sensor node
in iPDA and iCPDA has to communicate (i.e., transmit and
receive) at least six and four messages, respectively. Hence,
sensor nodes in both iPDA and iCPDAneedmore active time
to perform all communications than our scheme resulting in
very high data propagation delay in the existing work. In this
way, dutycycling, which is the percent of time that an entity
spends in an active state as a fraction of the total time [41], is
also increased in the existing schemes. The iCPDA generates
less number of messages than the iPDA but has complex
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Table 3: Computational overhead for data customization and
aggregation.

Protocols Execution time (in sec)
iPDA 0.005924
iCPDA 0.219325
Our scheme 0.002632

computation for privacy preservation and longer sizemessage
than that of the iPDA. Moreover, in iCPDA, the sampled
data of sensor nodes is sent to the opposite direction (data is
transmitted from the cluster head to the cluster members) of
the sink node for privacy preservation process.Therefore, the
iCPDA has the worst performance among the three schemes.
On the other hand, every sensor node in our scheme sends
only one message (the aggregated data) to its parent node
because it checks the integrity of the sensed data without the
communication of other sensor nodes.

Figure 6 provides the performance of three schemes in
terms of the detection ratio of polluted messages for integrity
checking. It is shown that our scheme can detect all polluted

messages, whereas iPDA and iCPDA can detect less than 30%
of polluted messages. The reason is that every node in our
scheme checks the integrity of its incoming data received
from the lower-level nodes. On the other hand, only the sink
node can check the integrity of the aggregated data in iPDA,
whereas only the sink node and the cluster heads can perform
the integrity checking in iCPDA.

5. Conclusion

In this paper, we proposed an efficient and general scheme
in order to aggregate sensitive data protecting data integrity
for private data generating environments such as patients’
health monitoring application. For maintaining data privacy,
our scheme applies the additive property of complex numbers
where sampled data are customized and given the form of
complex number before transmitting towards the sink node.
As a result, it protects the trend of private data of a sensor
node from being known by its neighboring nodes including
data aggregators in WSNs. Moreover, it is still difficult for
an adversary to recover sensitive information even though
data are overheard and decrypted. Meanwhile, data integrity
is protected by using the imaginary unit of complex-number-
form customized data at the cost of just two extra bytes.
Through simulation results, we have shown that our scheme
is much more efficient in terms of communication and
computation overheads, data propagation delay, and integrity
checking than the iPDA and iCPDA schemes.

As future work, we will provide more simulation results
by designing data integrity and sensitive data-preserving
scheme under collusive attacks. Moreover, we will improve
our privacy-preserving data aggregation scheme to support
MAX and MIN aggregations.
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Current researches on temporal networks mainly tend to detect community structure. A number of community detection
algorithms can obtain community structure on each time slice or each period of time but rarely present the evolution of community
structure. Some papers discussed the process of community structure evolution but lacked quantifying the evolution. In this paper,
we put forward the concept of Community Vitality (CV), which shows a community’s life intensity on a time slice. In the process of
computing CV, the “dead communities” can also be distinguished. Moreover, CV cannot only be used to quantify the life intensity
of a community but also be used to describe the process of community evolution over time. More specifically, the change of
community’s structure will be found if CVs for different time slices of a community were compared, while the community with big
value of CV can be selected if CVs for different communities were compared. Furthermore, community vitality change rate (CVCR)
is proposed for revealing communities’ structure change. The results of our experiments show that community vitality is a novel
and effective way to understand or model the community evolution.

1. Introduction

As we all know, many systems, such as traffic system or
information system, can be modeled as networks.

By studying structure and features of networks we can
realise and predict networks’ behavior and then discover the
laws of corresponding real system. For instance, with the
help of evolution research, adhoc networks’ structure can
be optimized in order to improve their transmit efficiency.
Virus immunization strategies aimed to avoid virus outbreak
in a large scale can also be optimized through the study
on virus propagation networks. In addition, by researching
production sales networks we can discover the consumers
who prefer specific productions and then achieve the goal of
maximizing the benefits of goods promotion.

The above-mentioned networks can be considered as
temporal networks, in which active time of network connec-
tions is limited and sequenced, and events are propagated
along temporal paths [1]. Up to now, the research on temporal
networks are mainly focused on three aspects [2]: detecting
temporal community structure; analyzing characteristics of

community structure, such as temporal node centrality,
temporal distances, and temporal clustering coefficient; and
modelling temporal networks, such as TVG framework pro-
posed by Arnaud and Paola and TRG framework proposed
by John Whitbeck.

Detecting community structure in temporal networks
is the foundation of studying networks’ structure, which
includes static community detection [3] and dynamic com-
munity detection [4]. As networks’ structure changes over
time, it is hard for static community detection algorithm to
deal with noises in networks and insignificant communities
might be detected. Therefore, the dynamic methods have
been put forward currently. However, they cannot find “dead
communities” and present the process of evolution. From
Figure 1 we can find that the four communities have almost
the same complexity and activeness (Figure 1(a)) when the
final accumulating data is considered. But when the data is
shown on time slices, we can find that the four communities
are completely different: some are in the state of “growing”
and others in the state of “dying” (Figure 1(b)). Although
there are a few researches on the evolution of temporal



2 International Journal of Distributed Sensor Networks

0

20

40

60

80

100

0
20

40
60

80
100

A

B

C

D
x

y

(a)

0
50

100

020406080100
0

2

4

6

8

z

y x

A

B

C

D

(b)

Figure 1: Temporal communities.

networks [5, 6], they did not quantify the process of evolution.
These researches cannot quantify the process of community
structure changed over time and also cannot recognize the
process of a community’s structure changing from “birth” to
“death.”.

In this paper, we put forward the conception of Commu-
nity Vitality (CV) designed for describing the life intensity
of communities, on the basis of static community detection.
What’s more, CV can reflect communities’ structure change
quantitatively.We can analyze a community’s status, structure
changes, and life intensity between different communities
also. And in the process of computing CV, we cannot only
detect community structure changes, but also distinguish
between the shrinking and increasing communities. By ana-
lyzing a time slice, we can get a community’s life intensity, the
complexity between different communities and then find out
the “dead” communities.

The rest of the paper is organized as follows. In Section 2,
different community detection methods are compared, and
the definition of Community Inheritability (CI), the decision
rules, and algorithm of Community Inheritability are given.
In Section 3, the core conception of CV and CVCR which
describes the change process of a community’s CV are
defined. In Section 4, experiments on two real datasets are
given. In the experiments the values of CV are calculated,
and inner structure and some laws of the real system which
represented by the datasets are discovered. Applications
in adhoc networks were also analyzed in this section. A
conclusion and some future works are given in Section 5.

2. Community Detection and Inheritability

Before computing CI and CV, the initial communities of
temporal networks must be detected first. Recently, lots
of static community detection algorithms have been put
forward. The algorithms are mainly divided into two cate-
gories: one is graphs segmentation algorithm, such as the
most representative algorithms Kernighan-Lin algorithm [7]
and spectral bisection method [8] and the other one is
hierarchical clustering algorithm, such as GN algorithm [9],

Fast algorithm [10], and CNM algorithm [11]. Considering
CNM algorithm has low time complexity which almost equal
to 𝑂(𝑛) and high algorithm efficiency, we choose CNM
algorithm as temporal networks’ static community detection
algorithm.

After detecting communities on the given time slice,
Community Similarity (CSS) is defined to judge the state of
a community on the next time slice. CI can show us when
a community is “born” or “die”, that is, the start or end of a
community’s lifecycle, and serve for computing community
vitality. Below we analyze three types of community changes
(Keep, Separation, and Mergence) to judge inheritability
between communities on consecutive time slices, by comput-
ing CSS between different communities.

Definition 1 (critical events). Critical events are those events
who can cause community structures changes. A commu-
nity’s nodes or edges must have been changed if its structure
changed. Thus, the four critical events N Join, N Leave,
E Appear, and E Disappear are defined as follows.

(N Join). N Join is an event that a node joins into a commu-
nity, which includes two situations: a new created node come
into the community and a node from another community
that moves to the community. Node V joins into community
𝐶 on the time slice 𝑡 represented as follows:

𝑁Join(V,𝑡) = 1 iff V ∉ 𝑉
𝑡−1
, V ∈ 𝑉

𝑡
. (1)

(N Leave). N Leave is an event that a node leaves from a
community, which includes two situations: a node disappears
and a node from one community that moves to another
community. Node V leaves from community 𝐶 on the time
slice 𝑡 represented as follows:

𝑁Leave(V,𝑡) = 1 iff V ∈ 𝑉
𝑡−1
, V ∉ 𝑉

𝑡
. (2)

(E Appear). E Appear is an event that an edge appears in a
community, which includes two situations: a new edge that
appears in the community and an edge that comes from
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another community. Edge 𝑒 appears in community 𝐶 on the
time slice 𝑡 is represented as follows:

𝐸Appear(𝑒,𝑡) = 1 iff 𝑒 ∉ 𝐸
𝑡−1
, 𝑒 ∈ 𝐸

𝑡
. (3)

(E Disappear). E Disappear is an event that an edge dis-
appears from a community, which includes two situations:
an edge that disappears from the community and an edge
that moves to another community. Edge 𝑒 disappears from
community 𝐶 on the time slice 𝑡 represented as follows:

𝐸Disappear(𝑒,𝑡) = 1 iff 𝑒 ∈ 𝐸
𝑡−1
, 𝑒 ∉ 𝐸

𝑡
. (4)

In the definitions above, 𝑉
𝑡−1

and 𝑉
𝑡
are the set of 𝐶’s nodes

on time slice 𝑡 − 1 and 𝑡; 𝐸
𝑡−1

and 𝐸
𝑡
are the set of 𝐶’s edges

on time slice 𝑡 − 1 and 𝑡.

Definition 2 (community structure change events). Commu-
nity structure change events (CSCE) are used to reflect com-
munities’ relationship between adjacent time slices. Three
types of CSCEs, which are Keep, Separation, and Mergence
are defined as follows.

(Keep). A community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1 and another
community 𝐶𝑞

𝑡
on time slice 𝑡 has a relationship called Keep,

when and only when 𝐶𝑝
𝑡−1

only has the same nodes with 𝐶𝑞
𝑡

on time slice 𝑡 and 𝐶𝑞
𝑡
only has the same nodes with 𝐶𝑝

𝑡−1
on

time slice 𝑡 − 1. In Figure 2, 𝐶1
𝑡−1

and 𝐶2
𝑡
have the relationship

called Keep. The event can be formalized as follows:

Keep (𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) = 1, iff 𝑉𝑝

𝑡−1
∩ 𝑉
𝑞

𝑡
̸=Φ,

𝑉
𝑝

𝑡−1
∩ 𝑉
𝑖

𝑡
= Φ, 𝑉

𝑗

𝑡−1
∩ 𝑉
𝑞

𝑡
= Φ,

here 𝑖 = 1, . . . , 𝑞 − 1, 𝑞 + 1, . . . , 𝑛,

𝑗 = 1, . . . , 𝑝 − 1, 𝑝 + 1, . . . , 𝑚;

(5)

(Separation). A community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1 and 𝑘
(𝑘 ≥ 2) communities 𝐶𝑘1

𝑡
, 𝐶
𝑘
2

𝑡
, . . . , 𝐶

𝑘
𝑘

𝑡
on time slice 𝑡 has a

relationship called Separationwhen𝐶𝑝
𝑡−1

have the samenodes
with all of the 𝑘 communities on time slice 𝑡. In Figure 2,𝐶2

𝑡−1

and 𝐶1
𝑡
, 𝐶2
𝑡
has the relationship called Separation. The event

can be formalized as follows:

Separation (𝐶𝑝
𝑡−1
, 𝐶
𝑘
1

𝑡
, 𝐶
𝑘
2

𝑡
, . . . , 𝐶

𝑘
𝑘

𝑡
) = 1,

iff 𝑉𝑝
𝑡−1
∩ 𝑉
𝑖

𝑡
̸=Φ, 𝑉

𝑝

𝑡−1
∩ 𝑉
𝑗

𝑡
= Φ,

here 𝑖 = 𝑘
1
, 𝑘
2
, . . . , 𝑘

𝑘
, 𝑗 ∈ [1, 𝑛] , 𝑗 ̸= 𝑘

1
, 𝑘
2
, . . . , 𝑘

𝑘
;

(6)

(Mergence). 𝑘 (𝑘 ≥ 2) communities 𝐶𝑘1
𝑡−1
, 𝐶
𝑘
2

𝑡−1
, . . . , 𝐶

𝑘
𝑘

𝑡−1
on

time slice 𝑡 − 1 and a community 𝐶𝑞
𝑡
on time slice 𝑡 has a

relationship called Mergence when all of the 𝑘 communities
on time slice 𝑡 − 1 have the same nodes with 𝐶𝑞

𝑡
. In Figure 2,

𝐶
2

𝑡
and 𝐶1

𝑡−1
, 𝐶2
𝑡−1

have the relationship called Mergence. The
event can be formalized as follows:

Mergence (𝐶𝑘1
𝑡−1
, 𝐶
𝑘
2

𝑡−1
, . . . , 𝐶

𝑘
𝑘

𝑡−1
, 𝐶
𝑞

𝑡
) = 1,

iff 𝑉𝑖
𝑡−1
∩ 𝑉
𝑞

𝑡
̸=Φ, 𝑉

𝑗

𝑡−1
∩ 𝑉
𝑞

𝑡
= Φ,

here 𝑖 = 𝑘
1
, 𝑘
2
, . . . , 𝑘

𝑘
, 𝑗 ∈ [1,𝑚] , 𝑗 ̸= 𝑘

1
, 𝑘
2
, . . . , 𝑘

𝑘
.

(7)

In the definitions above, 𝑚 and 𝑛, respectively, represent the
number of community on time slice 𝑡 − 1 and 𝑡.

Definition 3 (influence of a node). Influence of a node
indicates the importance of the node in its community. A
node with big influence can attract a new connection with
larger probability.

Let a community on time slice 𝑡 be 𝐶𝑝
𝑡
, whose node ID

is denoted by 1, 2, . . . , 𝑛 and degree of nodes is denoted by
𝑑
1
, 𝑑
2
, . . . , 𝑑

𝑛
; then the influence of node 𝑖 can be calculated

as

Inf (𝑖, 𝐶𝑝
𝑡
) =

𝑑
𝑖

∑
𝑛

𝑗=1
𝑑
𝑗

. (8)

Definition 4 (community structure similarity). CSS can
quantify the similarity of two communities on consecutive
time slices. And it is the criterion of CI: bigger similarity have
higher probability inheritability.

Let a community on time slice 𝑡−1 be𝐶𝑝
𝑡−1

, whose number
of node is 𝑛

1
and number of edge is 𝑒

1
. Another community
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𝐶
𝑞

𝑡
on time slice 𝑡whose number of node is 𝑛

2
and number of

edge is 𝑒
2
.Thenumber of the samenodes between𝐶𝑝

𝑡−1
and𝐶𝑞

𝑡

is denoted by 𝑛, and the 𝑛 nodes’ ID is denoted by 1, 2, . . . , 𝑛.
Also, the number of the same edges between 𝐶𝑝

𝑡−1
and 𝐶𝑞

𝑡

is denoted by 𝑒. The weight of node and edge of networks’
community structure are denoted by𝑤

1
and𝑤

2
, respectively.

Then we have the following conclusions.

(a) If two communities have the relationship Keep, CSS
can be calculated as follows:

Sim (𝐶
𝑝

𝑡−1
, 𝐶
𝑞

𝑡
) = 𝑤

1
×
𝑛

𝑛
1

×

∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑝

𝑡−1
)

𝑛

+ 𝑤
2
×
𝑒

𝑒
1

= 𝑤
1
×

∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑝

𝑡−1
)

𝑛
1

+ 𝑤
2
×
𝑒

𝑒
1

.

(9)

(b) If two communities have the relationship Separation,
CSS can be calculated as follows:

Sim (𝐶
𝑝

𝑡−1
, 𝐶
𝑞

𝑡
) = 𝑤

1
×
𝑛

𝑛
1

×

∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑝

𝑡−1
)

𝑛

+ 𝑤
2
×
𝑒

𝑒
1

= 𝑤
1
×

∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑝

𝑡−1
)

𝑛
1

+ 𝑤
2
×
𝑒

𝑒
1

.

(10)
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(c) If two communities have the relationship Mergence,
CSS can be calculated as follows:

Sim (𝐶
𝑝

𝑡−1
, 𝐶
𝑞

𝑡
) = 𝑤

1
×
𝑛

𝑛
2

×
∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑞

𝑡
)

𝑛

+ 𝑤
2
×
𝑒

𝑒
2

= 𝑤
1
×
∑
𝑛

𝑖=1
Inf (𝑖, 𝐶𝑞

𝑡
)

𝑛
2

+ 𝑤
2
×
𝑒

𝑒
2

.

(11)

(d) Two communities has any of these relationships
above, CSS is equal to 0; that is, Sim = 0.

All parameters appeared in the paper (including 𝑤
1
, 𝑤
2

and 𝑤
3
, 𝑤
4
, 𝑤
5
appeared in chapter III) are decided by

entropy method, which can be used to determine evaluation
indicators of arbitrary evaluation problem and remove the
indicators having slight effect on evaluation result, then
reflect the importance of every indicator objectively.

Definition 5 (community inheritability). CI represents that
a community on last time slice whose state and position
on current time slice. Next we will analyze all cases of
communities’ CI between consecutive time slices.

(a) If a community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1 and another
community𝐶𝑞

𝑡
on time slice 𝑡 has a relationship called

Keep; then 𝐶𝑞
𝑡
inherits from 𝐶

𝑝

𝑡−1
.

(b) If a community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1 and another
𝑘 (𝑘 ≥ 2) communities 𝐶𝑘1

𝑡
, 𝐶
𝑘
2

𝑡
, . . . , 𝐶

𝑘
𝑘

𝑡
on time
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slice 𝑡 have a relationship called Separation; then
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(d) If a community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1 and another
community 𝐶𝑞

𝑡
on time slice 𝑡 has none of these

relationships above; then 𝐶𝑞
𝑡
does not inherit from

𝐶
𝑝
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After defining the method that CSS under three cases
of CSCE, judgement method of CI in each case are defined.

Furthermore, we design Algorithm 1 called CI decision algo-
rithm to decide communities’ CI between consecutive time
slices. Time complexity of the algorithm is 𝑂(𝑛 ∗ 𝑚). Here 𝑛
is the number of communities on time slice 𝑡 − 1 and𝑚 is the
number of communities on time slice 𝑡.

3. Community Vitality

We define the concept of CI in order to determine when a
community is “born or dies”, so we can obtain a community’s
lifecycle. Also the concept is the precondition of computing
CV. Furthermore, the concept of CV is used to quantify
the life intensity of communities on every time slice, and if
a community’s different CVs in its lifecycle are compared,
the evolution of community structure can be described
quantificationally. CV can be used to forecast community
structure changes to optimize adhoc networks and to analyze
virus propagation and so on.

Definition 6 (community vitality). CV reflects the life inten-
sity of a community on a time slice. Considering a com-
munity’s CV change over time, the evolution process of
community structure can be obtained quantificationally.
Besides, a community with bigger CV than others has more
complex structure. As we all know, a community’s structure
change is equal to some of critical events that happened,
which leads to the community’s CV change. Thus, it can be
concluded that a community’s CV change is decided by the
change of critical events and finally puts down to the change
of number of nodes, edges, and compactness of structure in
the community. In fact, clustering coefficient [3] describes the
aggregation of nodes in the network, namely, compactness of
the network, so it’s a influence factor of CV.

Let a community on time slice 𝑡 be 𝐶𝑞
𝑡
, whose number of

nodes is 𝑛, number of edges is 𝑒, and clustering coefficient is
𝐶. Then 𝐶𝑝

𝑡
’s CV is defined as

VI (𝑡, 𝑞) = 𝑤
3
× 𝑛 + 𝑤

4
× 𝑒 + 𝑤

5
× 𝐶. (12)

Here parameters 𝑤
3
, 𝑤
4
, and 𝑤

5
respectively, present

the degree of importance that nodes, edges, and community
structure to CV.

Definition 7 (community vitality change rate). In oder to see
a community’s state and change degree directly, CVCR is put
forward. CVCR shows a community’s community structure
change degree between consecutive time slices.

If the community 𝐶𝑞
𝑡
on time slice 𝑡 inherits from the

community 𝐶𝑝
𝑡−1

on time slice 𝑡 − 1, then CVCR can be
calculated as follows:

ΔVI (𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) =

VI (𝑡, 𝑞) − VI (𝑡 − 1, 𝑝)
VI (𝑡 − 1, 𝑝)

. (13)

If the community 𝐶𝑞
𝑡
on time slice 𝑡 is a newly created

community, then CVCR can be calculated as

ΔVI (Φ, 𝐶𝑞
𝑡
) = 0. (14)
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Input:
Communities on time slice 𝑡 − 1: 𝐶1

𝑡−1
, 𝐶2
𝑡−1

, . . ., 𝐶𝑚
𝑡−1

Communities on time slice 𝑡: 𝐶1
𝑡
, 𝐶2
𝑡
, . . ., 𝐶𝑛

𝑡

Output: continuity matrix [𝑛] [𝑚]
% 𝑛 is the number of communities on time slice 𝑡
%𝑚 is the number of communities on time slice 𝑡 − 1
% node num matrix [𝑛] [𝑚] saves the number of same
nodes between communities on adjacent time slices
% continuity matrix [𝑛] [𝑚] saves the result of CI
between communities on adjacent time slices
% merger matrix [𝑛] [𝑚] saves the Mergence
relationships and results of CI in the case
(1) for 𝑖 ∈ [0, 𝑛) do //keep
(2) if (only one element in the 𝑖th row of

node num matrix is not equal to 0) then
(3) continuity matrix [𝑖] [𝑗] = 1;
(4) end if
(5) end for
(6) for 𝑖 ∈ [0, 𝑛) do //mergence
(7) if (more than one element in the 𝑖th row of

node num matrix are not equal to 0) then
(8) Modifying continuity matrix as

Definition 3(d) and relevant elements of
merger matrix;

(9) end if
(10) end for
(11) for 𝑖 ∈ [0,𝑚) do //separation
(12) if (more than one element in the 𝑖th column

of node num matrix are not equal to 0) then
(13) Modifying continuity matrix based on

merger matrix and results of CI computed as
Definition 3(c);

(14) end if
(15) end for

Algorithm 1: CI decision algorithm.
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Figure 9: The 10th series of CDBLP CV and CVCR.

The value of CVCR ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) has the following

meanings.

If ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) > 0, then 𝐶𝑞

𝑡
in the state of growing

and the multiple of growth is ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
);

If ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) = 0, then 𝐶𝑞

𝑡
has steady community

structure;

If ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
) < 0, then 𝐶𝑞

𝑡
in the state of shrink

and the shrink multiple is |ΔVI(𝐶𝑝
𝑡−1
, 𝐶
𝑞

𝑡
)|.

4. Experiments and Analysis

In this section, experiments are carried out on two real
datasets, Chinese DBLP Dataset (CDBLP) and Enron Email
Dataset (EED). And then our method is analyzed and
compared with some existing algorithms and methods.

4.1. Experiments. CDBLP was published by “Automation
Discipline Innovation Method” research group of Chinese
Academy of Sciences Institute of automation and it derived
from the network of Computer Chinese Journal. The part of
the data from 1985 to 1996 is used in our experiment. We set
a year as the time interval and integrate annual data as a time
slice data.
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Figure 10: Change of 10th series of community structure.
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Figure 11: The 9th series of EED CV and CVCR.

EEDwas collected by CALOProject (a cognitive assistant
that learns and organizes).The dataset represents the connec-
tions between employees. The part of the data in 2001 is used
in our experiment. We set a month as the time interval and
integrate each month data as a time slice data.

In Figures 3 and 6, 𝑁 is the number of time slices in a
community’s lifecycle.

From the results (Figures 3, 4, 5, 6, 7, and 8), we
can find the distribution of community’s lifecycle. In fact,
from the lifecycle distribution and CV change process of all
communities in the network, structure features or rules of real
system corresponded by the dataset are mined.

Figures 4 and 5 shows the change process of all communi-
ties’ CV andCVCRduring their lifecycle.Those communities
in Figures 4 and 5 are formed from 12 years data of CDBLP
and the communities whose lifecycle less than five time slices
are ignored. Figures 7 and 8 show the change process of all
communities’ CV and CVCR during their lifecycle. Those
communities in Figures 7 and 8 are formed from one year
data of EED and the communities whose lifecycle are less
than three time slices are ignored. By analyzing Figure 3 to
Figure 8, we can get the following conclusions.

(1) The communities’ lifecycles are generally short, which
show that the relationships between users of the real
systems are sustained for a short period of time.

(2) It can show the structure features or rules of the
real system. Analyzing CDBLP, the number of papers
published in the Computer Chinese Journal network
is increasing over time. In other words, theoretical
research is more and more popular, it actually has
achieved outstanding progress. Analyzing EED, the
communication between employees of Enron Corpo-
ration is in a stable state without obvious change over
time in general.

(3) A communitywith bigCV tends to have long lifecycle,
which means that core leaders or core structure may
be included in the community. And more attention
need to be paid on this kind of community.

(4) In Figures 4–8, each line presents the evolution pro-
cess of a community structure, in which the line’s start
point and terminal point represent the beginning and
end of community lifecycle, respectively. In Figures

4 and 7, a point means a community’s CV on a
time slice. And in Figures 5 and 8, a point beside
the first point represents the extent of communities’
structure enlargement or decrease comparing with
the community on the last time slice. Furthermore,
we can find “dead” communities if a community’s
lifecycle ends; for instance, dead communities are the
communities represented by the 3rd series and the 5th
series on the time slice of April in Figure 7.Therefore,
compared with other community detection algo-
rithms, our algorithm cannot only find communities’
structure and analyze its evolution process, but also
quantify communities’ life intensity on each time slice
by analyzing CV.

In order to verify whether CV can correctly describe the
change of growing or shrinking community structure, we
randomly select two communities in the two real datasets
(communities represent by the 10th series of Chinese DBLP
Dataset and the 9th series of Enron Email Dataset), and then
we compare the change of the community structure with the
change process of CV and CVCR. Finally, we find the change
process of community structure is consistent with the change
process of CV. Now we use a series of the following diagrams
(Figures 9, 10, 11, and 12) to give a specific verification.

Figure 10 shows structures of the community represented
by the 10th series of Chinese DBLP Dataset on each time
slice. By comparing arbitrary adjacent two pictures, we can
obviously find that changes in the community’s community
structure can be described as increase, increase, decrease,
increase sharply, decrease, decrease a little, and almost con-
stant. On the last three time slices, the community’s structure
shows a steady state. On the whole, the change process of
the community’s structure is completely consistent with the
change rules described in Figure 9 which shows the change
process of CV.

Figure 11 shows structures of the community represented
by the 9th series of EED on each time slice. By comparing
arbitrary adjacent two pictures, we can obviously find that
changes in the community’s community structure can be
described as increase, increase slightly, increase sharply, and
decrease. Because a community in EED whose community
structure always centers on a node, the community’s structure
relies on the central node to survive; the aggregation of
the community is poor. In fact, the change process of the
community’s structure is completely consistent with the
change rules described in Figure 12 which shows the change
process of CV.

4.2. Analysis. Our method is devote to study community
structure’s evolution based on CV quantificationally. Then
a comparison of some proposed algorithms and methods is
given as Table 1.

Furthermore, CV can quantify the change process of
dynamic networks. On the one hand, it can be applied to
mining change pattern of dynamic networks. On the other
hand, we can use these laws to optimize applications, such as
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Table 1: A comparison of some proposed algorithms and methods.

Algorithm Static community
detection

Dynamic community detection Community evolution

CQA [4] Incremental
algorithm [12]

An event-based
framework [5] Our method

Obtaining community structure ✓ ✓ ✓ ✓ ✓

Obtaining insignificance community ✓ M M M M
Detecting death community M M M ✓ ✓

A community structure’s change M M M M ✓

Change process of communities on
consecutive time slices M M M ✓ ✓

Quantifying community state M M M M ✓

Analysis community evolution
quantificationally M M M M ✓
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Figure 12: Change of 9th series of community structure.



10 International Journal of Distributed Sensor Networks

optimizing communication of adhoc networks. Most practi-
cable adhoc networks adopt the cluster-based routing proto-
cols and a cluster can be treated as a relatively concentrated
communication community. As the sample data showed in
Figure 1, we assume that community B communicates with
community D through community A or community C, and
we acquire the change in communication condition of each
cluster, shown as Figure 1(b) by setting appropriate mon-
itoring points and collecting the communication between
nodes at regular time interval. Via CV, community B can
perceive that community A is a communication cluster in
the state of steady and active gradually and community C
is a communication cluster in the state of “dying”. Thus,
community B can adjust the communication routing from
community B to community D all through community A and
communication efficiency of the communication routing will
be better than that through community C.

5. Conclusion

In this paper, we put forward the concept of CV and design
CI decision algorithm based on existing static community
detection algorithm CNM, to calculate CVs. CV is defined
for studying communities’ life intensity and describing the
process of community evolution quantitatively. Furthermore,
the concept CV has many practical applications. The main
contributions are as follows.

(1) Four critical events are proposed to describe commu-
nity structure changes. And they are the basic of the
research on the evolution of community structure.

(2) Three types of CSCEs (Keep, Separation, and Mer-
gence) are defined, and then the computing method
of CSS is designed under the three circumstances. By
computing the value of CSS, inheritability between
communities on consecutive time slices can be found
out.

(3) Decision rules of CI are put forward in each type
of CSCE and CI decision algorithm is designed.
CI is designed to determine when a community is
“born” or “die”; namely, a community’s lifecycle can
be presented. Also “dead” community can be mined.

(4) The core concept of CV is defined. CV can quantify a
community’s life intensity and describe the evolution
process of community structure dynamically. Then
CVCR is defined to find a community’s state and
change degree directly.

(5) We utilize two real datasets which are Chinese DBLP
Dataset and Enron Email Dataset to perform experi-
ments. Andwe use the figures to express the evolution
process of community structure and randomly select
two communities to verify the correctness of CV. In
the end, simulated data is used to show that CV can
be applied to communication of adhoc networks.

In future researches, we will focus on studying the
applications of CV.
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In recent years, many emerging information technologies have been applied to learning environments in an attempt to overcome
drawbacks associated with traditional teaching environments. Some of these technologies have been shown to improve learning
outcomes and learning motivation. Advances in wireless communications have raised research interest in the development of
ubiquitous learning (u-learning) environments and their impact on learner attitudes and behavior. This study reports the use of
augmented reality (AR) technology to create virtual objects for use in mobile devices to create a context-aware, AR-enabled guided
tour application for outdoor learning.The goal is to provide learners with a friendly, interactive interface and rich, engaging media
to stimulate intrinsic motivation and learning performance. The main advantages of the proposed system include the following:
(1) it helps stimulate learning intention through pursuing outdoor learning objectives, (2) AR technology provides learners with
contextual information related to the outdoor learning environment, and (3) it enhances learner retention of teaching contents
easily with the situated learning strategy.

1. Introduction

Rapid advances in information technology have created
venues for organized learning beyond the traditional class-
room, especially through the use of mobile devices to create
opportunities for context-aware ubiquitous learning [1, 2].
In traditional classroom learning environments, instruction
is conducted through lectures and activities provided by the
teacher along with course books and audio-visual materials.
Learners listen to their teachers’ instruction while receiving
visual cues through PowerPoint presentations, handouts, or
whiteboard content before participating in learning activities
or group discussions. However, traditional classroom learn-
ing is normally quite structured and is limited to preexisting
teaching materials or preplanned learning activities.

M-learning has recently emerged as a trend in instruc-
tion, offering learners with networked mobile devices
unprecedented convenience and allowing them to learn
anywhere, anytime [3–5]. In contrast to traditional class-
room instruction, m-learning allows learners to use Internet
resources, multimedia technologies, and virtual team skills

in online discussions, exams, video conferencing, and other
activities. Ubiquitous learning overcomes time and place lim-
itations to allow engagement in reality-based learning appli-
cations through which they experience, explore, and develop
problem solving skills, thus improving learnermotivation [6].

Hwang et al. claimed that the formation of individual
knowledge is structured by practice and past experience
[7]. Hence, the traditional classroom environment cannot
help improve learners’ concentration nor can the teacher
immediately determine whether knowledge acquisition has
occurred [8].Through ubiquitous learning, learners can form
their own concepts and knowledge and take responsibility
for their own behavior through learning methods based on
constructionism [9, 10]. In a traditional classroom teaching
environment, teachers unilaterally provide supplementary
material through text and/or images, leading to learner
disengagement. U-learning methods can replace classroom
learning in a way that allows learners to obtain situated
knowledge in the real-world environment [11].

This research integrates radio frequency identification
(RFID) and augmented reality (AR) technologies on mobile
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Table 1: Learning methods comparison.
Traditional digital learning network Mobile and ubiquitous learning

Learning features
(1) No distance limitations
(2) Comprehensive learning
(3) The information received
synchronously or asynchronously

(1) No distance limitations
(2) Comprehensive learning
(3) Synchronous or asynchronous way
(4) Placed in a real environment
(5) Learning to accept real-time information

Learning technology tools
(1) PC
(2) Notebook
(3) Wireless support equipment

(1) Mobile devices
(2) Wireless support equipment
(3) Radio-frequency identification

The main source of information Connected servers Wireless servers and physical connection

Learning contexts Passive online learning environment Real-world and passive online learning
environment

Related teaching theories or strategies Almost all teaching theory or teaching
strategies

Almost all teaching theories or teaching
strategies, especially on program-based
learning, authentic learning environment,
and scaffolding learning

devices. The learner uses the device while exploring a geop-
ark, looking up supplementary information and acquiring
knowledge through situational purpose-driven learning. In
this way, learners can take the initiative to explore learning,
actively constructing new knowledge [12]. This research
adapts innovative information technologies to create learning
activities, enabling learners to explore geology in depth
and stimulate learner motivations to study and understand
geological concepts and knowledge.

2. Literature Review

2.1. RFID Technology. Reduced costs and improved perfor-
mance of RFID hardware hold promise for the development
of new smart living applications [13]. RFID allows for auto-
matic identification of objects and the wireless transmission
of various kinds of data from an RFID tag attached to the
target object to RFID readers [14].

Hwang et al. integrated the use of concept maps and
ubiquitous learning applications using mobile devices and
RFID technology to help learners assess their knowledge
acquisition following learning actives [15]. Their approach
allows learners to learn anytime, anywhere, using their hand-
heldmobile devices to engage in learning on demand. Hwang
et al. created a u-learning environment in the Southern Tai-
wan Science Park, using RFID systems to teach astronomical
concepts [7].

2.2. Ubiquitous Learning RFID/Wireless. Ubiquitous learning
is broadly defined as “anytime, anywhere learning” [7]. Over
the past 10 years, advances in wireless networks, sensor
technology, andmobile devices have contributed to the devel-
opment of this innovative teaching model [16]. Innovations
in technology now allow students to learn in real world
environments with the digital devices providing personalized
instruction [17]. Such a learningmode has several advantages
as follows [11] and listed in Table 1.

(i) Easy access to new knowledge and sharing informa-
tion: usingmobile devices, students access the desired
information or knowledge anytime and anyplace [15].

(ii) Unlimited learning venues: with their mobile devices,
students can learn at any location or on the go, both
indoors and outdoors [18].

(iii) Real-world, situated learning: mobile learning allows
learners to access information in highly contextual-
ized situations, drawing on resources which enrich
their understanding of their immediate surroundings
and context. Knowledge is presented in authentic
contexts, thus enhancing learner autonomy, and the
use of the proposed system in group activities can
promote peer interaction [19].

(iv) Students can record their learning process in real-
life situations: the outdoor learning course allows stu-
dents to engage supplementary course material in the
context of their authentic surroundings and provides
a complete record of the learning process, providing a
basis for recommendations from instructors or expert
systems [20].

2.3. Augmented Reality Integrated into Learning. Augmented
reality uses a calculated field position and camera angle
to impose a layer of virtual objects over the “real-world”
background [21]. Users can not only immerse themselves
in the combined virtual and real-world scenes but also
interact with the virtual objects and access relevant and useful
information [22].

Until recently, augmented reality applications were lim-
ited to “hot-spots” providing limited supplementary infor-
mation at specific points on guided tours. However, the
technology has advanced significantly in recent years to the
point where it can now be used to effectively increase learning
motivation and engagement without the need for purpose-
built hardware. AR systems can be designed to provide
students with personalized scaffolding and support and help
them construct personal knowledge as they observe and
experience real-world contexts [23, 24].

Augmented reality technology is developing rapidly. Both
the Android and iPhone operating systems support AR in
navigation features, providing users with location-specific
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information. Images have a stronger impact onmemory than
text, thus layering supplementary images and information
over the real world environment in the AR environment can
promote knowledge retention [25].

Liarokapis et al. proposed an interactiveMultimediaAug-
mented Reality Interface for E-learning (MARIE) system and
developed a user-friendly interface to explore the potential
for AR in instruction by superimposing virtual multimedia
content (VMC) information in an AR tabletop environment
[26]. Matcha and Awang Rambli investigated the potential of
AR spaces to supply communication cues and promote col-
laboration in learning environments. Their empirical results
indicated that AR techniques have significant potential to
serve as a shared medium in collaborative learning [27].

3. Methodology

3.1. Research Process. This research integrates a context-
aware ubiquitous learning environment and AR techniques,
using content based on the Yehliu Geological National Park.
The application design and testing process were conducted in
three stages detailed as follows and also showed in Figure 1.

(1) First stage: catalog the required learning material
regarding the Yehliu Geological State Park, and create
appropriate teaching materials for integration into
the AR application. This stage contains two steps as
follows.
(a) Field surveys: interviews with park’s staff and

surveys of legacy systems, to gather material for
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use in the construction of the content for the
context-aware ubiquitous learning system.

(b) Literature review: review studies of relevant
technologies and learning theories to deter-
mine the technical feasibility of the proposed
approach, combining ubiquitous learning, aug-
mented reality, and RFID along with research
on the design principles for acquired learning
systems.

(2) Second stage: develop the ubiquitous learning system
and integrate the developed content for testing.

(a) System implementation: the D’Fusion software
platform is used for Android-based develop-
ment, creating presentations based on plan
views and 3D graphs perspective views.

(b) Instructional design: layer the teaching materi-
als in the AR environment to increase richness
and engagement. The AR content is layered
on top of real images of the geological for-
mations, thus improving learner recall. Student
knowledge acquisition and learning outcomes
are measured experimentally through question-
naires, and interviews are used to solicit user
feedback.

(c) System testing and debugging: check to ensure
the system works reliably, and use learner feed-
back to determine how to improve system per-
formance and usability.

(3) Third stage: assess learner response to the system.

(a) Experimental design assessment: observe learn-
ers in the process of using the proposed u-
learning system to achieve predetermined tasks
in Yehliu Geological Park. System effectiveness
and learning outcomes are assessed using a
questionnaire after the usage session.

(b) Conclusion and recommendations: question-
naire responses are analyzed to assess user per-
ceptions of and reactions to the proposed system
and to obtain ideas for potential improvements
to the system and content.

3.2. Experimental Design Environment. The proposed u-
learning system incorporates radio frequency identification
(RFID) and augmented reality (AR) technologies on mobile
devices, allowing the learner to immediately access supple-
mentary information on geological objects observed in the
geopark. This section describes the hardware and software
requirements of the proposed system.

Hardware requirements include a mobile device provid-
ing Internet access and an RFID-enabled environment. RFID
tags and readers are used to identify individual students/users
and to record learner progress and scores. AnHTC Sensation
XL mobile phone and an ASUS Eee Pad Transformer Prime
TF201 Tablet PC were used as the mobile devices in system

development and testing. The RFID-enabled environment
was built using active RFID readers and tags, wherein the
tag draws on an internal power supply to detect signals
transmitted by the RFID reader and to reply back to the
reader [28, 29].

Software requirements include platform-specific software
development kits and an augmented reality development
environment. Eclipse was used as development for Android
4.0.1 because it offered many relevant development tools
and good compatibility [30]. AR development was done
using D’Fusion on an Android platform, with the ubiqui-
tous learning system developed from plan views and 3D
graphs. D’Fusion offers better performance by using addi-
tional graphs in place of real-time computing effects for
light/shadow and material textures.

4. Experimental Design and Results

4.1. System Architecture and Module Description. Situational
awareness was used to allow users to follow learning activities
along a predetermined route, using the augmented reality fea-
tures to engage in image memory-based learning to increase
comprehension and retention. Figure 2 shows the system
architecture, and each module and function is described in
detail below.

4.1.1. Teachers. Teachers can use a classroom version of the
AR system to introduce system usage and content in the
classroom. In traditional classrooms, learners can only learn
about nature through text and pictures, making it difficult
for them to truly understand the essence of the natural
sciences. However, using the proposed system, the teacher
in the classroom can lead students through the supplemental
teaching material at various difficulty levels.

The system offers two modules through which teachers
can customize the content and activities. The first is the
teaching plan management module, which allows teachers
to select an appropriate level of difficulty for the learning
objectives. The other module is the content management
module, allowing teachers to easily swap different activities
in or out of the course. In the module, all teaching materials
are classified according to level of difficulty, allowing teachers
to, for example, adjust the difficulty of the reading program
to continuously challenge learners. Learners can also use
ancillary and supplemental teaching materials in the AR
environment, using geographical location information to
elevate their learning efficiency.

4.1.2. Learners. The system logs all learner activity, auto-
matically adjusts the scope of learning objectives, selects an
appropriate learning difficulty level, and updates parameters
according to learner search results. While navigating the
learning path, learners can engage with one topic after
another. In the traditional classroom, learners often have
difficulty keeping pace with a teacher’s presentation because
of a lack of understanding. Using the proposed u-learning
system, students can repeatedly engage with the instructional
material at his or her own pace, thus developing a sound
understanding of the topic.
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4.2. Augmented Reality Interface and Operations. The AR
interface allows users to follow a series of learning activities
and targets along a predetermined context-aware route.
When observing a particular object, the learner clicks the
Augmented Reality button to access supplementary infor-
mation about the object. The action of actively seeking out
supplementary knowledge promotes knowledge acquisition
and retention. In addition, learners can access contextualized
geographic information by clicking the Geographic Infor-
mation button. Figure 3 illustrates the AR interface. Area
“A” provides the name of the learning objectives, while “B”
provides an image. Area “C” provides an augmented reality
view of the learning objectives, while area “D” provides
relevant geological information.

5. Conclusions

Augmented reality and RFID technologies were integrated to
create contextually-aware instructional system for use in out-
door environments. Content specific to the Yehliu Geological
Park in northern Taiwan was adapted to the platform, allow-
ing students to engage in self-paced learning activities and
exploration along a predetermined trail in the park. The sys-
tem was designed to increase learner engagement and auton-
omy, while improving knowledge acquisition and retention.

The system helps learners easily develop an understand-
ing of local geological and cultural conditions. The imme-
diacy of the environment increases learner engagement,

A B

C D

Candlestick stone Candlestick stone

As candle in general, candlestick
stone formation is divided into
three phases:
(1) Appear candle
(2) Notch
(3) Cutting out candlestick

Augmented reality Geographic informationAugmented reality Geographic information

Figure 3: AR interface.

with the potential of sparking learner motivation for further
exploration and learning.

This research has some limitations and they need to
be addressed in future work. Some learners indicated that
software and hardware limitations resulted in unacceptably
long latency to load relevant content. Since the platform
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was developed to improve learner engagement and learning
outcomes, latency and other ease of use issues must be
improved.
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Today’s technologies in the IT area face the era of combination and convergence of technologies in many different areas. Through
the natural interaction between people and devices in the environment where various kinds of devices are connected over a single
network, they have been developing from human-oriented service technologies to smart and futuristic home technologies. Smart
home technology is one of them. It is a technology of establishing a digital home in which various kinds of home appliances are
connected over a home network and diverse services are provided for users regardless of time and place. Technologies in the IT area
are combined with technologies in many different areas, creating and producing numerous technologies. Also, much research on
smart home, the theme of this work, has actively been conducted. In this work, the use of a current booster, an AC/DC converter,
and a DC/DC converter to operate electric lights; this work implements the smart power control system using standby power and
RF communication, among smart home technologies.

1. Introduction

1.1. Overview of the Study. Smart home refers to a home to
which various digital convergence technologies are applied
in the course of changing from the analogy era to the digital
era. Today, regardless of place and type, digital technologies
are used in every part of our life. People who lived in the
past analog era now experience fast changes in their life of
the present digital era. For instance, cassette tapes used in
the past changed to MP3, analog TVs to digital TVs, and
film cameras to digital cameras. In other words, our life is
gradually changing from analogy life to digital one. The fast
spreading of various digital devices, in fact, is not because
of the development of the time, but because of the support
of technologies helping to share a variety of information on
the high speed internet. Through the internet and network,
we are able to control or manage various digital devices.
By connecting each one of different digital devices, we can
control andmanage all things that have something to do with
us. As a result, smart home provides us with diverse services.
Figure 1 presents a consumer service environment in a smart
home [1].

As shown in Figure 1, smart home includes convergence
of various services, including security, health, work, energy,
environment, and communication, which are connected
together on a single network.

One of these technologies is u-Health. u-Health has
changed by various consumer service environments and is
now different from past methods. Contrary to the previous
method in which a wired instrument was attached to the
user’s body and the user’s body data was taken, the current
method involves collecting the user’s body data using various
wireless instruments. In other words, the traditional wired
network environment is not used as much as the wireless
network environment. The wireless network environment
enables the use of systems that include but are not limited
to personal computers and smartphones. In addition to
collecting the user’s body data, the wireless environment
helps users to manage their diet and health [2].

Technologies for collecting user data in diverse environ-
ments and providing information that is necessary to users
based on the collected data are also studied [3].

Through smart home, it is possible to provide ecoenergy
system service. The value of smart home is basically in the
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Figure 1: A consumer service environment in a smart home.

extension line of home automation, referring to a further
advanced concept of it. The main features of smart home are
presented as follows.

The First One Is Smart Control. It is one of important features
of smart home. Smart control includes improved control
ways like motion control and serves the function of remotely
monitoring each state of home appliances through smart-
phones or tablet PCs.

The Second One Is Smart Power-Saving. Consumers pay great
attention to energy-saving. Smart home appliances can help
to minimize energy cost according to consumers’ patterns.

The Third One Is Smart Application. Smart home provides
applications suitable for the features of smart home appli-
ances, so that it is possible to increase the usability of smart
devices. In particular, home appliances with a screen like TV
can expand their functions with the help of applications [4].

Smart home is in the initial stage in terms of technological
development, and therefore it has yet to provide perfect
implementation. For this reason, the purpose of this work is
to implement a system to monitor and control a smart home
at any time and place, as smart home will be popularized and
interoperate with various devices.

Smart home allows various kinds of equipment and
devices to get connected on a network, helps users to receive
and monitor proper information at any time and place, and
makes possible better quality of life through a wide range of
services in everyday life.

1.2.TheNecessity and Importance of the Study. With the emer-
gence of ubiquitous and digital convergence environments,
smart home contributes to an improvement in individuals’
quality of life and to providing of services regardless of time
and place.Thanks to the development of network technology,

all information devices and home appliances are connected
and controlled on a single network.The environment is called
smart home.

Smart home serves the function of connecting a variety of
conventional digital devices and the function of using them
as if they are a single digital system by using wired and/or
wireless networking technologies, such as radio frequency
(RF), ZigBee, Bluetooth, and Ethernet [5].

Thanks to the fusion of IT technologies, machine to
machine (M2M) communication, which has a number of
meanings, has significantly changed our lives. As infor-
mation collection and utilization are extended from men
to machines, new services and technology have become
necessary.Thus, M2M communication services have encour-
aged the development of a new business model for mobile
communication enterprises and the smartphone industry.

M2M communication can refer to machine to machine,
mobile to machine, and machine to mobile communication.
M2M, also called machine intelligence communication, may
mean the communication between a machine and a person,
or between a device and another device. In a broad sense,
M2M is the concept of networking the machines and the
devices that are widespread throughout our daily lives.
M2M enables us to check and control an object, system,
vehicle, state of a person, and positional information from a
remote place by combining communication and information
technologies. M2M communication enables us to use various
devices, from a computer mainframe to the daily electronic
products, by connecting them with each other. For example,
M2M can be applied to home electric appliances, transporta-
tion, such as a car, or a residential building. This concept
enablesmachines or devices to transmit the desired data from
a remote place through a mobile communication network
or transmission media. The current concept of M2M com-
munication is being extended to utilize various wired and
wireless networks beyond the global standard for mobile
communication (GSM) network.The concept is formachines
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or devices to transmit their own data from a remote place
through a communication network, such as a mobile com-
munication network. Various data, such as position, health
status, and temperature, may be acquired through the inter-
action between a person and a machine. M2M is the next-
generation network andwill create added value by integrating
the current assets of all the companies, such as an IT system,
through the combination of information communication and
information technology for an automated processer [6].

Although much research on the ways of connecting a
variety of equipment in a smart home has been conducted,
research on consumption power of each digital device just
began. Implementation of a smart home brings about advan-
tages yet causes some disadvantages, one of which is a great
deal of consumption power caused by the connection of home
appliances.

One of the major problems is the security problem. Secu-
rity may be an issue when exchanging data among devices in
an environment where various devices are combined without
a standard protocol. In receiving information from a variety
of devices, the data protocol and the vulnerable security areas
will be attacked by hackers. In solving the security problem,
the unsecured protocol and the vulnerable parts may be
safely protected through message integrity, use of cipher, and
personal information protection policy [7].

The degree to which data losses are minimized in wireless
network environments is important in sensor networks, as
the smaller the data losses, the higher the reliability [8].

Another drawback is the inefficient management of
energy. This article suggests a method to solve the inefficient
energy management problem.

Korea’s energy consumption is dependent on overseas
accounts for 97%. Along with an increase in Korea’s income
level, Korea as an energy dependent country sees annual rises
in living energy consumption (household, commercial, etc.)
and transportation energy consumption [9]. In particular,
because the use of home appliances and office device leads to
an increase in electric energy consumption in a home, more
attention has been paid not only to the electricity amount
consumed at the time of using devices, but also to the standby
power consumed at the time when devices are plugged in.
Annually, power consumption caused by the standby power
is on the rise, accounting for about 10% of the entire energy
consumption in a home [10]. Therefore, it is necessary to
recognize the circumstance and develop a system to reduce
the standby power. Accordingly, in designing smart home
service, this work tries to use the standby power for other
purposes and thereby provides various services in a smart
home. This work tries to make an RF-based light switch con-
troller power supply device by using quiescent current which
flows in electric lights installed in each room of a house. We
can block the standby power of general home appliances we
use by plugging them out. But, electric lights are exceptional.
A current always flows in electric lights, and as a result, the
standby power consumption of electric lights used in a large
factory or a public institute is very high, though that used
in a house is low. This work tries to use the standby power
of electric lights and implement a system that can control

Light switch 
control system

Embedded board 
with an RF module

Smartphone

Figure 2: A scenario of the smart power control system proposed
in this work.

and turn on/off multiple electric lights at any time and place
through smartphones [11].

2. Design of a Smart Power Control System

2.1. A Scenario of a Power Control System. It is assumed that
the smart power control system proposed in this work is
able to help users to turn on/off electric lights in a home at
any time and place. For making a light switch on or off, a
module to control the switch and a board with an RF module
are installed. The relevant system is operated by the use of
standby power. In fact, the standby power is not powerful
enough to operate the system. So, this research designed
the system that has multiple-trans connected in series and
extracts a current from each trans. As a result, the system
is operated by the currents accumulated from the trans
connected in series and helps a user to control a light switch
at any place of a house through RF communication. Figure 2
illustrates the scenario suggested in this work.

In this work, data between the RF switch and the embed-
ded board are transmitted through a CC1020 RF module,
and data between the embedded board and a smartphone are
transmitted over TCP/IP. Since data are gathered in real time,
they can be monitored in real time, the embedded board can
control an electric light in real time, and a user can control an
electric light through a smartphone. The differences between
the system and other conventional systems are that the system
efficiently uses standby power and that the system controls
a device through an embedded board, rather than a PC.
Because of the use of an embedded board, the system has
advantages of low price, mobility, low consumption power,
and replace ability of an embedded board. Given the aspects,
the system provides the environment most suitable for a
smart home.

2.2. AData Transmission Device. In this work, the data trans-
mission device uses an RF module with CC1020 chipset.
The RF module is a low power RF TX/RX module with
400MHz. The module supports 402∼470MHz in terms of
frequency bandwidth, supports 153.6 Kbps at the maximum
speed, and consumes 16.2mA at Tx, 19.9mA at Rx, and
1.8 uA at standby mode. It is attached to a switch and an
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Figure 3: The RF module on which CC1020 is mounted.

embedded board, helping to send and receive data between
both devices. The reason why this work uses the CC1020
module is that the Zigbee module of CC2420 or CC2500
mostly used these days arises as an issue in terms of radio
wave certification and data reliability. However, CC1020 does
not require a radiowave certificate and shows the highest data
reliability at 400MHz. For this reason, it is used in this work.
A microprocessor of the communication module in this
work is ATmega16L. ATMega16L uses CC1020 chipset, has a
communication program built in, transmits communication
packets through the serial communication with MCU, and
supports MAC function. It serves the function of controlling
CC1020 through the communication with SPI and DIO. The
CC1020 used in this work have advantages of a small size, low
battery consumption, and a wide range of RF signal strength.

2.3. The Equipment for the Control of the Smart Power Control
System. For the control of the smart power control system,
an imbedded board, instead of a conventional personal
computer, was employed. An imbedded board is cheaper than
a personal computer and easy to move and install, and it
is possible to replace a module when there is a problem.
Additionally, an imbedded board consumes significantly less
electrical power than a personal computer.Thus, it is suitable
for this research project.

2.3.1. RF Data Transmission and Reception Instrument. The
system employs a low power RF TX/RX module using
400MHz band frequency. Both the frequency band of 402–
470MHz and themaximum rate of 153.6 Kbps are supported.
The low-power TX/RX module consumes 16.2mA during
Tx, 19.9mA during Tx, and 1.8 uA in the waiting mode. The
module is attached to the switch and the imbedded board,
respectively, transmitting and receiving data between the two
devices. Figure 3 shows the picture of the RF module on
which the CC1020 is mounted.

In this study, the CC1020 module was used because
the frequently used Zigbee modules, such as the CC2420

and the CC2500, have problems with electromagnetic wave
certification and data reliability. However, the CC1020 does
not require an electromagnetic wave certification, and the
data reliability is the highest in the 400MHz band. Hence,
the CC1020 module was employed in this study. The micro-
processor of the communication module is ATMega16.
ATMega16L mounts communication software by using
CC1020’s chip set, transmits communication packets through
the serial communication with MCU, and supports the MAC
function. ATMega16L controls CC1020 by using the SPI and
DIO communication. The advantages of the CC1020 are the
small size, low battery consumption, and the broad RF signal
strength width. Figure 4 shows block diagram of the RF com-
munication module.

2.3.2. RF Data Message Information. The data sheet of the RF
module used in this study is shown below. Different from the
serial communication using the conventional Zigbee, the data
sheet allows for a convenient checkup of the results.Thus, the
messages do not need to be integrated and presented as a new
message. The resulting values can be derived on the basis of
the command values and the data values of the command.

(A) Communication Method

(1) Communication PORT: composed of DCLK [Input]
and DIO [OutPut] (General-purpose IO, Serial input
and output data bus clock).

(2) DATA composition: one time preamble data com-
posed of 8 bytes as shown in Figure 10:

(a) preamble: one time,
(b) CMD: COMMAND,
(c) DATA: SUB DATA for the COMMAND,
(d) serial number: to distinguish the equipment,
(e) CHECK SUM: (serial number ∧ layer ∧ DATA1
∧ ID),

(f) transmitted by the imbedded board and
responded by the switch. (retransmission is
tried if there is no response within 200ms),

(g) considers the maximum 30 lamp switches.

The transmission timing is synchronized among the RF
modules by using the preamble signal. Thereby, the system
information transmission is started at a predetermined tim-
ing. After receiving the preamble signal, the RFmodule trans-
mits the CMD, serial number, Data 1, and Data 2 informa-
tion. The maximum number of the provided lamp switches
is 30.

(B) Command.The communication information between the
imbedded board and the switch controller mounted on a
lamp is summarized below. Table 1 shows communication
information from the imbedded board to the switch. Table 2
shows communication information from the switch to the
imbedded board.

ID Assignment.There are about 10 to 20 lamps in a household.
Therefore, the maximum number of lamp switches provided
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Figure 4: Block diagram of the RF communication module.

Table 1: Communication information from the imbedded board to
the switch.

CMD ID DATA 1 DATA 2 Content
0x00
0x01 ID 1 [on], 0 [off] POWER
0x02 New ID 1 [on], 0 [off] Serial + ID

0x03 ID
0: ALL
1: Switch
2: Time

Switch Setting

0x04 ID 1 [on], 0 [off] Switch save
0x05 ID T HOUR T MIN Time setting
0x06 ID A HOUR A MIN Alarm setting

Table 2: Communication information from the switch to the
imbedded board.

CMD ID DATA 1 DATA 2 Content
0x00
0x01 POWER
0x02 New ID 1 [on], 0 [off] Serial + ID
0x03 Switch setting
0x04 ID 1 [on], 0 [off] Switch save
0x05 ID T HOUR T MIN Time setting
0x06 ID A HOUR A MIN Alarm Setting

Table 3: ID value assignment to lamp switches.

0 ALL
1∼30 ID

in this study was set to 30. Table 3 shows IDs were assigned
to the lamp switches.

2.4. Design of the Main Program. The main program was
written using C# development language provided by MS
(Microsoft). The C# language was used to realize the main
program because the scenario of this study does not have
a separate server. Thus, the imbedded board simultaneously

plays the role of a client and a server. The original purpose
is to manage, share, and save data by means of a server, but
no separate server is needed because the purpose is to actuate
the lamp switches.Therefore, themain programwas designed
using the C# programming language, which has excellent
memory management and provides various functions in an
internet environment. The platform of the imbedded board
platform is based on WinCE 6.0. The RF sensor in the lamp
switch controller is always turned on, waiting for the data
request from the imbedded board. When a data request
comes in, the RF sensor sends the current status information
(CMD, serial number, and data information) to the imbedded
board, which then receives the information and processes the
received information so that it can be monitored on a screen.
The information can be monitored with a smartphone; a
smartphone is also able to turn the lamps on and off. (Figure 5
shows inner action of the main program.)

3. Implementation

3.1. Implementation of a Light Switch by the Use of RF
Communication. It is a device to supply power to an electric
light through radio frequency (RF). More specifically, it is an
RF switch drive system to control the power of electric lights
in and out of a house through RF. Before power supply, the
system converts an alternating current into a direct current.
TheRF switch controller turns on/off an electric light through
RF communicationwith the RFmodule built in an embedded
board and receives power by the use of standby power. The
current booster of the switch controller, which serves as a role
to boot a microcurrent to a high current and rectify into a
direct current, saves a microcurrent when a switch is off and
communicates through RF by the use of the saved microcur-
rent or standby power when a switch is on. The current
booster, a set ofmore than 20 trans, gathers and saves standby
power. Figure 6 shows a diagram of the standby power RF
light switch system [12].

3.2. Implementation of a Monitoring System. The main pro-
gram installed into the embedded board (Mango 310) pro-
vides a communication environment to monitor the current
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Figure 7: A window of the main program.

light state and make access through a smartphone. Figure 7
shows illustrates a window of the main program. When a
user enters an IP address and a port number and clicks
Access button, the user can have access at any time through
a smartphone. By looking at the data log, a user can check a
current ID value, a command value, and the state of lights.

In addition, a user can check the state of lights in the
type of images in real time and turn on/off lights by using the
on/off option.

If an electric light is turned on, the main program shows
the state of the light as a turn-on image and displays each

Figure 8: Screens of the smart power control application.

value of CMD, ID, and DATA1 on the data log section. Also,
on the option section of the main program, there are two
buttons: All On and Going out. When All On button is
clicked, all lights are turned on, and when Going out button
is clicked, all lights are turned off. When a user enters an IP
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Figure 9: Smart power control system architecture.
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address and a port number necessary to make access from
outside on the Set-up section and clicks Access button, the
user can access the embedded board to control electric lights
at any time through a smartphone.

3.3. Implementation of a Smartphone Application. The smart-
phone application is used for a user to control electric lights
at any time and place through a smartphone.

When an embedded board opens a communication port
and sets up an IP address, a user can have access to the
embedded board through the IP address and communication
port by using the application program. Figure 8 shows the
main screen popping up first when the smart power control
application runs.

When a user enters an IP address and a port number on
the main screen and clicks Access button, the user can access
an embedded board. As shown in the next screen, the state
of electric lights in a house is displayed. On the screen, a user
can turn on/off the lights.

4. Examination and Evaluation

To evaluate and analyze the smart power control system
implemented in this work, this research made some prepa-
ration as shown in Figure 9 and began to evaluate the system.

The system was tested on the basis of the whole scenario.
The control of electric lights was tested in each embedded

board and smartphone environment. Tomake access through
a smartphone, an IP address and a port numberwere assigned
to an embedded board. After that, the given IP address
and port number were entered in a smartphone for access.
Turning on/off electric lights was tested in each embedded
board and smartphone environment. And it was found that
the embedded board and smartphoneworkedwell. In the case
of smartphone control, one problemwas that it took different
time to turn on/off electric lights depending on the wireless
interest speed. It is a technical issue, so that it seems to be
solved through the change of an IP address sharing router or
through the change of the internet line. To investigate how
much theRF controller of an electric light switch uses standby
power with the naked eye, this research attached a watt meter
to the controller and measured standby power. The electric
lights did not consume electricity apparently. When an elec-
tric light was off, a microcurrent flowed in the light. The test
of the system revealed that the microcurrent was supplied
to RF devices. The supply of a microcurrent is the core
technology of this work.

As seen earlier, electric lights were controlled through the
use of an embedded board and a smartphone and therefore
were successfully turned on/off. In addition, since the system
supplied power to each RF device by using the standby power
flowing in electric lights, any additional power consumption
didn’t occur. As a result, it was found that invisible standby
power was remarkably used, and thus this work suggested
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that the system is able to control electric lights in a house at
any time and place.

5. Conclusion and Future Research

This work developed the smart power control system to turn
on/off electric lights through the use of RF communication,
an embedded board, and a smartphone and showed the
results of the system. In the past, a user controlled various
home appliances including electric lights throughwired com-
munication rather than wireless communication. However,
today, with the development of wireless communication, a
user is able to control home appliances at any time and place.

By suggesting the service to control electric lights regard-
less of a user’s location, this work provided an example of the
service to monitor various kinds of indoor lights used in a
home network, a factory, a commercial building, and others.
Also, it proposed the service to induce users to save energy,
which helps them to control electric lights.

Additionally, thiswork designed the systemcalled current
booster with multiple-trans to use invisible standby power. It
used the current booster to operate an RFmodule for wireless
communication.

Since the proposed functions work well, it would be
possible to have an RFmodule built in home appliances in the
future, and therefore a user could control the home appliances
at any time and place through a smartphone or an embedded
board by registering each ID value of home appliances.

The smart power control system developed and imple-
mented is a prototype. Therefore, it is required to check
whether the system would be applicable to actual home
appliances. Also, it is needed to test safety when the system
is applied to gas valves, door locks, and devices other than
electric lights. In the future, this research plans to apply an RF
module to home devices basically installed in a house, such as
gas valves or door locks, and to control the devices. In addi-
tion, by adding more smart services, checking whether a user
is at home through various sensors, accumulating informa-
tion on the basis of a user’s pattern, applying such information
to an algorithm, this work will continue to be performed in
order to improve users’ quality of life.
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Application of the technology systems is growing in various fields and the agriculture is not an exception. Agriculture is also reaping
the benefits of technological innovation which helps in quantitative and qualitative food production. Vertical farm, one of the
agricultural practices, is considered to be the future of agriculturewith the rate of populationmigrating into urban areas. Ubiquitous
computing in agriculture is emerging remarkably in this fast processing pervasive environment, owing to wireless sensor network
(WSN). Building a context aware system for the vertical farm is complex without the semantic interoperability between the Internet
of things (IOT). In this paper, we propose a vertical farm ontology (VFO), an OWL based ontology model which helps in more
understanding of the relationship between the domain factors. With the proposed model, the information from the Internet of
things is recomposed as context information and made understandable for the other systems. For the sake of agriculture, we hope
that our proposed model will pave great path for the development of smart and intelligent agricultural services.

1. Introduction

Recently, ubiquitous computing technology has been flour-
ishing widely in agricultural field [1]. Some of the progresses
in this area include automation process on the u-agriculture
and smart services to control the activities. Such advance-
ment in the ubiquitous computing encourages the agricul-
tural researchers and even farmers to apply automation in the
process.

Agriculture is a fundamental human activity and also
inseparable from human life. As per the history, human
started cultivating crop around 10,000 years ago, also referred
as the Neolithic Age [2]. Starting from using simple tools
such as stick and stones to advanced wireless computing
technology, the development agricultural technology has
major contribution [3]. Agriculture technique takes different
form of advancement through centuries according to the
lifestyle of the people. It is also estimated that 80% of the
world population is expected to live in the urban areas by
2050. Also the rapid increase in population may be a threat
to farmland [4]. For the future agriculture, existing indoor

cultivation method is improved with the expert engineering
and termed as vertical farming. Vertical farming is already
in practice in many countries. Currently, vertical farms are
rapidly evolving in the large-scale production of variety of
crops in the urban centres [5].

Vertical farming is a fully automated system without any
human intervention, which is also considered as the new
agricultural evolution. To serve as ubiquitous computing
infrastructure, it needs to be aware of the context and provide
appropriate data and services. Considering the situation of
the large-scale farming system like vertical farming in real
time, the system is independent of each other. Context-aware
service is being realized between the system by using the set
of common ontology that supports the communication and
the relationship.

In this paper, we propose an OWL based ontology model
for the vertical farming environment. The suggested model
concentrates more on the controlling and monitoring ser-
vices of the environment. An upper-class ontology model is
designed by identifying the important concepts in the vertical
farm environment that focuses majorly on the services. The
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model is designed in a way that can be improvised further
according to the needs and requirements without starting
from scratch.

2. Background Study

This section represents the background work of the proposed
ontology. First, we have discussed about the vertical farming
which has both technological and expert engineering that
makes a perfect combination for the ubiquitous computing
environment. Next, OWL based ontology model is briefly
discussed which is considered to be well suited for the
development of semantic interoperability and finally the
related works that helped in the development of context
model.

2.1. Ubiquitous in Vertical Farming Overview. Vertical farm-
ing is considered as one of themodern agricultural technique
in the future urban area, in where most of the people are
expected to live [5]. Agricultural farming took different forms
over the millennium since the invention of agriculture in
stone ages to which it finally reached the vertical farming.
And it may take different dimensions in the future, as the
technologies are evolving nonstop. Computer technology
during the last decade has numerous changes in the many
fields. Looking back the evolution of the computer, in the
early ages, the mainframe era was made a big evolution
in which only expert accessed the computer. But today,
the popular devices as laptops, tablets and Smartphone are
owned and accessed by all ages. The third wave of computing
(ubiquitous computing) is already upon us, leading to the
departure of mainframe and personal computer [6].

As per the recent study [7], the paradigm shift is evidently
occurring from personal to ubiquitous computing in which
the evolution of the data-centric application encapsulates
the data environment to ontology based application with
automated reasoning capabilities [8]. Weiser [9] articulated
the term “ubiquitous” whichmeant “everywhere” and defined
many of its attributes. One of the goals of ubiquitous comput-
ing is to enable devices to sense changes in their environment
and to automatically adapt and act based on these changes
and preferences.

2.2. OWL. OWL is the ontology representation language
which helps in the process of context information instead
of presenting the information. Basic OWL ontology concept
include classes representing domain concepts, properties
of classes, and individual instances specified from classes.
Ontology is referred to as the shared understanding of
some domains, which is often conceived as a set of entities,
relations, functions, axioms, and instances.

The reason for choosing OWL is to realize our context
model and define our context model as follows. It is much
expressive compared to other ontology languages. It has
the capability of supporting semantic interoperability to
exchange and share context knowledge between different
systems. The context can be exchanged and understood
between the systems in various domains.

2.3. Related Work. The gust of third wave computing has
made a great evolution of computer in the past few years.
Since the introduction of first context aware application
“Active Badge Location System” by Want et al., [10] that
used an infrared based system to determine a user’s current
location that helped to forward phone call to the close user.
Many such research focused on finding the user’s location
and identifying the current situation [11–13]. Although many
definitions were proposed for the term “context,” the most
appropriate definition was given by Dey and Abowd [14].

Prekop and Burnett [15] proposed two dimensions of
contexts such as external and internal context. The external
context is the context that is measured by hardware sensors
that is, location, temperature, or light. The internal context
refers to the user’s goal, task, or work. In this modern world,
the sensors have become a part of human life. To add value to
the day today life, the sensors along wireless sensor network
have made human life easier. The interest in wireless sensor
network has increased considerably. Although the wireless
sensor networkwas used in themilitary purpose, recently it is
used in various fields such as health monitoring, transporta-
tion, smart home, habitat monitoring and agriculture [16].

Extensive usage of WSN has developed the interest in
routing protocols. WSN is available everywhere, but it is
impossible that there is a common routing protocol for all the
application. Many survey has been undergone in the routing
technique of wireless sensor network and classified according
to Location-based, Data-centric based, Hierarchical based,
Multipath based and QoS-based protocols [17]. With many
kinds of routing protocol in practice, the recent researches
[18, 19] have been focused on the major concern, which is the
energy awareness.

The u-agriculture or intelligent agriculture is one of
the applications of Internet of things (WSN). Zigbee stan-
dards in the wireless sensor network are recognised as the
authoritative standards of agricultural environment [20].
Zigbee uses wireless mesh protocol for wireless control and
monitoring, and is well known for long-lived battery and
high reliability with a low cost and low power. Many studies
have been undergone in the u-agriculture focusing mainly
on the monitoring and automatic process controlling. Cho et
al. [21] explain the service based system workflow model of
agriculture with a situation context information. Hwang et al.
[22] depict themonitoring service of the greenhouse through
the wireless sensor network. Similarly, a real-time “field
area” monitoring service in agricultural field was successfully
created by Mizoguchi et al. [23]. In [24], Hwang and Yoe
focuse one the importance of wireless sensor network in the
context aware middleware of the greenhouse environment.
Many real-time and prototypic implementations have been
performed on ubiquitous agriculture [25–27].

Most of the researches in ubiquitous agriculture are
service based automation. In the large-scale environment like
vertical farming, the common understanding of the structure
of information among the system is more important for a
flawless automation. The context model which helps to fulfill
such need is ontology which is termed as “formal, explicit
specification of a shared conceptualisation” [28]. Ontology
is a widely accepted tool for the modelling of context
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information in pervasive computing and also considered to
be advantages over the other modelling techniques [29]. The
OWL is part of the growing stack of W3C recommendation
related to the semantic web. As semantic web is considered to
be the future of web, OWL based ontology is widely used in
the applications.

Many researches have been undergone in the vertical
farm context modelling based on the OWL Ontology, in
whichKim et al. [30] explains the situation categorization and
its services relationship through OWL based on RDF. As it is
in the beginning stage, many such research and development
are expected.

3. Vertical Farm Ontology

Vertical farm ontology (VFO) is designed focusing on the
service based vertical farm without any human intervention.
The ontology model is designed using OWL based on RDF
and implemented in Protégé 4.2.

In this fast evolving world of technologies, the model
needs to be developed considering the future evolution.
In our paper, we built a domain-specific model which is
extensible.The first step handled in designing the model is by
identifying the concepts of the environment.The concepts are
physical or conceptual objects in the domain. For example, let
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us consider the vertical farm environment. As vertical farm
is a large-scale production environment with optimal growth
condition regardless of time and season. Although there are
many designs available in vertical famring, we have used one
of Bluke Kurasek design [31] for better understanding. As
shown in Figure 1, we are left with many question.

By answering each question and analyzing the common
dependency among the domain, the major classes are iden-
tified and structured as set of concepts. The concepts are
context, devices, service, environment, network, location,
and user. Figure 2 shows the upper ontology of the VFO
which can be extended according to the domain of interest.

In the next subsections, each of the concepts is distinctly
presented and explained.

3.1. Context Concept. Context is an often noted notion in
the ubiquitous environment. Although context has various
definitions, Dey and Abowd [14] definition was considered
to be more accurate. Context awareness adds much to the
dynamicity of the systems as their behavior varies depending
on circumstances. Context aware systems are well known for
their adaptability to the current context without any human
intervention.The context information is mostly derived from
sensors through a proper channel wireless sensor network.
In VFO model, the context holds the set environmental
parameter of a single location with a scheduled interval
time. Also, an instance of the context class can be associated
with a user in a time. The environmental parameter such as
temperature, humidity, CO

2
, and light as a context element,

associated with appropriate control equipment, can range
from specific sector, floor, or building. Thus, the location is
interrelated with the context related concepts.

3.2. User Concept. Vertical farm environment is entirely
automated environment with intelligent services such as
monitoring and controlling services.The user concept makes
use of such smart services. The context information obtained
from time to time are monitored by the User. Although
the control services are automatic, in case of emergency or
necessity, the user can manually access the control services.
Figure 3 depicts the user concept onVFO. In the vertical farm
environment, the user can also be represented as person who

has access to the services such as administrator, researcher,
and system manager.

3.3. Environmental Parameter Concept. For a healthy crop
growth, an optimal environmental condition is needed. The
environmental condition information is very important to
control the most appropriate devices. The parameters are
useful to express the functionality of both devices and
services. Internet of things acts as the bridge between the
physical objects such as place, person, or device which is
known as “things”. IOT consist of set of heterogeneous set of
devices which are uniformly discoverable, closely integrated
with the Internet infrastructure and service, regardless of the
devices (RFID, sensor, or embedded devices). Presently, IOT
is considered as the ideal emerging technology to influence
the domain by providing new evolving data and the required
computational resources for creating revolutionary apps [32].
In VFO, the autonomous services are achieved through the
sensors and actuators. Sensors are directly related to the
environmental parameter, from which the values are sent to
the server via Wireless communication protocol (Zigbee).
The actuators are indirectly linked to the parameter. Actuator
controls the control equipment such as air conditioner, heater,
window, humidifier, and light. The result in the variation of
environmental parameter affects the actuator to maintain the
optimal condition through controlling the equipment.

As wemention environmental parameter, it includes both
the indoor and outdoor environmental conditions. Although
the indoor factor plays major role, the outdoor factors are
not to be omitted. According to the daily weather condition,
the environment parameter needs to be manipulated and
processed. Factors such as season, daily weather, and day-
night atmospheric differences are also taken into account for
the more appropriate growth condition. As for the indoor
parameter, the atmospheric condition and the soil condition
(can also referred as soil nutrient) are given major con-
cern. Figure 4 represents the overview of the environmental
parameter concept.

3.4. Service Concept. VFO model is designed focusing on
the service based environment. The two main services that
revolve around the vertical farm automation monitoring
and controlling services. The controlling service helps the
control equipment to be controlled through the actuator
node. Figure 5 shows the service concept and its relation with
the other concepts.

3.5. Network Concept. In this pervasive environment, the
communication is most important factor that cannot be
ignored. Not to mention, the WSN is overwhelming all
over the world. The sensor uses the wireless communica-
tion protocol to deliver the parameter to the server. The
wireless technology used in the vertical farm environment
is Zigbee technique, which uses the frequency of 2.4GHz.
The programmable logic controller (PLC) which is the wired
communication protocol helps in controlling the control
equipment. Figure 6 depicts the network concept used in the
VFO model.
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3.6. Location Concept. The main concept of vertical farm
is to produce maximum amount of crop production with
optimal condition, even in the middle of the urban area.
Hence the skyscrapers have much number of floors with
variety of crops in it. As each crop is distinct, each needs a
different environmental condition.Therefore, keeping a track
of the crop and its location is much more important. The
environmental parameter of the corresponding sector should
be maintained properly so as to control the equipment of the
above required sector. Figure 7 shows the overlook of location
concept.

3.7. System Concept. The system concept is commonly
divided into devices and control Equipment. The concept is
classified on the basis of their services. The devices that are

Network Services

Wired Wireless

PLC Zigbee

Name Manufacturer

Status

usesNetwork
isA

hasName

hasStatus

hasManufacturer

Figure 6: Network Concept.

categorized in the VFOmodel are computer and the so called
smart devices which are sensors and actuators. As discussed
in the environmental parameter concept, the sensor returns
certain parameters and actuator performs the control actions.
The sensed data from the each sensor are transferred to the
sink node through the wireless sensor network. The control
equipment are air conditioner, humidifier, CO

2
generator,

light, irrigator, and window. Figure 8 shows the underlying
relationship of the system concept.

4. Experiment and Results

In this section, we present the implemented part of our VFO
model. According to Hendrickson and Indulska, efficient use
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Figure 9: High level context information.
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Figure 10: Vertical farm monitoring client.

Figure 11: Vertical farm middleware.

of context model needs careful planning; therefore, careful
planning was done before the implementation. In our model,
we have domain named class context where all the context
information is gathered. In vertical farm environment, the set
of environmental parameter and the location of the particular
factor is considered to be more important. Figure 9 shows
the high level context information and the relationship of
the particular scenario. It indicates that the temperature in
the sector B12 is 22 degree Celsius. As we know the OWL
based ontology is interrelated. The location of the sector B12
is in Building no. A01, Floor no. 3, and Room no. 302. The
relationships between the type of crop, location of the crop,
and the temperature of the environment are all well defined
to form an appropriate context.

Various devices such as sensor, actuator, and control
equipment were installed in the vertical farming prototype to
examine themonitoring and control services. Figure 10 shows
GUI application of the monitoring service where the context
information is gathered and displayed.

The sensed data are updated in the monitoring client on a
regular time interval. Both the time-based and event-based
readings are graphed for the comparison. The readings are
taken from a single port ID, in other words, from a particular
sector of the vertical farm. Each sector has different crop,
which is mapped well to compare and monitor the crop’s
optimal growth environment.

A detailed middleware response of sensed data is pre-
sented in Figure 11. As the wireless sensor network has
number of sensors, each node of sensor with a unique node
value sends the sensed value to the sink, where the mapped
devices are found.

The entire controlling service is performed automatically
without any human intervention.The process is based on the
following step.

(1) The sensed data from the sensor such as temperature
sensor, humidity sensor or light sensor are sent to
the sink (wireless sensor node) through the wireless
communication protocol.

(2) The sensed values are stored in the server database.
(3) The values are then sent to the actuator through the

wired communication protocol.
(4) PLC decides on the action after analyzing the values

for the corresponding crop.
(5) The control action is performed on the corresponding

control equipment to maintain the optimal condition
in the environment.

5. Conclusion and Future Works

Recently, researchers are willing to make computing ser-
vices smarter [33–35]. In this paper, we presented vertical
farm ontology (VFO) for the future agriculture evolutionary
environment. The suggested context model uses OWL based
ontology to define common understanding and relationship
between the system and services. The upper level ontology is
analyzed andderivedwith the set of concepts such as location,
user, system, context, environmental parameter, user, and
Network. The basic concepts proposed can be reused and
extended for the agricultural based smart environments.

With the gained experience from the prototype imple-
mentation, our VFO model and the concept will be more
refined according to the domain-specific environment. By
doing this, it may serve as a very helpful to develop agricul-
tural service automation and smart service application in the
agricultural environment.
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Fire is a common and disastrous phenomenon in subway transportation systems because of closed environment and large passenger
flow. Traditionalmethods detect and forecast fire incidents by fusing the data collected bywireless sensor networks and compare the
fusion result with a threshold. However, this approach has a significant shortcoming. Fusion of data decreases the amount of useful
information since the distribution of data is not considered. In this paper, a novel mechanism based on wireless sensor networks is
proposed and we can use the mechanism to detect fire in subway transportation systems. The core algorithm in this mechanism is
an alternative of data fusion in wireless sensor networks.Themechanism uses the quantity information acquired from the data and
also considers the distribution information of the data in order to predict the occurrence of fire incidents. The simulation results
show that fire incidents can be detected fast and efficiently.

1. Introduction

Wireless sensor networks (WSNs) have extensively been used
due to their excellent capability of monitoring real physical
environments and collecting data [1]. For example, WSNs
have been used in military, medical, and environmental
monitoring applications, among others. Surely, the fields in
which they are applied will continue to expand.

With the rapid process of urbanization, more and more
people live and work in big cities. As a result, public
transportation systems are under great pressure, and subway
transportation systems are good choices to help relieve
this pressure. However, fire is a common and disastrous
phenomenon in subway transportation systems, and great
attention must be paid to guarantee the safety of the public in
such systems. Thus, the research on fire detection in subway
transportation systems is very important.

In this paper, WSNs are used in subway transportation
systems tomonitor fire.The sensors deployed can collect data
about temperature, and thenwe store the data in the database.
Fire incidents can be predicted by comparing the distribution

of the data collected and the normal distribution of the data
on the condition when there is no fire. There are two rules
that will be followed when comparing the distributions—
the rule of the best consistency comparison and the rule of
the best squared comparison. In this paper, these two rules
are the core of the mechanism for fire detection. The best
consistency comparison is a good method for fire locating,
but it cannot provide any indication of the situation of the
fire. Conversely, the best squared comparison cannot locate
a fire, but it is a perfect method for estimating the severity
of the situation, because this method has accumulated all
the differences of these two functions rather than just the
large differences. Therefore, the two methods have their own
advantages and shortcomings and fire can be detected more
accurately and efficiently by making use of the strengths of
these two methods.

The mechanism proposed in this paper is an alternative
of the mechanisms based on data fusion. Compared with
other mechanisms, our mechanism can detect fire incidents
all around and the result is more accurate. Fire incidents can
be sensed, located, and monitored and the situation of the
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Figure 1: Cubic spline interpolation and a ninth-degree polynomial
fitting.

fire incidents can be estimated. Therefore, the mechanism
proposed in this paper is more valuable.

The rest of the paper is organized as follows. Section 2
introduces the related work of this paper, and Section 3
introduces the preliminary techniques. The fire detection
system is discussed in detail in Section 4, and its performance
is evaluated in Section 5. The conclusions are presented in
Section 6.

2. Related Work

Studies on smart home [3–6] such as fire monitoring and
detection have been researched for many years. Most mon-
itoring and detection approaches make use of temperature
and humidity sensors, smoke detectors, cameras and so
on. In [7], a fire-detection system is proposed based on
multisensory technology and neural networks. However, this
method requires a large number of training samples due
to the multivariate classification that applies to a neutral
network. Moreover, it is assumed that possible events of fire
detection have to be well studied for its priori information
by the neural network. Hence, for an unseen event to be
learned, the entire neural structure must be reformed. In [8,
9], the authors presented a system that was based on various
types of sensors and that used probabilistic neural networks.
However, such systems require the use of a training set, and
most of them are evaluated in indoor environments, where
the environmental conditions are absolutely controllable and,
of course, completely different from the outdoor environ-
ment. A method for fire detection based on multisensory
data fusion was presented in [10]. There are three types of
sensors, that is, temperature sensors, humidity sensors, and
cameras, and the authors combined the three types of data
by D-S evidence theory (Dempster-Shafer evidence theory)
to detect a fire [2, 11]. In [12], the authors proposed adaptive
fusion algorithms, which are improvements over data fusion
algorithms. Neubauer [13] applies genetic algorithms to an
automatic fire detection system. The online identification
of stochastic signal models for measured fire signals was
presented. A system for monitoring fires using a WSN that
collects temperature, humidity, and barometric pressure is
described in [14].

Our approach is a novel mechanism for monitoring fires,
and it is based mainly on statistical data and the process is
different from the approaches used in previous methods. In
order to illustrate the mechanism easily, we assume that there
are only temperature sensors present. The occurrence of fire
is judged by combining the distribution of the data collected
and the normal distribution of the ordinary data when there
is no fire. If the data show significant differences, it is very
likely that there is a fire.

3. Preliminary Techniques

The proposed novel mechanism for fire detection mainly has
three preliminary techniques

(1) Interpolation is an alternative method of data fit-
ting, and, in some conditions, it is an easier and
more accurate method especially for the complicated
functions; for some extreme cases, the performance
of data fitting cannot be accepted. Because of the
reasons we proposed before, in this paper, cubic
spline interpolation is used rather than Gaussian data
fitting or some other data fitting techniques to get the
continuous function of the discrete data collected by
the sensors.

(2) The second preliminary technique is the best consis-
tency comparison. It is a method that can identify the
points at which the two distributions have obvious
differences. The differences will be used to locate fire.

(3) The third preliminary technique is the best squared
comparison, which can be used to obtain the whole
difference between two distributions that can be
compared. It can accumulate all of the differences
rather than just the main differences. Therefore, it is
a good way to estimate the situation of the fire.

We will introduce the techniques in detail below.

3.1. Cubic Spline Interpolation. Interpolation is an alternative
method of data fitting whose characteristic is the continuous
function across all the discrete data points. Cubic spline
interpolation is a classic method because of its gliding
property. The performance of interpolation is better than the
performance of fitting when the function is not a simple
function, for example, when the discrete data have two peaks.

As shown in Figure 1, the continuous function obtained
using the method of cubic spline interpolation crosses all
the discrete points and is smooth. However, the continuous
function obtained by polynomial fitting is not close to the
actual data, even though the order of the polynomial is nine.
Therefore, in this paper, cubic spline interpolation is used to
process the discrete data.

3.2. The Best Consistency Comparison. Assuming there are
two continuous functions, for example, 𝑓(𝑥) and 𝑔(𝑥),
with the domain of definition of [𝑎, 𝑏], we define the best
consistency comparison as follows:

Δ (𝑓 (𝑥) , 𝑔 (𝑥)) =
󵄨󵄨󵄨󵄨𝑓 (𝑥) − 𝑔 (𝑥)

󵄨󵄨󵄨󵄨 , 𝑎 ≤ 𝑥 ≤ 𝑏. (1)



International Journal of Distributed Sensor Networks 3

−20 −15 −10 −5 0 5 10 15 20
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
f
(
x
)

x

(a)

−20 −15 −10 −5 0 5 10 15 20
x

g
(
x
)

0

0.02

0.04

0.06

0.08

0.1

0.12

(b)

−20 −15 −10 −5 0 5 10 15 20
x

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14

|f
(
x
)
−
g
(
x
)
|

(c)

Figure 2: (a) 𝑓(𝑥) (b) 𝑔(𝑥) (c) Δ(𝑓(𝑥), 𝑔(𝑥)).
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Figure 3: (a)𝑓(𝑥) (b)𝑔(𝑥) (c) |𝑓(𝑥) − 𝑔(𝑥)|
2.

The peaks of Δ(𝑓, 𝑔) are recorded as (𝑇
𝑖
, 𝑃
𝑖
), where 𝑇

is short for temperature and 𝑃 is short for probability.
The differences between 𝑓(𝑥) and 𝑔(𝑥) can be determined
through the records. Obviously, one piece of record is ignored
if 𝑃
𝑖

≤ 𝜇, where 𝜇 is a predefined set of thresholds, for
example, 𝜇 = 0.005. If𝑇

𝑖
≫ 𝑇normal and𝑃

𝑖
≥ 𝛼, it is concluded

that there is fire with temperature 𝑇
𝑖
; otherwise, there is no

fire. 𝛼 is a probability threshold for judging if there is fire and
often 𝛼 is set to be equal to 0.02. There is an example for the
best consistency comparison shown in Figure 2.

As shown in Figure 2, the peaks of Δ(𝑓(𝑥), 𝑔(𝑥)) are
recorded as (−0.2, 0.128) and (6.1, 0.116). We assume that the
normal temperature is inferred around 0∘C. Therefore, the
peak (−0.2, 0.128) is normal and the peak (6.1, 0.116) attracts
our attention. The sensors that detect a temperature around
6.1∘Cwill be selected in the database and the sensor positions
can be located by location system in WSNs.

The best consistency comparison is very sensitive to the
big differences in a point and it is quite good for locating the
fire. But the shortcoming is that this method cannot provide
any information about the fire situation. To offset the shorting
of the best consistency comparison, we propose another rule
for comparison in Section 3.3.

3.3. The Best Squared Comparison. When there are two
continuous functions, for example, 𝑓(𝑥) and 𝑔(𝑥), with the

domain of definition of [𝑎, 𝑏], we define the best squared
comparison 𝛾 as follows:

𝛾 = 0.5 ∗

∫
𝑏

𝑎

󵄨󵄨󵄨󵄨𝑓 (𝑥) − 𝑔 (𝑥)
󵄨󵄨󵄨󵄨

2
𝑑𝑥

∫
𝑏

𝑎
𝑓 (𝑥)
2
𝑑𝑥

, (2)

where 𝛾 is a number between 0 and 1. In fact, the maximum
of ∫
𝑏

𝑎
|𝑓(𝑥) − 𝑔(𝑥)|

2
𝑑𝑥 is equal to 2 ∗ ∫

𝑏

𝑎
𝑓(𝑥)
2
𝑑𝑥 on the

condition that there is a large fire that influenced all of
the deployed sensors, and the continuous bar graph and
the normal distribution staggered completely; the minimum
of ∫
𝑏

𝑎
|𝑓(𝑥) − 𝑔(𝑥)|

2
𝑑𝑥 equals 0 on the condition that the

situation is as usual, and 𝑓(𝑥) and 𝑔(𝑥) are almost all the
same everywhere. Figure 3 is an example of the best squared
comparison rather than being an example of the condition
that 𝑓(𝑥) and 𝑔(𝑥) are almost all the same everywhere.

We can define the severity of a fire by 𝛾:

no fire, 0 ≤ 𝛾 ≤ 0.05

not that severe, 0.05 < 𝛾 ≤ 0.3

the fire is severe, 0.3 < 𝛾 ≤ 0.6

the fire is very severe, 0.6 < 𝛾 ≤ 0.8

a large fire, 0.8 < 𝛾 ≤ 1

(3)

and it is obvious that there is a large fire if 𝛾 ≥ 0.8.
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SubProcess3: analyse the
trend of f(t) to control the
period of data collected and

process it.

SubProcess4: compare f(t) with g(t) through the best square to estimate
the situation, and if there is a fire, compare f(t) with g(t)  through the

best consistency to locate the fire.

SubProcess1: get f(t)—the
distribution of the data collected by
the sensors deployed in the urban

railway transportation systems.

SubProcess2: get g(t)—the ordinary
distribution of the data on the

condition that there is no fire in the
urban railway transportation systems.

Figure 4: Flow of the fire detection mechanism.
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Figure 5:Continuous temperature for a day obtained by cubic spline
interpolation.

The best squared comparison is a good measure for
estimating the situation because this method accumulates all
the differences between the two functions. On the contrary
with the best consistency comparison, the shortcoming of the
best squared comparison is that it cannot locate a fire, so these
two comparisons will become complementary.

4. Fire Detection System

Applying the technologies introduced in Section 3, this paper
proposes a new fire detection mechanism as shown in
Figure 4 briefly to predict the fire perfectly. To be specific, the
implementation details of each subprocess are expounded in
Sections 4.1–4.5.

As shown in Figure 4, SubProcess4 is the core of our
mechanism by which we can judge whether there is a fire.
SubProcess1 and SubProcess2 are the basement of SubPro-
cess4 through which we can get 𝑓(𝑡) and 𝑔(𝑡). The period we
collect data in is important for real-time of our mechanism;
the smaller the period is, the more real-time the data is. In
the normal situation, we need not to collect the data very
frequent, but if there are some indications of fire incident,
we should collect the data more real-timely which means we
should shorten the period. In SubProcess3, we described the
method to control the period.

4.1. Predict the Normal Temperature in the Subway Trans-
portation Systems. To predict the normal temperature in the
subway transportation system, the association rules between
the climate of the city and the normal temperature in the
system are to be determined. A weather report provides the
climate of city in a discrete way, for example, every 30minutes
or 60 minutes, and through the association rule, we can
predict the normal temperature in the subway transportation
system.

To our knowledge, the association rule between the
climate and temperature in the subway transportation system
can be mined by the technique of data mining, and then
we can get the normal temperature, but it is not the core
algorithm in this paper. Therefore, normal temperature in
Beijing subway transportation system is given and is a set of
discrete data at different times on a day as shown in Figure 5.

To get the temperature at any time, continuous function
to represent the discrete data based on cubic spline interpola-
tion is developed, and the result is presented in Figure 5. We
can find that the continuous function crossed all the discrete
points and it is very smooth and it satisfied our feeling better
than data fitting.

This is the continuous function of temperature for a
day obtained by cubic spline interpolation, and the actual
temperature at any time of the day can be obtained using this
function. Getting the accurate temperature is the basement of
fire detection.

4.2. Reason the Normal Distribution 𝑔(𝑡) of the Data We Col-
lected by WSNs. Because of the inherent features of sensors,
accurate measurements of the temperature in the subway
transportation system cannot be obtained. The observed
value often follows a Gaussian distribution with a variance
𝛿
2 of the real value, and has a relationship with the property

of the sensors deployed. Obviously, 𝛿
2 is an important

parameter of the sensors, since smaller 𝛿
2 means better

quality and accuracy of the sensors.
In Section 4.1, we obtain the normal temperature 𝑇 and

the distribution of the temperature obtained from the sensors
should be a Gaussian distribution with a mean of 𝑇 and a
variance of 𝛿2, namely,𝑁(𝑇, 𝛿

2
).

For example, the sensors deployed in the subway trans-
portation systems with a variance 𝛿2 = 2 and the temperature
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Figure 6: Normal distribution of temperature for 30∘C.

is 𝑇
0

= 30
∘C. Then, the temperature provided by a sensor

follows a Gaussian distribution, as shown in Figure 6.
Figure 6 shows that, although the temperature is 30∘C

accurately, because of the property of sensors, we cannot
obtain the temperature accurately using the sensors; often,
the measuring result follows a Gaussian distribution. There-
fore, if the distribution of the data obtained from the sensors
is very similar to the distribution shown in Figure 6, we
believe that the actual temperature is 30∘C.

4.3. Get the Distribution 𝑓(𝑡) of the Data Collected by WSNs.
After collecting the temperature data from the sensors
deployed in the subway transportation system, we process
the data to get their approximate distribution function, as
described below.

First, the smallest and the largest number of data is found,
recorded as 𝑥

𝑠
and 𝑥

𝑏
, respectively.

Second, the range [𝑥
𝑠
, 𝑥
𝑏
] is divided into 𝑛 segments.

Usually, 𝑛 is a number in 30–50. However, 𝑛 can be set
somewhat larger to get a more accurate result at the expense
of increasing the amount of calculations required.

Third, for each segment, the number of the data that fall
into this segment is added up, and a bar graph of data is
obtained that comprises of discrete points.

Fourth, we use cubic spline interpolation to get a con-
tinuous function, which is an approximation of the discrete
data. The pseudocode of this algorithm is described as
in Algorithm 1.

Figure 7(a) is a bar graph of 2000 temperature readings
generated by the 2000 sensors deployed, and Figure 7(b) is
the continuous function obtained by cubic spline interpola-
tion.

4.4. Control the Period 𝑇
𝑝
of Data Collected and Process by

Analyzing 𝑓(𝑡). At the beginning of fire, the distribution
of 𝑓(𝑡) tends to have two peaks because the temperature
increases in the local area, and the discrete data of the
temperature tends to be greater there. Therefore, if the

function has two peaks that are not obvious, the period of
data processing should be decreased to get more information
about the fire.

To find the peaks, the algorithm proposed is described as
follows.

First, the derivative of 𝑓(𝑡) is acquired and find zero
points, that is, 𝑡

0
≤ 𝑡
1
≤ ⋅ ⋅ ⋅ ≤ 𝑡

𝑛
in order.

Second, get the normal temperature 𝑇 through
Section 4.1.

Third, if there is a zero point 𝑡
𝑗
that satisfies 𝑓(𝑡

𝑗
) ≥ 𝛽

1

and 𝑡
𝑗
− 𝑇 ≥ 𝛾

1
, 𝑇
𝑝
is decreased to 0.5𝑇

𝑝
; if 𝑓(𝑡

𝑗
) ≥ 𝛽

2
and

𝑡
𝑗
− 𝑇 ≥ 𝛾

2
, 𝑇
𝑝
is decreased to the limit value 𝑇limite that is

proposed. 𝛽
1
, 𝛽
2
are the thresholds for probability and 𝛾

1
, 𝛾
2

are the thresholds for temperature difference. Often we set
𝛽
1
= 0.02, 𝛾

1
= 10 and 𝛽

2
= 0.05, 𝛾

2
= 10.

In Figure 7(b), there are six zero points, that is, 23.4, 23.7,
29.8, 35.5, 36, and 36.7. However, there is no zero point that
satisfies the conditions described in the third step; therefore,
𝑇
𝑝
remains the same. In Figure 10, there is a zero point

that satisfies the condition 𝑓(𝑡
𝑗
) ≥ 0.05 and 𝑡

𝑗
− 𝑇 ≥

10; 𝑇
𝑝
is decreased to observe the situationmore carefully. In

fact, there are some occasional cases in which data collected
implies that there is fire and that would lead to erroneous 𝑇

𝑝
.

However, it may have less impact as data will be collected
more often, and the influence of occasional cases will be
smaller.

Conversely, if the fire alarm is removed,𝑇
𝑝
would be reset

to normal value manually.
The pseudocode of this algorithm is described

in Algorithm 2.

4.5. Compare 𝑓(𝑡) and 𝑔(𝑡) to FindWhetherThere Is Fire. We
have got 𝑓(𝑡), 𝑔(𝑡) and we will compare them through the
two comparisons to predict whether there is a fire. If there
is no fire in the subway transportation system,𝑓(𝑡) and 𝑔(𝑡)

are almost all the same; if there is a local fire, 𝑓(𝑡) will be a
little different from 𝑔(𝑡), for example, 𝑓(𝑡) has two peaks and
𝑔(𝑡) has one peak and in this situation, the best consistency
comparision is a good method; if the fire is occurring almost
everywhere of the system,𝑓(𝑡)will be very different from𝑔(𝑡)

and in this situation, we cannot only focus our attention on
the places where the fire is the most severe but also on the
overall conditions.

The flow to judge whether there is a fire is shown
in Figure 8.

Just as we described in the Introduction, the best con-
sistency comparison and the best squared comparison have
their own advantages and disadvantage. So, we will use
both of them to get an all-sided result and for different
results we should take different methods to process the fire
appropriately.

5. Performance Evaluation

To examine the mechanism for fire detection in subway
transportation systems, we set two different situations of fire
incidents and they can check the mechanism in different
aspects. The local fire incident is used mainly to examine
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Figure 7: (a) Discrete bar graph of the data (b) Continuous function of the discrete data (∘C).

Compare f(t) with g(t) through the best square to estimate the
situation

f(t) and g(t)

Compare f(t)
with g(t)

through the best
consistency to
locate the fire

Compare f(t) with g(t)
through the best

consistency to find
the places where the

fire is most severe

The fire is
not severe

The fire is
very severe

Alarm and message the security department
about the fire

There is no
fire

Do nothing

Figure 8: Flow of the fire judgement.

the best consistency comparison and the large fire incident
is used mainly to check the best squared comparison. For
different fire, our experimental parameters are set as in
Table 1.

Through our mechanism, the fire incidents will be pre-
dicted. If there are local fires in various places, we will locate
them quickly and inform the security officers; if there is a
large fire that is almost everywhere in the system, we will
locate the places where the fire is very severe, and then we
will inform the security officers.

5.1. Hypotheses of Simulation. To simplify the simulation,
there are some hypotheses.

(1) Difference of properties in sensor measurement
between the sensors is not considered. We assume
that all the sensors have the same properties, such as
the same measuring range and the same measuring
error. In this paper, we assume that each sensor used
can measure temperature up to 1000∘C and the errors
in themeasurements are presented in the distribution
of the data measured by the sensors.

(2) The temperature around a fire is all the same. In fact,
the temperature decreases with the increase of the
distance between the fire and the sensors. In this case,
it is very difficult to simulate. Therefore, in this paper,
we ignore the influence of this phenomenon.
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Figure 9: Continuous function of the discrete data obtained by
cubic spline interpolation.
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Figure 10: Normal distribution and the continuous bar graph.

Table 1: Experimental parameters.

Name of the parameters Value of the parameters
Number of sensors 2000
Normal temperature 30∘C
𝜎
2 of the sensors 2

Temperature of the environment
around a fire

100∘C (for local fire)
200∘C (for large fire)

Number of the sensors that
detect a fire

200 (for local fire)
1500 (for large fire )

Initial value of 𝑇
𝑝 20 minutes

Smallest value of 𝑇
𝑝 5 minutes

Interval of the bar graph 0.5∘C
Threshold 𝛼 0.02
Threshold 𝛾 as defined in (3)

(3) The temperature of the subway transportation system
is all the same. This hypothesis is reasonable because
for a subway transportation system, the environment
of a subway is almost all the same. If the subway
transportation system is too big that the temperature
is different between different parts, we can divide the
subway transportation system into several parts and it

is feasible that the environment of each part is almost
all the same. We can use our mechanism in each part.

(4) To guarantee a good result, we assume that the
number of sensors is large enough and the sensors
are deployed uniformly in the subway transportation
system. In our experiment, we assume that for a local
fire, there are 200 sensors that can defect the fire, and
for a large fire, there are about 1500 sensors that can
defect the fire.

Based on the three hypotheses, our experiment results are
presented as follows.

5.2. Detect Local Fires. In this part, local fire at about 100∘C
is simulated and the system consists of 200 sensors for
temperature measurement.

The simulation results are shown in Figure 9.
As shown in Table 1, 2000 temperature measurements are

obtained, and the interval is 0.5∘C. Figure 9 shows that there
are two peaks: one peak is at 30∘C and the other peak at 100∘C
indicates a local fire.

A continuous function of the discrete bar graph is
obtained by cubic spline interpolation, and this function
could be easily compared with the normal distribution.

Figure 10 shows the normal distribution and the contin-
uous function obtained by cubic spline interpolation. It is
evident that there are mainly two large differences between
them. The first difference occurs at 30∘C, and the second
occurs at a temperature of 100∘C. However, they are not
equally important, because the first difference means that
some sensors may have moved to a higher temperature,
and our more important concern is the new location of the
sensors.The second peak shows that the temperature of some
places in the subway transportation systems has increased to
100∘C. Because (𝑇 = 100) ≫ (𝑇normal = 30) and 𝑃 ≥ 𝛼, it is
reasonable to conclude that there is a fire. Figure 11 shows the
consistency difference and the square difference between the
normal distribution and the continuous bar graph.

After determining the unusual points through the best
consistency comparison and locating the fire, the situation
can be estimated using the best squared comparison. By (2),
we get 𝛾 = 0.11, and by (3), we can conclude that the fire is
not very severe and it is most likely a local fire.

5.3. Detect Large Fires. In this part, a large fire is simulated
with a temperature of 200∘C, and the fire is measured using
1500 sensors.

It is evident that there are two peaks of the data collected
by the sensors in the subway transportation system. The
first peak is at 30∘C and the second one is at about 200∘C.
Obviously, it is unusual for the second peak which is much
higher than the first peak, and this indicates that the fire is
large.

In order to compare the distribution of the discrete data
with the normal distribution through our two comparison
rules, the discrete data are interpolated by cubic spline
interpolation, and the results are shown in Figure 12.

Figure 13 shows that there are two big differences between
them: one is at 30∘C and the other is at 200∘C. Figure 14 shows
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Figure 11: (a) Consistency difference between the normal distribution and the continuous bar graph. (b) Square difference between the
normal distribution and the continuous bar graph.

40 60 80 100 120 140 160 180 200
0

0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16

Temperature

Pr
ob

ab
ili

ty
 d

en
sit

y

Data collected by sensors
Cubic spline interpolation

Figure 12: Continuous function of the discrete data obtained by
cubic spline interpolation.
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Figure 13: Normal distribution and the continuous bar graph.

the consistency difference and the square difference between
the normal distribution and the continuous bar graph.

Because (𝑇 = 200) ≫ (𝑇normal = 30) and 𝑃 ≥ 𝛼,
as described in Section 3.2, it is reasonable to conclude that
there is a fire. After finding the unusual points through the

best consistency comparison and locating the fire, the best
squared comparison is used to estimate the situation. By (2),
we get 𝛾 = 0.82; and by (3), we can conclude that the fire is
very severe and it is most likely a large fire.

6. Conclusion and Future Work

In this paper, we have proposed a novel mechanism based
onWSNs for fire detection in subway transportation systems.
For different types of fire incidents, it is obvious that we focus
our attention on different aspects of them. For a local fire, it is
important to locate the places where the fire happens quickly
and efficiently because it is the best result to put out the fire
when it is small, and for a large fire incident, it is important
to estimate the situation as accurate as possible because it is
impossible to extinguish a big fire immediately. For different
order of severity we should take different measures. Through
the two comparisons we proposed in our paper, we can get
a satisfied result. The simulation shows that the performance
of the mechanism described in this paper is satisfactory, and
we can detect almost all the situations associated with a fire
efficiently and quickly.

As our future work, to improve the reliability and safety
of the mechanism, we will introduce some other important
measures for a fire, such as the humidity of the environment
and the concentration of smoke in the subway transportation
system. In this way, there will be several results for the
prediction of fire. However, it is not competent for our
mechanism to fuse these several results. Therefore, we will
use the technique of fuzzy set theory or D-S evidence theory
to fuse the results on decision level.

On the other hand, we will design a better simulation
which is closer to the actual situation. In this paper, we have
several hypotheses to simplify our simulationwhichmayhave
some influence on the simulation results.
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Figure 14: (a) Consistency difference between the normal distribution and the continuous bar graph. (b) Square difference between the
normal distribution and the continuous bar graph.

Input: the data set 𝐷 := {𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑚
} collected by the sensors deployed in subway system

Output: the distribution 𝑓(𝑡) of the data set
(1) Sort the data in𝐷 and get new sequence 𝑥

11
≤ 𝑥
21
, . . . , ≤ 𝑥

𝑚1

(2) 𝑇
𝑝
= (𝑥
𝑚1

− 𝑥
11
)/𝑛

(3) num
𝑖
= 0, (𝑖 = 1, 2, . . . , 𝑛)

(4) for each 𝑥
𝑖
∈ 𝐷

(5) if (𝑥
11

+ 𝑇
𝑝
∗ 𝑗 ≤ 𝑥

𝑖
≤ 𝑥
11

+ 𝑇
𝑝
∗ (𝑗 + 1))

(6) num
𝑖
+ +;

(7) end if
(8) end for
(9) Get the two dimension data set DS:= {(𝑥

11
+ (𝑇
𝑝
/2) , num

1
) , (𝑥

11
+ ((3 ∗ 𝑇

𝑝
) /2) , num

2
) , . . . ,

(𝑥
11

+ (((2 ∗ 𝑖 − 1) ∗ 𝑇
𝑝
) /2) , num

𝑖
) , . . . , (𝑥

11
+ (((2 ∗ 𝑚 − 1) ∗ 𝑇

𝑝
) /2) , num

𝑚
)};

(10) Interpolate the discrete data set DS by cubic spline interpolation as shown in [2].
(11) Return 𝑓(𝑡) // the approximate continuous distribution of the data by cubic spline interpolation.

Algorithm 1: getDistribution (D).

Input: 𝑓 (𝑡) is the distribution,𝑇 is the normal temperature, 𝛽
1
and 𝛽

2
are probability

thresholds, 𝛾
1
and 𝛾

2
are the temperature thresholds, 𝑇limite is the limit value of 𝑇

𝑝

Output: the new period 𝑇
𝑝

(1) Take the derivation of 𝑓 (𝑡) and get 𝑓󸀠(𝑡).
(2) Find the zero points of 𝑓󸀠(𝑡) who is also the extreme values of 𝑓 (𝑡) and record
them in the data set 𝐸 := {𝑡

1
, 𝑡
2
, . . . , 𝑡

𝑘
}

(3) for each 𝑡
𝑖
∈ 𝐸

(4) if (𝑓 (𝑡
𝑖
) ≥ 𝛽
2
&& 𝑡
𝑖
− 𝑇 ≥ 𝛾

2
){

(5) 𝑇
𝑝
= 𝑇limite

(6) break;}
(7) else if (𝑓 (𝑡

𝑖
) ≥ 𝛽
1
&& 𝑡
𝑖
− 𝑇 ≥ 𝛾

1
){

(8) 𝑇
𝑝
= 𝑇
𝑝
/2;

(9) break;}
(10) end if;
(11) end for
(12) return 𝑇

𝑝

Algorithm 2: ControlPeriod (𝑓(𝑡), 𝑇, 𝛽
1
, 𝛾
1
, 𝛽
2
, 𝛾
2
, 𝑇limite).



10 International Journal of Distributed Sensor Networks

Acknowledgments

This research is supported by Beijing Science and Technology
ProgramunderGrant Z121100007612003, BeijingNatural Sci-
ence Foundation under Grant 4132057, and National Natural
Science Foundation under Grant 61371071.

References

[1] Y. Kim and H. Chang, “An exploratory study for designing
business services based on sensor networks,” Journal of Internet
Technology, vol. 14, no. 3, pp. 477–484, 2013.

[2] K. L. Su, “Automatic fire detection system using adaptive fusion
algorithm for fire fighting robot,” in Proceedings of the IEEE
International Conference on Systems, Man and Cybernetics, pp.
966–971, Taipei City, Taiwan, October 2006.

[3] C.-F. Lai, H.-C. Huang, Y.-M. Huang, and H.-C. Chao, “Design
and implementation of the DLNA family intercom system for
smart homes,” Computer Journal, vol. 52, no. 8, pp. 960–968,
2009.

[4] C.-F. Lai, Y.-M. Huang, J. H. Park, and H.-C. Chao, “Adaptive
body posture analysis for elderly-falling detection with multi-
sensors,” IEEE Intelligent Systems, vol. 25, no. 2, pp. 20–30, 2010.

[5] C.-F. Lai, Y.-M. Huang, and H.-C. Chao, “A context-aware
multi-model remote controller for electronic home devices,”
Journal of Supercomputing, vol. 54, no. 1, pp. 43–60, 2010.

[6] C.-F. Lai, S.-Y. Chang, H.-C. Chao, and Y.-M. Huang, “Detec-
tion of cognitive injured body region using multiple triaxial
accelerometers for elderly falling,” IEEE Sensors Journal, vol. 11,
no. 3, pp. 763–770, 2011.

[7] S. Chen, H. Bao, X. Zeng, and Y. Yang, “A fire detecting method
based on multi-sensor data fusion,” in Proceedings of the IEEE
International Conference on Systems, Man and Cybernetics, pp.
3775–3780, October 2003.

[8] S. L. Rose-Pehrsson, R. E. Shaffer, S. J. Hart et al., “Multi-criteria
fire detection systems using a probabilistic neural network,”
Sensors and Actuators B, vol. 69, no. 3, pp. 325–335, 2000.

[9] S. L. Rose-Pehrsson, S. J. Hart, T. T. Street et al., “Early warning
fire detection system using a probabilistic neural network,” Fire
Technology, vol. 39, no. 2, pp. 147–171, 2003.

[10] E. Zervas, A. Mpimpoudis, C. Anagnostopoulos, O. Sekkas,
and S. Hadjiefthymiades, “Multisensor data fusion for fire
detection,” Information Fusion, vol. 12, no. 3, pp. 150–159, 2011.

[11] K. -S. Lee and C. -G. Lee, “A component-based reconfigurable
sensor network monitor for adapting time-critical require-
ments,” Journal of Internet Technology, vol. 14, no. 3, pp. 443–
452, 2013.

[12] R. C. Luo and K. L. Su, “Autonomous fire-detection system
using adaptive sensory fusion for intelligent security robot,”
IEEE/ASME Transactions on Mechatronics, vol. 12, no. 3, pp.
274–281, 2007.

[13] A. Neubauer, “Genetic algorithms in automatic fire detection
technology,” in Proceedings of the 2nd International Conference
on Genetic Algorithms in Engineering Systems: Innovations and
Applications, pp. 180–185, 1997.

[14] D. M. Doolin and N. Sitar, “Wireless sensors for wildfire
monitoring,” in Smart Structures and Materials 2005: Sensors
and Smart Structures Technologies for Civil, Mechanical, and
Aerospace Systems, vol. 5765 of Proceedings of SPIE, San Diego,
Calif, USA, March 2005.



Hindawi Publishing Corporation
International Journal of Distributed Sensor Networks
Volume 2013, Article ID 278132, 7 pages
http://dx.doi.org/10.1155/2013/278132

Research Article
Performance Evaluation of Page Migration Scheme for
NVRAM-Based Wireless Sensor Nodes

Yeonseung Ryu

Department of Computer Engineering, Myongji University, Nam-dong, Yongin, Gyeonggi-do 449-728, Republic of Korea

Correspondence should be addressed to Yeonseung Ryu; ysryu@mju.ac.kr

Received 2 October 2013; Accepted 4 November 2013

Academic Editor: James J. Park

Copyright © 2013 Yeonseung Ryu. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

A wireless sensor network consists of low-powered and multifunctional sensor nodes. Since each sensor node is operated by a
battery, the energy management has become one of the critical design challenges in wireless sensor networks. Some recent studies
have shown that DRAM-based main memory spends a significant portion of the total system power. In this paper, we studied a
buffer management scheme for hybrid main memory that combines low-power nonvolatile RAM (NVRAM) and DRAM in order
to reduce the energy consumption in a sensor node. Though NVRAMs consume less power than volatile memories, they have
common problems in write performance.The proposed scheme employs the page migration technique in order to reduce the write
operations on NVRAM part of hybrid main memory. We have performed simulation studies and showed that the proposed page
migration scheme outperforms the legacy buffer management schemes in terms of the number of write operations on NVRAM.

1. Introduction

Wireless sensor networks (WSNs) are composed of a number
of sensor nodes and are able to perform complex tasks such
as monitoring a region to obtain data about the environment
and sending data to a central repository station. Today’s
sensor nodes are full-fledged computer systems, with a
processor, main memory, storage, operating system, and a
suite of sensors [1–4]. Sensor nodes collect not only sensed
data from the environment, but also a stream of mass media
data like videos and images. In order to process massive
data volumes, sensor nodes are expected to require much
more memory than legacy sensor nodes. Each sensor node is
operated by a battery, and usually it is not feasible to replace
or recharge this battery after deployment. The lifetime of a
sensor network is considered over as soon as the battery
power of the nodes is completely depleted. Therefore, the
energy management of sensor nodes has become one of the
key challenges in designing WSNs.

There have been a lot of studies to minimize the energy
consumption for WSNs [5, 6]. While most previous studies
have dealt with low power communication [7–10], this work
focuses on reducing the energy consumption in the main
memory in sensor nodes. Sensor nodes use DRAM for main
memory as legacy computer systems do. However, recent

studies have shown that DRAM-based main memory spends
a significant portion of the total system power [11]. Since the
capacitors used in DRAM lose their charge over time, DRAM
must refresh all the cells approximately 20 times a second,
reading each one and rewriting its contents. Such endless
refresh operations consume nontrivial amount of power and
become a contributing factor for power depletion of sensor
node.

The recent advance of memory technology has ushered
in new nonvolatile RAM (NVRAM) designs such as PRAM
(phase change RAM), STT-MRAM (spin-torque transfer
magnetic RAM), and FeRAM (ferroelectric RAM) that over-
come the drawbacks of existing volatile memories such as
SRAM or DRAM [12–15]. Among the NVRAMs, PRAM
and STT-MRAM are becoming promising candidates for
main memory because of their high density, comparable
read access speed, and low power consumption. Unfortu-
nately, cost per byte of new NVRAMs is extremely higher
than that of DRAM until now. As a result, hybrid main
memory using DRAM and NVRAM seems to be practica-
ble instead of pure NVRAM-based main memory in the
near future. Some recent studies have introduced NVRAM-
based main memory organization as follows: PRAM-based
main memory organization [16, 17], DRAM/PRAM hybrid
main memory organization [18–22], and STT-MRAM-based
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memory organization [23, 24]. Also, there have been some
buffer management schemes for PRAM-basedmainmemory
and DRAM/PRAM hybrid main memory [20, 25, 26]. From
this research trend, it is highly expected that NVRAM-based
hybrid main memory will be used in the next generation
sensor nodes soon.

In this paper, we study an NVRAM-aware buffer man-
agement scheme for wireless sensor nodes which use
DRAM/NVRAM hybrid main memory. Figure 1 illustrates
the system configuration considered in this paper. Though
NVRAM has attractive features, the write performance
(access latency and energy consumption) of NVRAM is not
comparable to that of DRAM. The goal of proposed buffer
management scheme is to reduce the number of write opera-
tions onNVRAM.To do so, the proposed buffermanagement
scheme performs page migration which moves the data from
NVRAM to DRAM when the data needs to be written on
NVRAM. Furthermore, proposed scheme deallocates clean
DRAMbuffers eagerly (greedy deallocation) in order to secure
free DRAM buffers and thus minimize the number of write
operations on NVRAM. We show, through trace-driven
simulation, that the proposed scheme outperforms other
legacy buffer management schemes in terms of the buffer hit
ratio and the number of writes on NVRAM.

The rest of this paper is organized as follows. In Section 2,
we describe the characteristics of nonvolatile memories such
as PRAM, STT-MRAM, and NAND flash memory. Also,
we introduce major buffer management schemes which
are based on nonvolatile memory. In Section 3, we pro-
pose a buffer management scheme called NVRAM-aware
buffer (NAB) scheme. It is followed by the description
of page migration and greedy deallocation techniques in
detail. Section 4 presents the performance evaluation results.
Finally, Section 5 concludes the paper.

2. Related Works

2.1. Nonvolatile Memories. Among the NVRAMs, PRAM
and STT-MRAM are becoming promising candidates for
mainmemory because of their high density, comparable read
access speed, and low power consumption. Table 1 shows the
comparison of PRAM, STT-MRAM, and DRAM.

A PRAM cell uses a special material, called phase change
material, to represent a bit [12, 27]. The phase change
material can exist in two different but stable structural states:
amorphous and crystalline, each of which has drastically
different resistivity which can be used to represent logic 0
or 1. PRAM density is expected to be much greater than that
of DRAM (about four times). Further, PRAM has negligible
leakage energy regardless of the size of the memory.While its
read performance (latency and energy) is comparable to that
of DRAM, its write performance is worse than that of DRAM.
Also, PRAM has a worn-out problem caused by limited write
endurance (i.e., 108). Since the write operations on PRAM
significantly affect the performance of system, it should be
carefully handled.

STT-MRAM is a next generation memory technology
that takes advantage of magnetoresistance for storing data
[13–15]. It uses a magnetic tunnel junction (MTJ), the
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Figure 1: Internal organization of the proposed sensor node.
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Figure 2: MTJ block [13–15].

fundamental building block, as a binary storage. An MTJ
comprises a three-layered stack: two ferromagnetic layers
and an MgO tunnel barrier in the middle (see Figure 2).
Among them, the fixed layer located at the bottom has a static
magnetic spin, the spin of the electrons in the free layer at the
top is influenced by applying adequate current through the
fixed layer to polarize the current, and the current is passed
to the free layer. Depending on the current, the spin polarity
of the free layer changes either parallel or antiparallel to that
of the fixed layer. The parallel indicates a zero state, and the
antiparallel a one state.

One of the biggest weaknesses of STT-MRAM is long
write latency compared to DRAM. Since the fast access time
of memories on a chip must be guaranteed and cannot
be negotiable, the slow write operations of STT-MRAM
limit its popularity, even though it shows competitive read
performance. Another serious drawback of STT-MRAM is
high power consumption in write operations.

Flash memory is a sort of nonvolatile memory which
has been widely used in storage devices [28, 29]. Unlike
PRAM and STT-MRAM, flash memory is a kind of elec-
trically erasable programmable ROM (EEPROM). A flash
memory consists of multiple blocks, and each block is
composed of multiple pages. A block is the smallest unit
of an erase operation, whereas the smallest unit for the
read and write operation is a page. Erase operations are
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Table 1: Comparison of memories.

PRAM STT-MRAM DRAM
Volatility No No Yes
Cost/TB High High Low
Read latency 50∼100 ns 30 ns 15∼50 ns
Write latency 150 ns 30∼100 ns 15∼50 ns
Endurance 108 for write — —
Idle power ∼0.05W ∼0.05W ∼1.3W/GB
Read energy ∼0.1 nJ/b ∼0.1 nJ/b ∼0.1 nJ/b
Write energy ∼0.5 nJ/b ∼0.5 nJ/b ∼0.1 nJ/b

significantly slower than the read/write operations. Further,
write operations are slower than read operations. Existing
data in flash memory cannot be written over; the memory
has to be erased in advance in order to write new data. Erase
operation degrades the system performance and consumes a
considerable amount of power.

2.2. Buffer Management Schemes. There have been a lot of
studies on buffer management schemes considering non-
volatile memories [25, 26, 28–33]. In particular, a number
of flash memory aware buffer management schemes have
been studied over the past decade [28–33]. The goal of these
schemes is to minimize the number of erase operations
on flash memory. A page-level scheme called clean-first
least recently used (CFLRU) was proposed by [32]. CFLRU
maintains a page list by LRU order and divides the page list
into two regions, namely, the working region and clean-first
region. In order to reduce the write cost on flash memory,
CFLRU first evicts clean pages in the clean-first region by the
LRU order, and if there are no clean pages in the clean-first
region, it evicts dirty pages by their LRU order. CFLRU can
reduce the number of write and erase operations by delaying
the flush of dirty pages in the page cache.

Also, a block-level buffer cache scheme called block
padding LRU (BPLRU) was proposed, which considers the
erase operations on flash memory [33]. BPLRU maintains
an LRU list based on the flash memory block. Whenever a
page in the buffer cache is referenced, all pages in the same
block are moved to the MRU position. When buffer cache
is full, BPLRU scheme evicts all the pages of a victim block
but it simply selects the victim block at the LRU position.
In addition, it writes a whole block into a log block by the
in-place scheme using the page padding technique. In page
padding procedure, BPLRU reads some pages that are not in
the victim block and writes all pages in the block sequentially.
Thepage paddingmay performunnecessary reads andwrites,
but it is effective because it can change an expensive fullmerge
to an efficient switch merge. In BPLRU, all log blocks can be
merged by the switch merge, which results in decreasing the
number of erase operations.

For the DRAM/PRAM hybrid main memory, a multiple
queue scheme (we call it 4Q scheme) was proposed [25]. 4Q
maintains a page list by LRU order and evicts a page from
LRU position. In order to reduce the writes on PRAM, 4Q
predicts the page access pattern andmigrates pages toDRAM
or PRAM according to the access pattern. 4Q dynamically
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Read DR PR 

Write DW PWDW
Hit
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· · ·

Figure 3: Monitoring queues of 4Q scheme [25].

moves the write-bound pages from PRAM to DRAM and
moves the read-bound pages from DRAM to PRAM. For
prediction of the access pattern, 4Q calculates the weighting
values of each page at every request and maintains 4 types
of monitoring queues (see Figure 3). 4Q shows good perfor-
mance when the access pattern is highly skewed like financial
workload. Though 4Q tries to reduce the number of write
operations on PRAM, it does incur high run-time overhead.

3. NVRAM-Aware Buffer Management

We propose a buffer management scheme called NVRAM-
aware buffer (NAB) for wireless sensor nodes which use
DRAM/NVRAM hybrid main memory. Figure 1 illustrates
the system configuration considered in this paper. The goal
of the proposed scheme is to reduce the number of write
operations on NVRAM.

3.1. Buffer Page Management. We assume that the main
memory is divided into DRAM and NVRAM by a memory
address. A portion of main memory is reserved for use as
buffer. The buffer space is divided into a set of pages, each
of which is a unit of buffer allocation/deallocation. The size
of a page is fixed (i.e., 1 Kbytes).

The proposedNAB schememaintains allocated pages as a
page list by least recently used (LRU) order shown in Figure 4.
The NAB defines a search region as a set of pages from the
LRU position of the page list. When a new page needs to be
allocated for storing data, the NAB allocates it from the free
buffer pool and stores the data in it. And then, theNAB places
it at the most recently used (MRU) position of the page list.
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Whenever a page in the page list is accessed, it is moved to
the MRU position. When a page is deallocated, it is removed
from the page list and returned to the free buffer pool.

In Figure 4, there are 6 pages in the page list. The gray
pages are allocated from NVRAM and the white pages are
allocated from DRAM.The search region size is 3 pages.

3.2. Page Migration. In order to reduce the number of write
operations on NVRAM, when a clean (i.e., not modified)
page in the NVRAM is referenced by a write operation, the
NAB performs the page migration procedure as shown in
Algorithm 1.

First, the NAB tries to allocate a free DRAM page and
writes requested data to the allocated DRAM page. Then
it deallocates the original NVRAM page. In Figure 5, for
example, data D0 in a NVRAM page is accessed by write
request. Then the NAB allocates a free DRAM page and
migrates the new data D0 to the newly allocatedDRAMpage.
And then the NAB places it at MRU position of the page list.

If there is no free DRAM page in the free buffer pool, the
NAB tries to find a clean DRAM page from the search region
and uses it for storing the requested write data. If there is
no clean DRAM page in the search region, the NAB writes
requested data to the original NVRAM page.

3.3. Page Deallocation. TheNAB proposes a greedy dealloca-
tion technique which frees clean DRAM pages even though
free buffers are still available in the system. Because there
could be a lot of used buffers that will not be accessed soon,
we can free them early with little influence on the cache
performance. To do so, the NAB searches clean DRAM pages
from the search region periodically or whenever the number
of free DRAM pages falls down below a threshold. Then,
it makes them free. This scheme results in decreasing the
number of writes on NVRAM because the NAB can secure
free DRAM pages for new page allocations.

If all free pages are used up, the NAB selects a victim page
from the search region in order to make free pages. In order
to reduce the number of write operations on flash memory,
the NAB tries to find a clean page. If there is no clean page
in the search region, the NAB just selects a page at the LRU
position of the page list. If necessary, the data in the victim
page is stored in the storage (flash memory).

4. Performance Evaluation

4.1. Experiment Setup. In order to evaluate the proposed
scheme, we have developed a trace-driven simulator. For
the workload, we obtained the virtual memory traces of an
application which is similar to database applications.

For example, TinyDB is a distributed query processor that
runs on each of the nodes in a sensor network [4]. TinyDB
runs on the Berkeley mote platform, on top of the TinyOS
operating system [3]. Using sensor data management func-
tionalities, users connect to the sensor network using a work-
station or base station directly connected to a sensor desig-
nated as the sink. Aggregate queries over the sensor data are
formulated using a simple SQL-like language and then dis-
tributed across the network. Aggregate results are sent back to
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Figure 4: List-based buffer page management.
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the workstation over a spanning tree, with each sensor com-
bining its own data with results received from its children.

We set the DRAM-to-NVRAM ratio as 1 : 1 and the search
region size as 1/3 of the page list. We evaluate the buffer hit
ratio and thewrite counts onNVRAMwith varying the buffer
size until the buffer hit ratio becomes 100%.

4.2. BufferHit Ratio. Figure 6 shows the comparison of buffer
hit ratio with varying the buffer size. All schemes except
Q4 are similar. When the buffer size is small (i.e., 10), the
buffer hit ratio of Q4 is nearly 5% smaller than those of other
schemes.

However, as the buffer size increases, the buffer hit ratios
of all schemes increase rapidly and reach almost 100%.

4.3. Write Counts on NVRAM. Figure 7 shows the com-
parison of write counts on NVRAM. As the buffer size
increases, the write counts on NVRAM decreases. Also, we
can see that NVRAM-aware schemes such as Q4 and the
NABoutperformother schemes. But, thewrite counts ofNAB
decreases faster than that of Q4 as the buffer size increases.
Therefore, proposed NAB scheme outperforms all other
legacy schemes in terms of the write counts on NVRAM.

4.4. Effect of DRAM-to-NVRAM Ratio. Figure 8 shows the
write counts on NVRAMwhen the ratio of the size of DRAM
to the size of NVRAM varies. We set the total buffer size as
500 pages. It is normal that the write counts on NVRAM
increase as the ratio of NVRAM size increases. However, the
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Page Migration
if (free DRAM page exists)

allocate a DRAM page;
perform write to the DRAM page;
free original NVRAM page;

else if (clean DRAM page exists in search region)
free it and allocate a DRAM page;
perform write to the DRAM page;
free original NVRAM page;

else
perform write to the original NVRAM page;

place the page at MRU position of the page list;

Algorithm 1: Page migration procedure.

70

80

90

100

10 50 100 150 200 250 300 350 400 450 500

Bu
ffe

r h
it 

ra
tio

 (%
)

Buffer size (pages)

NAB
Q4
CFLRU

BPLRU
LRU

Figure 6: Buffer hit ratio.

write counts of NAB are smaller than those of other schemes
for all cases. Hence, the proposed NAB scheme outperforms
legacy buffer schemes regardless of the DRAM-to-NVRAM
ratio.The evaluation results of buffer hit ratios are not shown
because they are similar to Figure 6.

5. Conclusion

The power of wireless sensor networks lies in the ability
to deploy large number of sensor nodes that assemble and
configure themselves. A sensor node is a battery-powered
computer. If power is used naively, individual nodes will
deplete their energy supplies in only a few days. In contrast,
if sensor nodes are very spartan about power consumption,
months or years of lifetime are possible. Hence, the energy
management of sensor nodes has become one of the key
design challenges in WSNs. While there are many studies
about energy management for low power communication,
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there have been few researches on low power main memory
using NVRAMs in sensor nodes.

In this paper, we study a buffer management scheme
for sensor nodes which use NVRAM-based hybrid main
memory. Though NVRAM is attractive in terms of power
consumption and read performance, the write performance
(access latency and energy consumption) of NVRAM is
worse than that of DRAM.The proposed buffer management
scheme employs a simple page migration technique which
migrates the data from NVRAM to DRAM when the data
needs to be written on NVRAM. Further, in order to secure
free DRAM buffer, the proposed scheme employs a greedy
deallocation technique that deallocates clean DRAM buffers
even though free buffers are still available in the system. The
proposed pagemigration scheme exhibits better performance
than legacy buffer management schemes in terms of the
buffer hit ratio and the number of writes on NVRAM. The
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proposed scheme can be used when DRAM/NVRAM hybrid
main memory is adopted in sensor nodes in the near future.
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Given that robots provide services in any locations after they move toward humans, the pervasive sensing environment can provide
diverse kinds of services through the robots not depending on the locations of humans. For various services, robots need to
learn accurate motor primitives such as walking and grabbing objects. However, learning motor primitives in a pervasive sensing
environment are very time consuming. Several previous studies have considered robots learning motor primitives and interacting
with humans in virtual environments. Given that a robot learnsmotor primitives based on observations, a disadvantage is that there
is no way of defining motor primitives that cannot be observed by a robot. In this paper, we develop a novel interaction learning
approach based on a virtual environment.Themotor primitives are defined by manipulating a robot directly using demonstration-
based learning. In addition, a robot can apply𝑄-learning to learn interactions with humans. In an experiment, using the proposed
method, the motor primitives were generated intuitively and the amount of movement required by a virtual human in one of the
experiments was reduced by about 25% after applying the generated motor primitives.

1. Introduction

In pervasive sensing environments, robots can provide vari-
ous services in an active manner. Irrespective of the locations
of humans, robots can provide services after they move
toward humans based on the information of the humans’
daily life [1].However, the following problemsmay occur after
a robot learns interactionswith a human. First, a robot cannot
learn interactions with humans rapidly, which leads to learn-
ing time problems during interaction learning. Therefore, it
is necessary to learn interactions with humans without the
participation of humans. Second, an interaction between a
robot and a human could injure the latter, because of the
incomplete perception of robots.Therefore, protective equip-
ment is required by humans.

Previous studies have considered interaction learning
with a human in virtual environments, which can solve the
problems described above [2–4]. A virtual robot can generate
its motor primitives by observing a virtual human in virtual
environments and utilizing demonstration-based learning.
However, unobservable motor primitives cannot be gener-
ated. In addition, because of the differences in the appearance
of a robot and a human, the motor primitives of robots may
differ from the movements of humans and it might not be
possible to perform the motor primitives generated for a
robot. Thus, the methods used to generate different motor
primitives need to be improved. Further research is required
to determine how to teach motor primitives to a robot while
learning interactions with humans in a virtual environment.
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In this paper, we propose a virtual pervasive sensing
environment-based interaction learning method that utilizes
demonstration-based learning to learn motor primitives and
𝑄-learning to executemotor primitives.Themotor primitives
are defined during manipulations based on demonstration
learning, so the motor primitives can be generated intuitively
by users who are not programmers. The application of 𝑄-
learning allows the newly generated motor primitives to be
performed without modifying any of the algorithms after
their production.

The remainder of this paper is organized as follows. Sec-
tion 2 introduces demonstration-based learning approaches
and virtual environment-based learning. Section 3 proposes
an interaction learningmethod for a virtual pervasive sensing
environment. Section 4 presents the results of interaction
learning experiments in virtual pervasive sensing environ-
ments. Finally, we provide our conclusions in Section 5.

2. Related Work

Various types of learning algorithms are required to allow
robots to interact with humans. In this section, we summarize
related research into the learning of motor primitives and the
learning of interactions with humans in virtual environment.

The motor primitives learned by robots are very impor-
tant for achieving their goals. The repulsion of robots can
be reduced by different motor primitives. Different types of
research are ongoing to produce motor primitives for robots
that appear more natural, like those of humans. For example,
a related study defined natural motor primitives for following
the shortest path [5, 6]. A genetic algorithm was used to
generate these movements. Following mutation, the motor
primitives that failed to follow the shortest path were elim-
inated and new motor primitives were generated. Another
approach is to use demonstration-based learning [7–9].
Demonstration-based learning algorithms learn each motor
primitive separately based on repetition, before analyzing the
same learned motor primitives [7, 10]. Another approach
involves learning motor primitives by dividing a series of
movements [8], where each motor primitive is defined as a
part of the series of movements. Furthermore, an approach
was proposed that generates motor primitives as a hierarchi-
cal tree [9, 11]. Within the same hierarchical tree, a robot exe-
cutes the samemotor primitive initially but executes different
motor primitives in different states. The motor primitives
are usually generated by planning algorithms [12]. However,
some problemsmay occur if planning algorithms are applied.
For example, planning algorithms are defined based on the
generated motor primitives. If the motor primitives change,
the planning algorithms must also be changed to execute
the motor primitives. An advantage of demonstration-based
learning is that humans can define motor primitives without
any requirement for programming. However, this advantage
does not apply to planning algorithms.Therefore, algorithms
are required that are not affected by changes to the motor
primitives.

There is amethod that learns the interactionwith humans
by utilizing motor primitives after generating the motor

Virtual
 robot

Virtual environment

Real-life environment

Real
 human

Virtual 
human

Real 
robot

(4) Deployment

(3) Collaboration learning

(1) Human modeling

(2) Motor primitive learning

(5) Collaboration

Figure 1: Process used for learning interactions.

primitives using demonstration-based learning [13]. A previ-
ous study defined a virtual human and a virtual robot, where
the former is a virtual agent that behaves in virtual environ-
ments in the same way as a human in a virtual environment,
while the latter behaves like a real robot. Therefore, a virtual
robot interacts with a virtual human to learn an interaction
with a real human. If a virtual human executes a motor
primitive, the virtual robot also executes the motor primitive
at the same time. However, virtual-based interaction learning
has problems. For example, the motor primitives used by a
virtual robot cannot be generated if a virtual human does not
execute the motor primitives, because they are generated by
observing the virtual human. Therefore, another approach is
required for generating motor primitives.

Thus, we propose a new approach for defining the motor
primitives for a virtual robot. We also apply 𝑄-learning to
solve the problem of executing motor primitives, which does
not require any changes after the modification of motor
primitives.

3. Virtual Learning Framework for
Human-Robot Interaction

3.1. Concept. In a pervasive sensing environment, it takes a
long time to learn interactions with humans and the number
of interactions with robots is limited. Therefore, the number
of interactions should be reduced to increase the amount of
the learning to facilitate the high quality execution of motor
primitives. In our approach, the interactions are learned via a
virtual pervasive sensing environment, so no interactions are
required in real pervasive sensing environments, as shown in
Figure 1.

We define two types of virtual agents for learning in a
virtual pervasive sensing environment: a virtual human and
a virtual robot. The virtual human acts like a human while
the virtual robot executes motor primitives to collaborate
with the virtual human. The virtual robot learns interactions
with real humans by interacting with virtual humans. The
learning result is then embedded in the real robot. The real
robot executesmotor primitives based on the results of virtual
learning to interact with a real human.



International Journal of Distributed Sensor Networks 3

Table 1: Approaches used in different stages of interaction learning by robots.

Stage Type of agent Learning approach
Motor primitive learning Virtual robot Direct manipulation of a robot
Collaboration learning Virtual robot Interaction with a virtual human by 𝑄-learning [13]

Motor
primitive
generator

Policy
generator

Motor
measurer

Motor
primitive
executor

Robot serverReal robot

Motor
primitive
executor

Virtual robot

Operator

Resident

Manipulation

Live

OperatorVirtual human

Manipulation

Live

Deployer

Virtual pervasive sensing environmentReal pervasive sensing environment

(1) Human
modeling

(2) Motor
primitive
learning

(4) Deployment

(5) Collaboration

(3) Collaboration
learning

Figure 2: Framework for interaction learning.

There is no requirement for interactions with real
humans. The learning time problem is always invoked if a
human is involved during learning processes, which makes it
very hard to reduce the learning time. However, the learning
time can be reduced more by increasing the speed of inter-
actions between a virtual human and a virtual robot. This is
because a virtual human and a virtual robot do not need to
execute motor primitives at the same speed as a real human
and a real robot.

In our approach, interaction learning includes human
modeling, motor primitive learning, collaboration learning,
deployment, and collaboration stages. In this paper, we
only propose the processes used during the motor primitive
learning stage and the collaboration learning stage as shown
inTable 1.During the humanmodeling stage, humans control
a virtual human to make them act like humans by execut-
ing predefined motor primitives. The virtual humans learn
how to execute motor primitives by analyzing the human
control process. During the motor primitive learning stage,
humans control the virtual robots directly to teach them
how to move, and the virtual robots then generate their own
motor primitives. Next, the virtual robot interacts with a
virtual human by executing the learnt motor primitives.
During this interaction, the virtual robot learns how to
provide services to humans.The results obtained frommotor
primitive generation and from interactions are then applied
in a real robot, which can interact with real humans.

3.2. Human-Robot Interaction Framework and Processes. The
roles of real humans are divided into two groups during
whole learning processes: one for residents and the other
for operators. Operators teach real robots while residents

live in pervasive sensing environments. All of the virtual
humans in the virtual pervasive sensing environment are
virtual residents. We also define a robot server as a server
that generates motor primitives and policies, which transfers
data between a real robot and a virtual robot. Our proposed
framework is shown in Figure 2.

First, an operator controls a virtual human via a user
interface.During themotor primitive learning stage, there are
two modules in a real robot: a motor measurer and a motor
primitive generator.Themotor measurer is deployed in a real
robot. When the operator manipulates a real robot directly,
the motor measurer determines the degrees of the joints in
the real robot.Themotor primitive generator is embedded in
the robot server rather than the real robot, which separates
the dependency of the motor primitive generator from the
robot platform.The generated motor primitives are deployed
in the virtual robot and the real robot.

During the collaboration learning stage, a policy gener-
ator and a motor primitive executor are utilized to learn the
interactions between a resident and a real robot based on the
interactions that occur between a virtual human and a virtual
robot. The motor primitive executor executes the generated
motor primitives and the policy generator then generates the
results of the interaction. The interaction results are then
deployed in the real robot. Finally, the real robot can provide
various services by executing the motor primitives based on
the interaction learning results.

In our approach, a robot executes multiple motor primi-
tives.𝑀

𝑖
is the 𝑖th motor primitive. A motor primitive is de

fined as a part of a series of movements, which is described by
multiple joints of the robot.Therefore,𝑀

𝑖
comprisesmultiple

joints. The 𝑘th joint of the 𝑖th motor primitive is defined
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Figure 3: Configuration of the motor primitive set.

by 𝑀
𝑖,𝑘
. 𝑀
𝑖,𝑘,ℎ

is the ℎth measured 𝑀
𝑖,𝑘
. If 𝜉 is the number

of joints, 𝑀
𝑖
is ⟨𝑀

𝑖,1
, . . . ,𝑀

𝑖,𝑘
, . . . ,𝑀

𝑖,𝜉
⟩. Each joint moves

irregularly. 𝑡
𝑖,ℎ

denotes the time when 𝑀
𝑖,𝑘,ℎ

is executed.
Finally, the set M is a motor primitive set. Figure 3 shows the
example of the configuration of the motor primitive set.

To eliminate any differences between motor primitives of
a virtual robot and a real robot, themotor primitive generator
generates the same motor primitives for both. To reduce
the number of movements measured, any movements are
eliminated that do not change as much as the difference cal-
culated using (1). After similarmovements are eliminated, the
motor primitives are generated using the remaining mea-
sured movements. Consider

(𝑀
𝑖,𝑘,1
−𝑀
𝑖,𝑘−1,1
)
2
+ (𝑀
𝑖,𝑘,2
−𝑀
𝑖,𝑘−1,2
)
2
+ ⋅ ⋅ ⋅ < 𝛿

2
. (1)

Given that pervasive sensing environment is usually complex,
the policy generator used by our approach utilizes𝑄-learning
[14] to execute the generated motor primitives, because 𝑄-
learning has the advantage that a model of the environment
does not need to be defined. In addition, 𝑄-learning algo-
rithmdoes not need to bemodified after themotor primitives
are generated. The policy generator selects motor primitives
depending on the current state 𝑠 and sends the selectedmotor
primitive to themotor primitive executor for execution. After
executing each motor primitive, the corresponding reward of
the executed motor primitives is calculated and transferred
back to the policy generator.The policy generator updates the
Q-values with the reward using

𝑄 (𝑠,𝑀) ←󳨀𝑄 (𝑠,𝑀) + 𝛼

× {𝑟 + 𝛾 ×max𝑄(𝑠󸀠,𝑀󸀠) − 𝑄 (𝑠,𝑀)} ,
(2)

where 𝑀 is an executed motor primitive, 𝑠 is a state, 𝑟 is a
reward after executing 𝑀, 𝑠󸀠 and 𝑀󸀠 are the next state and
the next motor primitive, respectively, 𝛼 denotes the learning
rate, and 𝛾 is a discount factor.

The motor primitive executor receives motor primitives
from the motor primitive generator and executes the motor
primitives according to the decisions made by the policy
generator. After executing the motor primitives, the corre-
sponding reward of the executed motor primitives is trans-
ferred to the policy generator.

4. Experiment

4.1. Configurations of the Real and Virtual Pervasive Sensing
Environments. In our experiment, we used a Nao as a real
robot. We also built a model house, which was a suitable size
for theNao, as shown in Figure 4.Themodel house contained
a kitchen, living room, and bedroom.TheNao learned during
interactions with a real human.

The objective of the Nao was to transfer the objects
required by a real human. After recognizing the object, the
Nao moved toward the object initially. Next, it grabbed the
object, moved toward the real human, and gave the object to
the real human. In the experiments, we used the objects
shown in Table 2. There were two types of objects: static
objects that could not be moved and movable objects, which
a Nao and a human could grab, carry, and put down.

The state space must be defined in advance to use 𝑄-
learning. In this experiment, we denoted the positions of the
human and the robot based on their grid coordinates, after
taking a picture using an omnicamera placed on the ceiling
and dividing the picture into the grid shown in Figure 5. The
size of each cell was set to the width of the Nao.Thus, 50 cells
were defined. We defined each state based on the coordinates
of the human, the robot, and the object located nearest to the
human.

To learn interactions between a real human and a real
robot, the virtual pervasive sensing environment used in this
experiment was modeled in exactly the same way as the
real pervasive sensing environment, as shown in Figure 6.
Therefore, the structure and size of the virtual pervasive
sensing environment were the same as the real pervasive
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(a)

Living room

(b)

Bedroom

(c)

Figure 4: Model house as a pervasive sensing environment.

Table 2: Objects used in the experiments.

Location Object Object type

Kitchen

Cup Movable object
Kettle Movable object
Chair Movable object

Kitchen table Static object
Stove Static object

Living room

TV table Static object
TV (assumed) Static object

Couch Static object
Remote controller Movable object

Newspaper Movable object
Room Bed Static object

Figure 5: Grid environment of the real pervasive sensing environ-
ment used for interaction learning.

sensing environment. Objects were also deployed in the same
way as the real pervasive sensing environment. We utilized
two virtual agents as a virtual human and a virtual robot.

4.2. Configuration of the Motor Primitives. A real operator
controlled a virtual robot, while a virtual human and a robot
server were also used, depending on the stage. The robot
followed a different process during each stage and the real

Figure 6: Virtual pervasive sensing environment used for interac-
tion learning.

Table 3: Predefined motor primitives for a virtual robot and a real
robot.

Notation Name Description

𝑀
0

Standing before
grabbing

If a real robot has not
grabbed an object, it stands
and waits to execute the
next motor primitive

𝑀
1

Standing after
grabbing

If a real robot has grabbed
an object, it stands and
waits to execute the next

motor primitive

𝑀
10 Walking

A real robot follows a ball
while remaining at a fixed
distance from the ball

operator also controlled the state of the real robot by touching
a touch sensor on the head of the real robot.

Themotor primitives of the robot were defined as follows.
The real operator manipulated the robot directly to make the
robot learn the motor primitives. There were two types of
motor primitives. First, a type of motor primitive was pre-
defined by programming, as shown in Table 3. For example,
given that an initial motor primitive was required and that
it was very hard to define a walking motor primitive by
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Table 4: Virtual human animations.

Name Description
Standing Standing with arms down

One-hand grabbing Stretching arms, grabbing objects, and
carrying objects while standing

One-hand placing Stretching arms and placing one of the
grabbed objects while standing

Touching Turning the switch of a light or stove
on or off

Receiving Receiving an object with the right hand
Giving Giving an object with the right hand
Walking Walking toward a specific object
Sitting Sitting on a chair or couch
Laying Laying down on a bed

manipulation, the real robot executed two preprogrammed
standing motor primitives and one walking motor primitive.
The other type of motor primitive was defined by the
manipulations performed by the operator.

For the walking motor primitive, the algorithm deter-
mined a path from the current coordinates to specific coor-
dinates. We used the 𝐴∗ search algorithm because the grids
of the virtual and real pervasive sensing environments were
not complex and they only comprised 50 cells. For example,
if a real operator was in the specific position where a virtual
human needed to move, the virtual human moved to the
position while avoiding objects and walls.

While the real robot was learning the motor primitives,
the real robot measured its joints every 500ms and trans-
ferred the values of the joints to the robot server. If the interval
is set under 500ms, the joints are not measured accurately,
which delays the performance of the real robot.

We predefined the animation of the virtual human, as
shown in Table 4. The objective of the Nao was to transfer
objects for a virtual human, so the animation of the virtual
human also focused on transferring objects.

4.3. Motor Primitive Generation Experiment. The first exper-
iment aimed to generate motor primitives for the Nao. An
operator defined the motor primitives from 𝑀

2
to 𝑀
7
by

manipulating the arms and touching the touch sensors on the
arms, as shown in Table 5. In this experiment, the operator
only controlled the arms because the legs only moved when
the robot walked.

The real robot executed a series of motor primitives. The
end of a motor primitive was connected to the end of the
next motor primitive in a natural manner.Thus, the standing
motor primitives were executed after each motor primitive
and the next motor primitive started after the end of the
standingmotor primitive.Therefore, we defined the sequence
of motor primitives as shown in Figure 7.

Some of motor primitives could not be connected with
the standing motor primitive because of the grabbed objects.
Therefore, standing after grabbing was added. Standing after

Table 5: Motor primitives learned during the manipulations.

Notation Name Description

𝑀
2

One-hand grabbing
Stretching arms,

grabbing objects, and
carrying objects while

standing

𝑀
3

One-hand placing
Stretching arms and
placing one of the

grabbed objects while
standing

𝑀
4

Touching
Turning the switch of
a light or stove on or

off
𝑀
5

(Reserved)

𝑀
6

Receiving Receiving an object
with the right hand

𝑀
7

Giving Giving an object with
the right hand

Walking

Touching

Standing 
not after 
grabbing

One-hand
placing/giving

Receiving/
one-hand
grabbing

Standing
after grabbing

Walking

Figure 7: Sequential relationships among the motor primitives.

grabbing was performed after executing, receiving, or one-
hand grabbing, followed by one-hand placing or giving.

Each motor primitive was generated based on separate
manipulation performed by a real human. Figure 8 shows
four of the generated motor primitives. Only five joints were
measured, which were all related to the right hand. The
generated motor primitive was then performed by the virtual
robot.

4.4. Interaction Learning Experiment. We specified a scenario
for learning the interactions. First, we applied our approach
to the scenario where a human stood up, sat on a couch, and
then read a newspaper after picking it up, as shown in the
following list (a).

Interaction Learning Results

(a) Scenario where a virtual human lives alone is as fol-
lows:

(i) a virtual human sleeps,
(ii) the human wakes up on a bed,
(iii) the human walks to a couch,
(iv) the human sits on the couch for a while,
(v) the human stands up on the couch,
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Figure 8: Four motor primitives produced for a robot.

(vi) the human walks to a newspaper,
(vii) the human picks up the newspaper, and
(viii) the human reads the newspaper.

(b) Scenario where a virtual robot provides services is as
follows:

(i) a virtual human sleeps,
(ii) the human wakes up on a bed,
(iii) the human walks to a couch,
(iv) while the human sits on the couch:

(1) a virtual robot walks to a newspaper, and
(2) picks up the newspaper.

(v) when the human stands up on the couch:
(1) the robot walks to a virtual human, and
(2) gives the newspaper.

(vi) the human receives the newspaper, and
(vii) the human reads the newspaper.

Figure 9 shows the accumulated rewards according to the
increase in the amount of interaction learning. After 14,000,
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Figure 9: A virtual robot delivers a newspaper to a virtual human.

the robot started to learn the interaction. The previous list
(b) shows the changed scenario by the virtual robot based on
the result of the interaction after the interaction learning. If
a virtual human lived alone, the virtual human walked to the
newspaper and picked it up for itself. However, if a virtual
robot was present, the virtual robot walked to the newspaper
and picked it up, then walked to the virtual human, and gave
it the newspaper.
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5. Conclusion

In this paper, we developed an approach to virtual pervasive
sensing environment-based interaction learning where the
operators taught motor primitives to a real robot by manipu-
lating its arms directly.The learnedmotor primitiveswere uti-
lized by a virtual robot and executed to learn interactionswith
a human. The operators defined the motor primitives using
manipulations, so various different types of motor primitives
could be defined intuitively, which overcame the problems of
previous approaches.

The virtual human and the virtual robot used in our pro-
posed method and 𝑄-learning are suitable for single agent-
based learning algorithms, so it is necessary to improve our
proposedmethod by applyingmulti-agent-based𝑄-learning.
A method is also required to allow a virtual robot to provide
services to multiple virtual humans. Finally, an approach
will be developed to facilitate the application of the learned
interaction results to a real robot.
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A smart grid is a data communications network integrated with an electrical grid that collects and analyzes near-real-time data on
power transmission, distribution, and consumption. Currently, smart grid systems are considered to be necessary for improving
the monitoring and control of a power distribution infrastructure. Using distributed measurement architecture, it is possible to
gather information about the smart grid status for monitoring and controlling the overall infrastructure, including remote units.
This architecture can control the use of electricity. In particular, users can monitor and regulate the electricity consumption of each
home appliance in real time. Likewise, power companies can monitor and control electricity consumption for stabilizing electricity
supply. However, serious problems can arise in case of data leakage. For example, if malicious attackers can sniff and analyze data,
they can obtain the usage pattern of a house and ascertain when it is empty. They could then burgle the house. We propose a
privacy-enhanced secure data transaction protocol that can protect private data by encrypting them. The encrypted data include
the user’s ID, home appliance serial number, and electricity consumption. Thus, attackers cannot obtain important data from the
encrypted data. In addition, unauthorized power companies cannot access this information too.

1. Introduction

Recently, environmental issues such as global warming have
become more serious because of industrial emissions. Many
studies on low-carbon green growth are being carried out
around the world to address them. The objective of aiming
for low-carbon green growth is the abatement of carbon
dioxide emissions and the efficient use of environmentally
friendly resources. Thus, many researchers are studying
applicationmethods for these problems in various industries.
In particular, interest in the use of smart grids for the effective
use of electricity is increasing [1, 2].

A smart grid is a digitally enabled electrical grid that
gathers, distributes, and acts on information about the
behavior of all participants (suppliers and consumers) in
order to improve the efficiency, reliability, economics, and
sustainability of electricity services [3].

A key feature of smart grids is their ability to transmit
information between the user and the electricity company

in real time. In other words, users can check the electricity
consumption of home appliances in real time, and electricity
companies can generate only the electricity they need by
analyzing usage patterns. The control of electricity produc-
tion can help reduce carbon dioxide emissions. Interaction
between users and power companies requires many types
of sensitive information, such as user and home appliance
information and smart sensor meter information.This infor-
mation should be transmitted securely [4, 5]. Otherwise,
a malicious attacker could gather data on the electricity
consumption of home appliances in order to determine a
user’s routine and could plan a burglary when no one is at
home.

We propose a privacy protection-based data transaction
protocol for smart sensor meter in a smart grid.This protocol
has two phases: a transmission phase and a check phase.

The remainder of this paper is organized as follows.
In Section 2, we briefly provide basic information about
smart grids. In Section 3, we discuss problems regarding
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Figure 1: Smart grid system.

the security of private information in smart grids, while in
Section 4, we describe our proposed protocol. We present an
analysis of the proposed protocol in Section 5, and finally, we
summarize our research in Section 6.

2. Related Work

2.1. Smart Grid. A smart grid is a digitally enabled electrical
grid that gathers, distributes, and acts on information about
the behavior of all participants (suppliers and consumers) in
order to improve the efficiency, reliability, economics, and
sustainability of electricity services (see Figure 1) [1].

A smart grid communication network will comprise
several different subsystems—it is truly a network of net-
works.These networks include a supervisory control and data
acquisition (SCADA) system; a landmobile radio (LMR) sys-
tem; cellular, microwave, fiber optic, dedicated, or switched
wirelines; RS-232/RS-485 serial links; wired andwireless local
area networks (LAN), and so on [6, 7].

2.1.1. SCADA. An important component required for the
monitoring and control of a substation is the SCADA system.
It is utilized for distribution automation (DA) and comput-
erized remote control of medium voltage (MV) substations
and power grids, and it helps electricity utilities increase
the reliability of power supply and reduce operating and
maintenance costs. In the past, sectionalizer switchgear, ring
main units, reclosers, and capacitor banks were designed for
local operation with limited remote control capability. Today,
using a SCADA system over reliable wireless communication
links, remote terminal units (RTUs) provide powerful inte-
grated solutions for upgrading remotely installed electrical
equipment. In a Distribution Management System (DMS),
RTUs seamlessly interface via a SCADA system with a
wide range of high-performance control centers supplied by
leading vendors worldwide. Connection to these Enterprise
Management Systems (EMS) and DA/DMS control centers
is typically provided via a high-performance IP Gateway or
similar nodes [2, 8].

2.1.2. Wireless Networks. Different areas of the smart grid
network require different wireless networking solutions.

Table 1: Notation of Ren et al.’s scheme.

Notation Description
UN User name
SM Smart meter
SGCC Smart grid control center
TTPPubK Public key of TTP
𝑉 Value of automatic meter readings
MK Preloaded master key
SIK Session integrity key
AID Anonymous ID
TTP Trusted third party
USR User
TTPPriK Private key of TTP
LocID Location ID
SEK Session encryption key
‖ Concatenation

Advanced metering infrastructure (AMI) solutions can be
meshed or point-to-point, with local coverage or long-range
communication. Options for backhaul solutions are fiber,
wireless broadband, or broadband over powerline, to name
a few. Workforce mobility solutions include WiMax, WLAN,
Cellular, and LMR, depending on the reliability, throughput,
and coverage desired by the utility. Wireless communication
solutions can be either licensed or unlicensed, again depend-
ing on the needs of the utility. For achieving the highest
reliability, a licensed solution should be chosen. Each of the
above options has advantages and disadvantages, but what is
consistently true of all of them is the necessity of a scalable
security solution [2, 9].

2.1.3. Security. Smart grid deployments must meet stringent
security requirements. Strong authentication is necessary for
all users and devices that may affect the operation of the
grid. With the large number of users and devices affected,
scalable key and trust management systems, customized to
the specific needs of the energy service provider, are essential.

The deployment and operation of large, secure network
communication systems over many years has taught us
that the effort required to provision symmetric keys into
thousands of devices can be too expensive or insecure.
The development of key and trust management systems for
large network deployments is required; these systems can be
adopted from other industries, for example, LMR systems
and Association of Public-Safety Communications Officials
(APCO) radio systems. Several APCO-deployed systems
provide statewide wireless coverage, with tens of thousands
of secure devices. Trust management systems based on public
key infrastructure (PKI) technology could be specifically
customized for smart grid operators, easing the burden of
providing security that adheres to accepted and guidelines
that are known to be secure [10, 11].

2.2. Review of Ren et al.’s Scheme. In this section, we present
an analysis of Ren et al.’s scheme [12] (see Table 1). These
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AID, V, �TM, LocID = DSEK (ESEK (AID, V, �TM, LocID))

= H(UN ‖ gTM) ‖ × TTPPriK × TTPPubK
= H(UN ‖ gTM) ‖ H(UN ‖ gTM)

H(UN ‖ gTM)

H(AID, V, �TM, LocID) = DSIK (ESIK (H(AID, V, �TM, LocID)))
H

󳰀(AID, V, �TM, LocID) ?

= H(AID, V, �TM, LocID)

Figure 2: Protocol of Ren et al.’s scheme.

researchers proposed lightweight privacy-aware yet account-
able secure communication scheme (PASS) between SM
sensors and a Smart Grid Control Center (SGCC). PASS has
five components: AID generation, attaching AID, uploading
data, AID verification, and AID traceability.

(1) AID generation: the customer presents a UN to a
TTP. The TTP generates the corresponding AID by
using the generation function:

(𝑓
𝑔
: UN × 𝑔TM × TTPPriK 󳨀→ AID) , (1)

where 𝑔TM is the time-stamp used for the AID
generation. After the AID generation, the TTP
returns the AID to the customer and stores an
item in a table called Tblttp, which stores tuples
⟨AID,UN, and 𝑔TM⟩.

(2) AttachingAID: the customer inputs the obtainedAID
into a SM at his/her residence.

(3) Data uploading: the customer uploads data mes-
sages 𝐸

1
and 𝐸

2
(defined below). The SGCC creates

a table called Tblsgcc, in which tuples ⟨AID, 𝑉, VTM,
and LocID⟩ are stored. VTM is the time-stamp for
uploading the data.
Consider

𝐸
1
= 𝐸SEK (AID, 𝑉, VTM, LocID) ,

𝐸
2
= 𝐸SIK (𝐻 (AID, 𝑉, VTM, LocID)) .

(2)

(4) AID verification: the SGCC decrypts the uploaded
data and examines whether the AID is valid and
whether it has been forged by a malicious user. The
verification function is 𝑓

𝑔
: AID × TTPPubK →

Rslt. If Rslt has a “given” a priori pattern; that is, its
left half and right half are identical, the verification
function outputs “Yes,” which means the AID is valid.
Otherwise, the output is “No,” which means the AID
is invalid.

(5) AID traceability: the SGCC can trace back to AID’s
LocID. However, it cannot recover the UN of the AID
by itself. Only the TTP can recover the AID. Given
the AID, TTP fetches ⟨UN, 𝑔TM⟩ from Tblttp =
⟨AID,UN, 𝑔TM⟩ and checks whether the following
equation is satisfied:

AID × TTPPubK = 𝐻 (UN ‖ 𝑔TM) ‖ 𝐻 (UN ‖ 𝑔TM) . (3)

If it is satisfied, the TTP can confirm that the “opened”
TTP is the UN, and such a UN is not repudiated.

3. Security Problems in Smart Grid Systems

3.1. Privacy Problem. The security issues in smart grid have
been widely discussed in recent years. The primary security
issue is privacy because information transmitted over a smart
grid contains electricity usage patterns of home appliances.
This information could indicate not only the amount of
energy consumed by each user, but also when they are at
home, at work, or traveling [13]. Furthermore, it might be
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Figure 3: Household electricity demand profile recorded on a one
minute time base.

possible to infer what types of home appliances are present by
compromising users’ home area networks. The present smart
grid system gathers user information in order to check and
calculate the amount of electricity consumption.

Thus, if a criminal or malicious attacker can determine
when a user is not at home, they may break into his/her
house at such a time. Thus, energy-related information
could support burglars or provide business intelligence to
competitors [14].

3.2. Electricity Consumption Loss. According to the report
Smart Metering & Privacy: Existing Law and Competing
Policies, researchers at MIT have developed a nonintrusive
appliance load monitor (NALM) [15, 16].

If NALMs could be incorporated in the existing metering
infrastructure to allow for real-time logging of electricity
consumption, information concerning appliance use may be
reconstructed from the overall load data; thereby remov-
ing the need to intrude residential space and install new
equipment in the house. NALMs were designed as research
tools, and they were set up to monitor only a small number
of customers in order to facilitate load forecasting and
management (see Figure 3). However, smart grids allow the
collection and communication of highly detailed electricity
usage information, in much the same way as the NALM [16].
Thus, the problem of privacy within a smart grid is the main
concern.

3.3. Modification of Electricity Consumption. Existing power
companies require only power lines to connect a house to
a power source. Thus, individual customers cannot access
the electrical grid through the Internet. This feature provides
security from the risks associated with the Internet. However,
smart grid architecture connects a house (smart sensor
network) to not only an electrical grid but also the Internet.
This means that a smart grid is exposed to additional risks,
one ofwhich is illegalmodification of electricity consumption
[17].

Table 2: Notation used for the proposed.

Notation Description
PC Power company
HA Home appliance
SNHA Home appliance serial number
SNlist List of smart sensor meter serial number

Kus User’s password as an encryption/decryption key
(between user and smart sensor meter)

𝑟 Random nonce
𝐻(⋅) Hash function
𝐸
𝑛 Encrypted data

SM Smart sensor meter
ID
𝑈 User ID

SNSM Smart sensor meter serial number
EC Electricity consumption

Ksp Encryption/decryption key (between smart sensor
meter and power company)

PRNG(⋅) Pseudorandom number generator
𝐻
𝑛 Hashed data

In a smart grid, users and electricity companies commu-
nicate with each other through a wired or wireless network.
Information about electricity consumption and the user is
transmitted via this network. Thus, if a malicious attacker
modifies a user’s electricity consumption, the usermight have
to pay a lot of money for electricity that has not actually
been used. In addition, unscrupulous users could modify
their electricity consumption in order to profit by paying less.
There is a high likelihood of such instances [18].

4. Proposed Protocol

4.1. Basic Structure. In this section, we propose a data
transaction protocol for privacy protection (see Figure 2).
To solve the problems faced in existing smart grid systems,
our scheme creates hash data from the information on home
appliances. Thus, electricity companies or attackers cannot
obtain any valuable information.

This scheme has two steps: a transmission phase and a
check phase. In the former, the user sends encrypted infor-
mation, such as electricity consumption and serial numbers
of home appliances, to the power company and the power
company stores this information. In the check phase, the
user requests his/her electricity consumption from the power
company and can check the power consumption of each
home appliance. Figure 4 shows an overview of the proposed
scheme.

4.2. Overview of Entire Scheme. Table 2 describes the nota-
tion used for discussing the proposed scheme. The notation
is used throughout this paper.

4.3. Registration Phase. In the registration phase, the user
inputs his/her ID (ID

𝑈
) and password (𝐾𝑢𝑠) by using a smart
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E1

DKsp(E1) = DKsp(EKsp(H1 ‖ SNSM ))
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H1 = H(IDU ‖ Kus)
E1 = EKsp(H1 ‖ SNSM )

Figure 5: Registration phase.

sensor meter (SM) display. The SM display is the interface
between the user and the SM (see Figure 5).

The SM sends these information to the power company
(PC), and the PC stores the information. The information
is used as the user’s identity and encryption/decryption key
between the user and SM. Moreover, the PC does not have
knowledge of these information because the ID

𝑈
and𝐾𝑢𝑠 are

hashed before communication.
When the user moves into a new house, he/she should

register his/her ID
𝑈
and𝐾𝑢𝑠 with the SM

User 󳨀→ Smart Meter

Input ID
𝑈
, 𝐾𝑢𝑠.

(4)

The SM stores the ID
𝑈
and 𝐾𝑢𝑠 and creates hash data

(𝐻
1
) from these information. This hash data are used as the

user identification and for extracting electricity consumption
(EC) from other data (𝐻

1
⊕ EC). Then, the hash data (𝐻

1
)

and SM serial number (SNSM) are encrypted (𝐸
1
) with

an encryption/decryption key (𝐾𝑠𝑝). The SM sends the
encrypted data the PC

Smart Meter

Store ID
𝑈
, 𝐾𝑢𝑠,

𝐻
1
= 𝐻 (ID

𝑈
‖ 𝐾𝑢𝑠) ,

𝐸
1
= 𝐸Ksp (𝐻1 ‖ SNSM) ,

Smart Meter 󳨀→ Power Company

𝐸
1
= 𝐸
𝐾𝑠𝑝
(𝐻
1
‖ SNSM) .

(5)

ThePCdecrypts the hash data (𝐻
1
) and SMserial number

(SNSM) obtained from 𝐸1. Then, the SM verifies the SM serial
number (SNSM) by checking if it exists in the list of SMs
(SNlist). If the SM serial number is valid, the PC stores these
information (𝐻

1
‖ SNSM)

Power Company

𝐷
𝐾𝑠𝑝
(𝐸
1
) = 𝐷

𝐾𝑠𝑝
(𝐸
𝐾𝑠𝑝
(𝐻
1
‖ SNSM))

= 𝐻
1
‖ SNSM,

Verification SNSM ∈ SMlist,

Store 𝐻
1
‖ SNSM.

(6)

4.4. Transmission Phase. In the transmission phase, informa-
tion on home appliances (HA) and electricity consumption
(EC) is transmitted securely (see Figure 6).Thus, third parties
and the PC do not have any knowledge of this information.
In addition, the PC only knows the electricity consumption.



6 International Journal of Distributed Sensor Networks
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H3 = H(H1 ‖ H2 ‖ EC)

E2 ‖ H2 ‖ H3

= (H󳰀

1
⨁ EC󳰀) ‖ SN󳰀

SM
Search stored H1 by SN󳰀

SM
EC󳰀󳰀 = H

󳰀

1
⨁ EC󳰀 ⨁ H1

H
󳰀

3
= H(H󳰀

1
‖ H2 ‖ EC󳰀󳰀)

H3 = H
󳰀

3
, if correct,

store H2 ‖ EC󳰀󳰀

?

= SNHA ‖ ECDKus(EKus(SNHA‖ EC)) 

EKus(SNHA‖ EC)

DKsp(E2) = DKsp(EKsp((H1 ⨁ EC) ‖ SNSM )

H2 = H(H1 ⨁ SNHA )
E2 = EKsp((H1 ⨁ EC) ‖ SNSM )

Figure 6: Transmission phase.

Thus, the user’s private information, such as daily routine or
the home appliances possessed by him/her, is protected.

Each home appliance sends the home appliance serial
number (SNHA) and electricity consumption (EC), encrypted
with 𝐾𝑢𝑠, to the SM

Home Appliance 󳨀→ Smart Meter

𝐸
𝐾𝑢𝑠
(SNHA ‖ EC) .

(7)

The SM decrypts the home appliance serial number
(SNHA) and electricity consumption (EC) before encrypting
the hash data (𝐻

1
), electricity consumption (EC), and SM

serial number (SNSM) with 𝐾𝑠𝑝 and creating hash data (𝐻
2
)

from 𝐻
1
and the HA serial number (SNHA). Then, the two

sets of hash data (𝐻
1
, 𝐻
2
) and electricity consumption (EC)

are hashed (𝐻
3
).𝐻
3
is used for performing an integrity check.

The SM then sends encrypted data (𝐸
2
) with the two sets of

hash data (𝐻
2
, 𝐻
3
) to the PC

Smart Meter

𝐷
𝐾𝑢𝑠
(𝐸
𝐾𝑢𝑠
(SNHA ‖ EC)) = SNHA ‖ EC,

𝐸
2
= 𝐸
𝐾𝑠𝑝
((𝐻
1
⊕ EC) ‖ SNSM) ,

𝐻
2
= 𝐻 (𝐻

1
⊕ SNHA) ,

𝐻
3
= 𝐻 (𝐻

1
‖ 𝐻
2
‖ EC) ,

Smart Meter 󳨀→ Power Company

𝐸
2
‖ 𝐻
2
‖ 𝐻
3
.

(8)

The PC obtains 𝐻󸀠
1
⊕ EC󸀠 and the SM serial number

(SN󸀠SM) via the encrypted information (𝐸
2
). Next, the PC

searches the stored 𝐻
1
by using SN󸀠SM and extracts the elec-

tricity consumption (EC󸀠󸀠) from𝐻󸀠
1
⊕EC󸀠 by using the stored

𝐻
1
. After the extraction is complete, the PC creates hash data

Check information

User SM PC
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Verification H4
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Generation r in PRNG(·)

Direct input by SM display
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󳰀

E4 = EKsp(EC
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‖ r
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󳰀
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Figure 7: Check phase.
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3
and 𝐻󸀠

3
. If the comparison shows that the

hash data are identical, the EC is stored with the hashed
information𝐻

2

Power Company

D
𝐾𝑠𝑝
(𝐸
2
) = 𝐷

𝐾𝑠𝑝
(𝐸
𝐾𝑠𝑝
((𝐻
1
⊕ EC) ‖ SNSM))

= (𝐻
󸀠

1
⊕ EC󸀠) ‖ SN󸀠SM,

Search sorted 𝐻
1
using SN󸀠SM

EC󸀠󸀠 = 𝐻󸀠
1
⊕ EC󸀠 ⊕ 𝐻

1
,

Comparison 𝐻
3

?

= 𝐻
󸀠

3
,

If correct, store 𝐻
2
‖ EC󸀠󸀠.

(9)

𝐻
2
is used as an index of the home appliance. In addition,

when a user requests the electricity consumption of any home
appliance, the PC can search for it using𝐻

2
obtained from the

user.

4.5. Check Phase. In this phase, the user requests the electric-
ity consumption of one ormore home appliances from the PC
(see Figure 7).

First, the user inputs the ID
𝑈
and 𝐾𝑢𝑠 along with the

serial number (SNHA) of the home appliancewhose electricity
consumption is required

User 󳨀→ Smart Meter

𝑈ID ‖ 𝐾𝑢𝑠 ‖ SNHA.
(10)
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To verify that the request has come from an authorized
user, the SM creates hash data (𝐻

4
) by using the data input

by the user (𝑈ID ‖ 𝐾𝑢𝑠). It then verifies the user from
the information stored in the registration phase. After user
verification, the SM generates random nonce (𝑟) by using the
PRNG(⋅) function and encrypts it with 𝐾𝑠𝑝. The purpose of
generating 𝑟 is for facilitating the verification of the electricity
consumption by the user when he/she receives information
from the PC. Hash data (𝐻

5
) are generated in order to search

stored electricity consumption values. Lastly, the SM sends
encryption data and hash data (𝐸

3
‖ 𝐻
5
) to the PC

Smart Meter

𝐻
4
= 𝐻 (ID

𝑈
‖ 𝐾𝑢𝑠) ,

Verification 𝐻
4

?

= 𝐻
1 (stored) ,

Generation of 𝑟 in PRNG (⋅) ,

E
3
= E
𝐾𝑠𝑝 (𝑟) ,

𝐻
5
= 𝐻 (𝐻

4
‖ SHHA) ,

Smart Meter 󳨀→ Power Company

𝐸
3
‖ 𝐻
5
.

(11)

𝐻
5
allows the PC to retrieve the EC of the home appliance

from its database. Further, random nonce (𝑟󸀠) is decrypted
from the received information (𝐸

3
). Subsequently, the PC

encrypts the ECand 𝑟󸀠with𝐾𝑠𝑝. All computed data (𝐻
5
‖ 𝐸
4
)

are sent to the SM

Power Company

Search EC by 𝐻
5
󳨐⇒ 𝐻

2
‖ EC,

𝐷
𝐾𝑠𝑝
(𝐸
3
) = D
𝐾𝑠𝑝
(E
𝐾𝑠𝑝 (𝑟)) = 𝑟

󸀠
,

𝐸
4
= 𝐸
𝐾𝑠𝑝
(EC ‖ 𝑟󸀠) ,

Power Company 󳨀→ Smart Meter

𝐻
5
‖ 𝐸
4
.

(12)

When 𝐻
5
‖ 𝐸
4
are received, the SM decrypts the EC

and 𝑟󸀠 and makes a comparison between the initial random
nonce 𝑟 and the decrypted random nonce (𝑟󸀠). If the random
nonce comparison result is not correct, it means that 𝐸

4
has

been modified. Thus, the SM discards the data. Similarly,𝐻󸀠
5

should be compared with the initial hash data 𝐻
5
. If these

two comparisons indicate that the sent data are correct, the
SM sends the requested electricity consumption (EC) with
the home appliance serial number (SNHA) to the user

Smart Meter

𝐷
𝐾𝑠𝑝
(𝐸
4
) = 𝐷

𝐾𝑠𝑝
(𝐸
𝐾𝑠𝑝
(EC ‖ 𝑟󸀠)) = EC ‖ 𝑟󸀠,

Verification 𝑟 ?= 𝑟󸀠, 𝐻
5

?

= 𝐻
󸀠

5
,

If correct, send EC to User.

(13)

Finally, the user can check the electricity consumption of
his/her home appliances.

5. Analysis

5.1. Protection against Privacy Invasion. The proposed proto-
col protects against privacy invasion by using a user password
(𝐾𝑢𝑠) and an encryption/decryption key (𝐾𝑠𝑝). The user
password is entered as a key between the home appliance
and SM when the SM is first installed, and the encryp-
tion/decryption key is entered when the SM is manufactured.
The target information necessary for privacy invasion is
the user ID, home appliance serial number, and electricity
consumption. To determine when the user is at home, at
work, or traveling, a malicious attacker would need this
information.

However, the protocol proposed in this paper uses
encrypted data. This contains the home appliance serial
number and electricity consumption (𝐸

𝐾𝑢𝑠
(SNHA ‖ EC)). If a

malicious attacker eavesdrops on the encrypted information,
theywould need the user password (𝐾𝑢𝑠) to decrypt it.There-
fore, malicious attackers cannot decrypt this information as
long as the user password is known only to the user.

5.2. Protection against Electricity Consumption Loss. The
proposed protocol protects against data leakage by using a
user password (𝐾𝑢𝑠), an encryption/decryption key (𝐾𝑠𝑝),
and random nonce (𝑟). The target information is the home
appliance serial number (SNHA) and electricity consumption
(EC). To determine when the user is at home, at work, or
traveling, a malicious attacker would need this information.

In the transmission phase, we encrypt the home appliance
serial number (SNHA) and electricity consumption (EC) by
using the user password (Kus). In addition, this electricity
consumption and hash data (𝐻

1
) are computed using the

exclusive-OR operation. Additionally, the PC encrypts the
electricity consumption with a random nonce (𝑟) using an
encryption/decryption key (𝐾𝑠𝑝) in the check phase.The use
of the exclusive-OR operation and random nonce makes it
difficult to extract the electricity consumption.Therefore, any
intercepted home appliance electricity consumption infor-
mation is different from the real data.

5.3. Protection against Modification of Electricity Consump-
tion. If a malicious attacker modifies the electricity con-
sumption data of a home appliance, the user may have to pay
more money because of the modification. On the other hand,
if unscrupulous users modify their electricity consumption
in order to profit, the PC may suffer significant losses. Thus,
the proposed protocol uses two keys (𝐾𝑢𝑠 and 𝐾𝑠𝑝) and a
hash function (𝐻(⋅)) to protect against illegal modification.
For example, if an attacker knows the encryption/decryption
key (𝐾𝑠𝑝) and attempts tomodify the electricity consumption
in the transmission phase, the PC can detect this modified
information.
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Table 3: Analysis of computational cost.

Computation Proposed
scheme

Ren et al.
[12]

Registration
Asymmetric encryption — —
Symmetric encryption 2Sym —

Hash function 1𝑇 (h) —

Transmission
(PASS)

Asymmetric encryption — 2Asym
Symmetric encryption 4Sym 4Sym

Hash function 3𝑇 (h) 4𝑇 (h)

Request
Asymmetric encryption — —
Symmetric encryption 3Sym —

Hash function 3𝑇 (h) —

Consider

(i)

𝐸
2
= 𝐸
𝐾𝑠𝑝
((𝐻
1
⊕ EC) ‖ SNSM) ,

SM 󳨐⇒ 𝐻
2
= 𝐻 (𝐻

1
⊕ SNHA) , 𝐻3 = 𝐻 (𝐻1 ‖ 𝐻2 ‖ EC) ,

Send 𝐸
2
‖ 𝐻
2
‖ 𝐻
3
to PC.

(14)

(ii)

Attacker

󳨐⇒
Computation, 𝐸

2𝐴
= 𝐸
𝐾𝑠𝑝
((𝐻
1𝐴
⊕ EC
𝐴
) ‖ SNSMA)

Send 𝐸
2𝐴
‖ 𝐻
2
‖ 𝐻
3
to PC.

(15)

(iii) Attacker cannot create 𝐻
2
and 𝐻

3
because he/she

does not know𝐻
1
.

(iv) The PC extracts electricity consumption using
exclusive-OR operation.

(v) The PC computes new hashed data (𝐻󸀠
3
) and com-

pares them with received hashed data (𝐻
3
)

EC
𝐴
= (𝐻
1𝐴
⊕ EC
𝐴
) ⊕ 𝐻
1
,

𝐻
3𝐴
= 𝐻 (𝐻

1
‖ 𝐻
2
‖ EC
𝐴
) , 𝐻

3

?

= 𝐻
3𝐴 (incorrect) .

(16)

(vi) The comparison result shows that the received data is
incorrect.

(vii) Therefore, the PC discards the information transmit-
ted by the attacker.

5.4. Performance Analysis. In this section, we compare the
performance of our proposed scheme with that of Ren et al.’s
scheme. The proposed scheme has three phases: registration,
transmission, and request. In contrast, Ren et al.’s scheme
has only one phase, called PASS. PASS is similar to the
transmission phase of the proposed scheme. Therefore, we
compare PASS and the transmission phase.

Table 4: Analysis of communication cost.

Proposed scheme Ren et al. [12]
Registration 2 —
Transmission (PASS) 2 3
Request 4 —

Table 3 shows an analysis of the computational cost. The
proposed scheme is computationallymore efficient compared
to Ren et al.’s scheme. Besides, in the former, asymmetric
encryption is not used and the hash function is used less.

Table 4 shows an analysis of the communication cost. As
can be seen, our proposed scheme needs two handshakes in
the transmission phase. On the other hand, Ren et al.’s scheme
needs three handshakes in PASS.Thus, our proposed scheme
is more efficient with regard to the communication cost.

In order to compare the proposed scheme and Ren et al.’s
scheme, we simplify the computational cost for carrying out a
quantitative analysis. We assume that the computational cost
of asymmetric encryption, symmetric encryption, and the
hash function are 3, 2, and 1, respectively. Actually, asymmet-
ric encryption involves higher computational cost compared
to symmetric encryption and the hash function. Further,
symmetric encryption involves higher computational cost
compared to the hash function.Thus, the computational cost
of the proposed scheme is 11 (4Sym + 3𝑇 (h) = 4 × 2 + 3 × 1
= 11), while that of Ren et al.’s scheme is 18 (2Asym + 4Sym +
4𝑇 (h) = 2 × 3 + 4 × 2 + 4 × 1 = 18).

Figure 8 shows the changes in the computational cost and
communication cost with time. We calculate the costs for
the case where data are transmitted at regular intervals. For
example, if data are transmitted at 10min intervals (144 = 1
day/10min), the cost of the proposed scheme is 1584 (= 144 ×
11), while that of Ren et al.’s scheme is 2592 (= 144 × 18).

6. Conclusion

In this paper, we have proposed a secure data transaction
protocol for smart grids to protect private information. The
proposed protocol has two phases: a transmission phase
and a check phase. In the former, we encrypt the user ID,
home appliance serial number, and electricity consumption
to protect against attacks such as eavesdropping and mod-
ification. For the encryption, the user password, encryp-
tion/decryption key, and hash function are used. In the check
phase, the user can request information about the electricity
consumption of a home appliance. For this, he/she sends an
encrypted user ID and home appliance serial number to the
PC. And the SM generates a random nonce. The purpose
of generating the random nonce is to protect electricity
consumption data from illegal modification. Thus, the PC
sends the desired electricity consumption and random nonce
in an encrypted state. The above features provide security to
the data transaction.
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Figure 8: Changes in computational and communication cost for data transmission at regular intervals.
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Wireless and mobile sensor network technologies in M2M (machine to machine) are rapidly applied to our real life. Thus, in
near future, advanced wireless and mobile sensor network in M2M application will be major key factor of the future generation
convergence network which is based on the state of the application. It is expected that smart machines will appear as new business
service model with other machines. Most numerous researches within M2M sectors are carried out in intelligent vehicle sector
integrated with IT technology. Intelligent vehicle section shows severe changes in position between vehicles and has numerous large
scales of networks in its components; therefore, it is required to provide safety by exchanging information between vehicles equipped
with wireless communication function via VANET (vehicular ad hoc network) and fixed apparatus at roadside regarding the status
of road. In this paper, we proposed cluster authentication scheme thatmutually authenticates between vehicles by composing vehicle
movement as cluster configuration architecture. We have successfully included the establishment of secure channels, the detection
of replay attacks, mutual cluster authentication, prevention of vehicle identity fabrication, and secure distribution of provisional
session key.

1. Introduction

Rapid development of IT has brought changes in develop-
ment from personal PC to smart phone, and new service
environment is constructed by converging with other periph-
eral devices based on smart phone. Now IT is leading rapid
changes in society. The new field of “pervasive computing”
has brought computing capabilities to the physical context
and has expanded the intelligence of objects around us.
Internet of things is the combination of the variety of
information sensing machines and devices, such as radio fre-
quency identification (RFID) devices, infrared sensors, global
positioning system, and Internet, forming a huge network, so
that all items are connected to the network to facilitate the
identification and management, which ultimately provides
the full range of services to people everywhere based on the
integration of applications. The most important part in the
network of things is the interconnection and interoperability

between the machines, which is often called M2M. It is a
general term of all that can enhance the communication of
machinery equipment and capability of network technology,
which organically combined in communication between
machines, machine control communications, interactive
communication, mobile internet communications, and other
types of communication technologies, to share information
with machine, equipment, application process, background
information system, and operator [1].

Whenever and wherever information is obtained with no
difficultly, and M2M, which is for communication between
machines and surrounding devices, became a major research
topic in technology among researchers and wireless commu-
nication entities. It creates new and various service environ-
ments by applying with new technologies. Research direction
of M2M is to transmit a number of pieces of information
via various communication environments between devices
and machines. One of these researches is to integrate IT and
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Figure 1: M2M communication network architecture.

intelligent vehicles to enable various types of information to
be transmitted, which means various devices are connected
and linked to vehicles. Recent convergence technologies have
impacted our life in variousways, and its technology is impor-
tant to the extent that the countrywhich initiates convergence
technology is leading the world. IT technology is placed at
the core of convergence, and the latter requires basis of IT.
However, development of IT-based convergence technology
bears a number of issues in itself, and the most critical factor
is to ensure safety and security in communication between
machines.

This research aims to examine what security factors
exist in M2M and intelligent vehicles, then compose intelli-
gent vehicles as cluster configuration architecture, and then
propose authentication protocol of cluster unit. Finally, we
show the performance evaluation of the proposed cluster
authentication protocol.

2. Related Works

2.1. M2M Application Service and Security. M2M service
is defined as machine to machine, machine to man, and
man to machine. As depicted in Figure 1, various devices
are installed to communicate and collect information from
surrounding equipment and devices. Its concept is to provide
information service to people and surrounding machines.
M2M is utilized in the sectors of sensor network, tracking, c,
and emerging device. Core technologies inM2M are identifi-
cation, information collection, communication, intelligence,
and minimization, and every device and system should be
maintained autonomously and securely through control and
information exchange between machines [2].

Threatening factors in devices in M2M architecture are
bugging between equipment, hijacking, and alteration of
privacy in relation with denial.There are possible threatening
factors in gateway such as authorization violation by illegal

usage and access, physical intrusion, replay attack, and man-
in-the-middle attack. Other types of threatening factors
are paralysis through illegal intrusion, service denial, virus,
worm, troy wooden horse, and depletion of resources [2].

2.2. Intelligent Vehicle Security Requirements. Wireless ad hoc
networks are currently a very active area of academic and
industrial research for their foreseeable broad applications.
These networks do not have any fixed infrastructure. The
vehicles in ad hoc networks are usually limited devices with
respect to their energy sources, computational capabilities,
and communication range. However, it is vulnerable to a
wide range of attacks due to the open medium, dynamically
changing topology, possible vehicle compromise, difficulty
in physical protection, absence of infrastructure, and lack of
trust among vehicles [3]. Policing traffic management (PTM)
is applied to improve the quality of service (QoS) over an
intervehicular communications system (IVCS) [4].The secu-
rity threats have been extensively discussed and investigated
in the wired and wireless networks; the correspondingly
perplexing situation has also happened inMANET due to the
inherent design defects.There aremany security issues which
have been studied in recent years. For instance, snooping
attacks, wormhole attacks, black hole attacks, routing table
overflow and poisoning attacks, packet replication, denial of
service (DoS) attacks, and distributed DoS (DDoS) attacks.
Specially, the misbehavior routing problem is one of the
popularized security threats such as black hole attacks. Some
researchers propose their secure routing idea to solve this
issue, but the security problem is still unable to prevent
completely [5].

Intelligent vehicle is evolving with various types of
services to provide convenience of life by integrating with
home network, telematics, and intelligent robot, thanks to
development of convergence technology. Service models of
intelligent vehicle are car to enterprise (C2E), car to car
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(C2C), and car to home (C2H). As seen in Figure 2, intelligent
vehicle communication network technology is classified with
internal network and external network of vehicle from the
reference point of vehicle as illustrated in Figure 3. Internal
network of vehicle is in general called IVN, whereas external
network of vehicle is divided into V2V (vehicle to vehicle)
andV2I (vehicle to infrastructure). IVN is composed ofCAN,
which connects and controls body or frame of car, MOST,
which is for access to multimedia devices such as audio,
amp, and CDP of vehicle, and X-by-Wire which connects
and controls break or steering. V2V establishes vehicle
communication network which constructs communication
network based on vehicle-to-vehicle communication without

having infrastructure of transmitting information, whereas
V2I lets the vehicle access infranetwork via wire and wireless
communication and provides communication network that
supports communication between terminals and servers.
V2V provides vehicle collision warning services and group
communication based on communication between vehicles,
whereas V2I provides IP based traffic information and safety
support and downloads service to vehicles [6–8].

Intelligent transmission system (ITS) is an intelligent
traffic system applied with state-of-the-art scientific tech-
nologies such as computer, communication, and electronics
for improving existing traffic system more efficiently and
economically in terms of solving traffic delay, accident, and
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air pollution. ITS is composed of various types of information
transmission systems such as ATMS (Advanced Traffic Man-
agement System), ATIS (Advanced Traveler Information Sys-
tem), APTS (Advanced Public Transportation System), CVO
(Commercial Vehicle Operation), and AVHS (Advanced
Vehicle and Highway System).

However, there are some dysfunctions of intelligent vehi-
cle services: violation of personal information and privacy,
vehicle information, communicationmessages between vehi-
cles, and communication traffic information. It requires safe
and secure message transmission against these threats and
forgery. There are some security framework of intelligent
vehicle for the safe and secure vehicle services and communi-
cations: secure positioning, vehicle-to-infrastructure secure
communication, vehicle-to-vehicle secure communication
and user access control, and VPKI (Vehicles PKI).

Security treat factors in intelligent vehicle lie in network
aspects. One type of security treat is forgery in which one
vehicle generates false information and transmits to other
vehicles located in a certain network zone. The other treat is
jamming attack which generates interfering signal to other
vehicles located in a certain network zone. Information
forgery is executed with drop, corrupt, or modified messages
or information in the process of transmission in the running
of vehicle. Impersonation attack is executed in a way of
in-transit traffic tampering and modifying of vehicle status
information for misleading other cars. Privacy violation is
executed in a way of infringement of personal privacy related
information such as time, location, vehicle ID, andmovement
information of vehicle. On-board tampering is executed in
a way of modifying speed, position, vehicle interior status
information, and various sensing information of on-board
vehicle [6, 9].

We present the security requirements for our VANET
security system and will show the fulfillment of these
requirements after presenting the design details. The privacy
requirements state that private information such as vehicle
owner’s identity and location privacy is preserved against
unlawful tracing and user profiling. A secure VANET system
should satisfy several fundamental requirements, namely,
authentication, nonrepudiation, message integrity, and confi-
dentiality, where sensitive information is being exchanged, to
protect the system against unauthorized-message injection,
denial of message disseminations, message alteration, and
eavesdropping, respectively. Nonrepudiation also requires
that violators or misbehaving users cannot deny the fact that
they have violated the law or misbehaved [10].

3. Cluster Configuration Scheme

This scheme uses the same two types of messages used in
the CH(V) and Join(V, 𝑢). This CH (ClusterHead) selection
scheme uses Cluster(V) and ClusterHead to indicate the set of
vehicles in the cluster whose CH is V and the CH of a vehicle’s
cluster, respectively. CH(V), the Boolean variable of V, is set
to true if V has sent a CH message. Its variables ClusterHead,
CH(–), and Cluster(–) are initialized to nil, false, and zero,
respectively.

The cluster topology is initialized and maintained
through the periodic transmission of messages by each
vehicle. When a vehicle is initialized, it has an undefined
status cluster. To set its status cluster, it must determine
whether it is within the bounds of any currently defined
clusters. The vehicle broadcasts a message to its neighbors
to announce its presence and to search for a neighboring
CH. In the event that all vehicles initialize simultaneously, the
vehicles broadcast messages looking for neighboring CHs at
approximately the same time.

The following describes the two procedures that are
executed at each vehicle V. On receiving a CH message
from neighbor 𝑢, vehicle V checks to see whether it has
received messages from all its neighbors 𝑧 and that 𝑤V >
𝑤
𝑧
, as indicated by a Join(𝑧, V) message. In this case, V will

not receive a CH message from these neighboring vehicles.
Therefore, by default, 𝑢 is the vehicle with the greatest weight
in V’s neighborhood that has sent a CHmessage. At the initial
clustering setup or when vehicle V is added to the network,
vehicle V executes the CH-selection procedure in order to
determine its own role. If its neighbors include at least one
CHwith a greater weight, then Vwill join it. Otherwise, it will
be a CH [11].

Note that a neighbor with a greater weight that has not
yet decided its role will eventually send a message. If this
message is a CH message, then vehicle V will try to affiliate
with the new CH.When vehicle V receives the corresponding
CHmessage, it checks to see if𝑤

𝑛
> 𝑤V. If this is the case, then

V joins 𝑛’s cluster independent of its current role [11]. When
a neighbor 𝑢 becomes a CH, on receiving the corresponding
CH message, vehicle V checks whether it has to affiliate with
𝑢; that is, it checks whether 𝑤

𝑢
is greater than the weight of

V’s CH. In this case, independent of its current role, V joins 𝑢’s
cluster.

Every vehicle must either be a member of a cluster or else
be a CH. Hence, if a vehicle is not within the transmission
range of any CH, it should be a CH itself. When a vehicle
moves to the periphery of a network, it is possible that it
will move out of direct transmission range of all other CHs.
When a vehicle loses contact with all CHs, it transmits a
message to look for another CH, to verify that it is not within
the transmission range of any CH. It then sets a timer to
wait for the reception of a message from a CH. As vehicle 𝑠
wander to the periphery of a network, it is likely that they
will become CHs because they will be out of transmission
range of all other CHs. To prevent continued growth in the
number of CHs, there must be a mechanism for CHs to
revoke their CH status and become non-CHs. A number of
clustering protocols have the requirement that when twoCHs
come within direct transmission range of one another, one
CH must give up its CH status. The protocol for deciding
which CH should revoke its CH status can be based on a
weighted algorithm. This results in a ripple effect, whereby
one CH change results in additional changes within the
network. CH changes are expensive due to the change in
routing paths that occur as a result. Therefore, the ripple
effect can have a detrimental impact on the performance of
a network and should be avoided. Hence, CH changes should
be minimized.This algorithmminimizes CH changes during
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Figure 4: Cluster configuration.

Procedure Initialize:
begin

if {𝑧 ∈ (V) : 𝑤
𝑧
> 𝑤V ∧ Ch (𝑧)} ̸=Ø

then begin
𝑥 := max

𝑤𝑧>𝑤V
{𝑧 : Ch (𝑧)};

send Join (V, 𝑥);
ClusterHead:= x

end
else begin

send Ch(V)
Ch(V):= true;
ClusterHead:= V;
Cluster (V) := {V}

end
end;

Repeat—On receiving ClusterHead (u)
begin
if (𝑤
𝑢
> 𝑤ClusterHead) then
begin

send Join (V, 𝑢);
ClusterHead := 𝑢;
if Ch(V) then Ch(V) := false

end
end;

Algorithm 1

weighting the network and prevents the ripple effect [11]; see
Algorithm 1.

4. Cluster Based Authentication Protocol

4.1. Assumption. Protocol environment is proposed based
on the following hypotheses: all vehicles are running in the
same environment. Each vehicle is represented as a vehicle
in Figure 4 with weighted reference on the basis of structure
of Figure 2. First, vehicle in running is authorized from
server via RSU. DoS (denial of service) attack is possible in
physical layers of real network. But this DoS attack is not
considered. Second, in the cluster configuration, each vehicle

is supposed to know vehicle information received from RSU
or surrounding vehicles. RSU ensures safe connection in
communication between authorizing server and CH (Clus-
terHead). CH maintains IDs of vehicles within cluster, and
each CH should be always reliable. CH is assumed to play
a role as a server within cluster. Each vehicle is randomly
composed with weighted value for each vehicle as seen in
Figure 4 according to selection criteria of CH.

It is assumed that references of weighted value are
determined on the basis of characteristics of vehicle (speed,
distance of vehicles, and calculation function of vehicle).
When authorization of vehicles is expired, it will be disposed
immediately and receives a new one. Authorization via CH
is reissued by using key of each vehicle from authentication
server.

Each cluster is composed as Cluster A, B, and C on the
basis of Figure 4. Relationship with neighbor vehicles and
weighted value are the criteria in cluster composition. CH
in Cluster A, vehicle 2 shows highest weighted value 7, so it
plays as a ClusterHead. It is assumed that vehicle 3 in Cluster
B and vehicle 5 in Cluster C play a CH role, respectively. The
vehicle approaching in cluster plays gateway for connecting
each cluster.

4.2. Symbols. The following symbols are used in this
research.
CHA : ClusterHead A
IDX : Identification X
KS,CH: Confidential key shared between session key S and

CH or S and CH
Time: Current time

S: CHA member vehicle
X: CHB member vehicle

KA+: Public key of vehicle A
KA−: Private key of vehicle A

certA : Certification of vehicle A
𝑒: Effective date of authentication

NonceA : Vehicle A nonce generation.
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Figure 5: Noninfrastructure authentication scheme.

4.3. Authentication Scheme and Protocol. Cluster authentica-
tion protocol is composed of authentication protocol with
cluster units without existing infrastructure and one with
existing infrastructure.

4.3.1. Noninfrastructure Authentication Scheme. Noninfras-
tructure authenticationmethod is to authorize with signature
between ClusterHeads as depicted in Figure 5. It provides
security between clusters by using session key as a key value.

After authenticating a CH using the server, there are nine
steps in our end-to-end key exchange procedure and authen-
tication process for Noninfrastructure networks, as shown in
Figure 5. First, using a previously shared secret key KS,CHA

, S
sends a message to CHA requesting communication with X.
Since IDs is encrypted using KS,CHA

, only vehicles S and CHA
know the vehicle with which S wishes to communicate. As
CertS and NonceS are also encrypted, they can be transferred
securely.

On receiving the request, CHA checks to see whether
S is a member. If this is the case, steps 2 and 6 shown in
Figure 6 are not required. Otherwise, in step 2, CHA asks the
other ClusterHeads where X is using their public keys. Let
us assume that X is located in cluster B. By using the CHB
public key that was previously established for communication
between CHs, the search reveals that X is located in cluster B.

In step 3, X is informed of the request from S to commu-
nicate with it. CHB sends S’s certificate along with NonceCHB

.
On deriving the public key for S from the certificate, X
calculates the session key KX,S = (𝑃𝐾S)

KX mod 𝑃, which will
be shared between S and X. X uses KS,X in step 4 to let CHB
know in step 5 that it accepts S’s request for communication.
In step 6, CHB and CHA pass to S the part of the message
in step 4 that contains X’s confirmation using KS,X. CHB and
CHA also forward X’s certificate to S. In step 7, S receives a
message from CHA that includes X’s certificate. In step 8, S

calculates the session key KS,X = (𝑃𝐾X)
KS mod 𝑃 using 𝑃𝐾X

derived fromCertX. Finally, in step 9, S communicates with X
by sending back X’s nonce encrypted using their shared key
KS,X.

4.3.2. Changing Vehicle into Cluster. A vehicle joining a
cluster for the first time needs strong authentication. We use
the system key pair because it allows mutual authentication
between the joining vehicle and an existingmember vehicle of
the cluster. When a vehicle joins a cluster, it is given a system
public key and a system private key. All the vehicles of the
cluster share this key pair. When a new vehicle moves into
the network and is detected by the CH, it is given the cluster
key and the table containing the cluster IDs, shadow key (SK),
andCHpublic keys.TheCHacts as the certification authority
for all of its members. This information is exchanged after
mutual authentication in which the corresponding CHs of
the vehicles act as servers. The CH keys are used to exchange
session keys secretly. The CH then decrypts and transmits
the session key to other members involved in the session. If
a vehicle wants to establish a session with other vehicles, it
also sends this request to the CH. The CH generates a set
of random prime numbers. First, the numbers are encrypted
with the CH’s private key and then with the cluster key. Along
with each number, a time stamp is encrypted so that the keys
can be used for only a limited amount of time. All the other
cluster members also receive this information and buffer the
values, since these number values can serve as authentication.

As the composition of aCHnetwork changes dynamically
when CHs are added, deleted, or merged in the network,
the secret shares must also be renewed regularly because the
number of shares needs to adapt to the number of CHs. In
addition, it is necessary to ensure that the key shares are
renewed after a certain period of time to make it difficult for
a moving attacker to compromise several SK CHs over time.
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Figure 6: A vehicle joins a cluster for the first time.

In our approach, we always combine the addition, deletion,
andmerging ofCHswith key share renewal and only schedule
additional renewals if the CH network remains unchanged
for some time. The public key of the CH network must be
known to all vehicles in the VANET. It is propagated via
the CH beacons, which are broadcast periodically in every
cluster. Besides the public network key, a CH beacon also
contains the CH’s own public key, a list of vehicles in the
current cluster, including their status, and a list of gateways
connected to adjacent clusters.This beaconmessage contains
information regarding the neighbors, including the clusters
that they belong to, adjacent clusters, and certificates. On
receiving a message, a vehicle updates its local related tables
with themessage information and can detect vehicles that are
joining or leaving. This method provides a useful means of
maintaining cluster membership synchronization.

Figure 6 shows the join situation. When a vehicle joins
a cluster area for the first time, the CH detects that a new
vehicle has joined based on the messages in Figure 6(b).
When a vehicle leaves a cluster or joins a new cluster area,
the system begins the CH selection algorithm for remaining
vehicles that have not yet been chosen as CHs or assigned to a
cluster area (Figure 6(a)). The CH at the old location receives
newer messages from its one- and two-hop neighbors that do
not contain the member entities of the leaving vehicle for a
predefined time interval, at which point the old CH purges
the leaving vehicle.

When a new vehicle joins the network and is detected by
a CH, it receives the cluster key and the table containing the
cluster IDs, lifetime, mobility, weight, and CH public keys.
When a vehicle leaves a cluster and joins another cluster with
the movement of vehicles, the new CH treats it as a new
vehicle joining its cluster.Mutual authentication is performed
between the moved vehicle and its new CH using the system
key pair (K/k). The CH then gives the vehicle the cluster key
for the new cluster. The old cluster purges the entry for this
vehiclewhen it does not receive amessagewithin a predefined
time interval.

CHA CHCServer

[IDCHA ‖IDCHC ‖Time‖Nonce]

Cert CHA = [IDCHA ‖IDCHC ‖KCHA+‖e‖Time‖Nonce

[IDCHC ‖IDCHA ‖Time‖Nonce]

[{[IDCHA ‖NonceCHA‖CertCHA ‖Time]KCHA−
}KCHC+

CertCHC = [IDCHA ‖IDCHC ‖K ‖K CHC+ ‖e‖Time‖Nonce

]KServer−

Server−]K

]

CHA ,CHC

Figure 7: Authentication protocol between terminals.

The merging of two clusters into a single cluster is one of
the most difficult and expensive operations. As two cluster
SKs cannot be mixed, one must be dropped and the other
distributed over the entire network. All of the certificates
that were signed with the dropped key eventually have to
be reissued, although it is possible to keep the dropped key
for a period of time to facilitate this process. It may become
necessary to adapt a (K, SK) threshold for the changed
number of vehicles and CHs in the networks. If merging two
bigger networks is difficult, any decision about the remaining
network depends on parameters such as the number of CHs
and the number of vehicles that would like to apply for a new
configuration cluster using the CH selection algorithm and
obtain new certificates.

4.3.3. Infrastructure Authentication. Figure 7 shows authen-
tication protocol between CHs by using other RSU on the
basis of Figure 4 cluster composition. In order to authorize via
other RSU, it needs to receive authentication by using server
key from authentication server and confirm whether CH is
registered in authentication server.

In the fast moving environment of intelligence vehicle
where its status keeps changing, the changes of each vehicle
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can be checked by cluster unit. This brings efficiency of
management. In the event that vehicle 1 in Figure 4 moves
quickly to Cluster B zone at other RSU zone, CHB, for
proceeding of authentication work for this vehicle, can check
whether this is the right vehicle by communication with CHB
which used to maintain vehicle 1 from authentication server.

Where, the server is reliable and officially certified server
and maintains CH through each RSU. This is able to react
to malicious attack against each vehicle by transmitting to
server information about newly approaching vehicle to RSU
and leaving vehicle on a real time basis. Every CH can
initiate authentication work by receiving authentication from
reliable server. As seen in Figure 4, in the event that CH
misses message of vehicle, it can transmit correct message by
threshold. Security is ensured by that CH knows public key
of server and private key of each CH.

Upon request for communication between each CH, ID
of CH, current time, and Nonce are generated and sent, and
server transmits authentication including effective date. This
is how mutual authentication is made between CHs.

5. Attack Analysis

In this section, we compare the efficiency of existing clus-
tering protocols and our proposed protocol. We also discuss
how authentication scheme and protocol is able to deny pos-
sible attacks in VANET. As scheme and protocol establishes
authentication based on a trusted layer, it guarantees end-to-
end security.

We evaluated the performance of our protocol and
identified the advantages and limitations of our proposed
approach. In our protocol, a CH establishes amember vehicle
that is worthy of trust by the other members of the CH.
Falsehood detection in the certification process is achieved.
Authentication scheme and protocol is more reliable during
the certification of a CH because it uses a server and it
has fewer processing operations. The scheme and protocol
enforces stronger security as it uses a server to obtain a higher
level of security than can be realized by other clustering
routing protocols.

An analysis of its performance verified its authentica-
tion, efficiency, safety, and scalability. Authentication and
nonrepudiation use a cryptographic certificate. Each vehicle
receives a certificate from its trusted CH. We evaluated four
performance metrics.

5.1. Modification Attacks. Attacks using modification are
generally targeted against the integrity of routing compu-
tations. By modifying routing information, an attacker can
cause network traffic to be dropped, redirected to a different
destination, or take a longer route to its destination, resulting
in increased communication delays.

Proposed scheme and protocol can use the session keys
to encrypt the traffic flow of both data and control packets.
Therefore, since the Diffie-Hellman key exchange KX,S =

(𝑃𝐾S)
KXmod𝑃 of the message contents is included in every

packet transmitted, the integrity of the contents is guaranteed,
along with confidentiality.

5.2. Fabrication Attack. Fabrication attacks involve gener-
ating false routing messages. These attacks are difficult to
recognize as they are received as genuine routing packets.
An attacker can nullify a working route to a destination by
fabricating a routing error message claiming that a neighbor
can no longer be contacted.

The authenticity of the received control and data packets
can be verified using the session keys and the server. As
the session keys are unique, fabricated packets can easily be
detected and hence discarded.

5.3. Spoofed Route Attack and Unauthorized Participation. A
malicious vehicle can launch several attacks in a network by
masquerading as another vehicle (spoofing). Spoofing occurs
when amalicious vehiclemisrepresents its identity by altering
its MAC or IP address in order to fool a benign vehicle into
arriving at an inaccurate picture of the network topology.

Proposed scheme and protocol participation accepts only
packets that have been signed with a certified key issued by a
trusted authority using a server. There are many mechanisms
for authenticating users to a trusted certificate authority.
Since only the source vehicle can sign using its own private
key, vehicles cannot spoof other vehicles in route instan-
tiation. The encryption of all end-to-end traffic indirectly
ensures the verification of packets, as the session keys are
held only by the previously authenticated end points. Conse-
quently, the legitimacy of all packets is verified automatically
during the decryption phase, ensuring that any packets that
were spoofed are discarded. Similarly, replay packets include
the destination vehicle’s certificate and signature, ensuring
that only the destination can respond to route discovery.

5.4. Replay Attacks. When the attacker receives a request for
a route to the target vehicle, the attacker creates a replay in
which an extremely short route is advertised. If the malicious
replay reaches the requesting vehicle before the replay from
the actual vehicle, a forged route has been created.

Replay attacks are prevented by including a nonce and
a time stamp with the routing message. Proposed scheme
and protocol minimizes changes in the certificate process
of cluster networks. Our analysis of scalability has verified
the authentication, efficiency, safety, and scalability of our
method.

6. Conclusion

It is expected that various security issues are raised in
the development of intelligent vehicle and its convergence
technology. Future security issues in vehicle industry have
inherently critical treat factors; therefore, it is important to
research on security. Among all other security threatening
factors, this research has proposed authentication protocol
on a cluster basis to counteract various changes in vehicle.
Proposed protocol can improve safety and security by effec-
tive authentication in a scalable wide area such as express
road environment. For the future further research subjects
in cluster configuration, it may require to research about an
algorithm which can configure more efficiently with various
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changes and increase security level while reducing resources
in the middle of various changes.
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Inwireless sensor networks (WSNs), sensors use different types of information, such as temperatures, humidity,magnetic fields, and
sound; their communication distances and battery sizes and capacities may be different. Differences in communication distances
and battery capacities when the same communication method is used affect the life of the entire sensor network topology. Tests for
themaximum life of the sensor network topology requiremany sensor nodes and huge proportional costs. In addition, experiments
to verify new ideas for WSNs as alternatives to existing methods also require large expenditures. Since experiments with the
arrangement of actual sensors are expensive, such experiments are conducted using simulators so that solutions for protocol design
and verification can be compared through software. Existing simulators are tailored to certain sensor characteristics, so that only
quite limited results can be obtained through the implementation of simulated operations, simulations of sensor arrangements,
and the comparison of limited information transmission routing functions provided by simulators. This paper proposes diverse
sensor definable simulators (DSDs) for the performance of experiments on diverse sensors with different communication distances
in WSN environments where Geography Markup Language (GML) based coordinates are utilized.

1. Introduction

Wireless sensor networks (WSNs) have been actively studied
by many researchers thus far and are grafted on actual
life areas (e.g., surveillance area, living room with sensors
etc.). In WSN environments, diverse sensors are generally
used depending on the types of data to be collected from
sensing target regions, including temperature, humidity,
magnetic fields, and sound. Events are sensed using these
sensors and the data are transmitted to sink nodes through
sensor networks. The transmitted information is applied to
engines that have different roles in many application ser-
vices. These include national safety, medical devices, senior
citizens who live alone, traffic control and safety, process
control, energy savings, weapon systems, distributed robots,
manufacturing, and communication systems. To build up
these WSN environments, many sensors and appropriate
protocols for communication between them are necessary.
Since protocols for communication between sensors are used
differently according to their diverse types, it is not easy to
set up optimum environments. Arranging sensors in target

regions to test them for verification of theoretical contents is
expensive. Sensor node arrangements require the use ofmany
sensor nodes, along with arrangement algorithms. Finding
and correcting errors in these sensor nodes require huge
amounts of time and effort, and inspecting individual sensor
nodes is practically impossible [1–4].

Therefore, to build up WSN environments, software
simulators that enable prior testing, verification, and supple-
mentation of theoretically designed contents are necessary.
Thus far many simulator tools for the design and verification
of WSNs have been developed, including GloMoSim [5],
SNetSim [6], ATEMU [7], QualNet [8], NS2 [9], EmStar [10],
TOSSIM [11], J-Sim [12], AVRORA [13], SWANS [14], SENSE
[15], MSPsim [16], WSim [17], Atarraya [18], WSNet [19],
AlgoSenSim [20], NetTopo [21], and SIDnet-SWANS [22].
However, although such simulators have been developed,
tests are conducted using limited sensor information, so
that only very restricted results are obtained, or large- or
small-scale networks are insufficiently treated. In addition,
since simulations are basically conducted with those types
of sensors that are built in simulators, these simulations are

http://dx.doi.org/10.1155/2013/694829


2 International Journal of Distributed Sensor Networks

not suitable of experiments on other sensors, new sensors, or
combinations of sensors [1, 2, 23, 24].

Therefore, this paper proposes a diverse sensor definable
simulators (DSDs) for performance experiments on diverse
sensors with different communication distances not only in
experimental environments but also in WSN environments
where geography-markup-language- (GML-) based coordi-
nates are utilized. The DSDs use GMLs that can be mapped
with actual topography so that the simulations of target
topography can be provided in more detail. This can create
dynamic and diverse static arrangements of mobile sensor
nodes (MSNs) and fixed sensor nodes (FSNs). In addition,
this paper also proposes a simulator that provides not only
basic sensor-setting methods but also functions for users to
define sensor types so that more concrete experiments can be
conducted. It provides functions for users to define additional
sensor node types other than MSNs and FSNs, so that not
only new sensor types but also existing diverse sensors can
be universally simulated.

The remainder of the paper is composed as follows. In
Section 2, simulators that have been developed as tools for
the design and verification of existing WSNs are introduced
in detail. In Section 3, the specification of the definition of
sensor types in the DSDs proposed in the present paper is
explained. In Sections 4 and 5, contents regarding the design
and implementation of the DSDs are described.

2. Related Works

In this section, the characteristics and functions of simulators
already developed for simulations of protocols, packet losses,
coverage, and connectivity ratios in WSN are given (Table 1)
[1].

As shown in Table 1, the tools operate simulations of
certain sensors or provide limited results due to restrictions in
their functions. Therefore, in the present paper, a framework
will be provided in which diverse types of sensors, such as
temperature, humidity, magnetic field, and sound sensors,
can be used to simulate various performances, including the
sensor arrangements necessary for WSNs.

3. Definition of Sensor Type

The DSDs proposed in the present paper provide a function
to define basic sensor types necessary for the simulations of
the functions and performance ofWSNs using diverse sensor
nodes. This definition of sensor types enables users to select
the basic sensor node information necessary for simulator
operation and colors for visualization.

First, information on sensors necessary for the definition
of sensor types is given as follows.

(1) Each sensor’s identifier should be unique.

(2) The definition of the types of sensor functions refers
to temperature sensing, illumination sensing, mag-
netic field sensing, sound sensing capabilities, and so
on, and the sensing ranges of sensors by type can be
inputted in detail.

(3) As sensors’ operation periods, the periods of basic
sensors’ active states are entered.

(4) As sensors’ operating time, the time for which the
active mode of sensors should be maintained for
operation should be entered.

(5) The sensor sleeping time refers to the sleeping time
when sensors are in the resting state.

(6) The range of sensor communication is the range
of communication for information transmission
between sensors, and the values of the maximum
range of communication and the basic range of com-
munication are required.

(7) Sensors’ battery sizes refer to the basic battery sizes of
sensors, which indicate their capacities.

(8) The definitions of the amounts of battery consump-
tion by sensor function should be entered. In the case
of mobile sensors, the rate of battery consumption
during movements should be given (for instance, if
50mA is consumed per 1m, the migration length
(1m) and the amount of consumption (50mA) should
be entered). When sensors are in operation in the
active mode, the operation time and the amount
of consumption are required. When sensors are in
operation in the sleep mode, the operation time and
the amount of consumption are required.

(9) The details of the residual battery capacity should
be entered. As methods for obtaining the residual
battery capacity, two methods, one for the user
to prepare the formula and another to obtain the
residual battery capacity relying on the DSDs, are
provided.The formula is to be entered by the userwith
the sensor information entered earlier (the formula
can be generated for the four fundamental arith-
metic operations and parentheses can be used based
on the priorities of operations). In the case of the
method relying onDSDs, the residual battery capacity
after deducting the amounts of battery consumption
applying the rates of battery consumption for the
operations of individual functions of independently
operating sensors is calculated.

(10) The information necessary for the prediction of bat-
tery life should be entered.When the user has entered
a formula into the details for the residual battery
capacity, information is provided so that the user
can predict the life based on the entered formula
considering the residual battery capacity. In the case
of the method relying on DSDs, the expected life
time is calculated for the residual battery capacity
after deducting the amounts of battery consump-
tion, applying the rates of battery consumption for
the operations of independently operating sensors.
In this case, the rates of battery consumption are
rates accumulated in proportion to operating time in
accordance with operations by function.

The three pieces of information to be added on the
definition of sensor types for the visualization functions of
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DSDs simulators are as follows. (1) Information for sensor
type division should be entered. If sensor division by type
has not been set, unique colors will be randomly selected
and applied. If the user wishes to select the colors, a list of
colors not overlapping with each other will be shown so that
the user can choose. When images are selected, it must be
ensured that the same image is not used. (2) Values for color
setting for sensor communication should be entered. Some
colors are provided in addition to the colors basically applied
so that the user can revise the colors. The colors can be easily
observed using the visual part. (3) Values for sensors’ sensing
color setting should be set. The colors applied to the range of
sensing should be selected so that they do not overlap with
the colors for previous sensors using the color table.

Basic information on sensors necessary for conducting
simulations is also essential. Through this function, informa-
tion on existing sensors can be entered and experimented
and changes can be made to existing sensors to verify
the efficiency of topology in relation to sensor functions.
Trial simulations can be conducted by entering new sensor
information, and added functions for visualized expression
can be selectively provided so that the user can quickly under-
stand diverse experiments and their results. In addition, the
defined types can be stored as XML documents so that the
information can be reused and applied in many fields, by not
only the user but also by other users in DSDs-based systems.
Figure 1 shows an XML schema configured for sensor type
definition.

4. Design of DSDs

The DSDs proposed in the present study are largely divided
by function into a User Interface, a Target Area Manager,
an Interaction Broker, a Map Manager, a Map Controller,
a Node Manager, a Coordinate Converter, and a Viewer.
The User Interface sets the user’s definition of sensor node
types, revisions and deletions of the defined types, and
screen configuration information. The Target Area Manager
manages sensing target regions set by the user and the
Interaction Broker connects the node- andmap-setting values
set by the user to the system. TheMap Controller applies the
map-setting values entered by the user and theNodeManager
manages the sensor types defined by the user in addition to
the sensor types basically provided for independent opera-
tions. The Coordinate Converter processes data in order to
provide the simulated states of operation to the Viewer. The
Viewer finally provides simulations visually. Figure 2 gives a
structural diagram of all of the functions of the DSDs.

The User Interface Component is subdivided into a Map
Interface, a Node Type Manager, and a View Mode. The
Map Interface receives the entries of actual topography and
mappable GML. The Node Type Manager consists of a Node
Importer for adding node types defined by other DSDs in
advance, a Node Exporter for storing the nodes types defined
by the simulator currently in operation as XML documents,
a Node Parser for adding read documents to the Node
Manager, andMobile Information and Fixed Information for
receiving the entries of type addition, revision, and deletion

Figure 1: User-defined sensor type with XML schema.

for MSNs and FSNs. The View Mode is an interface for
providing the screens operated by the DSDs so that they
can be selected by the user; it is composed of Integration to
operate MSN, FSN, or MSN and FSN simultaneously.

The Target Area Manager Component sets areas in target
regions for which the GML documents read and analyze
through the GML Importer should be observed for more
detailed experiments. The Interaction Broker Component
plays the role of a broker to send the set values entered
by the user in the User Interface to the Map Controller
and the Node Manager. The Map Manager Component plays
the role of applying GML documents mappable with actual
topography to the DSDs and managing the documents. It is
composed of a GML Importer that adds the GML documents
selected through the Map Interface of the User Interface
to the simulator, a GML Parser that analyzes the added
GML documents for application to the DSDs, a Map Layer
that creates Map Objects for obstacles in the analyzed GML
topography data and sends them to the Layer Manager, and a
Layer Manager that manages the topographical information
received from the Map Layer.

The Controller Component serves functions such as
enlarging, reducing, area enlarging, andmoving for themaps
of the set values received through the Interaction Broker
and managed by the Layer Manager. These functions are
implemented when values have been entered through the
Map Interface of the User Interface and the results are
outputted on the Viewer through the Coordinate Converter.
The Node Manager Component manages the sensor nodes
types entered and defined by the user. It is subdivided into
MSNs, which aremobile sensors, and FSNs, which are sensors
at fixed locations. MSNs and FSNs are composed of Sensor
Identifiers (S IDs) that show the unique identifications of
sensor nodes, Function Types (F TYPEs) that define sensors’
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Figure 2: Module Components of DSDs.

sensing ranges and sensing types, Active Interval Time (A IT)
that shows the operating periods of sensors, Active Operator
Time (A OT) that shows operating times when sensors
are in the active mode, Sleep Operator Time (S OT) that
shows operating times when sensors are in the sleep mode,
Communication Max Ranges (CMRs) that show maximum
communication ranges between sensors, and Communica-
tion Default Range (CDR) that shows the ranges of basic
communication between sensors. MSNs are composed of
Move Consumption (MC) that shows the amount of battery
consumption during movements; Active Consumption (AC)
that shows the amount of battery consumption when sensors
are in the active mode; Sleep Consumption (SC) that shows
the amount of battery consumption when sensors are in the
sleep mode; the Formula of Battery Remaining (FBR) that
shows a formula for obtaining the residual battery capacity
of diverse sensors such as temperature, humidity, magnetic
field, and sound sensors; and the Life Prediction of Battery

(LPB) that predicts and shows lifecycles from the viewpoint
of batteries in proportion to the residual battery capacity
and operating time, which is calculated through the FBR
when sensor nodes operate independently in cases where
simulations are conducted.

The Coordinate Converter Component plays the role of
processing and transmitting basic information on topogra-
phy and nodes and data on their operating situations so
that the information data can be displayed on the Viewer.
The Viewer Component provides the data received through
the Coordinate Converter to the user as visual information.
The Viewer Component is composed of a Map Viewer for
showing topography, anMSNViewer that shows the situation
of operation of MSNs and Mobile Sensor information, an
FSN Viewer that shows the situation of operation of FSNs
and Fixed Sensor information, and an IntegrationViewer that
showsMSNs and FSNs together so that they can be compared
and analyzed.
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MSN control view

FSN control view

MSN control view

Figure 3: Control view of MSN and FSN.

Flow 1

Flow 2

Figure 4: Moving sensors in MSN execution.

5. Implementation of DSDs

TheDSDs are composed of MSN Views, FSN Views, Integra-
tion Views, and Type List Views. Figure 3 shows a screen of
MSN and FSN controlled by the DSDs. The control screen
is set to hidden as a default option. The hidden state can be
released through a right mouse click on the View to control

sensor nodes for MSNs and FSNs. MSN Control enables
the selection of sensing ranges, communication ranges, the
number of sensor nodes to be operated, the range to be
displayed on the screen, and the state of connection.Whereas
the number of sensor nodes should be entered in the case of
MSN Control, sensor node locations can be directly set on
the screen in the case of FSN Control. FSN Control basically
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Figure 5: Operation of sensors in FSN execution.

provides the same functions as those provided by the MSN
Control.

Figure 4 shows a screen of MSN operation that illustrates
MSN movements.

Figure 5 shows a screen after selecting the FSN on the
tab at the top to operate FSNs. For FSNs, the user sets the
locations of sensor nodes individually. The CR in Figure 5
refers to the Communication Range between sensors and the
number indicates the set range value. It can be seen that the
view of communication between sensors varies with the value
of the CR and that communication is possible only when the
value of the CR is at least 30.

Figure 6 shows the results of implementation of the
Integration function in order to compare MSNs and FSNs
simultaneously. The left side of Figure 6 shows an MSN
operation screen and the right side shows FSNs for which the
user sets sensor locations.The screen shows that theMSNhas
set the number of sensor nodes to 100 and gradually covers
the target topography. When the MSN has finally completed
its coverage, the number of sensor nodes falling short in terms
of covering the entire target topography can be inferred.

Figure 7 shows an execution screen where the user sets
the definition of sensor types. The TYPE to select between

MSN and FSN as sensor information, unique numbers of
sensors, sensors’ sensing functions, the Active Interval Time
to enter the period of switching between the active and sleep
modes, the Active Mode Operation Time and Sleep Mode
Operation Time indicating the active and sleep mode oper-
ating times, the Communication Max Range indicating the
maximum communication range between sensors, the Com-
munication Default Range indicating the default communi-
cation range between sensors, basic sensor battery sizes, the
rate of battery consumption during movements in the case of
Mobile Sensors, the rate of battery consumption during the
active state, and the rate of battery consumption during sleep
states should be essentially entered while the residual battery
capacity formula can be selectively entered by the user.

Figure 8 shows a list of the sensor types defined by the
user as shown inFigure 7.The sensor types definedpreviously
can be selected from the table for revision or deletion.

6. Conclusion and Future Research

The diverse sensor definable simulators (DSDs) proposed in
the present paper are intended to provide frameworks in
which various performances, including sensor arrangements
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Figure 6: Integration of MSN and FSN execution.

Figure 7: User-defined sensor type.

necessary for WSNs, can be simulated using diverse types of
sensors such as temperature, humidity, magnetic field, and
sound sensors. Basically, functions to define the sensor types
were provided so that the functions could be implemented.
Since existing simulators operate simulations for the same

Figure 8: Result of user-defined sensor types.

types of sensor nodes or conduct simulations using only the
limited types and functions of sensors defined in the sim-
ulator, restricted results are necessarily obtained. The DSDs
were able simulate the target topography consisting of various
types of sensors through experiments of diverse sensors.
Furthermore, they could conduct additional experiments of
new sensors to be made later. In addition, defined sensors
were stored as XML documents so that they can be used in
various application programs and the sensor types defined by
the user can be reused.

In future work, precise logs will be set in theDSDs and log
visualization will be provided. By setting precise logs, users
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will be able to select the activity types of individual sensors,
and log visualization functions for the selected activities will
be provided so that users can make the best selection during
different simulation implementation processes.
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In wireless sensor networks, a geographical positioning scheme is one of core technologies for sensor applications such as disaster
monitoring, environment monitoring, and military services. For this reason, the research for range-free positioning schemes had
progressing actively. And a density probability scheme based on the central limit theorem and normal distribution theory has been
proposed to improve the location accuracy in nonuniform sensor network environments.The density probability scheme estimates
1-hop distance by using communication between nodes. After that, it estimates the final position of an unknown node. But the
density probability scheme has a problem thatit has equivalent 1-hop distance for all of nodes in the same area. To overcome this
problem, we propose a novel sensor positioning scheme in non-uniformwireless sensor networks. As a result, the proposed scheme
ensures the high accuracy of sensor positioning in non-uniform networks. To show the superiority of our proposed scheme, we
compare it with the existing scheme such as DV-based position scheme. Our experimental results show that the proposed scheme
improves by about 36% sensor positioning accuracy over the existing scheme on average even in non-uniform wireless sensor
networks.

1. Introduction

By the remarkable development of computing technologies,
the ubiquitous environment has been served to provide
human beings with more convenient life. This ubiquitous
environment provides us with diverse and convenient ser-
vices through the organic interaction among human beings,
computers, and things. The wireless sensor network, one of
basic technologies to detect the event and to control the exter-
nal human environment in the ubiquitous environment, has
been vigorously studied. The ad hoc wireless sensor network
is constructed autonomously and collects diverse environ-
ment information through the communication among sensor
nodes. A sink node receives sensing values from sensor nodes
in sensing area and transmits them to a user. The collected
information is used for diverse purposes such as observa-
tion of wildlife’s habitat, military affair, fire detection, envi-
ronmentalmonitoring,medical service, andU-City for appli-
cation environment [1, 2].

In the sensor network, the positioning technology is one
of the most required and basic technologies. In the position-
ing scheme using the wireless devices, every equipment is
generally carrying the Global Positioning System (GPS) in
order to collect positioning information. But it causes prob-
lems such as excessive energy consumption due to GPSmod-
ules and high costs for their construction in the large-scale
sensor network environments [3, 4]. Therefore, the position-
ing schemes to reduce the energy consumption in the sensor
network with limited energy have been actively studied.

Typical positioning schemes are classified into the range-
based schemes and range-free schemes. The range-based
schemesmeasure the position of sensor nodes by using signal
strength or time difference between nodes and the range-
free schemes measure the distance and estimate the position
through the connection information between nodes and the
position information of an anchor node without any subsid-
iary hardware equipments [5]. Recently range-free schemes
have been proposed [6–9]. Unlikely range-based schemes,
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range-free schemes measure the distance and estimate the
position through the connection information between nodes
and the position information of an anchor node. In addition,
it is efficient in the energy consumption and the cost to con-
struct the network because only an anchor node is equipped
with GPS module. Therefore, the positioning schemes
through the anchor nodes have been actively studied. The
existing schemes estimated the distance between nodes and
decided the position in the uniform sensor network environ-
ments without considering density. However, in real applica-
tions, since sensors are distributed on the sensing fields ran-
domly through aircrafts, missile, and so on, the nonuniform
sensor network environments are constructed in specific
areas [10].Therefore, the positioning schemes for the uniform
sensor network environments are not suitable for the actual
situations since their error rates of density probability are very
high in the non-uniform sensor network environments.

To solve the problem of the existing range-free schemes,
we propose a novel positioning scheme by using the density
probability model in the non-uniform network environment.
In the proposed scheme, theminimumanchor nodes are used
and the distance is estimated according to the density in the
non-uniform sensor network environments. By doing so, the
cost to construct the sensor network can be minimized and
the positioning precision can be improved.

The remainder of this paper is organized as follows.
Section 2 overviews the existing positioning schemes in the
wireless sensor networks and analyzes their problems. In
Section 3, we present our sensor positioning scheme using
density probability models in non-uniform wireless sensor
networks. Section 4 shows the simulated experiments and
compares the existing scheme with the proposed scheme.
Finally, we present concluding remarks in Section 5.

2. Related Work

2.1. Range-Based Positioning Schemes. Range-based schemes
use absolute point-to-point distance or angle information
to calculate positions between neighboring sensors using
extra communicationmodules. After this, the node estimates
position of unknown nodes by trilateration algorithm [11].
Common approaches for range-based schemes include Time
of Arrival (ToA), Time Difference of Arrival (TDoA), and
Angle of Arrival (AoA) for this algorithm [3]. ToA and TDoA
measure signal arrival time or the difference of arrival times
to calculate distance based on transmission time and speed.
They can be applied tomany different kinds of signals such as
RF, acoustic, and ultrasound signals.

Range-based positioning schemes, such as ToA, TDoA,
and AoA, suffer from the positioning errors since wireless
channels are very sensitive to the surrounding environment
when they use the strength and arrival time of each signal
for positioning. ToA, TDoA, and AoA also have problems
such as the usage of additional equipments, additional costs,
and large energy consumption due to extra modules for a
synchronization system among sensor nodes. Therefore, the
range-based schemes in the wireless sensor network have a
difficulty to positioning.

L1

L2

A

L340
 m

75 m

100 m

Figure 1: Example of DV-HOP estimated distance.

2.2. Range-Free Positioning Schemes. DV-HOP algorithm [7]
and improved DV-HOP scheme [8, 9] are range-free and
multi-hop routing positioning scheme in wireless sensor
networks.They measure the positions of the unknown nodes
by using the average distance of 1-hop between anchor nodes.
DV-HOP algorithm is composed of steps as follows.

Firstly, each anchor node broadcasts a beacon frame
containing its position with a hop-count value initialized to
0 to be flooded throughout the network.Then, the nodes that
receive the information of anchor nodes store the cumulated
hop counts from the anchor nodes to themselves and the
positions of the anchor nodes. After that, all of the nodes
calculate average 1-hop distance through the hop count from
each anchor node to themselves. The average 1-hop distance
of anchor node 𝑖 is estimated using (1). Here ℎ

𝑖𝑗
is the mini-

mum hop count of anchor nodes 𝑖 and 𝑗, and (𝑥
𝑖
, 𝑦
𝑖
) and

(𝑥
𝑗
, 𝑦
𝑗
) are their coordinates. As a result, 𝐶

𝑖𝑗
is the calculated

average 1-hop distance. In the example in Figure 1, nodes L1,
L2, and L3 are anchor nodes. Consider

𝐶
𝑖𝑗
=

∑√(𝑥
𝑖
− 𝑥
𝑗
)
2

+ (𝑦
𝑖
− 𝑦
𝑗
)
2

∑ℎ
𝑖𝑗

, 𝑖 ̸=𝑗.
(1)

In a similar manner, the estimated average distances of
1-hop of L2 and L3 are 16.42m and 15.90m, respectively.
Unknown node A selects 1-hop distance of anchor node L2
as the average 1-hop distance since node L2 has the shortest
path for the node A compared with nodes L1 and L3. And
then, node A calculates the estimated distance from three
anchor nodes, anchor nodes 𝑖, 𝑗, and 𝑘 as (2). Finally, node
A is assuming its position from three anchor nodes using tri-
lateration. Consider

𝐷
𝑖
= ℎ
𝑎𝑖
× 𝐶
𝑖𝑗
, (𝑖 = 1, 2, 3 . . . , 𝑛) . (2)

DV-HOP causes lower positioning error and uses fewer
anchor nodes than the existing schemes However, in non-
uniform environments where each area has a different den-
sity, DV-HOP causes higher positioning errors. DV-HOP
should also distribute many anchor nodes to increase posi-
tioning accuracy.Therefore, we propose the node density pro-
bability model and the positioning scheme to overcome the
problems of DV-HOP.
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Distribute location query
(base station)

Broadcast location information
(anchor nodes)

Store location information
of anchor nodes

Store shortest paths
to anchor nodes

Step 1

Store the basis data
in all regular nodes

Step 2

Compute the position
in all regular nodes

Estimate 1-hop distance
based on CLT

Calculate error ratio

Re-estimate 1-hop distance
using error ratio

Return the coordinates
of regular nodes

Figure 2: Flow chart of the proposed scheme.

3. The Proposed Sensor Positioning Scheme
Based on Neighbor Density

In this paper, we propose a novel positioning scheme to
reduce the positioning error and to decrease the construction
costs in the non-uniform distributed sensor networks. The
existing schemes cause very large positioning errors in each
area with a different density. To reduce the positioning errors,
it needs to distribute more anchor nodes in the network.
However, it significantly increases the construction cost due
to many anchor nodes. To solve this problem, the proposed
scheme uses at least 4 anchor nodes placed at the boundary of
the sensing fields. Thereby, the proposed scheme minimizes
the cost of construction of the sensor network. Figure 2 shows
the process of the proposed positioning scheme. First, when a
position query is issued in the sensor network, the unknown
nodes assume their distances through the information of the
anchor nodes. Second, the distances of the unknown nodes
are refined with distances between the anchor nodes and

them.We explain steps 1 and 2 of Figure 2 in detail in Sections
3.2 and 3.3.

The proposed scheme is composed of the following four
steps.

Step 1. The anchor nodes that exist in the boundary of the
network broadcast their positions.

Step 2. The unknown nodes estimate the 1-hop distances of
their neighbor nodes according to the densities of themselves
and their neighboring nodes.

Step 3. Each node refines the estimated 1-hop distance by
calculating distance error ratio between the real distances of
anchor nodes and the relative distances through the shortest
paths between anchor nodes.

Step 4. The unknown nodes estimate their positions by using
the refined distance.
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Table 1: Shortest path and neighbor node list.

Shortest path ID Shortest path hop Neighbor list
𝑛
𝑖

Cumulated hop 𝑛
𝑖
, 𝑛
𝑖+1
, . . . , 𝑛

𝑖+𝑛

𝜃 = 360
󳰀

a

Figure 3: The estimated position of a sensor node.

3.1. NetworkModel andCharacteristics. Theanchor nodesA1,
A2, A3, and A4 are deployed in each corner of the sensing
area. In the initial step, anchor nodes broadcast their posi-
tioning information messages (node ID, hop, coordinates) to
all the nodes. The normal sensor nodes save the information
of the anchor nodes and neighbor nodes like Table 1.

3.2. Distance Estimation Considering Neighbor Density Prob-
ability. Each node estimates 1-hop distance by using Central
Limit Theorem [12, 13] based on a normal probability distri-
bution. The normal distribution or Gaussian distribution is
a continuous probability distribution that has a bell-shaped
probability density function. If the number of trials or sam-
ples objects increase, it shows the normal distribution curve.
The theory that sensor network environment is consistent
with the normal distribution model is the central limit theo-
rem.The average of normal distribution model approximates
to 𝜇 as the number of samples increases. In the sensor net-
work environment where thousands of sensors are deployed,
samples are located in the center of the normal distribution
curve.Therefore, on the basis of the central limit theorem and
the normal distribution model, each sensor node estimates
the distances to the neighboring nodes. For 1-dimension,
there is a point of the specific node that is an average of zero
point. In other words, the point of 1/2 of the communication
radius is the probability that node exists.

As shown in Figure 3, if the node draws a circle for the
communication range and angle (𝜃 = 360∘), it is farther away
than the estimated position of 1-dimension. Therefore, the
estimated position for 2-dimension unlike the position of 1-
dimension is a point in the circle that the area of its inner
circle is equal to the area of its outer circle. As a result, it is
possible to estimate the distance between nodes through the
values of the normal distribution table.

Equation (3) is the distance calculation equation between
neighbor nodes based on the values of the normal distribu-
tion table. 𝑅 is a communication range of a sensor node and

25 m 23 m 21 m 14 m
17 m 17 m

21 m

148 m

100 m

Anchor node

Refining node

Neighbor node

A1

A2

Figure 4: Correction of error rate for an estimated distance.

𝑛 is the number of its neighbor nodes. And then, the entire
sensor nodes estimate the distance between them and their
neighbor nodes through (3). It makes it possible to estimate
more real distance in the non-uniform sensor network where
the areas have different densities. Consider

𝑑Est(𝑘) =
√
𝜋𝑟
2
/3

𝜋
= √
𝑟
2

3
, 𝑛 = 2,

𝑑Est(𝑘) =
√
𝑟
2

𝑛 + 1
, 𝑛 ≥ 3.

(3)

3.3. Error Correction of an Estimated Distance. If the position
of a node is localized using the estimated distance, it has an
error for shorter or longer than the real distance since the
size of the whole network is not considered. As a result, the
proposed scheme needs the correction to reduce the error
rate of the estimated distance. Figure 4 shows the error rate
of an estimated distance. A real distance between anchor
node A2 and anchor node A3 is 100m. However, the esti-
mated distance through (3) is 148m. Therefore, in order to
correct the error between the real distance and the estimated
distance, each node through (4) calculates an error rate for
the accumulated distance of the two anchor nodes through
their shortest path and their real linear distance.

And then, each unknown node refines the estimated
distance through the error rate. Finally, the unknown nodes
through 4 anchor nodes measure their positions with tradi-
tional trilateration. Consider

𝑑est−All(𝑘) =
𝑖

∑

Node ID(𝑘)=0
𝑑Est(𝑘) +

𝑗

∑

Node ID(𝑘)=0
𝑑Est(𝑘), 𝑖 ̸=𝑗,

𝑑Real(𝑖,𝑗) = √(𝑥𝑖 − 𝑥𝑗)
2

+ (𝑦
𝑖
− 𝑦
𝑗
)
2

,

error (𝑘) =
𝑑Real
𝑑Est−All(𝑘)

,

𝑑ref(𝑘) = 𝑑Est(𝑘) × error.
(4)
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DV-HOP (random) Proposed (random)

DV-HOP (Gaussian) Proposed (Gaussian)

Figure 5: Comparison of localization results.

Table 2: Evaluation environment.

Parameter Value
Size of sensor networks (m ×m) 200 × 200

Number of distributed normal nodes 100∼500
Number of distributed anchor nodes 4
Radius of communication (m) 10∼30

4. Performance Evaluation

4.1. Network Environment. We have developed a simulator
based on JAVA to evaluate our proposed scheme and the
existing scheme, DV-Hop. The sensor network is based on
random and non-uniform (Gaussian) models by considering
the real distribution characteristics of sensors. Table 2 shows
the evaluation environments. The size of the sensor network
is a square area of 200m × 200m. Four anchor nodes are
deployed at each corner of the sensing field and the num-
ber of sensor nodes is varied from 100 to 500. The commu-
nication ranges for sensor nodes and anchor nodes are 10m,
15m, 20m, 25m, and 30m. The performance evaluation is
performed based on J-Sim v.0.6.0 [14].

A positioning error rate is difference between a real coor-
dinate and an estimated coordinate. Therefore, we evaluate
the accuracy as the distance error rate between the real

coordinate of a node and the coordinate of its estimated posi-
tion. Equation (5) for a real distance and a positioning coordi-
nate is used:

Position Error (%𝑅) =
√(𝑥󸀠 − 𝑥)

2
+ (𝑦󸀠 − 𝑦)

2

𝑟max
× 100.

(5)

4.2. Performance Evaluation Results. Figure 5 shows the loca-
lization results of DV-HOP and the proposed scheme. As
shown in Figure 5, our proposed scheme achieves better per-
formance than the DV-HOP. In Figure 5, black points are
anchor nodes and white points are unknown nodes. And, a
black line is the distance between a real position and an esti-
mated position. Simulation calculated the average error rates
every ten times for the proposed and DV-HOP algorithms
when the communication range is varied from 10m to 30m.

Figure 6 shows the average positioning error rate accord-
ing to the communication range. With the same communi-
cation range, the position error rate of our proposed scheme
is smaller than that of DV-HOP. In the case of DV-HOP,
since the hop distance is proportional to the communication
range, the accuracy of its positioning is low. In the random
mode, the proposed scheme achieves about 30%performance
improvements over DV-HOP in terms of the positioning
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Figure 6: Average positioning error according to the communica-
tion range.
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Figure 7: Average position error according to the network size.

accuracy. In the non-uniformmodel that has very large devi-
ation of density, the proposed scheme achieves about 36%
higher accuracy than DV-HOP. The reason is that the pro-
posed scheme measures the positions of the nodes by con-
sidering their densities. As a result, our scheme improves the
accuracy of positioning over the existing scheme.

Figures 7 and 8 show the average positioning error rate
according to the network size and the number of sensor
nodes. Figure 7 shows similar positioning error ratio for our
scheme and DV-Hop in the small 50 × 50 scale network.
However, the proposed scheme in the large 500 × 500 scale
network improves the accuracy of positioning over DV-Hop.
Figure 8 shows the average positioning error according to the
number of total nodes. Our scheme improves the accuracy of
positioning by about 49% over DV-Hop on average. Unlike
DV-Hop, the proposed scheme shows the high position accu-
racy as each node has a different 1-hop distance. As a result,
our scheme has an advantage that it can be applied to various
environments because it has high accuracy in the large scale
network as well as the small scale network.
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Figure 8: Average positioning error according to the sensor nodes.

5. Conclusion

In this paper, we have proposed the sensor positioning
scheme using density probability models in non-uniform
wireless sensor networks that considered characteristics of
the sensor node deployment.The proposed scheme estimates
the distance between nodes using the characteristics of den-
sity in non-uniform sensor network environments. The pro-
posed scheme performs error correction between the esti-
mated distance and the real distance. Therefore, it is possible
to reduce the positioning error. As the results of performance
evaluation, the proposed scheme showed that the position-
ing accuracy was significantly improved over the existing
scheme. In the future work, we plan to extend our work to
estimate the positions of sensor nodes in the case of network-
hole occurrence.
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