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The area of monitoring and control of physical environments
has recently become a hot spot in the technology landscape.
Currently, a number of companies are offering a plethora
of sensing devices with different phenomena’s monitoring
capabilities. These devices, a.k.a. sensors, can be tiny with
limited energy and processing capabilities; they can stand
alone or be integrated in various structures (buildings, human
bodies, vehicles, objects, etc.), and they can be deployed to
form a wireless sensor network (WSN) in support to a variety
of military, civil, and environmental applications.

In a WSN, the sensors are also capable of communicating
with each other and in a multihop way propagating sensing
information to data sinks and operations centers. In the
last few years, wireless sensor networking has been a very
active research area in both academia and the industry
with a wide variety of applications such as area monitor-
ing, environmental sensing, industry automation, structural
monitoring, water and wastewater monitoring, surveillance,
health monitoring, tracking of materials, and many others.
While the set of challenges in sensor networks are diverse,
researches have mainly focused on fundamental networking
challenges, which include routing protocols, energy mini-
mization, and data gathering. However, the performance of
the proposed solutions strongly depends on the way sensors
were positioned in the sensed area. To that end, the goal of
this special issue is to report on recent advances in wireless
sensor network planning, deployment, and management. Its
scope includes both theoretical and practical contributions
related to WSN architecture, planning, deployments, and
applications.

This special issue starts with a paper focusing on the
problem of cluster heads selections in cluster-based wireless
sensor network architecture. The main objective is to select
the optimal location and the optimal number of cluster
heads that minimize both the intra- and intercluster energy
consumption, when considering multihop routing protocol.
To achieve this requirement, the authors start by modeling
both the intra- and intercluster architecture and thus were
able to determine the optimal size of each cluster and thus
the optimal number of cluster heads.

“Optimal planning of distributed sensor layouts for collab-
orative surveillance” focuses on the WSN deployment issue in
the case of surveillance coverage against moving targets. The
authors develop a numerical optimization approach to place
distributed sets of sensors to perform surveillance of moving
targets over extended areas. To overcome the complexity of
this problem the authors use a genetic algorithm based solu-
tion to find spatial sensor density functions that maximize
effectiveness against moving targets. Finally, they numerically
evaluate the performance of their solution using example use
cases in general area surveillance and risk-based surveillance
in protection of an asset.

“Optimal management of rechargeable biosensors in tem-
perature-sensitive environments,” “Dynamic sensor scheduling
for thermal management in biological wireless sensor net-
works,” and “Wireless sensor network modeling and deploy-
ment challenges in oil and gas refinery plants” focus on the
usage of wireless sensor networks in specific application
domains. In particular, “Optimal management of recharge-
able biosensors in temperature-sensitive environments” and
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“Dynamic sensor scheduling for thermal management in
biological wireless sensor networks” focused on biological
applications, where biosensors are attached or implanted
into the body of a human or animal. Specifically, “Opti-
mal management of rechargeable biosensors in temperature-
sensitive environments” tackles the problem of finding an
optimal policy for operating a rechargeable biosensor inside
a temperature-sensitive environment characterized by a strict
maximum temperature increase constraint. In this case, the
authors model theoretically the problem using a Markov
Decision Process (MDP). Moreover, to handle large-size
MDP models they also show how operating policies can
be obtained using a Q-learning approach. On the other
hand “Dynamic sensor scheduling for thermal management in
biological wireless sensor networks” focuses on the scheduling
problem. Here also, the authors formulate the problem
using an MDP approach and propose two specific types of
states aggregation to produce a tractable solution. Finally,
“Wireless sensor network modeling and deployment challenges
in oil and gas refinery plants” considers the issue of wireless
sensor network deployment in oil and gas refinery plants.
More precisely, the authors propose different channel models
based on the diffraction theory to assess the link quality
in radio environments affected by highly dense metallic
building blockage. The main idea is to split the wireless links
into mutually exclusive attenuation classes based on the 3D
structure of the building blockage. Each class is characterized
by a different amount of obstruction loss; therefore a separate
channel model is proposed to predict the QoS for each link
type. Experimental results confirm the effectiveness of the
proposed method as it provides a practical tool for virtual
network planning.

‘A multipath routing approach for secure and reliable data
delivery in wireless sensor networks” focuses on the security
issue in WSNs. More precisely, the authors present and
evaluate a secure and reliable routing mechanism offering
different levels of security in an energy eflicient way for
WSNs. The main idea of the authors is to use a node-disjoint
routing approach in order to split the messages according to
different paths with different coding methods. The authors
show that using this approach security and reliability can be
enhanced while respecting the resource constraints of WSNs.

“A cross-layer framework for network management in wire-
less sensor networks using weighted cognitive maps” tackled the
problem of WSNs management and proposes a cross-layer
framework for network management that considers different
conflicting network objectives, such as network lifetime,
connectivity, and coverage. To achieve this requirement, the
authors use the Weighted Cognitive Maps (WCM) tool to
provide a parameterized representation of conflicting system
processes. The WCM continuously monitors the required
QoS levels specified by the user and takes fast and eflicient
actions whenever those levels are violated.

“An Internet of Things approach for managing smart ser-
vices provided by wearable devices” focuses on the generaliza-
tion of the wireless sensor network concept to the emerging
area of Internet of Things (IoT). Specifically, the authors
presented an autonomous physical condition performance
application, based on a WSN, bringing about the possibility of
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including several elements in an IoT scenario: a smart watch,
a physiological monitoring device, and a smartphone.
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The data transmission of sensor nodes which detect events might be affected by their neighbor nodes located in their
communication range. Thus, we analyze the energy consumption of sensor networks as a function of the number of cluster heads
considering the above two options, multihop-based communication and the case where a neighbor node is in the transmission
range for communicating data. This helps us to elect the number of energy-eflicient cluster heads in a more practical manner. Also,
we determine the effect of electing the number of cluster heads by restricting the local cluster size.

1. Introduction

Generally, wireless sensor networks (WSNs) are organized
with sensor nodes and a wireless module in a specific area [1].
These sensor nodes have four basic components: a wireless
network component, a sensor component to detect the
environment, a power component for the electricity supply,
and a process component for data processing. To adapt them
for a specific purpose, a location finding system such as GPS,
a mobility device, and a power generator can be added [2].
In WSNSs, the sensor nodes have to establish a self-organizing
network to collect data anywhere. To provide this, we have to
consider the limitations of the sensor nodes. Because a sensor
node is a lightweight, small, and low-power device, energy-
efficient power consumption is an important issue [3]. Most
of the energy consumption in WSNs occurs when the sensor
node sends or receives event data.

The routing algorithms of sensor networks can be divided
into flat- and hierarchical-based routing [4]. In flat-based
routing, all of the nodes are on the same level in the network.
Thus, global information is used for routing. All of the nodes
have access to this global routing information. On the other

hand, in hierarchical routing, local information is used for
routing. Therefore, all of the nodes have to conserve the
local routing information. This local information is bounded
to a specific zone or event area. Hierarchical-based routing
is superior to flat routing. The data transmission delay in
hierarchical routing is lower than that in flat routing using
contention for scheduling, because the former can reserve
the transmission time in and out of the cluster area. For
the same reason, in hierarchical routing, it is easier to syn-
chronize information on the network. Through the process
of reservation, as hierarchical routing can guarantee channel
assignment, it can use collision avoidance. Thus, hierarchical
routing makes it possible to achieve stable transmission.
From the viewpoint of the energy consumption, hierarchical
routing can maintain steady energy consumption regardless
of the traffic pattern, because of the reservation of the
transmission time. Hierarchical routing can prevent data
duplication by aggregating similar or identical data by means
of a cluster head. Due to these merits, hierarchical-based
routing can achieve data load balancing between the nodes,
distribute the energy consumption in the network, and
increase the node and network lifetime [5, 6].



Generally, a local cluster in a clustering mechanism is
formed by a cluster head, and a cluster head is elected by a
sink node or among nodes which are scattered in the network.
Previous proposals [7-10] based LEACH [7] that cluster head
(CH) is able to communicate with a sink node via one single
hop have tried to select the nodes whose energy consumption
is the most minimum in the node groups as CHs compared
with (or in proportion with) the number of CH and member
node (MN) in the network. But in the real world this
algorithm is possible to have a scalability problem when the
network is extending, because its transmitting scope is always
assumed as one single hop. The scope might be extended
more depending on the cases. So, via previous papers, to
migrate (or overcome) this limitation, multihop routing-
based optimization of the number of cluster heads (MROCH)
[11] has proposed the customized determining CH selection
algorithm that is able to find the optimizing number of
CHs in the sensor network which has multihop transmission
way considering the size of nodes’ communication scope.
However, this proposal still has limitation, not considering
the delay node which is for handling with additional energy
consumptions and data transmitting costs between MN and
CH on the phrase of the cluster group initiation in the
network. Practical data transmission in cluster-based sensor
networks (PDTC) [12] algorithm is designed for selecting
the CH and defining the cluster space that is established
as CH location like others. It means that local cluster,
covered by CH, is automatically established with CH as
the center: whenever a new CH is selected, a new local
cluster is also built. This algorithm is also able to count
CH number via measuring energy generation of clustering
initiation based on the following principle. However, since
not only, it requires additional energy consumption to build
local clusters whenever a new CH is defined, but also its
communication cost among local clusters is calculated as the
distance of its communication scopes and detouring path
simply, it needs to be revision and modified to get better
performances. Like following limitations, to get optimistic
number of CHs in sensor network, the process of establishing
local clusters in the network is required firstly via doing CH
selection process. Also, the process of counting CH number is
essential considering additional communication costs among
nodes. Therefore, this paper will mention extendable sensor
network clusters based on multihops majorly. Also, we will
propose new CH selection algorithm considering additional
communication cost among relay nodes during CH selection.

The structure of this paper is as follows. In Section 2,
we describe the existing clustering algorithm. In Section 3,
we set up the equation for cluster modeling. In Section 3,
we describe the performance evaluation and analysis of the
proposed method. Finally, in Section 5, we conclude this

paper.

2. Related Work

To collect the information of the sensor networks in an area
without a network infrastructure, the sensor nodes need to
create an ad hoc wireless network. WSNs, however, are not
suitable for using existing routing mechanisms, because of the
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features of the sensor nodes. Thus, WSNs need an improved
ad hoc routing algorithm considering self-organizing net-
works, data centric communication, the restricted capability
of the nodes and so on. Generally, adjacent nodes in WSNs
have similar environmental information. These nodes require
a clustering mechanism to aggregate the event data from
member nodes and to prevent redundant data communica-
tion in a local cluster. In WSNs, the representative clustering
algorithm is LEACH [7]. The goal of LEACH is to distribute
the energy consumption to all of the sensor nodes included in
the cluster heads. To achieve this, LEACH circulates a cluster
head and elects it randomly. Revised and expanded clustering
mechanisms based on LEACH have been studied by many
researchers. Increasing the distance between a cluster head
and member node increases the energy consumption. The
distance depends on the location of the cluster head in a
local cluster. When the cluster head is located in the center
of a local cluster, the distance is the shortest. The algorithm
which moves a cluster head to the center of a local cluster is
LEACH-C [7]. Handy et al. [8] proposed improved LEACH
algorithm, called LEACH-DCHS. This proposal is a CH
selection algorithm considering the status of nodes remaining
energy in the network. But it has a critical problem (or
limitation) that the quality of service ability is getting worse
and worse as the time of CH selection process is going more
and more because it considers (or calculates) the amount
of the remaining energy resources of the nodes. To solve
this problem, another improved algorithm, LEACH-DCHS
CM (LEACH-DCHS cluster maintenance) [9] had been
proposed, but there is still the same problem. Also, advanced
low energy adaptive clustering hierarchy (ALEACH) [10]
algorithm, calculating the nodes remaining energy amounts
based on energy information, was proposed to overcome,
but it was not easy to get optimistic number of CHs in the
network like others. A cluster head consumes more energy
than the member nodes, because it has to aggregate the data
from the member nodes. So, HEED [13] selects a cluster head
considering the remaining energy of the sensor nodes. These
algorithms are based on single-hop communication between
a cluster head and member nodes and between a cluster head
and a sink node. linked cluster algorithm (LCA) [14] assumes
the connection between a cluster head and member nodes,
intracluster, to be a single hop. Adaptive clustering [15] makes
the same assumption. Unlike LCA and adaptive clustering,
CLUBS [16] uses multihop-based communication in the
Intra-cluster. The communication range of the sensor nodes,
however, is based on IEEE 802.15.4 (LR-WPAN), which is
one of the transmission standards for WSNs. IEEE 802.15.4
typically extends up to 10m in all directions [17]. Thus,
WSNs have to use the multihop-based clustering mechanism,
because it is impossible to communicate with the sensor
nodes with a restricted transmission range by using single-
hop communication [18]. In the multihop-based clustering
mechanism, the node energy consumption is affected by the
local cluster size. This means that as the size of the local
cluster increases, the nodes need more relay nodes to send the
event data to a sink node or a cluster head, and the cluster size
depends on the number of cluster heads, as the local cluster
is formed by a cluster head. So, it is important to determine
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the number of cluster heads in multihop-based clustering
algorithms. The practical data transmission algorithm [12] is
a method that determines the number of cluster heads based
on Voronoi tessellation. This means that if there is one spot
in a specific area, the local cluster area is determined by the
location of this spot, and if there is another spot around it,
the area is divided into two equal spaces containing these
two spots. Whenever a new spot is added to it, the area
can be divided into equal spaces, because of the iteration
of this process. Multi-hop routing-based optimization [11]
optimizes the energy consumption of the nodes as a function
of the number of cluster heads. To achieve this, it models
the distance between the nodes in the Intra-cluster and
intercluster parts. Through this model, it can determine
the effect on the energy consumption of the local cluster
and whole network as a function of the number of cluster
heads. Though these two mechanisms use multihop-based
clustering inside and outside of a local cluster, they do
not consider which nodes can relay the event node in the
transmission range of the original node. In other words, they
do not apply the detour caused by the relay node. This detour
can be affected by the location of the nodes. The original node
should not select all of the nodes in the transmission area as
the relay node but should just select them as candidate nodes
for detours. Among the candidate nodes, the node which is
closest to the cluster head or sink node can be selected as the
relay node. Then, the original node can set up the direction
to the cluster head or sink.

3. Cluster Modeling of WSNs

In WSNs, the process of clustering starts by electing the
cluster heads. The node elected as a cluster head sends its
cluster head information to its neighbor nodes or member
nodes in its transmission range, and the member nodes
that receive this information also send it to their neighbor
nodes. This work continues until the time the node meets
a member node included in another cluster head. Through
these processes, each local cluster is established. As the
number of local clusters is the same as the number of cluster
heads, determining the number of cluster heads is the same
as determining the size of the local cluster. The greater the
size of the local cluster, the greater the number of member
nodes which a cluster head has. The energy consumption of a
cluster head also increases. On the other hand, the smaller the
size of alocal cluster, the lower the number of member nodes.
The energy consumption of a cluster head also decreases.
Increasing the number of cluster heads means increasing
the transmission cost for a sink node in Inter-cluster. Thus,
to determine the optimal number of cluster heads, WSNs
need to know the relations between the size of the local
cluster and the number of cluster heads, and to minimize the
data path, the nodes should send their event data to those
neighbor nodes that are closer to a sink node or a cluster
head. To achieve this, the nodes have to set up the possible
transmission area based on the location of the nodes. Finally,
WSNss have to know the size of the local cluster by limiting its
maximum size.

nth radius

FIGURE 1: Local cluster modeling architecture.

3.1. Local Cluster Modeling. To model a local cluster, we
assume the following: the network size is A X A, the number
of nodes is N, and the nodes are equally distributed in
the network area. The transmission range of the nodes is
restricted to 10 meters. The data transmission of the nodes
is performed to collect and aggregate the event data or relay
the data and to send the aggregated data to the neighbor
nodes. The original node transmits the same amount of data
in the same period of time. A cluster head is not any different
from the other nodes, except that it can aggregate the event
data from its member nodes and send it to a sink node by
multihop-based communication.

Figure 1 shows the model of a local cluster. The location of
the cluster head is at the center. The longest distance from the
cluster head to a member node is “a” or “D,,” which is equal
to the radius of the local cluster. The maximum transmission
range is “r” which can describe 1 hop. So, a member node
which is “#” hops away is located in the “nth” radius of the
local cluster. As the network size is A?, if there are “m” local
clusters, it is equal to “A* = m x ma®” This means that the
network size is the same as the total area of “m” local clusters.
So, “a” can be described by the following (1)

A=D,=..D,=—. 1)

a a

3.2. Intracluster Modeling. In Figure 1, the minimum number
of hops between a cluster head and a member node can be
described as “H,;, = a/r” If the neighbor nodes, or member
nodes, are located at the maximum transmission range, the
event data can be transmitted in the minimum transmission
distance, as shown in Figure 2. Though the relay node is
located at the nth radius, as shown in Figure 2, it can have
different hop counts from the nth radius to the cluster head. In
Figure 3, when node “d” transmits the event data to the cluster
head, the data path is “d-c-b-a,” which is the shortest path with
the minimum hop count. On the other hand, node “1” can



FIGURE 2: Transmission range of neighbor nodes.

nth radius

FIGURE 3: The shortest path and detour path.

transmit the event data through a detour path such as “1-2-3-
4-5-6-7” Node “1” cannot help in selecting node “2,” which is
closer to the cluster head than itself, as the relay node because
there are no nodes at the n — 1th radius or with n — 1th hop
counts. After repeating the process, node “1” with a minimum
of 4 hop counts transmits the event data to the cluster head
over a data path with a hop count of 7. Thus, the data path
or distance can be increased by the location of the nodes. To
achieve this, we should select a relay node in the transmission
range. The process of doing this is as follows.

To determine the number of nodes located in the nth area,
which is the area between the nth and n — 1th radius, we
assume the ratio of the nth area to be as follows:

2 _1)2
Aryth= T =70 ®)

a
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FIGURE 4: Transmission range of model architecture.

The number of nodes in the nth area is used to multiply
the total nodes “N” by the rate of the nth area, Ar,th. This is
accomplished using the following (3):

n* —n(n-1)*

Cyh=nN -T2 (3)

mia

As described above, the data path can be increased by
location of the nodes with nth area. Therefore, considering
the best and worst node locations, the distance and hop
counts of the data path should be calculated. In Figure 4, the
transmission range of node “A” in the n — 1th area can cover
from the nth area to the n — 2th area. In this case, the optimal
relay node of node “A” is the node located at the nth radius,
as shown in Figure 3. Though there are no nodes located at
the nth radius, node “A” can select the nodes in the n — 1th
area as the relay node. They are better than the nodes in the
n — 2th area because their data path is shorter. Thus, the data
transmission range for selecting the relay node is at least half
of the transmission range. Equation (4) shows this:

2
Ar, = (4)
2
Node “B” is located at the center between the n — 1th area
and n—2th area. It is better for node “B” to pick the node in the
n—1th area than the node in the n—2th area as the relay node.
Therefore, the data relay area can be limited by the black spot,
Ar,g,y» in Figure 4.
This area can be calculated by formula Ar,th in the n —
2th area minus the area of the black spot not included in the
n — 2th area. This can be described as follows:

Ar r? B <sin6 '

2 r
= (G 20 s w2) ©
The number of relay nodes in the n—1th area is to multiply
the number of nodes in the n — 1th area, C,th, by the rate of
black spot area, Ar,j,, among Ar,,th. Therefore, the number
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FIGURE 5: Data path to a sink node as a function of the transmission
range of the sensor node.

of relay nodes in the n — 1th area is obtained by the following
equation in the Intra-cluster part:

Arre a
kil ) .C, th. (6)

Intra—crelay = ( Ar th

3.3. Intercluster Modeling. The aggregated data should be
transmitted to a sink node by a cluster head in the intercluster.
The number of relay nodes which send the aggregated data to
a sink node is affected by the number of cluster heads. When
a cluster head sends the aggregated data to a sink node, the
transmission data range should also be considered as in the
case of the Intra-cluster. As shown in Figure 5, a cluster head
beyond the one-hop range has to send the aggregated data
to a sink node using multi-hop communication. In this case,
the cluster head also selects nodes in the black spot which
are closer to the sink node and sends the data to the sink
node. This is the same as the method used by member nodes
to send the event data to a sink node in the Intra-cluster
part. However, the transmission area of a cluster head is not
affected by the nth area. In the Inter-cluster, the ratio of the
nth area is always given by (7):

2
Aryth= 12 7)

" na

So, the number of relay nodes in the nth area is calculated by

(8).

rt /2

— N. (8)

Inter_C

relay —

3.4. Cluster Depth Modeling. In the above intra- and inter-
cluster modeling, we found that the number of cluster heads
is related to the size of a local cluster. The cluster size is the
radius of a local cluster. It can be presented as the hop count.

If the depth of a local cluster is “d,” other local clusters are
located outside of the area defined by “d” This means that
the number of local clusters can be increased by “d” As the
cluster radius “d” can be presented in terms of the hop count,
“d” can be given as “a/r” Therefore, “d” can be redefined by
(9). Using (9), the number of clusters can be calculated:

€)

4, Performance Evaluation and Analysis

4.1. Network Configuration. An ns2 [19], simulator is used
in order to experiment with the supposed algorithm above.
Ns2-allinone-2.27 is installed in cygwin of Windows XP SP3.
Environments of sensor network are as follows. Channel is
WirelessChannel, radio propagation model is TwoRayGroud,
wireless physical and MAC protocols are 802.15.4, queue is
Queue/DropTail/PriQueue, antenna model is OmniAntenna,
and routing protocol is revised by LEACH. Data of sensor
network references real sensor node, MiCaz based on data
packet of 802.15.4 [20].

The network configuration is as follows. The networks size
is 100 m x 100 m. The transmission range of a sensor node,
“r) is 10 meters. The total number of sensor nodes is 100.
They are scattered uniformly in the network. The sink node is
located at a distance “r” from the network. The size of a data
packet is 525 bytes. The receive energy and transmit energy
are the same as in the existing research [11]. After the process
of clustering, the operation of clustering is divided into two
parts: the process of Intra-clustering and Inter-clustering. In
the processes of Intra-clustering, the member nodes send the
event data to a sink node once per a specific time. After the
cluster heads collect and aggregate the event data from all
of the member nodes, the process of Inter-clustering starts.
The cluster head sends the aggregated data to a sink node.
To know the node transmission range by the position of the
nodes, the position of the nodes in the nth area is set up
various position, line, center, left, and right (see Figure 6).

4.2. Performance Analysis. The network can be divided into
local cluster heads according to the number of cluster heads.
The size of each local cluster is affected by the number of
cluster heads. In a local cluster, the number of relay nodes
which can transmit the data to the neighbor nodes is shown
in Figure 7.

As shown in Figure 7, the node located at the line,
node_line, has more relay nodes than the nodes in the other
locations. On the other hand, the node located on the right
near the mth line, node_right, has less relay nodes. The
number of member nodes of each local cluster decreases with
increasing number of cluster heads, because the size of a local
cluster becomes smaller. For this reason, the number of relay
nodes is decreased by increasing the number of cluster heads.
As shown in Figure 8, in the case where there is one cluster
head in the WSN, the number of relay nodes of the node_line
is about 5. In the case where there are 15 cluster heads in the
WHSN, the number of relay nodes is about 2. In this case, the
node_line can transmit the event data to the neighbor nodes,



FIGURE 6: Position of a node in nth ring.
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FIGURE 7: The number of relay nodes in intracluster.

though the relay nodes are decreased. However, the node_line
is the best case scenario for transmitting the event data. In
the case of 15 cluster heads, the other nodes have lower relay
nodes than 1 in its own transmission area. This means that
they have to select detour.

Figure 8 shows the energy consumption of a local cluster.
If the number of cluster heads is increased, the transmission
energy of a local cluster is decreased, because the relay
distance between the cluster head and its member nodes
is shortened. As the number of cluster heads is increased,
the amount of energy for a given location type is decreased.
This is why the cluster size becomes smaller. The energy
consumption of a local cluster would be the same in any
location, as the cluster size is lower than 1 hop.

In the Inter-cluster operation, the number of relay nodes
is not related to the local cluster size, unlike in the case of
the Intra-cluster operation. It is related to the transmission
range of the sensor nodes which play the role of relay nodes.
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As the transmission range of a cluster head is the same as
that of the ordinary nodes, the energy consumption in the
Inter-cluster operation is only related to the number of relay
nodes within the transmission range, the distance between
the cluster head and a sink node, and the number of cluster
heads. Figure 9 shows the average number of hops in the case
where the distance between a cluster head and a sink node
is set to the shortest path. As the number of cluster heads
increases, the distance between a cluster head and a sink node
is increased.

Figure 10 shows the energy consumption as a function of
the number of cluster heads in the Inter-cluster operation.
The energy consumption increases rapidly with increasing
number of cluster heads, because of increasing the number
of relay nodes by distance.

In this paper, our selection algorithm proposes optimistic
and suitable number of CH nodes before making cluster
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FIGURE 11: The energy consumption of cluster building stage per a
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group. So, the energy consumption of clustering formulation
is depended (or relies) on the number of nodes which is
selected as CH. In other words, the energy consumption
of clustering formulation would be getting decreased if its
size is getting smaller. Like Figure 11, as the number of
CHs becomes more and more, the energy usage of local
cluster formulation is getting lower and lower. While previous
reviewed algorithms, MROCH [11] and PDTC [12], show that
the energy consumption of cluster formulation is consistently
getting lower in proportion in CH’s number, our proposal
shows that the energy consumption is getting higher and
higher after CH number is eight percent because of adding
the energy consumption of detouring. Via this chart, we can
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FIGURE 12: Total energy consumption of WSNs.

determine that this algorithm can be affected in local cluster
formulation in the network than others since the detouring
energy consumption in Inter-cluster is much more than
Intra-cluster one.

The total energy consumption is obtained by adding the
Intra-cluster energy consumption to the Inter-cluster energy
consumption. Figure 12 shows the total energy consumption
as a function of the number of cluster heads. In all locations,
the energy is decreased in the case where the number of
cluster heads is 2, 3, or 4, because of the decrease in the
number of relay nodes in a local cluster. In the case where
there are more than 5 cluster heads, the total network energy
increases rapidly as the Inter-cluster energy is higher than
the Intra-cluster energy. Thus, we can see that total energy
consumption is the lowest from 2% to 5%, under 0.04 Joule.

Figure 13 shows the number of relay node (RN) at the case
when the node has the same hop-count and also has many
data transferring request from many nodes compared with
previous network steps during data transmission: the node
selects a detouring node (DN) as its data transmission path.
Compared with the previous literature MROCH [11], these
algorithms show stable (of fixed) number of probable RNs
between 5 and 14 when detouring because of not considering
DN, but the number in our proposal is getting more and more
since CH number is component rate is 3%. It means that
increasing RN number considering detouring path is able to
be affected with the energy consumption of the network.

Figure 14 shows and this following effect, component rate
of RN considering detouring (DN) in the network visually.
Also, we can find that the component rate of DN is over
15% when CH number is between 2 and 5% in the network
via this figure. To sum up, like Figure 12, the entire amount
of energy consumption is possible to be affected with the
detouring path when CH number is around 2 and 5% in
a whole network, the most minimum energy consumption
case. It means that it is not easy to assume (or get) suitable
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CHs numbers exactly for the measuring of entire energy
consumption in the network without detouring path (or DN).

To easily compare the variation of the entire energy
consumption in the network with our proposal and other
proposals, we need to focus on and analyze our clustering
formulation algorithm and theirs firstly. But since LEACH
assumed its communication scope as the only one single hop,
we compared the performance of calculating optimistic CHs
number with MROCH and PDTC via these mathematical
equations. As a result, Figure 15 shows each variation of
energy consumption and also represents that our proposal
has suitable energy consumption states or performance if
the component rate of CH number is around 2 and 5%:
MROCH shows between 4 and 8%, and PDTC is around 5
to 9%. However, on “NS-2” network simulation, when the
rate of CHs number in the network is around 2 to 4%, we
can get optimistic energy consumption states. It means that

FIGURE 15: Compared with the proposed algorithm and other
clustering-based algorithms.
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in our proposal, considering additional energy consumption
of detouring is able to calculate optimistic CHs number more
correctly than other proposals.

If the local cluster size is less than or equal to 1 hop, there
are no relay nodes. Therefore, when the size of a local cluster
is “17 the number of relay nodes is “0” in Figure 16. The greater
the size of a local cluster, the greater the number of relay
nodes.

If the size of a local cluster is 1 hop or “r)” the Intra-
cluster energy consumption is almost equal to the total
network energy consumption when the number of local
clusters is 30. On the other hand, if the size of a local cluster
is increased, the energy consumption of the Intra-cluster
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increases by increasing the number of relay nodes and the
energy consumption of Inter-cluster decreases by decreasing
the number of cluster heads. As the energy consumption of
the Inter-cluster operation decreases rapidly with increasing
the number of cluster heads in this case, the total energy
consumption is decreased. Like Figure 17, until the size
of a local cluster reaches 5 hops, the energy consumption
continues to decrease or increase. However, when the size
of a local cluster exceeds 5 hops, the number of relay nodes
increases rapidly with the increasing distance between the
cluster head and member nodes. Thus, the optimum depth of
alocal cluster from the viewpoint of the energy consumption
is over 3 hops and under 5 hops. In the case of a depth of 3,
that is 3 hops, the number of cluster heads is 3.5. In the case
of a depth of 5, it is 1.3. Thus, the optimum number of cluster
heads for energy efliciency is from 1.3 to 3.5.

5. Conclusion

Wireless sensor networks are networks used for monitoring
and detecting environmental information using tiny sensor
nodes with restricted capability in a specific area. WSNs have
to use multi-hop-based communication by the sensor nodes
with a limited transmission range and have to support energy
efficiency mechanisms, as it is not easy to supply energy to a
sensor node. Generally, sensor nodes tend to detect similar
or the same event data. However, transmitting redundant
data to other nodes is not energy efficient. To prevent this,
a clustering mechanism is devised. The clustering mecha-
nism of sensor networks can reduce duplicated data, as the
cluster heads collect similar data from their neighbor nodes
and thereby reduce the energy consumption. The clustering
mechanism can collect the required data from a local cluster
and make it possible to transmit the event data rapidly, as it
forms local clusters based on the event features. The energy
consumption associated with clustering is affected by the

number of cluster heads and the size of a local cluster. The
size of a local cluster is related to the number of cluster heads.
The number of cluster heads affects the number of relay
nodes, used for intra- and intercluster data transmission.
Therefore, it affects the total energy consumption in WSNs.
When the event node which detects the required data in the
monitoring area selects a relay node, it is better to select a
node which is closer to a cluster head or a sink node within
its own transmission range in order to set up the shortest
path. In this way, the path will be shortened. To achieve
this, in this paper, we propose a method of selecting the
node with less hops than its own hops in the transmission
range. The locations of the nodes affecting the data path
are also considered. Through equations, we determined the
number of relay nodes and the energy consumption in the
Intra- and Inter-cluster operations by means of the above
considerations. We determined the variation of the energy
consumption with the number of cluster heads and the size
of a local cluster. By determining the energy consumption,
we were able to determine the optimal size of a local cluster
for a given number of cluster heads. Thus, we determined the
optimal number of cluster heads in the clustering of WSNs.
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The use of a spatially distributed set of sensors has become a cost-effective approach to achieve surveillance coverage against moving
targets. As more sensors are utilized in a collaborative manner, the optimal placement of sensors becomes critical to achieve the
most efficient coverage. In this paper, we develop a numerical optimization approach to place distributed sets of sensors to perform
surveillance against moving targets over extended areas. In particular, we develop a genetic algorithm solution to find spatial sensor
density functions that maximize effectiveness against moving targets, where the surveillance performance of individual sensors is
dependent on their absolute position in the region as well as their relative position to both the expected target(s) and any asset
that is being protected. The density function representation of optimal sensor locations is shown to provide a computationally
efficient method for determining sensor asset location planning. We illustrate the effective performance of this method on numerical

examples based on problems of general area surveillance and risk-based surveillance in protection of an asset.

1. Introduction

Target surveillance in large areas is a difficult problem with
many challenges; however, due to its importance for military
operations it is one that has been studied extensively [1]. In
the future, the importance of this problem will only grow
as technical advances worldwide create more numerous and
capable adversaries. This challenge has created more areas of
the world where surveillance assets (sensors) must operate
to achieve mission goals of varying scales. The descriptor
“large area” is relative to the sensing capability of available
(individual) sensors deployed in a specific region against
specified targets of interest. A surveillance problem is deemed
large area if the sensing capability of an individual sensor is
small relative to the area to be searched (covered), in a fixed
time scale. For example, problems can be defined in hours,
days, weeks, and so forth, depending on tactical mission,
and ultimately this will determine scale such as number of
required sensors. Military surveillance problems may take
the form of covering a bounded region against any intruders
(the coverage problem), or may be more specific to covering

aregion around an asset of interest in order to protect the
asset. In both of these situations, the selection of the best from
a limited predefined set of surveillance configuration options
is the standard practice [2].

Advances in sensor technology have made distributed
sensor networks [3-5] a viable candidate technology for
performing the military surveillance mission. In order for
distributed sensor networks to achieve reasonable surveil-
lance goals, some forms of collaboration must exist amongst
the sensors. Historically, this collaboration has been managed
in one of two ways. One method has been to partition
the search region in such a way so that individual sensors
are responsible for their own portion of the region of
interest. This partitioning is done a priori using algorithms
or human judgment to attempt to optimally split up the
search effort among available sensors. The collaboration
in this approach is limited to occasional reports (amongst
sensors or to a central authority) which lead to suboptimal
surveillance performance. The other common approach is
to again partition the space, but with the emphasis on post
processing of detection events. This approach focuses on



the reactionary part of the problem (i.e., conditional on the
presence and initial detection of a target) and thus, once again
is suboptimal in its use of collaboration among sensors. In
this work a methodology is developed to plan deployment of
distributed sensors which includes a functional dependence
on collaboration, as well as an explicit dependence on spatial
variation in sensor performance.

With recent technological improvements in automation
and communications networking capabilities, there has been
an increase in the utilization of collaboration among sensors
to perform target surveillance over large areas [6]. The
focus of these studies for distributed sensor surveillance
has been to spread out a number of sensors and use the
spatial distribution of the individual sensors to cover a
larger area (much larger than the coverage of any individual
sensor) to monitor against intruders [7, 8]. These studies
have been primarily for use in networks of sensors that are
simple and autonomous in nature but have led to a fresh
look at distributed surveillance particularly in the form of
postdetection data fusion [9]. Other advances have used
sensor repositioning after deployment to improve coverage,
such as the use of virtual force algorithms [10] to move
randomly deployed sensors to improve the coverage of the
sensor network. While related, the problem of sensor network
detection and classification algorithm design [11, 12] follows
from the positioning of the sensors. We hold that the optimal
placement of sensors will benefit from any further improve-
ments gained from the detection and classification process.
Similarly, the ability of the surveillance system to track any
target of interest is critical to mission performance. Previous
efforts in sensor network configuration have examined the
positioning of sensors for target tracking applications [13],
and it is well recognized that the target tracking performance
of adaptively managed sensor networks is heavily dependent
on the spatial deployment pattern [14]. In contrast to those
efforts, the current paper is focused on the prior problem of
maximizing the ability of gaining the initial detection for the
surveillance application alone.

In this paper, we optimize distributed sensor config-
urations to achieve optimal surveillance performance. We
utilize objectives based on a prescribed level of collaboration
among sensors such that optimization of these objectives
results in sensor placement that is optimal with respect to
collaboration as well as individual sensor performance. This
approach scales well with the number of sensors and, thus,
is applicable to the large scale sensor network topologies
down to the tactical scales more commonly found in current
surveillance (search) problems. It is this latter scale that is the
focus of this paper. In this distributed sensing objective, the
sensors independently perform target detection and target
detection decisions are made by comparing multiple non-
collocated detections to check for kinematic consistency, as
a form of target classification. If the individual detections are
consistent (in spatiotemporal relation) with the anticipated
target behavior, then the multiple detections corroborate and
the collaborative sensors declare a target present.

The motivation of this work is to utilize a collaboration
framework in a formal manner so that with modern com-
puting resources, tactical decision aids can be developed to
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facilitate the command decisions with respect to collaborative
sensors. With the formulation of a numerical objective,
more target hypotheses can be considered than notional
examination on which current approaches rely. To improve
the performance of such a distributed sensor surveillance
system, we consider the problem of determining the optimal
layout of a group of sensors. Rather than optimizing all of
the parameters of a system design, we focus instead on the
key component of optimizing the opportunities for multiple
sensor detections over time. Such opportunities are a critical
first step in the many approaches to collaborative sensing.
We consider this optimization of geometrical opportunities
for collaboration as a fundamental goal of sensor layout
planning, and secondary goals that are particular to a specific
form of collaboration are beyond our scope. Our goal is
the development of a computationally efficient numerical
method that accounts for the geometric and environmental
complexity of the problem, while maintaining enough gener-
ality to be useful in a variety of scenarios.

In the following, we refer generically to the platform that
performs the sensing function as a “sensor,” with the implied
interpretation that all sensors have an underlying platform
that holds them, be it a large manned asset or simply the
device’s housing. Thus a sensor may be as large as a manned
radar or sonar platform, or as small as a simple proximity
measurement device. The characterization of these devices,
for our application, is given by their expected detection
performance against the target of interest, which is presumed
to be known from a prior model.

Given a fixed number of sensors, an expected distribution
of target behavior, and a model of the sensors’ detection per-
formance in the region of interest, we develop an optimiza-
tion framework that provides a sensor layout (set of sensor
positions) for optimal surveillance protection of a region of
interest under varying levels of collaboration. In particular,
we consider three surveillance problems: (1) the detection of
targets that are transiting throughout the region (typical area
surveillance), (2) the detection of targets in the region that are
far enough away from a high-valued unit (HVU) to provide
reaction, and (3) the detection of objects that are weighted
by their relative risk to the HVU. In the next section, we
provide a mathematical model that accounts for all three of
these distributed sensor surveillance problems. This common
model has forms for both the cases of independent and of
collaborative sensing and, thus provides a framework to study
the implications of collaboration in the optimal positioning
of sensors. The following develops a genetic algorithm-based
optimization framework for optimizing sensor placement
under this model. Finally, we conclude with some examples of
the optimization to provide a comparison of the sensor layout
patterns for various scenarios.

2. Mathematical Model of
Distributed Surveillance

A crucial element in utilizing mathematical modeling to find
practical solutions to problems such as optimal placement of
distributed sensors (distributed assets) is in the formulation
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and numerical representation of the underlying objective.
The formulation of the objective should be an accurate model
of the problem that captures all parametric dependencies. In
particular, any dependence on tactical parameters such as
target behaviors and environmental characteristics requires a
method that allows these parameters to be accounted for with
varying levels of uncertainty. The numerical calculation of
this objective should be a suitable approximation while being
as efficient as possible to allow practical use in optimization
approaches. The approach we follow is to model all of
these dependencies in an integral formulation of expected
performance over the search space. This integral form is then
integrated with respect to any particular spatial distribution
of sensors to arrive at probabilities representing expected
surveillance field performance.

The first component in this model of distributed surveil-
lance is the model for target motion (behavior). This model
should allow varying levels of constraints on target motion to
be of general use in a wide variety of problems. The model
developed in this paper assumes the target motion to be
Markovian in nature, such that its behavior can be decom-
posed into a sequence of short time behaviors. This assump-
tion implies that the target motion path y(t) is effectively
modeled by the sequence of intervals {[¢,, ), [¢;,£,),...} and
the path on the ith interval is y;(¢). The union of the collection
of paths gives the total target path

vy ={y;(t): t; <t <t} 0))

where each path y;(t) = y,; +v; - (t = t;) - [cos(0)), sin(6;)]”
represents a path of constant velocity target motion v; in
direction 0;. Furthermore, each interval has motion param-
eters p; = (y.;v;0;) which are sampled from known
distributions, and the specific values are only dependent on
the previous time step, p;,; = f(p;), as opposed to depending
on the entire history (this is the Markov assumption). This
Markov motion model is regularly assumed in modeling
nonreactive targets [15] and is the basis of many Monte Carlo
simulation approaches to target modeling [16]. We utilize the
model to limit our analysis to optimizing the performance
over a fixed, finite time step, where the motion of the target
follows constant velocity during the interval of interest and
the probability distributions of the motion parameters are all
known a priori.

For a given interval [t;,t;,,), the probability of collabo-
rative detection is a function of the random variables that
describe target motion, as well as the location of the sensing
assets and their detection performance. Consider a single
given target motion track over this chosen interval. Assume
that all of the sensors and the entire target track are contained
within the surveillance region & < R* (we assume the
region is large enough that edge effects are negligible). The
probability of detecting this track by Ny, individual sensor
detections (the probability of successfully surveilling the
track) is written as [17]

5 ( NPD</>)

Pgr (Np 2 k) =1—exp (-NPpg) Y ~———,  (2)
m=0

where k is the minimum number of assets (sensors)
independently detecting the target required for a collabora-
tive detection of the target, while N is the total number of
assets (sensors) in the surveillance region &. The parameter
Ppis the detection probability of an individual sensor, defined
as constant within a given detection radius Rp,. Note that
the parameter k is used to define the level of collaboration
in this framework. The variable ¢ represents the likelihood
of a sensor being within distance R, of a particular target
track path to have an opportunity to detect the target (i.e.,
being within range of the target at some point during the track
history). Explicitly, it is given by

¢ (yr>v.0) = L . Ve)f (x) dx, (3)

where f(x) is the distribution of sensors in the space, and
the region Q; is the two dimensional region (defined by a
specific target track) comprised of the subset of & that is
within detection radius R, of the track.

The relationship between target path and the probability
of successful search criteria (for k = 2) is illustrated
in Figure 1. Figure 1(a) shows a notional path through a
rectangular search region in the presence of deployed passive
sensors with detection circles as shown. A subset of this
path is highlighted and magnified in Figure 1(b) to show
a constant velocity segment of this path (from the given
Markov parameters) and the subset of the sensors which
detect this segment (and subsequently the given path). Note
that one can view the detection process from a sensor frame of
reference, that is, a detection occurs when two or more sensor
circles contain the target segment, or through a target frame
of reference, where the center of the sensor circles must be
within the pill-shaped region (shaded area in Figure 1(b)) to
detect the target. It is through this target frame of reference
that we efficiently calculate Pgr given a distribution on sensor
position. In particular, the expressions in (2) and (3) represent
the random search [18] of a moving target “seeking” the fixed
sensors when the problem is viewed from a target frame of
reference. The resultant probability of successful search, Pgg,
for this time interval is given by marginalizing the probability
P (Np = k) over the uncertainty description of the target
track as

Pss (Np 2 k)

= rﬂ J:max L P (Np = k) fr (yr) (4)

0

X fv (V) fe (6) dYT dvd@,

where the functions f(y;), f,(v), and f4(0) are probabil-
ity density functions (PDF’s) for target motion parameters
of position, speed, and course, respectively. In addition,
by increasing (or decreasing) k, we subsequently increase
(decrease) the required level of collaboration among the
distributed sensors.

In practice, a target track is successfully found by a col-
laborative sensor system based on sensors sharing detection
information. Thus, it is not only dependent on the requisite
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(a)

(®)

FIGURE 1: Notional example showing the connection between sensor placement and track coverage. (a) shows the target track path and
the location of sensors with their coverage region. (b) is a blowup of the square box drawn in (a), showing a nominal “target pill” region

representing a finite-time segment of the target track path.

number of sensors performing successful detections, but it
also requires those sensors to communicate their results to
other neighboring sensors. In the absence of full commu-
nication connectivity amongst the sensors, a graph model
of the network node locations is used to assess the overall
connectivity of the network in a probabilistic sense. Let
Poon(f(x), N, r,) represent the probability of connectivity
of a sensor network of N nodes of communication range
r. that are spatially distributed according to the distribution
f(x). The probability of connectivity for the network is the
probability that there exists some multihop path between
any two nodes of the network, thus it is the probability that
any network node can communicate with the rest of the
network. The computation of Pooyn(f(x), N,r,) for a fixed
number N of nodes can be performed by known methods
[19, 20]. Now the operational success of a search operation is
the conditional probability of successful search conditioned
on network connectivity. Mathematically, this is given by the
joint probability expression Pgg - Pooy Where Pgg is as given
in (4). We note that both terms in this joint probability have
a dependence on the sensor placement distribution f(x).
However, we assume that the sensors in our applications
are densely spaced with respect to communications, such
that every sensor can communicate reliably with all other
nodes within the network. Such an assumption is common
in passive detection systems, where the passive detection
radius is often much smaller than the reliable communi-
cation distance. Thus, for the remainder of this paper, we
consider only the case of completely connected networks (i.e.,
Peon = 1) and, therefore, the objective corresponding to
an operational success of search is given by Pgg alone. The
extension of our optimization technique to problems with
limited connectivity is a subject of future work.

In order to numerically calculate the objective (4) over
a variety of distributions from flat (uniform within search
region &) to highly nonuniform, we represent the sensor

density function as a mixture of Ng circular Gaussian
functions, as

1 & 1 T
fxw) = W;wj exp <—F(x - xj) (x— xj)> , (5)

with modal weights w, constant modal variance 6%, and fixed
(spaced equidistant in &) positions x;, which has been shown
to be a useful model for density approximation in many
applications [21]. The number (and subsequent spacing) of
the Gaussian modes required, as well as the value of the
variance parameter o, are chosen using a heuristic rule.
The heuristic [22] is based on the flexibility of the overall
density representation; that is, the relationship between the
width of a Gaussian mode and the modal spacing; should
be such that a wide variety of function forms of f(x) can be
represented. After experimentation on many test problems,
we determined an appropriate relationship to be

ool

where L is the length of the search region § along one dimen-
sion (assuming that & is square). The variance parameter is
given as ¢ = 2Rp for R, <« L. As Rp, increases relative
to L, this parameter should be made smaller relative to Rp;
however, for the scale in this paper the given heuristic is
applicable.

We note that Pgg provides a measure on the ability
of multiple collaborative sensors to detect the target in a
manner consistent with the spatiotemporal relationship of
target motion and sensor position [17]. This is commonly
referred to as track-before-detect and is an effective technique
for reducing false alarms in distributed detection applications
through collaboration defined by the aforementioned spa-
tiotemporal relationship. It is also a method of multisensor
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filtering of contacts that is commonly used within many data
fusion methods. Thus Pgg is, in general, a measure of track
coverage in a surveillance region. However, as the length of
the time interval tends to zero, Psg becomes the more familiar
metric of area coverage, that is, coverage independent of
target motion. In that context, the expression in (2) is simply
the composite area coverage provided by a set of independent
sensors provided that their locations are randomly sampled
from a common spatial distribution function f(x).

3. Numerical Model

To optimize the placement of assets, the integrals in (3) and
(4) must be evaluated with respect to changes in the sensor
density function f(x). In both cases these integrals do not
have closed form solutions, and thus, must be evaluated
numerically. Note first that the evaluation of the integral
in (3) is significantly simplified by the representation of
sensor density function defined in (5). Namely, through
the fixed position and circular variance, the integral can
be separated by mode (as a sum of the integrals of each
mode) and in dimension (the two-dimensional integral can
be separated by independence into the product of two one-
dimensional integrals) independent of the modal weights.
The latter property allows much of the computation to be
done once, prior to entering the optimization, simplifying
subsequent objective evaluations. This improvement in effi-
ciency makes the optimization practical on standard desktop
computers with no special coding requirements. Further
simplification can be made by noting that for constant
R, (sensor performance independent of position in &)
the region of integration Q) given a target trajectory is
a pill-shaped region with area 2R,vt + mR%,. This region
can be well approximated by a rectangle of equal area
for vo. > Rp which allows the integral in (3) to be
evaluated using standard error functions commonly used
for evaluation of integrals involving Gaussian functions [22].
The implementation utilized in this paper allows for spatial
variability of R, by including an additional step in which the
equivalent rectangle is replaced by a series of rectangles (a
partitioning) which approximate the track-dependent region
(within which sensors have an opportunity to detect the
target) by interpolation of an underlying R}, function. The
number of segments that each track is partitioned (i.e., the
number of rectangles) is determined a priori and depends on
the extent of the spatial variability of R, in the search region
S.

The mathematical detail required to evaluate (3) consists
of the following. Consider an arbitrary target track of fixed
length as defined above. Define an arbitrary point along this
tracky, andaset A, = {x:|ly, —x|| < Rp(x)}, which is the
set of all points in & from which an arbitrary sensor can detect
a target at the specified point along the target track (with
probability Pp). Then the general form of the “pill” shaped
region of integration can be written as Q; = (2, A, Next,
define an approximation to this region as Q™ = U;"zl Ay
where ;, j = 1,...,m refer to m equally spaced points
spanning the length of the arbitrary track and construct

disjoint sets B from sets Ay by the recursion B, = A, ~u/!
given U* = UI;:I Ay and U° = 0 (the empty set). Then the

integral in (3) can be approximated as

J f(x)dx= J I, (%) f (x)dx
Qr s

a
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where I (x) is the set indicator function of the set A.

Assuming that the integral in (3) is well approximated
by the above and that the function P (as in (2)) changes
slowly over the target track parameters in &, the numerical
evaluation of the integral in (4) can be done simply, provided
that the PDFs of the target track parameters are continuously
differentiable and slowly changing over their support. Since
this is true for the examples in this paper, then in this work the
integral is evaluated by gridding the track parameters (and
associated weights) evenly over the track parameter space.
This allows the triple integral in (4) to be well approximated
by a triple sum weighted by the product of the corresponding
values of the PDFs over the target parameter grid. The
numerical evaluation of the sum as shown above provides a
robust computation of the required integral of f(x) over the
region Q.

4. Formulation of Optimization

The problem of optimum deployment of assets for collabora-
tive multisensor surveillance, restricted to the mathematical
model in (4), is one of maximizing search effectiveness in
a fixed region. From an optimal planning perspective, the
problem is one of maximizing the likelihood of achieving the
surveillance mission, where the mission can take on various
forms. We represent this as a minimization problem of the
form

min P (8)

where Py is the probability of mission failure and f = f(x)
is a function representing the sensor distribution over the
region & In practice, this mission failure may take a variety
of forms, but we are primarily concerned with the joint
probability of not detecting a target within our surveillance
region, combined with the risk associated with that target’s
presence. In particular, for the small time interval of interest
which determines the path interval of interest, we have

PMF
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where y(y;) is a consequence (risk) function. The conse-
quence function is dependent on the location of target track
yr and is defined to measure the relative risk posed by various
tracks over that of others (such as those in proximity to
an HVTU, if that is the intention of the surveillance region).
The first integral in (9) does not depend on the choice of
the sensor location density f(x), so it does not impact the
optimization leading to an effective minimization objective
of

J=- LG J':max L Pyr (yr)

[ fr yr) w (yr)] £, ) fo (6) dyp dv db.
(10)

The optimization problem of (8) is now given in the form
min J (f) (1)

for the objective functional J given in (10).

If all target locations and tracks are equally important,
then the consequence function y(yy) is necessarily equal
to unity, leading to | = —Pgg (see (4)). In such cases, the
optimization problem of (11) is equivalent to

max Ps. (12)

We seek the f(x) which maximizes the probability of success-
ful search, leading to a density function from which sensors
will then be placed [22]. When our goal is more specific, that
is for protection of an HVU, the consequence function y/(yr)
is used to represent the relative risk of various target tracks,
and the solution of the same optimization problem ((10) and
(11)) yields the solution of minimizing the expected risk to
the HVU. Thus, the optimization problem of (10) and (11) is
generically utilized as the asset layout optimization problem,
with the understanding that a variety of specific problems are
addressed by varying the form of the consequence function.

To compute the objective functional ] as shown in (10),
the target motion distribution parameters must be known, as
well as the effective sensor performance P, and Ry, which
are generally functions of location in the region. In this
work, we adopt a notional model for the spatial dependence
of sensor performance in a rectangular region of interest,
depicted in Figure 2. As in the previously defined model,
sensor performance is measured by a spatially dependent
radius of detection Rp(x) which corresponds to a fixed
probability of detection P, (note that in Figure 2 we show
Rp(x) normalized to the size of the region L, where the R,
corresponds to a value of P, = 0.9). In practice, sensor
performance predictions such as these can be formulated
using historical information on the environment and are
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FIGURE 2: Sensor detection range map for the example problems.
The region drawn in the center represents the surveillance region
for sensor placement.
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FIGURE 3: Sensor optimization algorithm flow diagram.

common in passive acoustic sensor applications, both in air
[23] and undersea [24] domains. The sensor performance
and number of sensors provide the necessary inputs for
computation of Psy (as in (2)) for any specified target track.
When combined with the target motion distribution param-
eters and consequence function, they provide a complete
description of the objective J for any distribution f(x) of
sensor locations. Figure 3 shows a functional description of
the overall approach, where it becomes clear that the “inputs”
to the optimization, that is a priori knowledge of target,
environment, and asset availability, are utilized to find the
optimal distribution of assets. The specific placement of the
individual sensor assets from the distribution is done using a
sampling procedure from the resulting distribution, leading
to a placement map for the surveillance region.

5. Numerical Procedure for Optimization

Recall from (5) that the modal positions representing the
sensor distribution are fixed and thus the optimal distribution
with respect to the surveillance objective (9) is parameterized
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only through the modal weights. Thus the numerical objec-
tive for optimization becomes

mvgn J (w)

Ng (13)
subject tonj =1, 0<w;<1Vj
J

We implement a genetic algorithm to perform the opti-
mization defined in (13). The genetic algorithm cannot be
run to any guarantee of convergence [25] but is rather
run to a prescribed number of generations (iterations). If
a theoretically optimal result is desired, the result of the
genetic algorithm may be used as the starting point for a
nonlinear program (NLP). These stages are complementary
in that the genetic algorithm is insensitive to its start and
will make significant progress toward a global solution but
is devoid of satisfactory stopping criteria (i.e., no guaranteed
final convergence). The NLP on the other hand can be quite
sensitive to its starting solution but theoretically proven to
converge to a local maximum [26]. Thus one goal in the
design of this approach is for the potential use of the genetic
algorithm to initialize an NLP in the neighborhood of a
globally optimal solution, and thus we can attain convergence
to a global maximum, if desired.

Genetic algorithms operate on a discrete set of parameters
in the form of a binary string. The parameters in this problem
are the weights {wj};\rfl representing the sensor distribution
f(x) in &. In the numerical implementation, each weight
parameter w; is represented by a four-bit binary string, with
Ng individual Gaussian modes for the representation in (5).
Thus, the string length is 4N,.

A genetic algorithm starts with some random values of
the parameters of interest represented in the form of a binary
string as described above. A set of these strings is produced
which is referred to as a population. This type of algorithm
is an iterative search where iterations are referred to as
generations. At each generation (iteration), the binary strings
which make up the population undergo a series of operations.
Thus, starting with a randomly generated population, each
string is evaluated by the objective function ] returning a
value corresponding to each string. Typically, the value of
the objective is mapped into a more convenient form (to
improve scaling) referred to as fitness [27]. However, in this
implementation fitness is set to the evaluated objective J, as
this quantity is well scaled.

A standard form of genetic algorithm [27] was imple-
mented with each generation consisting of three genetic
operations defined in the evolutionary vernacular as selection,
mating, and mutation. These operations utilize the fitness
associated with each binary string in the population to
pseudorandomly select the best (with respect to the objective
J) parameter combinations, randomly combine the selected
strings, and apply some random perturbations to the result-
ing strings, respectively. Specifically, the selection approach
utilized, referred to as “roulette;” selects binary strings by
first scaling the fitness of the population members to sum to
unity. Next, the cumulative sum of the fitness is calculated,

creating an interval (0,1), with subintervals proportional
to the fitness of each binary string. A random uniform
number is then generated and the subinterval in which the
number falls determines the string that is selected. Thus,
a string (population member) with high fitness, relative to
other strings, will be selected with high probability while
one with low fitness will be selected with low probability.
In this implementation, the string with the highest fitness
(at each generation) is kept as a survivor; that is, the best
string gets passed on to the next generation unchanged.
Therefore, N,,,, — 1 strings are selected to pass to the next
generation (where N, is the fixed number of strings in a
population), and these strings make up what is referred to as
the mating pool. In the next phase, strings in the mating pool
are randomly (without regard to fitness) paired up and then
randomly combined to create new parameter strings. This
operation is called crossover. Crossover consists of randomly
breaking two strings (at the same point) and then combining
the leading part of one with the trailing part of the other.
Finally, each of these newly formed strings is passed to the
mutation operation which flips bits (i.e., change 0 to 1, or
vice versa) within each string randomly at some specified (a
priori) probability. This is essentially a random perturbation
of the parameters meant to avoid premature convergence to
local minima. Once these operations are complete, the new
strings are grouped with the survivor string and these strings
become the new population passed on to the next generation
(iteration). This process is repeated for some predefined
set of generations. From numerical experimentation on a
variety of problems, a population size of 100 run over 200
generations was suitable for producing meaningful results for
the numerical examples in this paper.

On completion of the genetic algorithm, the optimal
sensor density is obtained and the sensors are then placed
using a numerical sampling procedure. The procedure con-
sists of a sequential (conditional) sampling where an asset
location is selected (among a grid of possible locations) which
maximizes the relative entropy between the prior form of
the PDF f(x) (discretized and normalized to sum to unity,
in order to convert to a probability mass function) and
the posterior probability mass function (PMF) calculated by
selecting the asset. The relative entropy between two PMFs is
written as [28]

pi(s)
D -5 Jog 218
(p1| |P0) sec?pl (S) Og(p() (S)) (14)

and represents a measure of divergence of one PMF relative
to the other. The conditional sampling procedure used to
place sensors from f(x) treats individual sensor placement
as a Bayes recursion where a unique posterior is generated
by a positional-dependent likelihood update, defined as
corresponding to a possible sensor location. The procedure
starts with the definition of two grids (uniformly spaced
points in &), writtenas z;, i = 1,...,mand v, j = 1,...,n
where z; represents discretely sampled points of f(x), and v;
represents all possible sensor locations for placement. Next,



the prior is calculated from the final form (after optimization)

of f(x) as

LM
p() (Zi) - erzl Izi (X)f(X), (15)
where
1, x=1z
I, (x) = {O, x#7, (16)

is the indicator function. The posterior probability resulting
from selecting (placing) a sensor at position v; is defined as
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where & = B; U Ej, B;n Ej = 0 (i.e., a disjoint partitioning
of & with respect to sensor position v;) and B; = {z

||z - vjl |, < RD(VJ-)} is a ball of spatially dependent radius R,
(with respect to constant Pp,) centered at point v;. The sensor
coeflicient & = 1- P}, plays the role of decreasing mass within
the radius of the placed sensor, while the sensor-dependent

normalizing constant is written as

vi= Y@+ yap@. (18)
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This normalizing constant is required so that each posterior
probability is a proper PMF (ie., sums to unity over its
support). The posterior with respect to all possible sensor
grid points is calculated as in (15), and a sensor is placed
at a specified position, by choosing the posterior which
maximizes the relative entropy with respect to the prior. This
is formalized as

wowm ().

where this process is repeated in a sequential fashion to
place all N sensors. Upon the placement of each sensor, the
posterior with respect to the chosen location acts as the prior
for placing the next sensor.

6. Numerical Examples

The problem of sensor placement as defined above depends
on many factors. These factors can be primarily sensor
dependencies from environmental variability [29] or can be
dominated by other factors such as target behavior [30]. To
illustrate these dependencies, we present several numerical
examples. Throughout the examples, we consider the number
of available sensor assets N to be fixed. The planning problem
is to place these sensors optimally in a square planar region
& of size L x L. For these examples, the optimality criteria are
to maximize the probability of surveillance mission success,
corresponding to minimization of the probability of mission
failure Pyp.
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As an introductory example, and to demonstrate the
utility of the optimization approach, we define a nominal
environment (constant detection range given by R, = L/15)
with target parameters for which intuitive solutions exist.
We seek to optimally place N = 28 sensors, such that we
obtain the maximum Pgq (corresponding to minimizing Pyp)
with a requirement of at least two sensor reports during
a time interval 7. The target is assumed to be traveling in
a known fixed heading (assumed north) at constant speed
v over the fixed time interval T (where vt = L/2) with
a start position randomly distributed within the search
region. For this problem, the expected optimal placement
is a “barrier” formation perpendicular to the target course
[22]. In particular, due to random starting positions, we
should observe a two-line barrier perpendicular to the target
course. Figure 4(a) illustrates the optimization results from
this problem, where we see that the barrier structure results,
as expected. A second nominal example considers a similar
problem but with target heading defined as random. In this
case, the optimization result, shown in Figure 4(b), produces
a sensor layout in a “box-like” structure, which may not be
intuitively obvious but has been shown to be optimal [22].
These nominal examples show the dependence that the target
behavior has on the optimal sensor layouts.

In a typical approach to deployment of sensors under
limited knowledge of the environment, it is reasonable to
consider some nominal sensor detection performance. How-
ever, given current environmental modeling capabilities, we
assume that sensor detection performance can be provided
to some acceptable level of fidelity. Figure 2 shows a 1.5L x
1.5L region containing the region of interest, defined by the
inner box. The underlying color map depicts sensor coverage
as a function of position within the region. The sensor
performance is limited by environmental factors that are
beyond our control, and the optimization seeks to maximize
mission performance (minimizing Py;) in surveillance of the
given region with a limited number of sensors. In particular,
for the region in Figure 2, the lower right part of the region
exhibits a sharp dropoft in individual sensor coverage.

An additional input to the optimization is the characteri-
zation of target behavior. The numerical examples that follow
were produced assuming that target position and heading
are uniformly random within the search region &. That is,
all reference track positions (previously defined as y;) are
equally likely. Furthermore, assume that the target of interest
travels at a fixed speed v over time intervals of length 7. This
defines a track length of vr, which is given as vz = L/8 for
these numerical examples. The track length is scalable over
varying combinations of speed and time (as it is simply the
product of the two) and represents a priori knowledge of the
target of interest, which will result in increased surveillance
performance over that of situations where there is very little
known (and thus can be assumed) of the anticipated target
behavior.

In Figure 5, we illustrate three example consequence
(risk) functions y(yr) of interest. The first function shown in
Figure 5(a) is the nominal unity function that is equivalent to
the problem of optimizing cumulative probability of detec-
tion (see (12) and the surrounding discussion). The second
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FIGURE 4: Optimal sensor placement for surveillance of fixed speed target in nominal environment. (a) is for a target with a known course;

(b) is for a target with an unknown course.
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FIGURE 5: Consequence (risk) function y(y;) versus range for each of the three example cases.

consequence function shown in Figure 5(b) represents a
protection problem for an HVU, whereby any targets within
a certain distance to the HVU are too close to provide a
surveillance response, and, thus, provide zero surveillance
risk, with all others providing nominal risk. This may seem
counterintuitive, to have zero risk closest to the HVU, but the
point here is to maximize surveillance performance, and this
case illustrates the situation in which the surveillance mission
is no longer operational when targets are too close to the
HVU. Alternatively, if one were to weight the consequence

very high near the HVU, an obviously optimal solution is to
only try to detect those targets and ignore all targets that are
not directly in proximity to the HVU, which is not desired if
the risk is already passed. The third consequence function,
shown in Figure 5(c), is perhaps the most operationally
relevant, in that it incorporates the features of the second
case along with degradation in risk for targets further from
the HVU. In this case, the risk degradation follows a log-
normal function, as described by [31]. Such a consequence
is representative of scenarios in which there is a greater
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FIGURE 6: Optimal sensor distributions for each of the three consequence functions of Figure 5 for scenarios with no cooperation between
sensors. Circle size represents the detection range of the sensor (which is a function of position).

o il o
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FIGURE 7: Optimal sensor distributions for each of the three consequence functions of Figure 5 for scenarios with k = 2 cooperation between
sensors. Circle size represents the detection range of the sensor (which is a function of position).

importance to detect targets closer to the HVU, up to a point
at which they are so close that response becomes impractical.
Specifically, the log-normal consequence function takes the
form

v (yr)

L

lyr —%oll < 7o

] tre-sdzn

(20)

In (yr - x,|| /o)
V2P

o

for an HVU at location x = x, with a minimal response
distance r,. The parameters «, f3 in (20) are shape parameters
that control the slope and taper of the log-normal conse-
quence function. These three example consequence functions
illustrate various applications of the consequence function
y(yr) to show how seemingly different scenarios are solved
using the same field optimization approach.

Figure 6 illustrates the results of the optimization process
applied to the three consequence functions of Figure 5 for a
scenario with N = 28 sensors performing noncollaborative
surveillance. By noncollaborative surveillance, we consider
the sensors to behave completely autonomously (k = 1in (2)),
and extended coverage is obtained only through the effective
spacing of the individual sensors with respect to the target
prior information, that is, since there is no collaboration
between sensors, the surveillance relies only upon individual

| =

sensors to detect a target if present. In Figure 6, along with
the sensor positions, we include opaque circles corresponding
to the coverage capability radius R of each sensor. The
circle size varies according to the local sensing capabilities
attributable to the local environmental conditions, as shown
in Figure 2. The effect for the first consequence function (for
unity risk), as shown in Figure 6(a), is to place the sensors
somewhat evenly to best cover the requirement of single
sensor coverage in the field. Fewer sensors are located where
there is lower detection capability (lower right corner) since
the additive coverage is small. For the second consequence
function, note that there are no sensors placed near the
HVU (see Figure 6(b)), as expected. When compared to
the first consequence function, note that the sensors are
still spread evenly but now pushed slightly closer to the
edges, in order to still cover as much of the area as possible.
The third consequence function provides a different type
of optimal configuration, as shown in Figure 6(c). In this
case, the sensors tend to encircle the HVU in an annulus,
as the annular region is the region of highest consequence
if detections are missed. This effect appears more significant
than the effect of avoiding the low coverage in the lower
right corner, and more sensors are added to the lower right
section of the annular region to make up for the lower
individual sensor coverage. Note that each of these results
were created from the same optimization procedure, with the
only distinction between the three cases being the specific
form of the consequence function y/(yr).
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TaBLE 1: Comparison of optimal and nominal values of the objective J for the distributions shown in Figures 6 and 7.

Objective value for
consequence function a

Objective value for
consequence function b

Objective value for
consequence function ¢

Uniform Optimal Uniform Optimal Uniform Optimal
placement placement placement placement placement placement
Noncollaborative 0.46 0.60 0.45 0.55 0.52 0.80
Sensors
Collaborative 0.14 0.28 0.14 0.28 0.18 0.60
Sensors
In practical situations with many sensors, there is perfor-  distribution, as expected. In these examples the N = 28

mance enhancement opportunity through the use of collab-
oration [32, 33]. Historically, such problems are solved using
optimal processing strategies given a fixed location of sensors
[34, 35]. However, the optimization framework developed
herein permits the optimization of sensor placements for a
given level of collaboration. For instance, the parameter k
in (2) may be adjusted to represent the number of sensors
that must concurrently detect a target over the time interval
of interest 7. Any detections that are spatially or temporally
isolated will not count towards the probability Py used as the
performance objective, as they are likely false positives. Recall
that the requirement of multiple detections need not occur
simultaneously, only over the time interval of interest. Thus,
the performance objective cannot be translated into a simple
geometrical overlap requirement, that is, a goal in which max-
imal overlap is sought. In fact, since this objective depends on
target track parameters which have spatiotemporal features,
there are many scenarios for which non-intuitive patterns of
sensors will be optimal. In particular, as complexity (from
such factors as environmental sensitivity or higher levels
of collaboration) is added, results formed through intuition
become less likely to approach optimal, reinforcing the need
for an optimization framework which can factor in these
complexities.

To illustrate the impact of multiple sensor collaboration
on the optimal patterns, the examples of Figure 6 are repeated
with a requirement of k = 2 detections to occur over the
time interval of interest. In this case the goal is to optimally
deploy the same sensors in the same variable environment,
but we now require two separate sensor detections (k = 2)
over the previously defined time interval 7. The resulting
optimal patterns for the three consequence functions are
shown in Figure 7. Comparison with Figure 6 shows that the
increased detection requirement coupled with the relatively
short target track length results in a more clustered approach
to the deployment. For the third consequence function the
deployment pattern has only subtle differences compared to
Figure 6. This is attributed to the effect of having more than
a suitable number of sensors for covering the annular region
of primary interest.

In Table 1 we show the numerical values of the per-
formance objectives for each of the scenarios presented in
Figures 6 and 7. These objective values are also compared
to the equivalent objective values obtained with uniform
placement patterns of the assets for each situation. Observe
that in each case the optimization approach resulted in
better performance in the objective J than for the uniform

sensors represent a sparse coverage with respect to the search
region &, particularly for general surveillance (consequence
function a) and for cases requiring multiple detections. This
sparsity explains some of the general trends seen in the
results. For instance, for both consequence functions a and
b there is little or no difference between the results for
collaborating and independent sensors. This is because the
reduction in the search space due to the presence of the
HVU is not significant with respect to the level of sensor
coverage sparsity. However, the coverage numbers increase
significantly for consequence function ¢, where the form
of the consequence function y(y;) increases the spatial
dependence of the objective with respect to the position of
the HVU. Overall the increased coverage due to optimization
is much more significant for collaborative sensors than for
independent sensors. This is due to the added sensitivity
of sensor placement when using collaboration based on
spatiotemporal target dependence.

An important byproduct of these numerical results is that
for a number of diverse surveillance missions, a common
optimization procedure can be utilized for positioning sen-
sors to either meet specific performance criteria, or to get the
best performance possible. This can be applied in two ways,
the obvious one being as a predeployment tool for positioning
sensors for a specific mission, the other being a guide to
repositioning sensors to react to a change in mission. In either
case these examples show that through proper modeling of
the problem, optimal positioning of sensor assets can be
achieved, without resorting to costly simulations. In fact, the
results attained for these examples were produced with a
per case computation time of approximately 20 minutes on
a Pentium IV 3 GHz processor with code implemented in
MATLAB.

7. Conclusion

We have developed an optimization approach to place dis-
tributed sets of sensors to collaboratively perform surveil-
lance against moving targets over extended areas. In par-
ticular, a genetic algorithm solution was provided to find
the spatial sensor density functions that maximize effective-
ness against moving targets. These density function repre-
sentations provide a computationally efficient method for
determining sensor locations for planning and were applied
to situations with environmentally induced sensor spatial
variability and varying forms of target risk. By illustrating the
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effective performance of our method on problems of general
area surveillance and risk-based surveillance in protection of
an asset, we have shown how the general technique applies
to seemingly dissimilar problems. The numerical solutions
that were obtained were shown to compare favorably against
nominal layouts of sensors in the scenarios that were exam-
ined. Future work includes the extension of this method
to problems with limited network connectivity between the
sensor nodes.
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Biological sensors (biosensors, for short) are tiny wireless devices attached or implanted into the body of a human or animal to
monitor and detect abnormalities and then relay data to physician or provide therapy on the spot. They are distinguished from
conventional sensors by their biologically derived sensing elements and by being temperature constrained. Biosensors generate heat
when they transmit their measurements and when they are recharged by electromagnetic energy. The generated heat translates to a
temperature increase in the tissues surrounding the biosensors. If the temperature increase exceeds a certain threshold, the tissues
might be damaged. In this paper, we discuss the problem of finding an optimal policy for operating a rechargeable biosensor inside
a temperature-sensitive environment characterized by a strict maximum temperature increase constraint. This problem can be
formulated as a Markov Decision Process (MDP) and solved to obtain the optimal policy which maximizes the average number of
samples that can be generated by the biosensor while observing the constraint on the maximum safe temperature level. In order to
handle large-size MDP models, it is shown how operating policies can be obtained using Q-learning and heuristics. Numerical and

simulation results demonstrating the performance of the different policies are presented.

1. Introduction

Biosensors are tiny wireless devices attached or implanted
into the body of a human or animal to monitor and detect
abnormalities and then relay data to physician or provide
therapy on the spot. Unlike conventional wireless sensors,
biosensors are energy as well as temperature constrained.
Also, their sensing elements are biological materials such as
enzymes and antibodies which are integrated into transduc-
ers for producing electrical signals in response to biological
reactions and changes. Biosensors are powered by either
rechargeable built-in batteries or by continuously sending
electric energy to them in the form of electromagnetic waves.

The use of batteries necessitates periodic recharging
which can be performed using energy resulting from vibra-
tion, motion, light, and heat. However, a more mature
approach is to wirelessly collect energy from a Radio Fre-
quency (RF) source and then convert it into usable power.
This approach is widely used in the industry to transfer data
and power to biosensors. It is also more practical since many

biosensors can be recharged simultaneously. In essence, a
charging station generates a magnetic field that can convey
energy through the skin. From the penetrating magnetic field,
an electric voltage is produced by induction in the receiver
circuit. The induced voltage is then rectified, filtered, and
stabilized to run the biosensors or recharge their batteries.

In this paper, we study a stochastic control problem
which arises when a rechargeable biosensor operates in a
temperature-sensitive environment like the human body. In
this problem, the state of the biosensor is characterized by its
current temperature and energy levels, and uncertainty exists
due to the random behavior of the wireless channel between
the biosensor and base station. The objective is to operate the
biosensor in such a way that the average number of samples
generated by the biosensor is maximized while the maximum
safe temperature level is not exceeded. This control problem
can be formulated as an MDP and solved to obtain an optimal
operating policy.

Since the size of the MDP model increases with the
number of biosensors and their states, Q-learning which is



aform of reinforcement learning is used to obtain the optimal
policy. The optimal policy is learned by interacting with a
simulation model of the system. Another way to handle large
MDP models is through the use of heuristic policies. This
paper proposes a simple heuristic policy whose performance
is sufficiently close to that of the optimal policy. A greedy
policy is also proposed and used as a baseline for comparing
the performance of the different policies.

The remainder of the paper is organized as follows. In the
next section, the necessary background information is given.
Then, the limited available literature is reviewed. After that,
the model of the system under study is described followed
by the presentation of its MDP formulation. Next, it is
shown how large-size MDP models can be handled using Q-
learning. Besides, greedy and heuristic policies are described.
Then, numerical and simulation results are presented and an
example is given. Finally, conclusions are summarized and
directions for further research are suggested.

2. Calculating the Temperature Increase

Radiation due to wireless communication and recharging are
the major sources of heat in biosensor networks. The level of
radiation absorbed by the human body when exposed to RF
radiation is measured by the Specific Absorption Rate (SAR)
which is expressed in units of W/Kg. SAR records the rate at
which radiation energy is absorbed per unit mass of tissue [1].
The mathematical relationship between SAR and radiation is
given by

2
sar = 2IEC 0
P

where E is the induced electric field due to radiation, and p
and o are the density and electrical conductivity of the tissue,
respectively. As an example to appreciate the importance of
this measure, it was reported in [2] that an exposure to a SAR
of 8 W/Kg in any gram of tissue in the head for 15 minutes
may result in tissue damage.

SAR is a point quantity. That is, its value varies from
one location to another. In this paper, we consider only the
SAR in the near field (i.e., the space around the antenna of
the biosensor). The extent of the near field is given by d,, =
A/2m, where A is the wavelength of the carrier signal used in
wireless communication. SAR in the near field is given by the
following equation [3]:

opw
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where p and € are the permeability and permittivity of the
tissue, respectively. dl is the length of the wire representing
the antenna, I is the current provided to the antenna, « is the
attenuation constant, R is the distance from the biosensor to
the observation point, 0 is the angle between the observation
point and the x-y plane, y is the propagation constant, and

SARy; =
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w is the angular frequency. We assume that the radiation
patterns are omnidirectional on the 2D plane and thus sin 6 =
1.

The Pennes bioheat equation [4] is the standard for
calculating the temperature increase in the body due to
heating. The general form of the equation is

pCPZ—f =KV’T-b(T -T,) + pSAR+ P. +Q,,, (3)
where p is the mass density, C, is the specific heat of the tissue,
dT/dt is the rate of temperature increase, K is the thermal
conductivity of the tissue, b is the blood perfusion constant
which indicates how fast the heat can be taken away by the
blood flow inside the tissue, and T}, is the temperature of the
blood and the tissue. Terms on the right side indicate the heat
accumulated inside the tissue. The terms KV>T and b(T — Ty)
are the heat transfer due to the thermal conduction and the
blood perfusion, respectively. The terms pSAR, P,, and Q,,
are the heat generated due to radiation, the power dissipation
of circuitry, and the metabolic heating, respectively.

The Finite-Difference Time-Domain (FDTD) method [5]
is a technique that transforms the previous bioheat equation
to a discrete form with discrete time and space steps. The
area under consideration is divided into cells of side §, and
the temperature is evaluated in a grid of points defined at
the centers of the cells. Temperatures are computed at equally
spaced time instants with a time step equal to §,. Therefore,
from [6], the new bioheat equation is

ob 45,K
T .) N 1- tv t T .) .
m+1 (l ]) |: Pcp pCp52 :| m (l ])
+ iSARNF + ﬁTb + LPC + Sth
c, pC, PC, pC,0

T,(i+1,j)+T,(,j+1)
. [+Tm(i_ 1’j)+Tm(i’j_ 1):| ’
(4)

where T,,,, (i, j) is the temperature of cell (3, j) at time m + 1,
0, is the time step, and § is the space step.

Using (2) and (4), the temperature increase at the location
of the biosensor (i, j) can be found. It is assumed that the
temperature of the surrounding cell points is the normal body
temperature (i.e., 37°C).

3. Related Work

The research on the possible biological effects caused by
biosensors and how to mitigate those effects is very recent.
Most of the existing research deals with other technical
issues such as energy efficiency and quality of service. In this
section, the limited available literature is briefly reviewed.
Tang et al. [6] were the first to propose rotating the cluster
leadership in a cluster-based biosensor network to minimize
the heating effects on human tissues. They proposed a
genetic algorithm for computing a minimal temperature
increase rotation sequence. Since using (4) in computing
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the temperature increase due to a sequence is computation-
ally expensive, they proposed a scheme for estimating the
possible temperature increase due to a sequence.

In another work, Tang et al. [7] addressed the issue of
routing in implanted biosensor networks. They proposed a
thermal-aware routing protocol that routes the data away
from high-temperature areas referred to as hot spots. The
location of a biosensor becomes a hot spot if the temper-
ature of the biosensor exceeds a predefined threshold. The
proposed protocol achieves a better balance of temperature
increase and shows the capability of load balance.

The above two works have motivated us to explore further
the bioeffects of implanted biosensor networks. As a result,
we noticed a lack of information on how to optimally operate
an implanted biosensor network when bounds such as the
maximum temperature increase exist. Most of the existing
works assume that energy is the only limiting factor in the
operation of Wireless Sensor Networks (WSNs). However,
this is not the case in biosensor networks where the increase
in temperature is a serious limiting factor.

We have approached the problem of how to optimally
operate a biosensor network from the perspective of sensor
scheduling and activation in conventional wireless sensor
networks. Sensor scheduling is concerned with the problem
of how to dynamically choose a sensor for communication
with the base station. On the other hand, sensor activation
is concerned with the problem of when a sensor should be
activated. Many interesting works have been done in this
regard. Next, these works are briefly reviewed.

In [8], the sensor scheduling problem is formulated as
an MDP. The objective is to find an operating policy that
maximizes the network lifetime. The state of a sensor is
characterized by its current energy level only. Three kinds
of channel state information are considered: global, channel
statistics, and local. Considering only the energy level at each
sensor gives rise to an acyclic (i.e., loop-free) transition graph
which enables the MDP model to converge in one iteration.
On the other hand, if the temperature of each sensor is
included in the model, the transition graph of the underlying
MDP becomes cyclic. This is because when the sensor cools
down (i.e., its temperature decreases), it transitions back to a
less hot state. An MDP model whose transition graph is cyclic
needs more time to converge.

Dynamic sensor activation in networks of rechargeable
sensors is considered in [9]. The objective is to find an acti-
vation policy that maximizes the event detection probability
under the constraint of slow rate of recharge of the sensor.
The state of the system is characterized by the energy level of
the sensor and whether or not an event would occur in the
next time slot. The recharge event is random and recharges
the sensor with a constant charge. The model does not include
the state of the wireless channel which is very crucial when
temperature is considered.

Body sensor networks [10] with energy harvesting capa-
bilities are another kind of WSNs in which each sensor
has an energy harvesting device that collects energy from
ambient sources such as vibration, light, and heat. In this way,
the more costly recharging method which uses radiation is
avoided. The interaction between the battery recharge process

T
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/
Recharge
™~ E/

@ Biosensor B_/ RF power source

o
A Base station ——> Control signal

FIGURE 1: Setup of the system under study.

and transmission with different energy levels is studied in
[11]. The proposed policies utilize the sensor’s knowledge
of its current energy level and the state of the processes
governing the generation of data and battery recharge to
select the appropriate transmission mode for a given state of
the network.

4. System Model

Figure 1 shows the system under study where a mobile sub-
ject, in this case an animal, has a biosensor implanted into its
body. The biosensor has a built-in battery which is recharged
by an RF power source. The role of the biosensor is to monitor
and report interesting physiological events such as heart rate
and blood pressure. The biosensor becomes incapable of
detecting and reporting events if it does not have enough
energy for transmission under any channel condition or the
increase in its temperature exceeds a prespecified threshold.
The latter condition causes a halt in system operation to allow
the system to cool down.

Both the biosensor and RF power source are under the
control of the base station which initiates the measurement
process. The base station generates three control signals: Sleep
and Sample targeted at the biosensor and Recharge targeted at
the RF power source. The system state information is assumed
to be available to the base station before it generates a control
signal.

Mathematically, the system can be modeled as a discrete-
state system which evolves in discrete time. Therefore, the
time axis is divided into slots of equal durations At. At
the beginning of each time slot, the state of the system is
observed and a control signal is generated by the base station
accordingly. Each time slot is long enough to transmit a
complete packet carrying a measurement. Next, the elements
of the system are described.

4.1. Biosensor. A biosensor typically contains four essential
components: biorecognition, transducer, radio and battery.



The biorecognition system is made of elements such as
enzymes and antibodies whose role is to produce a physio-
chemical change which is detected and measured by the
signal transducer. The transducer carries out signal pro-
cessing tasks. The radio circuitry is responsible for wireless
communication. The battery provides power for all active
modules in the biosensor and is recharged using RF energy.
During a recharging period, the biosensor uses its radio
module to collect energy and recharge the battery. Therefore,
while its battery is being recharged, the biosensor cannot
perform sensing and communication.

The location of a biosensor represents a critical point
since it experiences the maximum temperature increase. This
is because the tissues surrounding the biosensor might be
heated continuously due to the local radiation generated by
the biosensor itself and the radiation generated by the base
station while recharging the biosensor.

In each time slot ¢, the state of the biosensor is charac-
terized by two variables which are the current temperature T,
and energy level E,. There are 7 + 1 safe temperature levels;
that is, T, € {0,1,..., 7}, where the zero temperature level
represents the normal body temperature and 7 is an upper
limit which must not be exceeded. Initially, the biosensor has
a total energy of &, which is also the capacity of its battery.
The energy required for the biosensor to successfully transmit
its measurement to the base station is determined by the
state of the wireless channel at the time of transmission. This
transmission energy is denoted by &,,, where w; is the ith
state of the wireless channel. The temperature increase due to
a transmission energy of &, units is denoted by 7, .

At the beginning of each time slot, the base station
may decide to recharge the biosensor; let it transmit its
measurement or put it into sleep. The time required for
a full recharge is random since it depends on the current
temperature and energy levels. During this time, interesting
events may occur but they will not be reported by the
biosensor since it is being recharged. Also, the biosensor may
be put into sleep for a random amount of time during which
no measurements can be produced.

At the beginning of the next time slot (i.e., t + 1),
the energy level at the biosensor is given by the following
equation:

E, it a, = Sleep
E=4E -8, ifa =Sample (5)
E,+ &, if a, = Recharge,

where g, is the action taken by the base station at time t and &,
is the amount of energy gained by the biosensor. Similarly, the
temperature of the biosensor at ¢ + 1 is given by the following
equation:

max{T, - 7,0} if a, = Sleep
T =T+ T, if a, = Sample (6)
T,+7, if a, = Recharge,
where 7, is the amount by which the temperature of the

biosensor decreases when it is put to sleep. In the same way,
I, and T, are the amounts by which the temperature of
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the biosensor increases when it is recharged and when it is
allowed to transmit its measurement, respectively. 7, and
I, can be calculated using (4). 7, is constant since the SAR
due to the base station is assumed to be constant. On the other
hand, 7, is not constant since the SAR due to the biosensor
changes with the change in transmission energy. Therefore,
before 7, can be calculated, the SAR due to the radiation
from the antenna of the biosensor is calculated using (2).
Since (2) is a function of I, it is assumed that the current (I)
corresponding to each transmission power level is known.

4.2. Wireless Channel. The communication between the
biosensor and base station occurs over a Rayleigh fading
channel with additive Gaussian noise. Hence, the instanta-
neous received Signal-to-Noise Ratio (SNR) denoted by y
is exponentially distributed with the following probability
density function [12]:

1 y
P = — - ) 7
(v) " eXP( Yo> ?)

where y, is the average received SNR.

Such a wireless channel can be modeled as a Finite-State
Markov Chain (FSMC) [13, 14]. The model can be built as
follows. For a wireless channel with K states, the state bound-
aries (i.e, SNR thresholds) are denoted by I'}, I,, . . ., Iy, Ty 1>
where I} = 0 and I'y,; = 00. The channel is said to be in state
s; if the SNR is between I} and I},,, wherei = 1,2,...,K.
It is assumed that the SNR remains the same during packet
transmission, and only transitions to the current or adjacent
states are allowed.

The steady-state probability of the ith state of the FSMC
is given by

P(s;) = exp (—%) ~ exp <—%) (8)

and thus the state transition probabilities are

N (T,,) At
P(5i+1 | Si) = —(Pl(sl)) ,

N(r;At ®)
P(siy|s)= Tls)

where N(TI}) is the average number of times per unit interval
that the SNR crosses level I; and At is the packet duration.
N(I;) can be computed using the following equation [15]:

N (L) = 2T, fue ", (10)

where f is the maximum Doppler frequency defined as f,; =
v/A with v being the speed of the subject and A being the
wavelength.

The above channel model has been verified to be precise
when the fading process is slow [13], such as in biosensor
applications.
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5. MDP Formulation

An MDP is a model of a dynamic system whose behavior
varies with time. The elements of an MDP model are the
following [16]:

(1) system states,
(2) possible actions at each system state,

(3) a reward or cost associated with each possible state-
action pair, and

(4) next state transition probabilities for each possible
state-action pair.

The solution of an MDP model (referred to as a policy)
gives a rule for choosing an action at each possible system
state. If the policy chooses an action at time ¢ depending
only on the state of the system at time t, it is referred to as
a stationary policy. An optimal stationary policy exists over
the class of all policies if every stationary policy gives rise to
an irreducible Markov chain. This means that one can limit
the attention to the class of stationary policies.

In order to obtain a policy from an MDP model, it is
necessary to form and solve the so-called optimality equation
(or Bellman’s equation). The following is the standard form of
this equation with the maximization operator [17]:

V,(s) = Igi(x) f(s,a)+ ZIP (s, s',a) V. (s') , (1)

s'eS

where 7 is the iteration index, S is the set of system states (s €
S), A(s) is the set of actions possible when the system is at
state s, f(s, a) is the reward/cost per step, [P is the system state
transition probability matrix, and V(s) is the optimal value
of the objective function when the system is started at state s
and the optimal policy is followed. Equation (11) can be solved
using the classical policy iteration, value iteration, and relative
value iteration algorithms [17]. Next, the details of the MDP
model are given.

5.1 State Set. The state of the system at time ¢ is described by
the following 3-dimensional vector:

St = (Tt’Et’Mft)’ (12)

where T,, E,, and W, are the current temperature of the
biosensor, its energy level, and transmission power required
for successful transmission at time ¢, respectively. The total
number of possible states is |S| = |T|x|E|x|W|, where | T}, |E],
and |[W| are the numbers of possible temperatures, residual
energies, and transmission energy levels, respectively.

5.2. Action Set. In each time slot, the base station chooses an
action based on the current state of the system. In each state
s, there are three possible actions:

A (s) = {Sample, Recharge, Sleep} , (13)

where the Sample action lets the biosensor generate a mea-
surement and transmit it to the base station, Recharge action

recharges the biosensor, and Sleep action puts the biosensor
into sleep.

The Sleep action can be performed at every system state.
The other two actions, however, can only be performed at
system states, where the next temperature of the biosensor
is within the safe temperature range. In addition, the Sample
action can only be performed at system states, where the
remaining energy is sufficient to make a successful transmis-
sion.

5.3. Reward Function. Since the objective is to maximize the
expected number of samples that can be generated by the
biosensor, the reward function is defined as

R (s, Sample) = 1. (14)

This means that one unit of reward is earned every time the
Sample action is performed. The long-run expected sum of
rewards represents the average number of samples that can be
generated by the biosensor with an initial energy of & units
and maximum temperature increase of T units.

5.4. Transition Probability Function. After the action taken by
the base station is performed, the system transits to a new
state according to the transition probabilities of the present
state of the wireless channel. Thus, the behavior of the system
is described by | A| transition probability matrices, and each
such matrix is of size |S| x [S|. Each matrix is denoted by
P, ;.. (a) which is the probability that choosing an action a
when in state s, will lead to state s, ;. More formally, P, ; (a)
can be written as follows:

p [5t+1 | st’at] =P [‘/Vtﬂ ”’Vt] (15)

5.5. Value Function. The problem of finding an optimal
policy for maximizing the average number of samples is
formulated as an infinite-horizon MDP using the average
reward criterion [16]. So, let V,(s,) be the expected number
of samples given that the policy 7 is used with an initial state
So- Then, the maximum expected number of samples V" (s,)
starting from state s, is given by

V™ (s0) = m;leﬂ (so) - (16)

The optimal policy " is the one that achieves the maximum
expected number of samples at all system states.

The famous value iteration algorithm [17] is used to
numerically solve the following recursive equation for n > 0:

V, (s) = ;2‘2\1()5() R(s,a) + z P (555415 @) Vit (5141)

St+1 €s

17)

In (17), the subscript n denotes the iteration index. Asn —
,V, - V*.



Simulator/environment
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FIGURE 2: Using an RL algorithm (like Q-learning), the decision-
making agent gradually learns the optimal policy. An action is
applied to the system or simulated and then the resulting reward/
cost is fed back into the knowledge base of the decision maker. The
new knowledge obtained over time helps the decision maker to make
better actions.

6. Handling Large-Size MDP Models

The size of the proposed MDP model depends on the number
of biosensor states which is a function of the number of
possible temperature and energy levels. As the number of
biosensor states increases, the process of computing the
transition probability matrices for the system becomes very
time consuming. Also, the value iteration algorithm used for
solving the MDP model becomes impractical. This section
presents two methods (namely, Q-learning and heuristics) for
handling MDP models with a large number of states.

6.1. Q-Learning. Reinforcement Learning (RL) offers an
alternative for obtaining the optimal policy at a significantly
lower computational cost. Using a simulation model of the
system under study, the decision maker in an MDP is viewed
as a learning agent whose task is to learn the optimal action
in each possible state of the system. As Figure 2 shows, the
optimal policy is learned while the system is being driven
(i.e., simulated) by the actions selected by the learning agent
which stores the results of its actions in a knowledge base.
The actions of the decision maker become better over time
as new knowledge is obtained. Eventually, the RL algorithm
converges to an optimal policy which can be used in the
physical system.

Q-Learning is an RL algorithm which was introduced
in [18]. It is used for learning from experience. It requires
that each entry in the decision-maker’s knowledge base
corresponds to a state-action pair. The value stored in each
entry is referred to as the Q-value and is a measure of the
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for i = 1 to NumEpisodes do
ps « InitialState; {E.g., [0 &, 1]}
for j = 1to Numlter do
if rand < 1 — € then
a < maxe 4,9 Q(ps, j); {rand € (0,1)}
else
a «— Random (A(ps)); {Random Action}
end if
if a == Sample then
r « 1; {Reward}
else
r « 0;
end if
ns « SimulateAction(ps, a);
Update (Q(ps, a)); {Using (18)}
ps=mns
end for
end for

ALGORITHM 1: The Q-Learning algorithm.

goodness of executing an action in a particular system state.
The Q-value for a state-action pair (s, a) is updated as follows:

Q(s,a) = Q(s,a) +«

, (18)
* (r+y* maxQ(s,j)—Q(&@)»

jEA()

where r is the immediate reward obtained after executing
action a in state s, s’ is the next state, and A(s') is the set of
possible actions in state s". « and y denote the learning rate
and discount factor (0 < y < 1), respectively.

The Q-learning algorithm is shown as Algorithm 1. The
interaction between the learning agent and the simulator (or
environment) is divided into episodes. In each episode, the
system transits through a sequence of states. The length of
this sequence is controlled by the parameter NumIter which
is the number of simulated time slots. In each simulated time
slot, based on the current state of the system, the learner
chooses an action either based on the e-policy or randomly. If
the former is selected, the action with the highest Q-value is
selected. After that, if the action is Sample, a reward of one
unit is earned; otherwise, the reward is zero. The action is
then simulated and the next system state is observed. Next,
the Q-value is updated using (18). Also, the new system state
becomes the current one and the cycle repeats.

Although Q-learning is theoretically guaranteed to obtain
an optimal policy, it requires that each state-action pair be
tried infinitely often in order to learn the optimal policy. The
quality of the learned policy depends on how much time is
spent in learning and if every state-action pair can be tried.
On the other hand, depending on the application, a certain
percental difference between the learned and optimal policies
might be tolerated. This is because the system states differ
in the likelihood of being visited. Thus, a default action (like
Sleep) can be assigned to system states with a low likelihood
of being visited.
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S: Set of possible systemstates
A: Set of possible actions at
each system state
fori=1to|S| do
if Action (i, Sample) is True then
Policy(i) = Sample
else if Action (i, Recharge) is True then
Policy(i) = Recharge
else
Policy(i) = Sleep
end if
end for

Require:

ALGORITHM 2: Greedy policy.

S: Set of possible system states

Require: A: Set of possible actions at
each system state
a=T/t
B =E/E,

for i = 1to |S| do
if Action (i, Sample) is True and & < 3 then
Policy (i) = Sample
else if Action (i, Recharge) is True and « > f3 then
Policy (i) = Recharge
else
Policy (i) = Sleep
end if
end for

ALGorITHM 3: Heuristic policy.

6.2. Heuristic. Since it is difficult to describe the structure
of the optimal policy, a heuristic policy is proposed in this
section. The goal is to design a policy which mimics the
behavior of the optimal policy as close as possible. However,
before presenting such a policy, a greedy one is given to
provide insight into the design of any heuristic policy.

The greedy policy is computed using Algorithm 2. The
inputs to this algorithm are the set of possible system states
and the set of feasible actions for each system state. The
computed policy is greedy in the sense that for each system
state, the feasibility of actions is checked in the following
order: Sample, Recharge, and then Sleep. The first feasible
action is associated with the corresponding system state.

As will be shown by simulations in the next section,
the greedy policy is poor since it is based on a fixed order
of actions. Therefore, Algorithm 2 needs to be extended
to allow for a dynamic selection of actions. This objective
is accomplished by introducing two control parameters: «
and . With these two control parameters, the Sample
and Recharge actions are not selected in a specific order
or whenever they are feasible. Algorithm 3 shows how the
control parameters and new heuristic policy are computed.

The essence of Algorithm 3 is as follows. If the current
temperature (denoted by T) of the biosensor is low and

TABLE 1: Values assigned to the parameters of the example and Q-
learning algorithm.

Parameter Value
At 0.25ms
fa 60Hz
&, 5
Example T 5
8> S, 1,2
T v T w, 1,2
T, 1
T, 1
&, 1
NumEpisodes 100
Q-Learning Numlter 10000
€ 0.5
o 0.2
y 0.1

its current energy level (denoted by E) is high, then the
condition « < f would more likely be true and thus the
Sample action could be executed. However, this would not be
the case when the available energy is very close to zero. In this
case, the opposite condition (i.e., « > f3) would more likely be
true and thus a Recharge could be performed. If neither of the
two conditions is true, the biosensor is put to sleep and thus
its temperature decreases.

7. Numerical and Simulation Results

In this section, an example is first presented to illustrate
the viability of the proposed MDP model. Then, the per-
formance of the optimal policy is compared to that of the
approximate policies using simulation. The impact of various
system parameters on the performance of the system is also
evaluated. The simulation was performed using a simulator
written in Matlab [19]. Each simulation was run for a duration
0f 100000 time slots, and each data point is the average of 10
simulation runs. The number of channel states (W) is four,
and the channel state boundaries are randomly generated.

7.1 Illustrative Example. In this example, a wireless channel
with two states is considered. The channel state transition
probabilities are calculated using (9). Table 1 shows the values
of the parameters involved. Figures 3(a) and 3(b) show the
expected number of samples when there is no recharge
and when recharge is allowed, respectively. The expected
number of samples is expressed as a function of the maximum
safe temperature level (7) and initial energy (&,). The first
observation is that if recharge is allowed, more samples are
expected to be generated by the biosensor. In the case when
recharge is not allowed, the expected number of samples is
limited only by the amount of initial energy. This is confirmed
by Figure 3(a) where for the same initial energy, the same
expected number of samples is obtained when 7 is varied.
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FIGURE 4: Optimal policy for 7 = 5 and &, = 5. Actions 1, 2, and 3 denote Sample, Recharge, and Sleep, respectively. (a) Policy for channel

state 1. (b) Policy for channel state 2.

When recharge is allowed, the maximum safe tempera-
ture level (1) plays a critical role. This is due to the temper-
ature increase caused by the recharge action. In Figure 3(b),
for the same initial energy, the expected number of samples
increases as T is varied. Increasing 7 enables the Recharge
action to be performed more often. On the other hand,
as one would expect, if 7 is fixed and (&) is varied, the
expected number of samples slightly increases when 7 is
small. However, when 7 is large (>6), the maximum possible
expected number of samples can be achieved when &, is at
its maximum value. Therefore, for this particular example, if
&, = 10, the optimal value for 7 is 6.

Figures 4(a) and 4(b) show the optimal action for each
possible system state. In Figure 4(a), for channel state 1, the
Sample action is performed in 70% of the system states.
The Sleep action is performed whenever the temperature
reaches the maximum safe level (7), and the Recharge action

is performed when the remaining energy is zero and the
temperature is below 7.

By contrast, in Figure 4(b), for channel state 2, the Sample
action is performed only once at the initial system state. For
this channel state, due to the higher cost of transmission,
the biosensor is put in the sleep mode most of the time.
However, since the cost of the Recharge action is independent
of the channel state, the system recharges itself more often
to enable more samples to be generated when the wireless
channel switches to a state with a lesser transmission energy
requirement (i.e., channel state 1).

7.2. Comparative Analysis. In order to be able to appreciate
the merit of any approximate policy, a more meaningful
performance criterion is needed. In this work, the average
number of time slots needed to generate a sample is used
as a criterion to distinguish between the different policies
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FIGURE 5: Average number of time slots needed to generate a sample
when 7 is fixed at five and &, is varied.

available to run a system. It is calculated as the total simula-
tion time divided by the average number of samples generated
by the system while being operated by a certain policy. This
measure takes into account the effect of the Recharge and
Sleep actions.

For example, consider Figure 5. In this figure, 7 is fixed at
five while &, is varied. The greedy policy is very costly since
it requires the largest amount of time before a sample can be
generated. The difference in the amount of time required by
the heuristic policy and that required by the optimal policy
stays around two time slots. This is a 75% reduction in time
when compared to the greedy policy. The Q policy is the
best approximate policy. On average, the difference with the
optimal policy stays around 1.1 time slots.

Figure 6 shows the amount of time required to generate
a sample when &, is fixed at five and 7 is varied. In this
figure, when 7 = 1, the greedy policy outperforms both the
Q policy and heuristic policy. A difference of three time slots
is observed. This can be explained as follows. In the Q and
heuristic policies, the Recharge action can be performed in
one state only (i.e.,, when T = E = 0). On the other hand,
with the greedy policy, the Recharge action can be performed
in more than one state (i.e., whenever T = 0). This, of course,
leads to a reduction in the average amount of time needed
to generate a sample. Other than that, for 7 > 2, the Q and
heuristic policies are always better than the greedy policy, and
their performance is close to that of the optimal policy.

8. Conclusions

The increase in temperature due to the heat generated by
biosensors is a limiting factor in the operation of biosensor
networks. This problem can be modeled as a stochastic
control problem using the framework of Markov decision
processes. The solution is an optimal policy which ensures
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FIGURE 6: Average number of time slots needed to generate a sample
when & is fixed at five and 7 is varied.

that the maximum safe temperature level is not exceeded.
In order to handle large-size MDP models, it is shown how
Q-learning can be used for obtaining the optimal policy. In
addition, a heuristic policy is proposed. Its performance is
comparable to that of the policies obtained by the MDP model
and Q-learning.

This work can be extended in the following directions.
First, the scenario of more than one rechargeable biosensor
should be studied. In this case, the number of possible
system states is exponentially huge. Thus, techniques for
eliminating equivalent states would be necessary. Second,
the performance of other reinforcement learning techniques
should be investigated, especially for models with a huge
state space. Third, algorithms for computing better heuristic
policies should be developed to mitigate the problem of
finding better approximate policies.
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Biological sensors are a very promising technology that will take healthcare to the next level. However, there are obstacles that must
be overcome before the full potential of this technology can be realized. One such obstacle is that the heat generated by biological
sensors implanted into a human body might damage the tissues around them. Dynamic sensor scheduling is one way to manage
and evenly distribute the generated heat. In this paper, the dynamic sensor scheduling problem is formulated as a Markov decision
process (MDP). Unlike previous works, the temperature increase in the tissues caused by the generated heat is incorporated into the
model. The solution of the model gives an optimal policy that when executed will result in the maximum possible network lifetime
under a constraint on the maximum temperature level tolerable by the patient’s body. In order to obtain the optimal policy in a
lesser amount of time, two specific types of states are aggregated to produce a considerably smaller MDP model equivalent to the
original one. Numerical and simulation results are presented to show the validity of the model and superiority of the optimal policy

produced by it when compared with two policies one of which is specifically designed for biological wireless sensor networks.

1. Introduction

Biological wireless sensor networks (BWSNs) are networks
made up of biological sensors (biosensors, for short) which are
tiny wireless devices attached or implanted into the body of a
human or animal to monitor and control biological processes.
They have originated because of the need to improve and
modernize healthcare. The sensing elements in biosensors are
biological materials such as enzymes and antibodies. They are
integrated into transducers for producing electrical signals in
response to biological reactions and changes.

A famous application of BWSNs is the geodesic sensor
network developed by EGI corporation [1]. In this applica-
tion, a cap-based system of electrodes is worn by a patient for
continuous brain monitoring. Figure 1 shows a girl wearing
a geodesic sensor network. The sensor network collects
electroencephalographical (EEG) measurements of the brain
and delivers them to a controller which processes them and
displays the results. Another example is glucose biosensors
which monitor the blood glucose level in a diabetic patient.

They can be used to optimally control the infusion of insulin
into the patient or to initiate a prompt medical intervention.
An example of glucose biosensors can be found in [2].

In addition to being energy-constrained, biosensors are
also temperature-constrained. This is due to the heat gener-
ated as a result of their operation in temperature-sensitive
environments like the human body. Radiation which is
mainly due to wireless communication is the major source
of heat. (Another major source of heat is the radiation due to
RF recharging in rechargeable BWSNs. This source of heat is
not considered here since we are assuming nonrechargeable
biosensors.) The tissues surrounding biosensors absorb the
RF energy which gets transformed into heat. This effect is
balanced by the human thermoregulatory system. However,
if the generated heat is larger than what can be drained, the
temperature of the tissues rises. If the blood flow is not suffi-
cient, the affected tissues might be damaged.

Thermal effects caused by biosensors are a major obstacle
in the road to realizing the full vision for BWSNs. These
effects can be mitigated through the use of effective thermal



FIGURE 1: A girl wearing a geodesic sensor network [1].

management techniques. One such technique is the dynamic
scheduling of the transmission of biosensor measurements.
As will be shown, this technique is very effective in reducing
the temperature rise in the tissues due to heating. In this
paper, the thermal management problem in BWSNs is stud-
ied. It is shown how it can be modeled as a stochastic control
problem. Randomness is present due to the random behavior
of the wireless channel between biosensors and the base
station where measurements are collected and processed.

Toward that end, the framework of MDPs is used to build
a mathematical model of the BWSNs under study. The model
is then solved to obtain a policy which dictates how the BWSN
should be operated in order to avoid a hazardous temperature
increase. The obtained policy can achieve the best balance
between transmission energy consumption and temperature
increase. It also results in the minimum temperature increase
when compared to existing policies.

In order to reduce the size of the MDP model, state aggre-
gation is used. Two classes of system states are identified.
A considerable reduction in the size of the MDP model is
achieved when the states in these two classes are aggregated.
The equivalence of the reduced MDP model to the original
one is established and the reduction in model size is shown.
A reduction of as high as 79% can be achieved.

The remainder of the paper is organized as follows. First,
the necessary background information is given. Second, the
available literature is briefly reviewed. Third, the system
under study is described. Then, its MDP model is presented.
After that, the minimization of the size of the MDP model
using state aggregation is discussed. Then, numerical and
simulation results are presented within the context of an
example to illustrate the viability of the MDP model. Finally,
conclusions and directions for further research are given.

2. Background

This section presents the necessary information to under-
stand how temperature increase is calculated. It also briefly
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explains MDPs and points out some approaches for handling
their state explosion problem.

2.1. Calculating Temperature Increase. RF signals used for
wireless communication and recharge of implanted biosen-
sors produce electrical and magnetic fields. When a human
gets exposed to electromagnetic fields, the absorbed radiation
gets converted into heat which manifests itself as a tempera-
ture increase inside the tissues. This phenomenon is balanced
by the human thermoregulatory system. If the generated heat
is larger than what can be drained, the temperature of the
tissues will rise. The tissues might be damaged if the generated
heat cannot be regulated by the blood circulation system.

The level of radiation absorbed by the human body
when exposed to RF radiation is measured by the specific
absorption rate (SAR) which is expressed in units of watts
per kilogram (W/Kg). SAR records the rate at which radiation
energy is absorbed per unit mass of tissue [3]. SAR is a point
quantity. That is, its value varies from one location to another.
SAR in the near field (i.e., the space around the antenna of
the biosensor) causes the heating of the tissue surrounding
the biosensor. It is a function of the current provided to the
antenna of the biosensor. As an example to appreciate the
importance of this measure, it was reported in [4] that an
exposure to an SAR of 8 W/Kg in any gram of tissue in the
head for 15 minutes may result in tissue damage.

The Pennes’s bioheat equation [5] is the standard for cal-
culating the temperature increase in the body due to heating.
This equation can be transformed into a discrete form by
using the finite-difference time-domain (FDTD) method [6].
Basically, the area under consideration is divided into cells
and the temperature is evaluated in a grid of points defined at
the centers of the cells. It is assumed that the temperature of
the surrounding cell points is the normal body temperature
(i.e,37°C).

2.2. Markov Decision Processes. An MDP is a model of a
dynamic system whose behavior varies with time. The ele-
ments of an MDP model are the following [7]:

(1) system states,
(2) possible actions at each system state,

(3) a reward or cost associated with each possible state-
action pair,

(4) next state transition probabilities for each possible
state-action pair.

The solution of an MDP model (referred to as a policy)
gives a rule for choosing an action at each possible system
state. If the policy chooses an action at time ¢ depending
only on the state of the system at time ¢, it is referred to as
a stationary policy. An optimal stationary policy exists over
the class of all policies if every stationary policy gives rise to
an irreducible Markov chain. This means that one can limit
the attention to the class of stationary policies.

An interesting class of MDPs is the class of MDPs with a
terminating state. This state is reached with probability one
in a finite number of steps. The number of steps represents
the lifetime of the Markovian process induced by the MDP
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model (hence, the lifetime of the modeled system). The
solution of the model is a policy which drives the system into
the terminating state while optimizing an objective function
which may include the lifetime of the system as a parameter.

In order to obtain a policy from an MDP model, it is nec-
essary to form and solve the so-called optimality equation (or
Bellman equation). The following is the standard form of this
equation with the maximization operator [8]:

V,(s) = argi(isi) f(s,a)+ Z P (s, s, a) V. (s’) , (D)

s'eS

where # is the iteration index, S is the set of system states (s €
S), A(s) is the set of actions possible when the system is at
state s, f(s, a) is the reward/cost per step, [P is the system state
transition probability matrix, and V' (s) is the optimal value of
the objective function when the system is started at state s and
the optimal policy is followed.

Equation (1) can be solved using the classical policy itera-
tion, value iteration, and relative value iteration algorithms
[8]. However, these algorithms become impractical when
the number of system states is large. In such situations, one
typically resorts to approximate techniques such as in [9-12].
Another solution for the problem of state explosion is state
aggregation [13-17]. In this technique, using some notion of
equivalence, equivalent states are combined into one class
which is represented by a single state in the reduced MDP
model. The new MDP model is equivalent to the original
one but with significantly fewer states. In this paper, this
technique is used to aggregate two kinds of system states.

3. Related Work

The research on the possible biological effects caused by
biosensors and how to mitigate those effects is very recent.
Most of the existing research deals with other technical
issues such as energy efficiency and quality of service. In this
section, we briefly review the limited available literature.

The effect of leadership rotation on a cluster-based bio-
logical WSN was studied in [18]. It was observed that rotating
the role of which node collects measurements from other
sensors and delivers them to the base station can significantly
reduce the temperature increase in tissues due to wireless
communication. The computation of an optimal rotation
sequence involves using the Pennes’s bioheat equation [5]
and the finite-difference time-domain (FDTD) method [6] to
calculate the temperature increase due to a sequence. Because
of its time requirement, the authors proposed another scheme
to calculate the temperature increase. It is referred to as the
temperature increase potential (TIP). It efficiently estimates
the temperature increase of a sequence. Using this scheme
and a genetic algorithm, they were able to find the minimum
temperature increase rotation sequence. They, however, did
not consider the effect of the wireless channel and limited
energy.

The issue of routing in biological WSNs was studied in
[19]. The authors proposed a thermal-aware routing protocol
that routes the data away from high temperature areas
referred to as hot spots. The location of a biosensor becomes

a hot spot if the temperature of the biosensor exceeds a
predefined threshold. The proposed protocol achieves a better
balance of temperature increase and shows the capability of
load balance.

In [20], the sensor scheduling problem is formulated as
an MDP. The objective is to find an operating policy that
maximizes the network lifetime. The state of a sensor is
characterized by its current energy level only. Three kinds
of channel state information are considered: global, channel
statistics, and local. Considering only the energy level at each
sensor gives rise to an acyclic (i.e., loop-free) transition graph
which enables the MDP model to converge in one iteration.
On the other hand, if the temperature of each sensor is
included in the model, the transition graph of the underlying
MDP becomes cyclic. This is because when the sensor cools
down (i.e., its temperature decreases), it transitions back to a
less hot state. An MDP model whose transition graph is cyclic
needs more time to converge.

Dynamic sensor activation in networks of rechargeable
sensors is considered in [21]. The objective is to find an acti-
vation policy that maximizes the event detection probability
under the constraint of slow rate of recharge of the sensor.
The state of the system is characterized by the energy level of
the sensor and whether or not an event would occur in the
next time slot. The recharge event is random and recharges
the sensor with a constant charge. The model does not include
the state of the wireless channel which is very crucial when
temperature is considered.

Body sensor networks [22] with energy harvesting capa-
bilities are another kind of WSNs in which each sensor has an
energy harvesting device that collects energy from ambient
sources such as vibration, light, and heat. In this way, the more
costly recharging method which uses radiation is avoided.
The interaction between the battery recharge process and
transmission with different energy levels is studied in [23].
The proposed policies utilize the sensor’s knowledge of its
current energy level and the state of the processes governing
the generation of data and battery recharge to select the
appropriate transmission mode for a given state of the
network.

4. System Model

Figure 2 shows a BWSN consisting of three biosensors
implanted into the body of a patient. The biosensors commu-
nicate with an access point (or base station) over a wireless
channel. The wireless access point initiates the data collection
process by determining which biosensor is going to transmit
the next measurement. A biosensor is selected for transmis-
sion based on the current network state and some policies.
The wireless access point is assumed to know the global
channel state information (CSI) of the wireless channel and
the state of each biosensor at each point in time. It is assumed
that the instantaneous received signal-to-noise ratio (SNR)
fully characterizes the state of the wireless channel.

The setup in Figure 2 can mathematically be modeled as
a discrete-state system which evolves in discrete time. Thus,
the time axis is divided into slots of equal duration AT and
time t € Z" is the time interval [tAT, (t + 1)AT). The state
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FIGURE 2: A patient with three biosensors implanted into his body.

of the system represents its condition at the beginning of a
time slot. Control (i.e., which biosensor to choose next) can
only be exercised at the beginning of a time slot and not
at any other time during the slot. For example, the current
temperature and remaining energy of each biosensor and the
CSI of the wireless channel are used to represent the state of
the system in Figure 2. Also, the number of biosensors is used
to represent the number of possible control actions that can
be used to control the evolution of the system.

The system in Figure 2 works as follows. At the beginning
of each time slot, a biosensor is selected by the base station
to transmit its measurement. As a result, the energy and
temperature of the selected biosensor change according to
its transmission energy requirement which is determined by
the state of the wireless channel. Also, the temperature of the
neighbors of the selected biosensor increases based on the
amount of energy used in the transmission. On the other
hand, the temperature of the nonneighboring biosensors
decreases. The change in the temperature of the biosensors
can be calculated using the Pennes’s bioheat equation and the
FDTD method (for more details, see Section 2.1.). However,
due to the large simulation time required before the tem-
perature change reaches a steady state, this approach is not
followed here. Instead, the temperature decrease is assumed
to be a constant reduction which occurs whenever the
biosensor is not transmitting and not a neighbor of a trans-
mitting biosensor. The temperature increase is also assumed
to be directly proportional to the energy consumed by the
transmitting biosensor.

Clearly, from the previous description, the location of a
biosensor represents a critical point since it experiences the
maximum temperature increase. This is because the tissues
surrounding a biosensor might be heated continuously due
to the local radiation generated by the biosensor itself and the
radiation generated by its neighbors.

Let x be the set of biosensors which have been surgically
implanted in the body of a patient and at known locations.
Also, let Y; be the set of biosensors which are neighbors to
biosensor i. Different criteria can be used to compute this
set. In this work, the Euclidean distance between biosensors
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is used. Each biosensor i € x has a battery with an initial
energy of &, and a maximum safe temperature level T which
must not be exceeded. In each time slot ¢, the state of a
biosensor i is characterized by two variables which are the
current temperature T,(i) and remaining energy E,(i). The
energy required for a biosensor i to successfully transmit
its measurement to the base station is determined by the
state of the wireless channel in time slot ¢ in which it is
scheduled. This transmission energy is a random variable that
is denoted by W, (i) and is IID over all sensors and time slots.
Due to hardware and power limitations, W, (i) is discretely
distributed over a finite set {¢, €,,..., €, }, where 0 < €; < ¢, <
-++ < € < oo and g, is the energy consumed by a biosensor
in transmitting its measurement at the jth power level.

At the end of each time slot, the energy level at each
biosensor i is given by the following equation:

E, (i)
E, (i) = W, (a)

ifia
ifi = a,

E., (1) = { (2)

where a is the index of the sensor selected for transmission.
Similarly, the temperature of each biosensor i is given by the
following equation:

F (T, (), W, (a))
T, (i) -«

ifi=alicY,

3
ifita&i¢Y, )

Ty (1) = {

where & is a function of the transmission power and current
temperature of the sensor scheduled for transmission and «
is the amount by which the temperature of a nonneighboring
sensor decreases. The symbol | denotes the logical OR
operator. It should be noted that the change in temperature
experienced by the scheduled biosensor and its neighbors is
assumed to be the same. This is a realistic assumption since
biosensors in the same neighborhood experience the same
amount of radiation.

Finally, the communication between the biosensor and
base station occurs over a Rayleigh fading channel with
additive Gaussian noise. Hence, the instantaneous received
SNR denoted by y is exponentially distributed with the
following probability density function [24]:

_ 1 Y )
p =—exp|l—-——], 4
()= e (-1 @
where y, is the average received SNR.

Such a wireless channel can be modeled as a finite-state
Markov chain (FSMC) [25, 26]. The model can be built as
follows. For a wireless channel with K states, the state bound-
aries (i.e, SNR thresholds) are denoted by I}, I,, . .., I, Ty
where I} = 0 and I'y,; = 00. The channel is said to be in
state s; if the SNR is between I; and I, ; wherei = 1,2,..., K.
It is assumed that the SNR remains the same during packet
transmission and only transitions to the current or adjacent
states are allowed.

The steady-state probability of the ith state of the FSMC
is given by

ren(B)-en( ) o

()} Yo
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and thus the state transition probabilities are

P(sii |s) = %
N(r;At ©
P(siy|s;)= Tls)

where N(TI}) is the average number of times per unit interval
that the SNR crosses level I; and At is the packet duration.
N(TI;) can be computed using the following equation [27]:

N () = 27T, fze ", )

where f is the maximum Doppler frequency defined as f; =
v/A with v being the speed of the subject and A being the
wavelength.

Therefore, the transmission energy requirement for a
biosensor i follows a Markov chain with L states and transi-
tion probabilities P[W,, (i) = w' | W, (i) = w], where w, w e
{e]-}]L.zl. This channel model has been verified to be precise
when the fading process is slow [25] such as in biosensor
applications.

5. MDP Model

5.1. Formulation. The purpose of the MDP formulation of the
system described in the previous section is to find a policy
7 that prescribes the best action to take in each state of the
system so as to maximize the long-term expected lifetime of
the system. The policy 7 is a stationary policy which means
that it is independent of time and depends only on the state
of the system. Next, we give the details of the MDP model.

5.1.1. State Set. 'The state of the system with |II| biosensors at
time ¢ is described by a (3 x |II|)-dimensional vector. That is,

se= {(T, (1), E, (1), W, (1), (T} (2), E, 2), W, (2)),...,
(T, (ITI), E, (|T1]), W, (|TT]))} .

(8)
Let Sbe the set of possible system states. Then, the number
of possible system states is |S| = ITI™ % |E|™ % jw T

where |T|, |E|, and |[W| are the numbers of possible tem-
peratures, residual energies, and transmission energy levels,
respectively.

The system enters a terminating state when any one of the
following two conditions is true:

(1) temperature of any biosensor is harmful (i.e., T,(i) >
T, where 7 is a maximum threshold on the allowed
temperature increase);

(2) a biosensor cannot transmit its measurement due to
lack of enough energy (ie., E,(i) < W,(i)) (this
condition also accounts for the case when E, (i) = 0).

Once the system is in a terminating state, the system
must be halted to protect the patient. The system can then be
restored to an initial state by recharging the biosensors and
letting them cool down.

5.1.2. Action Set. In each time slot, based on the current
state of the system, the base station chooses an action (i.e., a
biosensor to transmit its measurement). The set of possible
actions consists of the indexes of all biosensors. In other
words, the set of actions available in each state s € Sis A(s) =
{1,2,..., |11}

5.1.3. Reward Function. Let R(s,a) be the instantaneous
reward earned by the network due to action a € A(s) when
the system is in state s € S. Since the goal is to maximize
the expected network lifetime, the reward function can be
defined as

R(s,a) =1 9)

which assigns a unit reward to each time slot as long as
the network is in a nonterminating state. Therefore, the
expected sum of rewards obtained before the network reaches
a terminating state represents the network lifetime. It should
be pointed out that the expectation is taken over all possible
state sequences generated by a given policy.

5.1.4. Transition Probability Function. The behavior of the
system is described by |A| [S| x |S| transition probability
matrices. Each matrix is denoted by P, ; (a) which is the
probability that choosing an action a when in state s, will
lead to state s,,. More formally, P, | (a) can be rewritten
as follows:

P s | spa=k] = [[{P[T O I T, (), W, (), = k]

iell
X P[E,,, (i) | E; (i), W, (i),a = k]

x P[Wy, () | W, ()]}
(10)

5.1.5. Value Function. The thermal management problem is
formulated as an infinite-horizon MDP using the average
reward criterion [7]. So, let V,(s,) be the expected network
lifetime given that the policy 7 is used with an initial state
So- Then, the maximum expected network lifetime V™ (s,)
starting from state s, is given by

V7 (s) = max V,, (s0) - (11)

The optimal policy 7" is the one that achieves the maxi-
mum expected network lifetime at all nonterminating states.
Hence, it gives the optimal sensor transmission schedule.

The relative value iteration (RVI) algorithm [8] is used to
numerically solve the following recursive equation for n > 0:

Va(9) = max | R(s,@) + D) P (st501:@) Vios (520)

5t41€S

(12)

In (12), the subscript n denotes the iteration index. As
n— ooV, - V"
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FIGURE 3: Excerpt of the system state space showing three classes of states.

5.2. Minimizing the Size of the MDP Model through State
Aggregation. The large state space of the MDP model makes
the computation of the optimal policy a highly intensive
process and thus only feasible for small-scale networks. This
is due to the storage and runtime requirements which are
both functions of the number of possible system states. State
aggregation can be used to mitigate this problem. With this
technique, the state space is partitioned and the states belong-
ing to the same partition are aggregated into one new state.
Partitioning is performed by using some notion of equiv-
alence between system states. The final result is a reduced
MDP model with the same properties as the original one but
significantly fewer states.

In this work, the definition of state equivalence in MDPs
introduced in [14] is utilized. This definition can be stated as
follows.

Definition 1 (state equivalence [14]). Two states are equivalent
if and only if for every action:

(1) they achieve the same immediate reward,

(2) they transit to the same next states with the same tran-
sition probabilities.

For example, consider Figure 3 which shows an excerpt
of the state space of an instance of the MDP model of the
system in Figure 2. In this case, 7 and & are both 4. The
state space has a tree-like structure in which the root is the
initial state and the leaves are the terminating states. Two
important classes of states are the class of terminating states
and the class of final valid states (the name is just a convention
to indicate that the final working state of the system before
entering a terminating state always belongs to this class of
states). In the former, the states are equivalent since for each
action, no reward is generated and the next state is the same
as the present one with a probability of one. This class of
states can be identified in O(|S]) time. Similarly, in the latter,
the states are equivalent since for each action, a reward of
one unit is generated and the next state is a terminating state

with probability one. This class of states can be identified in
O(|S||IT]) time. Additional classes of states can be identified
in O(|S)*|I1]) time. However, this is very costly in practice
due to the huge number of states. Therefore, we consider only
the classes of final valid states and terminating states since
they are not costly to compute and provide a considerable
reduction in the size of the MDP model.

The following theorem asserts that system states identi-
fied as final valid (terminating) are equivalent and thus can
be represented by one final valid (terminating) state in the
reduced MDP model.

Theorem 2. The system states in the class of final valid states
(terminating states) are equivalent.

Proof. We provide the proof for any two system states
belonging to the class of final valid states. The proof for any
two states belonging to the class of terminating states is the
same.

By definition, a valid system state is one at which each
biosensor can make a transmission (i.e., all actions are
possible). Also, by definition, a final valid system state is one
at which the execution of an action generates a reward of one
unit and causes the system to enter a terminating state. Since
all terminating states are equivalent, the system transits to a
terminating state with a probability of one. O

The equivalence of the optimal policy produced by solv-
ing the reduced MDP model is established by the following
theorem.

Theorem 3. The reduced MDP model produced by combining
the final valid states and terminating states induces an optimal
policy for the original MDP model.

Proof. Let S* be the new reduced set of system states. Also,
let i and j be two equivalent system states such thati € S
and j € §". Using mathematical induction, it can be shown
that i and j have the same optimal value. First, we start with
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TaBLE I: Reduction in the number of system states when terminating
states and final valid states are aggregated. The number of biosensors
is 3. 7 and L are 7 and 2, respectively.

Reduced no. of Percentage of

&, Total no. of states

states reduction
5 884736 184319 79.17
6 1404928 341802 75.67
7 2097152 569849 72.83
8 2985984 881510 70.48
9 4096000 1289835 68.51
10 5451776 1807874 66.84

the base case where n = 0 and V, (k) = 0 for all k € S*. In this
case, the optimal value for any state is just the reward for that
state; that is, V; (k) = max,¢ 54 R(k, a). Since states i and j are
equivalent, it is implied that R(i,a) = R(j,a) foralla € A and
thus V(i) = V;(j). This proves the base case.

For the inductive case (i.e., n > 2), using the induction
hypothesis, the following can be shown for states i and j:

V,(j)=
0=,

RGa)+ Y PGk a)V, <k>]

keS*

R(i,a)+ Y P(i,ka)V, (k)]

= max
acA(i) Kes*
=max [R(G,a)+ )Y PG La)V,_ ()| =V,3{).
max | R (i,a) é (,La)V, () (i)
(13)

This proves the inductive case. Therefore, it can now be
established that any optimal action for state j € S* is also
an optimal action for state i € S. O

Table 1 shows the percentage reduction obtained for a
network with three biosensors. & is varied while fixing 7
and L at 7 and 2, respectively. This considerable reduction is
achieved just by aggregating the final valid and terminating
states. Clearly, most of the system states fall into these
two classes of system states. This can be attributed to the
fact that the state space of the MDP model has a tree-like
structure in which the number of leaf nodes representing
terminating states is substantially large. The next substantially
large number is the number of final valid states.

6. Numerical and Simulation Results

The numerical and simulation results are obtained by using
the following example. Consider again the biosensor network
shown in Figure 2. The biosensors are indexed from one to
three. The neighbors of each biosensor are as follows:

(i) Q1 = {2},
(ii) Q, = {1,3},
(i) Q = {2}.

Expected network lifetime

8 9 10

Initial energy

—— T =3
—a8— Tmax = 5

46— Thax =8

FIGURE 4: Expected network lifetime versus initial energy for
different values of 7.

Also, the & function in (3) is defined for each biosensor
ias

F (T, (), W, @) = T, () + W, (a). (14)

The channel for each biosensor is modeled as a two-state
Markov chain whose state boundary is randomly generated.
A biosensor requires €, units of energy to successfully
transmit its measurement when its channel is in state k €
{1,2}. It is assumed that ¢, = k. The transition probability
matrix is

02 0.8
[0.6 0.4] ' 15

The MDP model of the biosensor network is solved using the
RVI algorithm. The initial state of the network is assumed
to be {(0, &, 1), (0, &y, 1), (0, &, 1)}. The expected network
lifetime is the value calculated by the RVI algorithm for the
initial state.

Figure 4 shows the expected network lifetime for dif-
ferent levels of initial energy (&,) and maximum allowed
temperature increase (7). For example, for 7 = 3 (ie., a
maximum temperature of three units is allowed), the maxi-
mum expected network lifetime is 2.875. This can be achieved
with an initial energy of 4 units. As the curve for r = 3
shows, increasing the initial energy will not increase the
expected lifetime due to the limit on the maximum allowed
temperature increase.

The initial energy of a biosensor might also become a lim-
iting factor. For example, for 7 = 8, & limits the maximum
expected lifetime over the range of initial energies from 2 to 6.
After that, T becomes the limiting factor. In this example, the
maximum expected network lifetime which can be achieved
with 7 = 8 is 7.265 with an initial energy of 7 units.



Another interesting issue is the amount of energy which
remains in biosensors after the system is halted due to a high
temperature increase. For example, from Figure 4, it can be
seen that for &, = 4, increasing 7 leads to a noticeable
increase in the expected lifetime of the network. This indi-
cates that the amount of initial energy must be determined
carefully. This is because an excessive amount of remaining
energy means that the patient has been exposed to an unnec-
essary temperature increase when the biosensors implanted
in his body were charged. Thus, the measurement process has
been started on already heated organs.

Figure 5 shows the actions the optimal policy makes when
the remaining energy at each biosensor is fixed at three and
the transmission energies of biosensors 1 and 2 are both two
and that of biosensor 3 is one. &, and 7 are both 5. After
analyzing the data, it is found that biosensor 3 is selected for
transmission in 64% of the system states since it results in the
minimum temperature increase. This is obvious since only
one unit of energy is required for a successful transmission
and the size of its neighborhood is one. Biosensor 2 is
never selected. Biosensor 1, however, is selected when the
temperature at biosensor 3 or its neighbor (biosensor 2) is
4. This is because if any one of them is selected, the system
will enter a terminating state. So, biosensor 1 is selected to let
biosensor 3 cool down and thus lengthen the network lifetime
or to distribute heat evenly if the network is going to enter a
terminating state.

Next, the biosensor network is simulated to compare the
performance of the optimal policy with that of the TIP-based
and most residual energy policies. Also, the impact of varying
the initial energy and maximum safe temperature level is
evaluated. The simulator is written in Matlab [28] and each
data point is the average of 1000 simulation runs. The TIP-
based policy (or the optimal rotation sequence) is computed
as described in [18]. The optimal sequence is (3,1,2). The
peak potential is 0.148 and is experienced by biosensor 2.
On the other hand, the most residual energy policy selects
the biosensor whose transmission will result in the smallest
reduction in energy.

First, the impact of varying the initial energy on the
network lifetime is studied using simulation. Figure 6 shows
the simulated lifetime of the biosensor network when the
initial energy is varied from 2 to 10. Essentially, the network
lifetime increases as the initial energy increases. However,
after a threshold (around 4), the lifetime curve starts to level
off for all policies. This is because the limit on the maximum
allowed temperature increase is reached. Therefore, unless 7 is
increased, the average network lifetime will not increase with
the increase of the initial energy.

Figure 6 also shows that the optimal policy outperforms
the other two policies. The TIP-based policy performs the
worst. The main reason for its poor performance is that
the TIP-based policy does not account for the effects of
the wireless channel. On the other hand, the policy based
on the most residual energy performs better than the TIP-
based policy. This is because it always chooses the sensor
which consumes the least amount of energy for transmission.
Hence, the gap between its curve and that of the optimal
policy is smaller. Nevertheless, its performance cannot reach
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Temperature at biosensor 3

* Biosensor 1
® Biosensor 3

F1GURE 5: Optimal actions when E(1) = E(2) = E(3) = 3, W(1) =
W(2)=2andW(3)=1,T=5and &, = 5.

Simulated network lifetime

1 2 3 4 5 6 7 8 9
Initial energy
—— Optimal policy

—e— TIP-based
—=— Most residual energy

FIGURE 6: Simulated network lifetime versus initial energy for the
different policies.

the performance of the optimal policy since temperature is
not considered explicitly.

Figure 7 shows the impact on the network lifetime when
fixing the initial energy and varying the upper limit on the
safe temperature level. As expected, the network lifetime
increases as T increases. However, this increase eventually
levels off due to the lack of energy. Clearly, the optimal policy
gives the best network lifetime. The policy based on the most
residual energy gives the next best network lifetime. The
worst network lifetime is achieved by the TIP-based policy.
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FIGURE 7: Simulated network lifetime versus maximum safe temper-
ature level for the different policies.

Temperature
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FIGURE 8: Temperature at biosensor 2 for the different policies.

The performance of the three policies in terms of temper-
ature increase is compared. The initial energy is fixed at &, =
7. The temperature at biosensor 2 is chosen as a metric. This
is because biosensor 2 belongs to the neighborhoods of both
biosensors 1 and 2. Thus, it might be heated continuously.

Figure 8 shows the temperature at biosensor 2 over
four time slots. As expected, the TIP-based policy gives the
maximum temperature increase. A closer examination of the
simulation data reveals that biosensor 2 has indeed been
continuously heated. This in turns leads to a larger temper-
ature increase and thus shorter lifetime since the maximum
allowed temperature is approached very fast.

Both the most residual energy and optimal policies give
a significant improvement over the TIP-based policy. The
performance of the two policies is slightly the same over the
first two time slots. Then, the optimal policy shows a lower
temperature increase over the remaining time slots.

The previous observation is very interesting since the
goal of the TIP-based policy is to give a minimal tempera-
ture increase rotation sequence. However, since the wireless
channel and its dynamics are not taken into account, the
precomputed rotation sequence will most probably lead to a
larger temperature increase when implemented in practice.

7. Conclusions and Directions for
Further Research

The future of BWSNSs is bright. However, much remains to
be done to define the full potential of this technology. In this
paper, we have taken one step further in understanding the
thermal management problem in BWSNs. The problem is
modeled as an MDP to obtain an optimal operating policy
for the network. Further, the aggregation of final valid and
terminating system states is proposed as a way for minimizing
the number of states in the proposed MDP model. The
equivalence of the reduced MDP model is established. Also,
numerical results show a substantial reduction in model
size which is obtained by aggregating just two types of
system states. The optimal policy produced by the MDP
model outperforms the policies based on the most residual
energy and temperature increase potential. This is because the
optimal policy gives the best balance between transmission
energy consumption and the resulting temperature increase.

The following directions for further research are sug-
gested. First, the notion of state equivalence used in this work
is too strict and too sensitive. It is too strict because it requires
that its conditions be met exactly. And, it is too sensitive
because any perturbation of the transition probabilities can
make two equivalent states no longer equivalent. More flexi-
ble metrics for state equivalence are needed. The works in [16,
17] can be used as a starting point. Second, in some applica-
tions like ours, the state transition probability matrix is built
programmatically. This means a runtime which largely grows
with the number of system states and thus state aggregation
might not always be helpful. Hence, approximate techniques
based on reinforcement learning are recommended (see [8-
12]). Third, the possibility of obtaining effective policies
based on simple heuristic techniques should be investigated.
Heuristic techniques are typically characterized by their low
runtime and storage requirements.

Acknowledgment

The first author would like to acknowledge the financial
support of King Fahd University of Petroleum and Minerals
(KFUPM) while conducting this research.

References

[1] EGI Corporation, “Geodesic sensor networks,” http://www.egi
.com/.
[2] “Pinnacle Technology,” http://www.pinnaclet.com/glucosehtml.



10

[3] National Council on Radiation Protection and Measurements
(NCRP), “A practical guide to the determination of human
exposure to radiofrequency fields,;” NCRP Report 119, 1993.

[4] International Electrotechnical Commission (IEC), Medical
Electrical Equipment, Part 2-33: Particular Requirements for the
Safety of Magnetic Resonance Equipment for Medical Diagnosis,
IEC 60601-2-33, 2nd edition, 1995.

[5] H. H. Pennes, “Analysis of tissue and arterial blood tempera-
tures in the resting human forearm,” Journal of Applied Physiol-
ogy, vol. 1, no. 2, pp. 93-122, 1948.

[6] D. M. Sullivan, Electromagnetic Simulation Using the FDTD
Method, TEEE Press, 2000.

[7] M. L. Puterman, Markov Decision Processes: Discrete Stochastic
Dynamic Programming, Wiley, 2005.

[8] D. P. Bertsekas, Dynamic Programming and Optimal Control,
vol. 1, Wiley, 1995.

[9] W. B. Powell, Approximate Dynamic Programming—Solving the
Curse of Dimensionality, Wiley, 2007.

[10] H.S.Chang, M. C. Fu,]. Hu, and S. I. Marcus, Simulation-Based
Algorithms for Markov Decision Processes, Springer, 2007.

[11] X.-R. Cao, Stochastic Learning and Optimization: A Sensitivity-
Based Approach, Springer, 2007.

[12] J. Si, A. G. Barto, W. B. Powell, and D. Wunsch, Handbook of
Learning and Approximate Dynamic Programming, Wiley-IEEE
Press, 2004.

[13] Z. Ren and B. Krogh, “State aggregation in markov decision
processes;” in Proceedings of the IEEE Conference on Decision
and Control, pp. 3819-3824, December 2002.

[14] R. Givan, T. Dean, and M. Greig, “Equivalence notions and
model minimization in Markov decision processes,” Artificial
Intelligence, vol. 147, no. 1-2, pp. 163-223, 2003.

[15] P.Castro, P. Panangaden, and D. Precup, “Equivalence relations
in fully and partially observable markov decision processes,” in
Proceedings of the 21st International Joint Conference on Artificial
Intelligence, pp. 1653-1658, Morgan Kaufmann, July 2009.

[16] N. Ferns, P. Panangaden, and D. Precup, “Metrics for finite
markov decision processes,” in Proceedings of the 20th Confer-
ence in Uncertainty in Artificial Intelligence, pp. 162-169, AUAI
Press, July 2004.

[17] N. Ferns, P. Castro, D. Precup, and P. Panangaden, “Methods
for computing state similarity in markov decision processes,” in
Proceedings of the 22nd Conference in Uncertainty in Artificial
Intelligence, pp. 174-181, AUAI Press, July 2006.

[18] Q. Tang, N. Tummala, S. K. S. Gupta, and L. Schwiebert,
“Communication scheduling to minimize thermal effects of
implanted biosensor networks in homogeneous tissue,” IEEE
Transactions on Biomedical Engineering, vol. 52, no. 7, pp. 1285-
1294, 2005.

[19] Q. Tang, N. Tummala, S. K. S. Gupta, and L. Schwiebert, “Tara:
thermal-aware routing algorithm for implanted sensor net-
works,” in Distributed Computing in Sensor Systems, vol. 3560,
pp. 206-217, Springer, 2005.

[20] Y. Chen, Q. Zhao, V. Krishnamurthy, and D. Djonin, “Trans-
mission scheduling for optimizing sensor network lifetime: a
stochastic shortest path approach,” IEEE Transactions on Signal
Processing, vol. 55, no. 5, pp- 2294-2309, 2007.

[21] N. Jaggi, K. Kar, and A. Krishnamurthy, “Rechargeable sensor
activation under temporally correlated events,” Wireless Net-
works, vol. 15, no. 5, pp. 619-635, 2009.

[22] G.Z.Yang, Body sensor networks [Ph.D. thesis], Cambridge Uni-
versity, Cambridge, UK, 2006.

International Journal of Distributed Sensor Networks

[23] A. Seyedi and B. Sikdar, “Energy efficient transmission strate-
gies for Body Sensor Networks with energy harvesting,” in
Proceedings of the 42nd Annual Conference on Information
Sciences and Systems (CISS '08), pp. 704709, March 2008.

[24] J. G. Proakis, Digital Communications, McGraw-Hill, 2000.

[25] H. S. Wang and N. Moayeri, “Finite-state Markov channel—
a useful model for radio communication channels,” IEEE
Transactions on Vehicular Technology, vol. 44, no. 1, pp. 163-171,
1995.

[26] Q. Zhang and S. A. Kassam, “Finite-state markov model for
rayleigh fading channels,” IEEE Transactions on Communica-
tions, vol. 47, no. 11, pp- 1688-1692, 1999.

[27] W. C. Jakes, Microwave Mobile Communications, Wiley, 1974.

[28] The MathWorks, http://www.mathworks.com/.



Hindawi Publishing Corporation

International Journal of Distributed Sensor Networks
Volume 2013, Article ID 383168, 17 pages
http://dx.doi.org/10.1155/2013/383168

Research Article

Wireless Sensor Network Modeling and Deployment Challenges

in Oil and Gas Refinery Plants

Stefano Savazzi,' Sergio Guardiano,’ and Umberto Spagnolini3

' National Research Council (CNR), IEIIT Institute, 20133 Milano, Italy

2 Saipem S.p.A. (ENI Group), San Donato, Italy
3 DEIB, Politecnico di Milano, 20133 Milano, Italy

Correspondence should be addressed to Stefano Savazzi; stefano.savazzi@cnr.it

Received 1 November 2012; Revised 23 January 2013; Accepted 5 February 2013

Academic Editor: Marc St-Hilaire

Copyright © 2013 Stefano Savazzi et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Wireless sensor networks for critical industrial applications are becoming a remarkable technological paradigm. Large-scale
adoption of the wireless connectivity in the field of industrial monitoring and process control is mandatorily paired with the
development of tools for the prediction of the wireless link quality to mimic network planning procedures similar to conventional
wired systems. In industrial sites, the radio signals are prone to blockage due to dense metallic structures. The layout of scattering
objects from the existing infrastructure influences the received signal strength observed over the link and thus the quality of service
(QoS). This paper surveys the most promising wireless technologies for industrial monitoring and control and proposes a novel
channel model specifically tailored to predict the quality of the radio signals in environments affected by highly dense metallic
building blockage. The propagation model is based on the diffraction theory, and it makes use of the 3D model of the plant to classify
the links based on the number and density of the obstructions surrounding each individual radio device. Accurate link classification
opens the way to the optimization of the network deployment to guarantee full end-to-end connectivity with minimal on-site
redesign. The link-quality prediction method based on the classification of propagation conditions is validated by experimental
measurements in two oil refinery sites using industry standard ISA SP100.11a compliant devices operating at 2.4 GHz.

1. Introduction

The increasing demand of oil and gas supplies frequently
requires the design of very large production and processing
plants over remote locations with harsh environmental con-
ditions and challenging logistics. The adoption of cabling to
tully interconnect machines for process monitoring/control
lacks flexibility when in large plants, and it is becoming un-
feasible due to the increasing fluctuations of wiring costs to
high values. The opportunity to replace cabling by deploying
a network of wireless sensors is now becoming of strategic
interest for several industrial applications ranging from oil
and gas refining, smart factories, transport processes [1], and
more recently oil and gas exploration [2].

The status of current technology allows the deployment
of low-power, cost-effective network nodes in a battery-
powered configuration that substitute the traditional wired
devices in a very cost-effective way [3]. The installation of

wireless devices may give significant cost savings for a variety
of typical plants [4]. Current wireless networks for industrial
control and monitoring are based on the IEEE 802.15.4
standard [5] and are mostly considered for monitoring tasks
and supervised/regulatory control. The typical locations of
wireless devices used for remote control and monitoring of
industrial oil and gas refinery sites are characterized by harsh
environments where radio signals are prone to blockage and
multipath fading due to metallic structures (structural pipe
racks, metallic towers and buildings, etc.) that obstruct the
direct path [6].

With the widespread use of the wireless technology in
industrial environments, the development of virtual (com-
puter aided) network planning software tools is now becom-
ing crucial for accurate system deployment. Inaccuracies
during the radio planning design phase will turn into issues
during the commissioning phase. As an example, when
adding new wired nodes such as gateways and/or access
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FIGURE 1: (a) Two-hop network architecture (ISA SP100 compliant) for deployment testing; (b) 3D-CAD model of the industrial sites for

testing: flare unit (on top) and furnace structure (at bottom).

points to improve the coverage, it might be required to
reopen excavations along the cable route which is totally
unacceptable during the commissioning (or even before
the commissioning) phase of the plant. Accurate network
planning limits the need to oversize the design of the overall
system, which is obviously an extra cost for the contractor.
Therefore, it is crucial to develop consistent design guidelines
and tools that can guarantee a reasonable accuracy in the
prediction of the wireless coverage. Making use of the 3D
model of the deploying area (if available) during the design
phase is also of utmost importance to achieve this result. An
example of a 3D view of two oil refinery sites is illustrated
in Figure I: the wireless end devices (EDs), also referred to
as sensors, can be connected by star or mesh mode towards
a Gateway device, with the help of intermediate Repeater
nodes serving as decode and forward relays. The Gateway
device is collecting data and rerouting to a wired network.
Network planning is based on the prediction of the pair-
wise wireless link qualities among all the devices in the
distributed network: the link quality is expressed in terms
of the strength of the received signal. The prediction can
be supported by independent radio measurement campaigns
over typical refinery environments and/or by models based
on propagation theory and statistical or ray-tracing tools.

Conventional empirical channel models [7] cannot fully
capture the unique propagation characteristics of the indus-
trial environments; in addition, the ray-tracing-based models
[8] turn out to be not practical to process the high number
of structures observed in large industrial sites [9]. This
motivates the development of accurate site-specific channel
models based on a small fraction of measurements taken in
the refinery area.

This paper addresses a novel channel model based on the
diffraction theory to assess the link quality in radio envi-
ronments affected by highly dense metallic building blockage.

The wireless links are partitioned into mutually exclusive
classes: for each class, a separate channel model is proposed to
predict the quality of the radio link. The link classification is
based on the analysis of the characteristics of the obstructions
that impair the wireless propagation. The 3D-CAD model
of the refinery site (see Figure 1(b)) is used to identify the
structure of the building blockage. Based on link classifica-
tion, an optimization tool is developed for the prediction of
the radio coverage and for wireless connectivity optimiza-
tion. Although the channel modeling and the classification
methodologies proposed in this paper are fairly general and
applicable in different scenarios, the model is validated by
experimental measurements using industry standard ISA
SP100.11a compliant [10] devices operating at 2.4 GHz based
on the IEEE 802.15.4-2011 physical layer. The measurement
campaigns have been carried out in two sites located in a
large-size oil refinery plant. Different practical deployment
cases for coverage testing are discussed in environments
characterized by blockage due to a high-density of metallic
structures.

1.1 Wireless Industrial Networks: Applications and Technolo-
gies. A typical industrial environment shows relevant sim-
ilarities with dense urban microcellular sites characterized
by a harsh environment for short-range (10-50m) radio-
frequency propagation with metallic structures [6], changing
environmental conditions, nonline of sight (NLOS), and pos-
sible colocated wireless applications running over unlicensed
spectrum [11]. Industrial networks typically require low-jitter
sampling period for monitoring, high-integrity data delivery
of critical messages, automatic reconfiguration, and usage of
redundancy in case of communication failures. The most rep-
resentative application cases for wireless technology [12] are
commissioning, open-loop maintenance monitoring, closed-
loop supervisory, and regulatory remote control. Notice that
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regulatory control is characterized by stricter reliability and
delay requirements compared to supervisory control (some
relevant application cases are primary flow and pressure
control).

The commercial wireless systems predominantly use the
so-called ISM bands at 2.4 GHz. Early experiments for cable
replacing in regulatory control applications revealed that the
traditional single-hop carrier sense multiple access (CSMA)
schemes supported by WiFi (IEEE 802.11) perform poorly
when adopted in a factory environment [13]. More recently,
wireless extensions to PROFIBUS protocol for critical control
have been analyzed by real-time simulations [14]. Today,
commercial battery-operated systems are based on the IEEE
802.15.4 standard and enable data to be transmitted at a
typical rate of 250 kbit/s, with up to a maximum of 10 dBm
output RF power to meet the RF regulations for hazardous
environments. The IEEE 802.15.4 physical layer also consti-
tutes the basis for the WirelessHART [15] and ISA100.11a [10]
industry standard protocols.

2. Wireless Standards for Industrial
Monitoring and Control

Low-power wireless architectures and standards widely
adopted in industrial automation are reviewed in this section.
This introduction is instrumental to the definition of a design
tool for coverage prediction and connectivity optimization.
Industrial organizations such as HART and the International
Society of Automation (ISA) are currently pushing towards
the definition of common specifications for wireless indus-
trial monitoring and process automation based on the IEEE
802.15.4 standard. Below we summarize the characteristics of
the most relevant network solutions.

WirelessHART has been ratified by the HART Communi-
cation Foundation in 2007 as the first open wireless commu-
nication standard designed for process control applications
and monitoring. Although WirelessHART adopts the IEEE
802.15.4 standard for the physical layer, the MAC layer is
slightly modified as it is based on TDMA (while contention
access is not allowed [15]) with guaranteed time slots assigned
to the network devices. Frequency hopping spread spectrum
access (FHSS) is used as proven technology to provide further
improvements in terms of link gain compared to direct
sequence spread spectrum (DSSS) option. The adoption of
TDMA technology with precisely network-wide time syn-
chronization is the key technology that makes WirelessHART
different from other industry standards. Time synchroniza-
tion is based on the Time Synchronized Mesh Protocol
(TSMP). This method allows to synchronize transmitting
and receiving node pairs by periodically correcting the rela-
tive time offsets misalignments. The offsets corrections are
typically transmitted using standard ACK reply messages
(with limited extra power consumption). The synchronous
TDMA MAC sublayer is built upon the IEEE 802.15.4
physical layer for mesh network communication and defines
superframes of 1 sec, fixed timeslot of 10 ms, channel hopping
scheme supporting flexible blacklisting options and industry-
standard AES-128 block ciphers with related keys.

ISA SP100.11a standard for wireless industrial automation
is meant to provide the specifications for reliable and secure
wireless operations for monitoring, alerting, open/closed-
loop quality control, and predictive monitoring applications
[10]. The standard supports the interoperability of multiple
radio technologies. The envisioned applications include wire-
less process control systems (with maximum latencies in the
order of 1sec). The protocol suite, system management, and
security specifications are defined for low data-rate wireless
connectivity based on IEEE 802.15.4 standard. Network and
transport layers are based on UDP with support of IPv6-
based solutions (6LOWPAN). Coexistence with other wireless
services based on IEEE 802.11x, and IEEE 802.16x standards
is also addressed. Although the logical link layer of ISA
SP100.11a standard has a similar structure compared to Wire-
lessHART, the standard specifies configurable timeslots with
variable durations from 10 ms to 12 ms on a superframe base.
Configurable timeslots ease the development of advanced
architectures based on duo-casting mechanisms, optimized
coexistence, and flexibility. In ISA SP100, a transaction may
consist of multiple timeslots; longer transactions can be used
to extend the waiting time for multiple consecutive ACKs
as required in multicast transmission. The ISA standard
supports both slow and fast channel hopping schemes, thus
allowing devices with imprecise timing settings to perform
resynchronization and neighbor discovery.

The wireless architecture supported by the standard ISA is
adopted here as reference for deployment testing. As depicted
in Figure 1(a), the network infrastructure consists of the
following components.

(i) The end devices (ED) are the input/output field in-
struments with the minimum set of functions that
are necessary to join the network. The EDs take the
role of reduced-function devices and typically do not
provide any mechanism for relaying messages of other
devices.

(ii) The Repeaters are field EDs specifically configured to
serve as relay nodes for other EDs by forming a two-
hop (or multihop) mesh network. In typical industrial
settings where the real-time responsiveness of the
monitoring network is a crucial issue, the number of
hops is limited to 2, therefore, the Repeater devices act
as ED range extenders.

(iii) The Gateways act as access points (or sinks) and col-
lect the measurements acquired by the field devices.
In practical settings, the Gateways are connected by
cables (or by broadband wireless technology) to a
common network manager node and thus alsoactasa
translator between the ISA standard and other wired
protocols (Foundation Fieldbus, HART, etc.).

3. Channel Modeling

In this section we introduce the channel model as instrumen-
tal to the proposed link classification approach. The wireless
links without a clear line-of-sight (LOS) path undergo more
severe received signal power attenuations than those where



the line-of-sight (LOS) path is fully unobstructed. This addi-
tional attenuation is almost uncorrelated from the distance
between the transmitter and the receiver [16]. The main
scatterers/objects that are responsible for the received signal
power attenuation are mostly confined within the first and
second Fresnel zones as these can be considered to contribute
to the main propagating energy in the wavefield [17]. For a
wireless link where the direct path between the transmitter
and the receiver has length d, the nth Fresnel zone is the
region inside an ellipsoid with circular cross-section. The
radius of the nth Fresnel zone at distance g < d is

1, (q) = \\nAq(d - q)d™", 6))

with A the signal wavelength.

We assume that any pair of wireless devices connected
with an arbitrary link ¢ are deployed at fixed locations
and distance d. The nodes are equipped with radio devices
characterized by single omnidirectional antenna transceivers.
As for typical scenarios, the Gateway antenna is mounted on
an elevated point while flat terrain is assumed.

The propagation model describes the correlation between
the size of the (mostly metallic) obstructions located within
the Fresnel volumes and the total received signal strength
(RSS) experienced along the propagation path. The RSS y, is
thus the metric (in decibel scale) used to assess the quality of
the radio link

=gold,a) -0 +s.
Yelap = go ;C) o+s 2)

It combines (i) a static component g, characterized by a
distance-dependent LOS term g,(d, «) and an excess atten-
uation ¢ that accounts for the building blockage; (ii) a zero-
mean random term s accounting for the fluctuations of
the received power with typical standard deviation around
VE[s?] = 3 = 5dB in static environments [6].

In what follows, it is derived a model for the static RSS
component g,. The model is instrumental to the prediction
of the average radio link quality for connectivity optimization
(see Section 5). The distance-dependent static component
go(d, @) describes the channel gain observed over the flat
terrain and without obstructions. The term o denotes the
additional signal attenuation as a function of the size and
the density of the metallic objects located within the Fresnel
volume (i.e., blocking the LOS path). The model used to char-
acterize the additional attenuation component o is derived
in Section 3.1. As observed in [18], the reflection of the radio
signals from the flat terrain does not influence the attenuation
parameter ¢ but only the term g,(d,«) and the path-loss
exponent . The model is validated based on measurements
over the refinery sites (see Section 6).

The distance-dependent loss factor g (d, &) can be mod-
eled as a function of the path-loss exponent « (see [16]):

1+d
9o (d, @) = gy —20log, <d_>
0

-10(ax - 2) logw<1;d>,
F

(3)
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where g, = g,(Pr) is the channel gain function of the trans-
mit power Py and measured at a reference distance d,, (d, =
2 m typical), while

it 4 (4)

is the Fresnel distance being a function of the antenna heights
from the ground h,, and h, for the pair of devices (m, p),
respectively. Path loss exponent is typically set to « = 2 in
short-range environments [16] where ground reflections can
be neglected, for d < dp. Larger path loss exponents o >
2 are caused by reflections from the ground and can be
experimented in long-range cases for d > dp.

The probability Py of successful communication depends
on the random fluctuations of the RSS as in (2). Successful
communication is modeled by outage probability such that
Py = Pr [y, = B]. The threshold f3 is typically set to f =
-85dBm such that P; < 107° [5]. Any link experiencing
Y, < fis assumed as unreliable, and thus, it should not be
accounted for during network planning.

3.1 Diffraction Model for Prediction of Building Blockage. It
is assumed that the additional attenuation o in (2) is due
to propagating wavefronts diffracting around the build-
ing blockage consisting of metallic obstacles with different
dimensions. Obstacles are acting as perfectly absorbing inter-
faces.

The diffraction model for the building blockage term o is
based on the Fresnel-Kirchhoff method [19]. The attenuation
o in (2) is obtained as a function of the received electric field
E:

o =-20log,, . (5)

Efree

The ratio E/E,.. describes the obstruction loss in excess
of the free space field E... Large-size metallic objects
obstructing the wireless link absorb a large amount of the
signal intensity and limit the received field to a small fraction
(being E/E... < 1) of the one that would be observed under
free-space propagation (without obstructions). A simplified
description of the propagation environment (with obstacles
blocking the LOS path) is considered in Figure 2. To simplify
the reasoning, we assume that the obstacles surrounding
the transmitter and the receiver antennas lie in the far-field
region. In addition, the shape of the obstacles obstructing the
Fresnel zones is squared or rectangular. Shapes that are more
typical in refinery sites (tubes, structural pipe racks, etc.) have
been approximated by matching a number of rectangles in
the (x, y) plane to get the same shape of the obstructed areas;
this is also illustrated in [20]. For the ith object, the clearance
zone & inthe (x, y) plane denotes the region corresponding
to the Fresnel volume cross-section that is free from any
obstacle. The shaded region %; in the same plane indicates
instead the complementary portion of the surface occupied
by the obstacle.

The Fresnel-Kirchhoft approach is used to model the field
loss E(q;)/Eg.. caused by a single ith obstacle located at
distance g = g; < d. The Huygens principle is used to predict
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FIGURE 2: Fresnel-Kirchhoff method for modeling the attenuation caused by objects acting as perfectly absorbing 2D interfaces. Any hidden
obstacle located in the shadow area caused by larger structural blockage can be neglected as irrelevant for additional loss.

the actual field strength diffracted by one obstacle modeled as
a knife edge. The 2D model takes into account both the lateral
and the vertical profiles of the obstruction by integrating the
exponential phase term of the spherical wavefields over the
two dimensions [19]. The electric field E(g;) measured at the
receiver may be interpreted as generated by a virtual array of
Huygens sources located in the plane of the single obstacle i
at distance d from the receiver. Considering an object located
at distance g; from the transmitter and occupying an area
(x,y) € R, the field loss E(q;)/E,.. can be approximated
for (x, y) < q;, d — g; as [19]

—jm (x*+y7)
i (a:)

>

:| dxdy
(6)
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where r,(g;) defined in (1) refers to the radius of the Ist
Fresnel volume circular section corresponding to the location
of the obstruction. The approximation reasonably fits with the
considered environment (see Section 6) as far as the obstacle
is confined within the Fresnel volume.

To gain further insight into the interplay between the
obstruction size and the corresponding field loss, in what
follows we focus on the example of a single obstacle obstruct-
ing the LOS path with rectangular cross-section described by
lateral and vertical half-dimensions (a;, b;). The loss term in

(6) simplifies for the case of large obstacle |a;|, || > r,(g;) as

(see the appendix)
E (qi) ‘ . ( \/zbz ) ( \/Eai >‘
=(1-2 T T (7)
‘ Efree J ) ry (q:) 8] (ql)
with

(2 oG] o[- e (300)].
(8)

Figure 3 compares the diffraction loss for a single object
obstructing the LOS path with varying square cross-sections
(a; = b)) measured with respect to the Fresnel radius r,(q,).
Model (6) and approximation (7) are in solid and dashed
lines, respectively. The field loss caused by an object fully
obstructing the 1st and the 2nd Fresnel circular section such
that a,/r, > /2 lies below E/Ej,.. < 40%.

The general model (6) for a single obstacle can be
extended to multiple obstacles by following the Deygout
approach [21]. For multiple obstacles, the lateral g; and verti-
cal b; dimensions of the shaded region %; for the ith obstacle
are calculated with respect to the size of the largest obstacle
(obstacle i = 1 in the example of Figure 2). For each dimen-
sion, the Deygout method requires to find the ith object
(edge) with the largest value of parameters (a,b) compared
to the Fresnel size, such that a = arg max, [a;/r,(q;)] and b =
arg max,, [b;/r;(¢;)] and ignoring all the other edges. Based on
the selected set of obstacles, a new reference plane is created
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FIGURE 3: Diffraction loss caused by an object with square cross-
section (g, = b;) and obstructing the LOS path. Energy loss E/E,..
is analyzed with respect to the ratio a, /r,(q,).

for each dimension and used to compute the contributions of

all the intermediate edges with modified size, a; = @;, b, = b;
(see Figure 2). The overall obstruction loss E/E,.. for B > 1
obstacles with meaningful obstructing size at distance g; is
obtained by multiplying each contribution along the LOS
path so that [21]

E
Efree

_ B E(%)

, )
Efree

i=1

where each term E(qg;)/Ej,.. is in (6) or approximated as in
(7). In spite of the simplicity of this method, in Section 6,
it is proved to be accurate enough for wireless link quality
prediction.

4. Wireless Link Classification

The proposed approach for the evaluation of the pairwise
link channel qualities is validated by a database of radio
measurements taken in different refinery sites to cover the
most representative scenarios. Based on the experimental
measurements, 5 mutually exclusive link categories have been
defined to account for the different sizes and the positions of
the most typical obstructions inside the (Ist and 2nd) Fresnel
volumes surrounding the considered links. The analysis of the
building blockage property is based on the inspection of the
full 2D/3D model of the plant. Each link type is characterized
by a specific configuration of the Fresnel zone clearance that
corresponds to a reference value for the obstruction loss
E/Eg,.. according to the model outlined in Section 3. For each
link type ¢, the loss 0 = o(£) is computed as in (5), and it is
used to predict the average link quality g, in (2).

Based on the experimental activity, five different link-
types are considered (see Figure 4).

Type 1. LOS (€ = 1) link type is characterized by the absence of
obstacles (with dimensions larger than the signal wavelength
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A) within the first and second Fresnel volume, while obstacles
might instead occupy the remaining Fresnel volumes. The
nominal (such that from (2) E[y,,] > ) maximum range
to guarantee a reliable connection is found as R = 150 m (for
RSS above 3 = —85dBm). In the worst-case scenario where
obstacles completely obstruct the nth Fresnel volumes with
n > 3, the observed received electric field intensity from (6) is
the E/E;,.. = 90% fraction of the one that would be measured
in the free-space case (thus corresponding to an attenuation
of o(¢) = 1dB [22]).

Type II. Near-LOS (¢ = 2) link type is observed in environ-
ments where the obstacles are located in the first Fresnel
outer region at distance 0.6 x r;(q) from the direct path.
The shaded subregion in Figure 4 can be considered as a
“forbidden” region: if this region is kept clear, then the
total path attenuation will be practically the same as for the
unobstructed case (Type I). This clearance zone is thus used
here as a criterion to decide whether an object is to be treated
as a relevant obstruction. The radio propagation for this
link category is characterized by an additional signal energy
loss compared to Type 1. Based on the radio measurement
campaigns and the diffraction model in (6), the Type II
links typically retain the E/E,.. = 70% of the electric field
observed in the free-space case (0(€) = 3 dB). The theoretical
maximum range reduces to R = 108 m.

Type III. Obstructed-LOS (¢ = 3) link type is observed in
environments where the obstacles are located inside the
forbidden region, although the direct path connecting the
transmitter and the receiver is still unobstructed. The links
belonging to this category retain approximately E/Eg.. =
40% of the electric field that would be measured in the free-
space case. The theoretical maximum range is R = 60 m.

Type IV. NLOS (¢ = 4) link type is characterized by large
objects obstructing the direct path between transmitter and
receiver; therefore, E/E,.. < 40% (0(£) = 8dB): the size of
those objects is such that a clearance zone is still visible,
(; &;#0, suggesting that there might be the possibility of
reliable communication. Being the forbidden region and the
LOS path both obstructed, the reference value for the field
loss is chosen as E/Eg,.. = 20% (o(£) = 14dB). The theo-
retical maximum range further reduces to R = 32 m.

Type IV-S. Severe-NLOS (¢ = 5) link type refers to a severe
NLOS environment where the first and the second Fresnel
regions are completely obstructed by one or more obstacles
with significant size (and dimensions scaling as ~ 4 +
5r,(g)), so that the observed received electric field falls below
E/E... = 10% compared to the one that would be measured
in the free-space case (o(¢) = 21dB). The theoretical maxi-
mum range is R = 15m. This model type resembles a
propagation environment where the line-of-sight path is
blocked by large-size concrete buildings [18].

5. Radio Planning Optimization

The wireless network deployment problem refers to the
determination of the positions of the wireless nodes such that
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FIGURE 4: Proposed link classification and Fresnel clearance zones.

some limiting values of coverage, connectivity, and energy
efficiency can be achieved [23]. Wireless device deployment
strategies for coverage and connectivity enhancement play
a crucial role in providing better quality of service (QoS)
to the network. The coverage and the connectivity prob-
lems are two fundamental issues that have been widely
studied in the literature [24]. In coverage problems, the
objective is to deploy wireless sensor devices in strategic
ways such that an optimal area coverage is achieved given
the requirements of the underlying application [23]. The
coverage problem therefore deals with placing a minimum
number of nodes so that every measurement point in the
sensing field is optimally covered according to application-
specific constraints. In industrial monitoring and control
applications, the position of the measurement points (sensors
or actuators) is constrained by the application; therefore, the
coverage optimization is typically carried out based on the
structure of the process unit. The focus of this section is
thus on connectivity optimization, as this is the most crucial
problem for cable replacing in the industrial networking
context.

In what follows, we first report on the current state of the
research on optimized node placement in wireless sensor net-
works (Section 5.1). Next, we discuss relevant practical issues

and rules that are specifically tailored for network and con-
nectivity optimization in industrial networks (Section 5.2).
Finally, we propose an optimization framework tailored for
commercially available ISA SP100 two-hop networks that
allows the optimal selection of the devices that need to be
configured as Repeaters (Section 5.3). The goal is to optimize
the number and the position of the infrastructure devices
(e.g., the Repeater nodes and/or the Gateways) to guarantee a
reliable connection between the measurement points and the
control unit with some degree of redundancy [25]. Optimally
deployed wireless infrastructure devices guarantee adequate
QoS (i.e., outage probability), long network lifetime, and
thus reduced costs for network maintenance. The proposed
deployment problem is based on the prediction of the RSS for
all the pairwise wireless links according to channel modeling
and classification outlined in Sections 3 and 4.

5.1. Node Deployment Strategies in Wireless Sensor Networks:
A Survey. Extensive work has been reported in the litera-
ture relating to wireless sensor and relay node deployment.
Deployment of nodes has been considered for targeting con-
nectivity, coverage, node lifetime, and/or QoS. The deploy-
ment strategies can be classified into static and dynamic
[26] depending on whether the optimization is performed



during network setup or during network operation (for node
repositioning, see [26]). In static environments where data
is periodically collected over preset routes, the problem of
optimal node placement for connectivity maximization has
been proven to be NP-hard for most of the formulations [27].
Several heuristics and rules have been therefore proposed
to find suboptimal solutions based on graph theory. Several
approaches to the problem of placing nodes are addressed
in [24] to achieve K-connectivity at the network setup time
so that K independent paths are identified for every pair of
devices. The majority of published work on sensor network
deployment limits its focus on simplified and analytically
tractable 1D and 2D environments where connectivity can
be considered as a primary/secondary objective or as a
constraint in the deployment problem [26]. For example, in
[28] an outdoor random deployment which targets the con-
nectivity as a primary objective in 2D space is investigated.
In [29], a constrained multivariable nonlinear programming
problem is analyzed to determine the locations of the sensor
nodes to maximize the network lifetime, given a fixed number
of sensor nodes with certain coverage and connectivity
requirements. A deployment strategy for sensor networks
is introduced in [30] to balance the network lifetime and
connectivity goals for single- and two-hop networks.

Focusing on large-scale sensor network applications,
controlled placement of nodes is often focused on a subset
of network devices (e.g., Repeaters or relays) with the goal of
designing the network topology to achieve the desired appli-
cation requirements [31]. The problem of relay placement in
two-hop networks is analyzed in [32]: the objective is to place
the fewest number of relay nodes so that each sensor node can
communicate with at least one relay node, and the network
of relay nodes is connected. The goal is to guarantee a reliable
communication between each pairs of sensor nodes while the
same reasoning can be extended for sensors communicating
with a common Gateway node. Recent literature consid-
ers the problem of connectivity in massively dense sensor
networks [33]. The problem of deploying relay nodes in
heterogeneous sensor network scenarios is considered in [34]
where sensor and relay nodes possess different transmission
ranges (e.g., through the use of different hardware, antennas,
or high-power radio modules). The work [35] considers a
scenario where sensor devices are equipped with directional
antennas: the goal is to find an optimal subset of locations
to minimize the total network cost while satisfying the
requirements of coverage and connectivity.

The network connectivity problem is mostly considered
for 2D planning with the assumption of simple binary com-
munication disk model without looking at site-specific envi-
ronmental constraints (see also [34-37]). Those approaches
are very prone to failure in practical large-scale industrial
applications. Some attempts in the literature have been
made towards the analysis of deployment and connectivity
problems in 3D environments, although the topic is still
considered an open issue [38]. The problem of modeling
and connectivity optimization in random 3D networks has
been recently addressed in [38, 39] where the deployment
problem considers the maximization of network connectivity
satistying lifetime constraints.
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5.2. Connectivity Optimization in Wireless Industrial Net-
works. The connectivity optimization for industrial networks
can be in general applied to two-hop large-scale networks
consisting of Gateways, relays, and sensors, operating in
time (and safety) critical applications [36, 37]. Three general
practical rules [40] should be followed during system design
and configuration. These are summarized below.

Gateway Deployment Planning. The wireless network is first
divided from a single process unit into subsections (sub-
networks). Within each subsection, the position of the
measurement points, and thus the degree of coverage, is
designed to satisfy application-dependent requirements. The
devices (or end devices, EDs) are deployed to collect data
from the nearby measurement points (depending on the
monitored process, EDs might consists of a single or multiple
measurement points). Each process unit subsection is served
by one Gateway (acting as access point for the corresponding
devices). The Gateway should be able to allocate resources for
two-way communication in real time with the EDs. For small-
size projects (as those analyzed in Section 6), a single Gateway
is sufficient if the total number of measurement points is
less than the capacity C of the Gateway point. Instead, if
the project is large with several hundreds of wireless devices
and process units, a single network manager should manage
multiple Gateways. The required number of Gateways can be
defined as a function of the number of measurement points.
The following simple calculation can be used in practice to
approximate the number of Gateways G needed:

G=Nx[Cx(1-p)]", (10)

where p,. is the spare (or residual) fraction of the available
capacity C to be reserved for emergency signalling with
capacity measured in terms of number of measurement
points served. N is the number of measurement devices
assuming that each ED is serving as a single measurement
point. A typical design rule prescribes that p,. = 40% [40].
The Gateway capacity C depends on the wired/wireless pro-
tocol used for data transfer towards the network manager.

Connectivity Optimization. The use of site-specific radio
propagation models (empirical or ray-tracing based) enables
the optimization of the connectivity for virtual network
planning. A propagation model can be therefore exploited as
instrumental to the prediction of the RSS, from which the
quality of the radio link (and of the end-to-end connectivity)
can be inferred with some degree of accuracy. Prediction
errors are typically caused by modeling mismatches (e.g.,
link classification errors) or unpredictable RSS fluctuations
(see Section 3) due to interference over the 2.4 GHz band
or fading induced by objects or people moving in the area.
The solution to the connectivity and the Gateway deployment
problems is generally well understood in the literature (see,
e.g., [41]). In the industrial context, three practical rules are
defined to ensure a sufficiently high link reliability. The rules
are summarized as follows (see also [40]).

(i) Rule 1. Every network with more than 5 devices
should have a minimum of 25% of devices within
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the effective range of the Gateway to ensure mesh
connection (typically over a maximum number of 3+
4 hops). In any case, every network should have
a minimum of 5 infrastructure devices within the
effective range of the Gateway. Example: a network
consisting of 100 EDs requires 25EDs at minimum
within the effective range of the Gateway (directly
connected).

(ii) Rule 2. Gateway RF antenna should be mounted at
least 2 m from the ground level and should not be sur-
rounded by obstacles. Obstacles should lie at distance
2A from the antenna.

(iii) Rule 3. Every device should have a minimum of 3
neighbors in the effective range. This ensures that
when implemented, there will be at least one reliable
routing path to the Gateway alternative to direct
connection (to guarantee K = 2 connectivity).

On-Site Stress Testing. Stress testing of the deployment design
is recommended during an on-site survey to verify potential
weaknesses highlighted during the virtual network configu-
ration. Stress testing is performed by altering the position of
the EDs from the nominal position and thus by measuring
the fluctuations of the RSS field.

Although the context may vary slightly depending on
the structure of the environment, almost all these basic
steps could be applied regardless of the specific commercial
system and standard (i.e., WirelessHART or ISA SP100, see
Section 2). The first and the second steps are known to be the
most critical for high density applications [12].

5.3. Optimal Repeater Configuration for Two-Hop ISA Indus-
trial Networks. The wireless network for industrial environ-
ment under consideration conforms with the standard ISA
SP100.11a and is characterized by one Gateway collecting
data from wireless end devices (EDs). A subset of EDs
might serve as Repeater nodes acting as range extenders. The
Gateway node is an electrically powered device, serving as
access point for the EDs. It manages both wireless and wired
interfaces. The Repeaters are configured as EDs with supe-
rior functionalities: these allow to connect to the Gateway
and simultaneously serve as decode and forward relays for
extending the range of the neighboring EDs. Repeater nodes
are more expensive than standard EDs since they must be
preconfigured to multiplex different sensor data and could
be more powerful in terms of processing and transmission
capabilities.

The connectivity optimization problem is therefore focus-
ed on the Repeater configuration. The candidate sites for
the deployment of the EDs and of the Gateway node are
assumed to be assigned: each candidate site might host either
a Repeater node multiplexing sensor data or a standard ED
without relaying functionalities. Optimal placement of the
Gateway is not addressed in this paper, although we only
assume that Gateway locations satisfy connectivity Rule 2
(see Section 5.2). Optimal deployment for the Gateway might
be carried out as illustrated in [41], even if, in practical

industrial scenarios, the exact position is subject to stringent
environmental constraints.

The optimization approach is based on the selection of
the smallest subset of devices that need to be configured as
Repeaters to guarantee network connectivity. The optimiza-
tion jointly minimizes the number of EDs connected to the
corresponding Gateway over two hops [32] and guarantees
a minimum quality of service for all links, so that the static
RSS component g, is kept for all the configured links above
the system threshold f (see Section 3) herein adopted as the
minimum tolerable link quality. The static RSS component
is predicted based on the 3D model of the plant, as done in
Section 3.

Let the wireless network be represented by a set &
of N nodes located at known positions within a specific
area of the plant. A sequence of messages is continuously
transmitted by the EDs towards a common Gateway node
labeled as “0” possibly with the help of one intermediate
node serving as a Repeater. To comply with the real-time
responsiveness constraints typically required by industrial
closed-loop control applications, the maximum number of
hops to reach the Gateway node is herein limited to 2: the
same constraint is also adopted in recent ISA compliant
network implementations. Any wireless node a € & is said to
be connected with reasonable quality to the Gateway node “0”
ifand only if i, , = 1 where the indicator i, ; for an arbitrary
link € := (a,0) is defined as

iff g, > S,

while sensitivity threshold 3 accounts for the random fluctu-
ations of the static RSS component g,. Deployment optimiza-
tion consists of three phases.

igo=1 i,o = 0 otherwise, (11)

Selection of Candidate Repeaters. First, it is defined the subset
&y € & of Ny nodes without direct connection to the Gate-
way

Sy={aeS|i,,=0Va}. (12)

The same nodes a € & are preconfigured as EDs, and they
should not provide relaying functionalities. The remaining
subset &, =S8\ &,

S ={aeS|i,,=1Va}, (13)

of N; = N — N, devices observing a reliable connection with
the Gateway can be assigned either as Repeaters or EDs. The
optimal configuration of devices in subset & is carried out
in the following steps.

Feasibility Region for the Connectivity Problem. Assuming all
nodes b € &, be initially configured as Repeaters, a solution
to the connectivity problem satisfying Rule 3 for the EDs
a € &, without a reliable direct connection with the Gateway
exists if

Y iy >0, Vaed,,

14
bes, ( )

such that all the EDs a € & can exploit an alternative two-
hop link through one Repeater b € &, serving as a range
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extender. In case the condition is not satisfied, the number of
candidate points is not sufficient for a feasible solution to the
coverage problem; additional candidate sites must be there-
fore identified. New candidate sites must be assigned during
the precommissioning of the plant; the deployment should
thus account for application and site-specific environmental
constraints.

Repeater Configuration. Among the K = Y™ (N1') potential
subsets %) € &, of devices configured as Repeaters, with k =
1,..., K, the optimal subset is defined as the one satisfying
the feasibility region (14) and with the smallest cardinality.
By letting | %, | be the cardinality of the kth subset %, the

algorithm identifies the optimal kth subset of the Repeater
devices #;; € & such that

PRy i= argmin ||
(15)
st. ) iy >0, Vaed,

beR S,

The devices b € Ry are thus configured as Repeaters while
the other devices a € &'\ % take the role of EDs. Notice that
S 0 & S\ 9?%.

The iterative algorithm described as follows is used to find
a solution to problem (15). Let the ordering of the Repeater
subsets be such that Vk [#,| > |%y,,|; the algorithm starts
by picking the largest feasible set of Repeaters, so that %, =
&, and iteratively identifies new feasible subsets %, c &,
with smaller cardinality (k > 1) by randomly removing nodes
from &,. The optimal subset ;. solution to (15) is such that

any smaller subset of Repeaters %), with i > k is not feasible
as

H Z i,y =0, Vh>k, (16)

acs, beR,,

or, equivalently, for any Repeater subset %, with smaller
cardinality %), ¢ %y the sum }c i, = 0 for some ED
a € &, without reliable direct connection.

6. Experimental Activity

The experimental validation of network connectivity is based
on the link classification and channel modeling described in
Sections 3 and 4. The optimization tool used for the optimal
selection of the Repeater nodes is described in Section 5. The
connectivity design consists of three steps. At first, the candi-
date positions for the wireless devices are chosen to highlight
practical cases of meaningful interest for the deployment of
an industrial network. The Gateway node is mounted above
ground (according to Rule 2 in Section 5.2) and collects the
data received from all the EDs. Second, the pairwise link RSSs
are predicted based on channel modeling and classification as
outlined in Sections 3 and 4. Finally, the optimal sub-set of
the wireless devices that should act as Repeaters is computed
based on the connectivity optimization tool illustrated in
Section 5.3.
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In the proposed experimental set-up, we deployed abso-
lute and gauge pressure transmitters communicating with a
Gateway node by star or two-hop mesh topology. Compared
to mesh topology, deploying a star topology network should
be preferred in practice as it provides better performance in
terms of per-link real-time responsiveness that is required
for monitoring and control of critical plant parameters. The
radio transceivers conform with the ISA SP100.11a protocol
[10] with radio transmit power set to P, = 11.6 dBm. The
experiments have been carried out in two sites within the
same oil refinery: the first site isa 100 m x 200 m area around a
flare unit; the second one is a 60 m x 30 m area surrounding a
furnace structure. All the environments under consideration
are characterized by metallic objects and concrete buildings
with high-reflectivity surfaces. Before the test, we used a
signal analyzer to characterize the interferers in the area.
Since no significant activity was detected, the IEEE 802.15.4
channels selected for the experiments have center frequen-
cies 2.405GHz and 2.480 GHz, corresponding to the ISA
SP100.11a channel numbers 1 and 15, respectively.

The static RSS component g, in (2) characterizing the
radio propagation over each link is predicted by following
three steps.

(i) Step 1. The number and size of the objects blocking
the direct path between the transmitter and receiver
pair (or the corresponding Fresnel volumes) are
identified by analyzing the 3D model of the plant.

(ii) Step 2. Thelink is classified by exploring the 3D maps
of the corresponding sites. Based on the link types
identified in Section 4, the size of the obstructions is
compared with the Fresnel volumes to identify the
corresponding clearance zones &; for the obstacles
with relevant size compared to the wavelength A.
The link category is then selected by comparing the
resulting clearance zones with the ones characterizing
each link type.

(iii) Step 3. The static RSS component g, is predicted
according to the chosen link type. The signal atten-
uation o = ¢(£) in (2) for the chosen link category ¢
is computed based on the predicted field loss E/Ex,..
as in (5). The distance-dependent loss factor g,(d, «)
is defined according to the position of the transmitter
and receiver devices. In all of the considered short
range cases for d < dp, the path loss exponent is
o« = 2. The propagation over long ranges such that
d > dp suffers from a larger path loss due to ground
reflections: for a typical case of dp = 50 m (Gateway
at 6 m from the ground), the available measurements
indicate a path loss exponent of o = 2.5.

The measurements analyzed in the following sections
highlight the accuracy of the proposed channel character-
ization and modeling approach. Tightness of the proposed
model is verified by comparing the predicted RSSs with the
corresponding measurements obtained during the on-line
testing. The model accuracy is found as reasonably high in
all the considered settings (with errors below 4 dB for all the
considered cases).
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FIGURE 5: Flare unit test sites and link classification according to the categories defined in Section 4. Links are colored based on the selected

link type; unreliable links are also highlighted.

6.1. Site Test No. I: Flare Unit. In this test, the Gateway is
mounted in 4 different locations corresponding to different
deployment cases as illustrated in the floor plan maps of
Figure 5. For deployment case no. 1 the height from the
ground of the Gateway is 1.5m (dp = 25 m); for the remaining
cases; the height is above 6 m (d; = 50 m). For all cases, the
3EDs labelled as B, C, and D are acting as input/output
field devices and are moved in different positions labeled
by lowercase letters (a, b, and ¢). The corresponding RSS
measurements are reported by circle markers for all the
deployment cases and analyzed in Figure 6 for devices at
ground level and in Figure 7 for devices at 1 m above ground.

The markers have different colors to identify the link category
while the link classification is based on the inspection of 2D
and 3D-CAD maps. The predicted static RSS component g,
is represented by solid lines as a function of the distance d
and for each link category (see Section 4). The same color
code used for the measurements is adopted to highlight the
prediction and link classification accuracy.

The effectiveness of the proposed channel characteriza-
tion and modeling approach can be appreciated in several
settings as highlighted in Figure 8. To focus on a relevant
example, in the deployment case 3, the ED transmitters
located at positions C3a (ground level) and C3b (1m height
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Deployment cases 1-4. Devices B, C, D (devices at ground level)
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FIGURE 6: RSS measurements (circle markers) for devices B, C, and
D over the flare unit sites (1-4) at ground level. Positions of devices
are indicated by lowercase letters and correspond to the maps in
Figure 5. Colors identify the link types; the predicted model for each
link category is superimposed by solid lines, using the same color
code.
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FIGURE 7: RSS measurements (circle markers) for devices B, C, and
D over the flare unit sites (1-4) located at 1 m above ground. Positions
of devices are indicated using lowercase letters and correspond to the
maps in Figure 5. Colors identify the link types; predicted model is
illustrated using the same color code.

from the ground) are hidden behind a big cylindrical vessel
that completely obstruct the 1st Fresnel region. The wireless
links connected to the Gateway retain the E/E¢,.. = 13% and
the E/E¢,.. = 9% of the received field that would be measured
in free space, respectively. Therefore, they can be reasonably
classified as Type IV-S. As confirmed by measurements, the
predicted RSS is below the critical § = —85dBm reliability
threshold (distance d = 26m) suggesting the need for a
Repeater device acting as relay. The same transmitter is now
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moved at position C3c to circumvent the large obstruction
and create more favorable propagation conditions. In this
case, by analyzing the corresponding 3D map, the 1st Fresnel
region is slightly unobstructed: the link retains a larger
fraction (E/Eg,.. = 17%) of the received electric field and thus
can be reasonably classified as Type IV. As confirmed by
the chosen model, the connection with the Gateway is now
reliable as RSS —82 dBm: this suggests to deploy a Repeater
device at position C3c multiplexing the source data received
from the devices obstructed by the cylindrical vessel at
position C3a and C3b. As confirmed by analysis of the 3D
model, the links connecting the Repeater with devices located
at the other side of the vessel can be classified as Type II, being
the forbidden region free from obstacles.

Figure 8 highlights other relevant deployment cases: the
links connecting the Gateway with the EDs at position B4a
and C4a are classified as Type IV (E/Eg,... = 20%) and Type
I (E/E4,.. = 32%), respectively. For both links the forbidden
region is found as partially obstructed: in addition, at position
B4a, the LOS path is blocked by concrete and metallic
structures located around the corresponding ED location.
For position D4a instead, the forbidden region is found as
unobstructed; the corresponding link can be thus classified
as Type II (E/Eg,.. = 63%).

6.2. Site Test No. 2: Furnace Structure. In this test, the Gate-
way is mounted on the stairway in the south-east of the
furnace at 10m above the ground level. In this scenario,
devices C and D are moved over four different floors of the
furnace structure according to Figure 9. Device B instead is
located at ground level, moved in 5 positions in front of the
furnace structure. The distance between each device and the
Gateway ranges between 14 m and 57 m and is lower than
the Fresnel distance dp = 80m in all cases. Measurements
and predicted model for each link category are reported in
Figure 10 using the same color code adopted for the flare unit
scenario. By exploring the 2D and the 3D maps of the site,
the links corresponding to positions B5 (d and e), D5e, and
C5a can be reasonably classified as Type III (E/Eg,.. = 40% or
o(€ = 3) = 8dB), being the forbidden region (see Figure 4)
partially obstructed. Measured attenuations are 0 = 5 +
10 dB and confirm this choice. As highlighted in Figure 11, the
NLOS links (Type IV) correspond to positions B5¢c, D5a, and
C5e with observed attenuation ranging from o = 11 + 17 dB.
For positions D5d (4rd floor) and C5d (3rd floor), the metallic
structure produces a waveguide effect on propagation such
that reliable communication occurs even across the whole
furnace structure. The wireless signals propagate all around
the furnace environment without obstacles and take advan-
tage of the constructive interference. The positions D5b (2rd
floor) and C5b (Ird floor) are instead surrounded by the
furnace building that fully obstructs the Ist Fresnel volume
and absorbs approximately the 84% and the 88% of the free-
space field intensity, with E/E,.. = 16% and E/Eg... = 12%,
respectively (Type IV-S). As confirmed by measurements, the
predicted RSS for Type IV-S link (with distance d = 57 m)
is below the critical § = —85 dBm reliability threshold. The
installation of one Repeater device located in the example at
position C5a is therefore the optimal choice to relay the data
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FIGURE 8: Flare unit scenario: relevant deployment example cases.

acquired by the measurement points located at positions D5b
and C5b.

6.3. Long-Range Testing. Although the focus of this paper is
mostly on short-range networking modeling and optimiza-
tion of network deployment in industrial environments, a
long-range test have been also carried out as depicted in
Figure 12 (deployment case 5) with the Gateway located in

the same position of case 4 while the device C at ground
level has been moved in two sites. The first one is an open
area classified as near LOS environment (Type II) on the right
side of the flare unit at distance 109 m from the Gateway, the
second site was located at distance 132 m from the Gateway
in the southern part of the flare unit where the LOS path
is obstructed by a building. The path loss g, caused by the
ground reflections (flat terrain) can be reasonably modeled
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as in (2) with exponent a = 2.5. For the first test, the wireless
link is characterized by E/Ey,.. = 83%. The measured RSS of
-85 dBm confirms the predicted range for the corresponding
Type II link category (see Section 3). In the second test, the
link only retains the E/Eg,... = 44% of the free-space electric
field (the attenuation caused by the building is 7 dB), and it is
classified as unreliable with RSS of =91 dBm.

7. Concluding Remarks

Network deployment in industrial settings with dense metal-
lic structures can be based on a simple but effective channel
model that makes use of the diffraction theory for 3D
environments. The model proves to characterize the wireless
propagation in industrial environments with an accuracy that
is reasonably high to predict the average quality of the wireless
links in different sites. The wireless links are partitioned

into mutually exclusive attenuation classes (link types) based
on the 3D structure of the building blockage. Each class
is characterized by a different amount of obstruction loss;
therefore, a separate channel model is proposed to predict the
QoS for each link type. The diffraction model is then adopted
for virtual planning of two-hop ISA networks: the problem
of optimal Repeater configuration of the Repeater devices
is addressed to guarantee reliable connectivity between the
end devices and the Gateway. The proposed classification
approach has been validated by extensive experimental
measurements in critical areas within an oil refinery plant
characterized by highly dense metallic structure. Industry
ISA SP100.11a standard devices operating at 2.4 GHz are
adopted. Experimental results from the surveys confirm the
effectiveness of the proposed method as it provides a practical
tool for virtual network planning with reasonable accuracy
that meets the expectations in several industrial settings.
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Appendix

For the symmetric rectangular obstacle case, the loss term in
(6) simplifies as

E(a. Vab /1, (4;) 2
(9, = I—ZjJ exp [—jrr&] dy,
Efree 0 2 (A1)
1
‘ﬁ“i/rl(%‘) x2
X J exp |:—j7‘[—1:| dx,|,
0 2

where we used the substitutions x, V2x/r,(g;) and
¥, = V2y/r,(g;). Using an asymptotic expansion [42] for
the integrals in the form _[ Ox exp[- j7r(x2 /2)]dx valid for large

enough x
J- exp [— jm
0

with I'(x) defined in (8), the loss term can be written now as
in (7).

2

] dx =T (x), (A2)

X
2
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The severe resource constraints and challenging deployment environments of wireless sensor networks (WSNs) pose challenges
for the security and reliability of data transmission for these networks. In this paper, we present and evaluate a secure and reliable
routing mechanism offering different levels of security in an energy-efficient way for WSNs. Our approach uses node-disjoint
routing and the selection mechanism of these paths depends on different application requirements in terms of security. The original
data message is split into packets that are coded using Reed-Solomon (RS) codes and, to provide diverse levels of security, different
number of fragments is encrypted related to the requested security level before being transmitted along independent node-disjoint
paths. This technique makes encryption feasible for energy-constrained and delay-sensitive applications while still maintaining a
robust security protection. We describe how to find the secure multipath, the number of these paths, and how to allocate fragments
on each path seeking to enhance security and improve data reliability. Extensive analysis and performance evaluation show that

data transmission security and reliability can be enhanced while respecting the resource constraints of WSNs.

1. Introduction

Advances in wireless sensor networks have enabled a wide
range of application across many fields. Many of these appli-
cations have high quality of service (QoS) requirements in
terms of security and reliability of data transmission.

Wireless sensor networks (WSNs) are characterized by
severe resource constraints of sensor nodes, unreliable nature
of the wireless links, dynamic changing in the size and density
of the network, and the high risk of physical attacks to sen-
sors. Many routing protocols have been proposed to over-
come these constraints and improve the QoS in wireless net-
works. However, most of the existing protocols provide either
secure [1] or QoS [2-5] routing. Few protocols have combined
these two requirements [6-9].

Secure multipath routing protocols in WSNs can be div-
ided into three categories based on the security-related opera-
tional objective [1]. The multipath routing protection only,
the attack-specific, and the security operations support. The
security-based multipath routing protection protocol is the
interest of this paper in which the multipath routing is used to

improve the security, increase reliability of data transmission,
provide load balancing, and decrease the end-to-end delay.

A common approach to provide reliability in WSNs is to
use forward error correction (FEC) technique as a replication
mechanism in multipath routing to increase data transmis-
sion reliability, decrease energy consumption, and increase
the network lifetime while avoiding the costly or impossible
data retransmission due to the severe resource constraints of
sensor nodes [10]. However, this approach required sending
more data than necessary over the multipath in order to
tolerate a certain number of path failures.

This paper was motivated mainly by the observations that
most traditional encryption algorithms are complex and may
introduce a severe delay in sensor nodes. For instance, the
encryption time of each 128-bit block using the AES algo-
rithm is about 1.8 ms on a MicaZ platform [11]. Our approach
therefore proposes to encrypt only a certain fraction of the RS
[12] codewords while the remaining portion is transmitted
unprotected. Our scheme makes encryption feasible for
energy-constrained and delay-sensitive applications while
still maintaining a robust security protection.



Our major contributions in this paper are the following.
First, we introduce a new mechanism for secure and reliable
data transmission in WSNs multipath routing, derived from
node-disjoint multipath and combined with source coding in
order to enhance both security and reliability of data trans-
mission in the network. Second, we define different levels of
security requirements and depending on these requirements,
a selective encryption scheme is introduced to encrypt sel-
ected number of coded fragments in order to enhance sec-
urity and thereby reduce the time required for encryption.
Finally, an allocation strategy that allocates fragments on
paths is introduced to enhance both the security and prob-
ability of successful data delivery.

The remainder of this paper is organized as follows. In
the next section, we review the related work on secure and
reliable multipath routing protocols. The routing problem
metrics are formulated in Section 3. Section 4 provides a
detailed description of the proposed secure mechanism. In
Section 5, we describe our methodology for evaluating the
security and reliability. A detailed case study is presented with
different required security levels and possible attack scenar-
ios. The simulation model and the performance evaluation
are presented. Finally, we conclude our work in Section 6.

2. Related Work

In the literature, encryption techniques have been developed
for secure multipath routing protocols in WSNs. In [1], an
extensive survey has been conducted on the current state of
the art for secure multipath routing protocols. The security-
related issues, threats, and attacks in WSNs and some of the
solutions can be found in [13].

One of the possible solutions to support secure and reli-
able data transmission is to combine multipath routing proto-
cols with secret sharing algorithm. In (T, N) threshold secret
sharing algorithm [14], the original data message is divided
into N shares and sent to the destination over different paths.
The original message can be reconstructed from any T shares,
while no information about the original message can be
obtained with less than T' shares. The main drawback of using
the secret sharing method is the large amount of traffic and
redundancy involved. H-SPREAD [6] protocol is proposed
as an extended version of SPREAD protocol [7] which used
multipath between a single source-destination pair to deliver
multiple secret message shares in order to enhance the
data confidentiality in mobile ad hoc networks. H-SPREAD
proposed for WSNs a distributed many-to-one multipath dis-
covery protocol by employing two phases of flooding in order
to enhance the security and reliability of data transmission.
To enhance reliability, H-SPREAD uses an active per-hop
packet salvaging strategy; the sender forwards the packet over
another path instead of dropping it when unsuccessful trans-
mission occurs to increase the probability that the data packet
is delivered to the sink. Although, H-SPREAD protocol pro-
vides security in terms of resilience against node capture, it
does not provide any authentication mechanism. Thus, many
network layer attacks such as Sinkhole or Wormhole on rout-
ing protocols that attract traffic by advertising high-quality
route to the sink are related with the goal of affecting the
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construction of paths. Furthermore, the construction of the
spanning tree used in this protocol introduces high overhead.

Other possible solutions to support secure and reliable
data transmission is the combination of data encryption and
FEC technique [8, 9]. The main concept of this combination
is to encrypt the original data message, encode the encrypted
message using FEC coding, and then route it to the destina-
tion. A secure, multiversion, multipath protocol, MVMDP, is
proposed in [9] to offer a secure and reliable data commu-
nication in WSNs. MVMP consists of four steps: divide the
original data message into groups, encrypt each group using
different cryptographic algorithms, code the encrypted pack-
ets using RS codes, and transmit the coded packets on multi-
ple disjoint paths that are assumed to be established before
the data transmission. The data packet can be compromised
when certain amount of codewords over different paths are
intercepted and all the encryption algorithms used for the
transmission are known. Moreover, to reconstruct the orig-
inal message, the attacker needs to make all possible packet
combinations, which is a resource challenging task. Although
MVMP protocol uses different cryptographic algorithms in
order to enhance data transmission security; this strategy
could be expensive in resource-constrained environments
such as WSN.

In [15], a secure and reliable node-disjoint multipath rout-
ing protocol is proposed in order to minimize the worst case
security risk and to maximize the packet delivery ratio under
attacks. The multipath routing problem is modeled as an opti-
mization problem and solved by a heuristic algorithm using
game theory, and a routing solution is derived to achieve a
tradeoff between route security and delivery ratio in worst
scenarios. The protocol focuses on the worst case attack
scenarios to achieve the design objective of providing the best
security and/or delivery ratio. Although the protocol assumes
using link reliability history in the computations, in WSN the
sensors and the communication links change frequently and
are time varying. This required a frequent update of the com-
putation of paths to discover the most reliable and secure
paths. Also, the protocol assumes that each node has a full
knowledge of the whole network topology which is conside-
red an expensive assumption in WSN.

An intrusion-fault tolerant routing scheme proposed in
[16] offers a high level of reliability by a secure multipath
routing construction topology and uses one-way hash chains
to secure the construction of a multipath, many-to-one dis-
semination topology.

A secure and energy-efficient multipath routing protocol
for wireless sensor networks is proposed in [17]. Disjoint and
braided paths are constructed using a modification of the
breadth first search algorithm. The sink executes the paths
discovery, selection, and maintenance in a centralized way.
The authors claim that network layer attacks such as Sinkhole
and Wormbhole are not related since routing paths are selected
by the sink node and periodically changed to prolong the
lifetime of the network. Also, the protocol addresses the
replayed attack by having each packet identified by a unique
sequence number to be transmitted only once. However, the
protocol does not use any encryption and authentication
mechanism to protect against a number of attacks; this means



International Journal of Distributed Sensor Networks

that an attacker can affect the paths construction process.
Moreover, the sink needs to have information of the whole
network topology which requires that each node sends its
neighbors list to the sink, and this process consumes huge
energy and introduces extra overhead.

Enhancing data security in ad hoc networks based on
multipath routing is proposed in [18], which is designed on
the multipath routing characteristics of ad hoc networks and
uses a route selection based on the security costs without
modifying the lower layer protocols. The authors claim
that the proposed protocol can be combined with solutions
which consider security aspects other than confidentiality to
improve significantly the efficiency of security systems in ad
hoc networks. The protocol in [18] is designed for an ad hoc
network where the number of nodes in the network is con-
siderably low and the capability of node is usually better than
that of sensor networks. Thus, the protocol cannot directly fit
the properties of sensor networks.

Our work differs from the above existing schemes by con-
sidering different levels of security requirements to encrypt
limited number of packets contingent to these requirements
in order to enhance data transmission security at lower cost
than full packet encryption. The new mechanism proposed
adapts to the resource constraints of WSNs by combining
FEC technique and selective cryptographic algorithms to
achieve secure and reliable data transmission in an energy-
efficient way for WSNs. Unlike [9], the original message
is split into packets that are first coded using RS codes.
Then depending on the required security level, the selective
encryption scheme is used to encrypt a selected number of
coded fragments before being transmitted along different dis-
joint paths. Thus, the security can be achieved while respect-
ing the resource constraints of WSNs.

3. QoS Routing Problem Formulation

3.1 Replication and Erasure Coding. Erasure coding has been
used in distributed systems to achieve load balancing and
fault tolerance, but recently [10] it has been used for WSNs
as a replication mechanism in multipath routing to increase
the data transmission reliability while decreasing energy
consumption and increasing network lifetime. The advant-
age of using data replication is to avoid the costly or impos-
sible data retransmission in WSNs due to the severe resource
constraints of sensor nodes. RS code is the simplest and the
widely used FEC codes for achieving reliable data transmis-
sion in networks.

In the network layer, we assume that there are totally n
available disjoint paths between the source node and the sink.
Only the source node and the sink are active participants in
the coding/decoding process while no processing is needed
at the intermediate nodes. Using RS codes, the source node
codes each data packet of size Mb bits it receives into M
fragments each of size b bits and generates another K parity
fragments to have in total a set of M + K fragments. If the
sink receives any M fragments, it can recover the original
data packet allowing at most K lost fragments. Denote the
fragments allocation as X = [x;, x,,...,x,], where x; is an
integer and is the number of fragments allocated to path;

and # is the number of node-disjoint paths from source node
to sink, as shown in Figure 1 [10]. The allocation of fragments
on each path is determined with a load balancing algorithm
where " x; = M + K. The value of K determines the
loss recovery capability of the code. Given a fixed value of
M + K, smaller M means less data information and more
redundancy contained in each encoded block, thus the loss,
recovery capability is better. If z; is a random variable that
indicates the number of fragments received on path;, then we
have Y | z; > M. Typically, the code rate is A = M/(M + K),
the redundancy ratio is r = K/(M + K), the maximum
codeword length for a RS code is ¢ = 2° — 1, and the coding
overhead is h = K/M.

3.2. Security. A path is compromised when one or more node
in the path is compromised. In this paper, node-disjoint paths
are used; vthus the probability of compromising of a single
path is not correlated with the probability of compromising
of other paths. We assume that the source node and the sink
are trustworthy. The source node selects np paths out of the
n node-disjoint paths to route the data packet to the sink.
The probability that the data packet is compromised, P, is
defined as

np
Ppkt = prathi> 1
i=1

where P, is the probability that path, is compromised and
is given as

l

Ppathizl_l—[(l_pu)’ )

u=1

where p,, is the probability that a sensor node is compro-
mised, u € [, [ is the number of sensor nodes on path; and
0< Py < 1.

Note that the probability p,, indicates the security level of
node u and could be estimated from the feedback of some
security-monitoring software or hardware such as firewalls
and intrusion detection devices [18].

The proposed mechanism uses RS coding to send the
M + K fragments on np node-disjoint paths. To improve the
security of the data transmission consider the following.

(1) Allocate fragments on as many paths as possible in
order to minimize the probability P,;. The total number of
fragments for each packet is equal to np, thatis M + K =
np. In this case, one fragment is transmitted on each path.
With such allocation, the probability that the data packet is
compromised, P,y is equal to the probability that M out of

np paths are compromised, Py = 1—111\;11 Pyt Thus, the more
paths are used, the less Ppkt is, and the better the security is,
Figure 2.

However, this strategy could be expensive in resources
constraint networks like WSNs since it introduces a large
storage and communication overhead. Moreover, fragments
might be dropped on some paths due to the error-prone
nature of sensor nodes and wireless links and to reconstruct
the original data packet, a minimum of M paths are needed
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FIGURE 2: Relationship between data packet compromising prob-
ability, Py, and the number of used paths, np, for different path
compromising values, P, ., [0.1,0.9].

to successfully deliver the required number of fragments to
the sink.

(2) To achieve the highest security level, the allocated
fragments on any path, x;, should be less than M. With such
allocation an attacker must intercept more than one path to
get the M fragments required to reconstruct the data packet.
The allocated fragments on each path should be as follows:

I1<x;<M-1 (3)

This strategy is used in the proposed security mechanism.

(3) Minimize B,,,, such that P, is minimized, (1). By
using a path that contains as few nodes as possible, the
shortest path and/or, path that contains the highest secure
nodes among others minimizes P, , (2).

3.3. Reliability. Multipath routing is one way of improving
the reliability of data transmission by sending duplicated
data via multiple paths. Thus, a packet is delivered to the
destination even if some paths fail. The main drawbacks of the
multipath routing are the higher energy consumption and the
high probability of network congestion due to the increased
number of messages which in turn impact the performance
of the network. However, to improve the reliability of data
transmission while respecting the network energy constraint,
redundancy is applied using erasure coding on multipath
routing. The idea is to send more fragments, M + K, than
the minimum required fragments, M, to recover the original
packet at the sink. In our proposed routing mechanism,
the reliability of data transmission, the successful end-to-
end data delivery, is achieved by sending the fragments of
RS codeword on np selected node-disjoint multipath and to
guarantee that the codeword packet is recoverable from any
[np/2] paths, we need to ensure that fragments allocation on
any [np/2] paths follows,

[np/2]
Z x; = M. (4)

i=1

3.4. Delay. The total path delay, D, includes the sum
of time required for processing, queuing, transmission and
propagation for all the nodes along the path. If coding and
encryption are used, the path delay equals (Dp,,, + Deoa +
D.,.), where D4 and D,,. are the coding time and the
encryption time, respectively. D, is related to number of bits
to be encrypted, 1, the unit-block encryption time, Ty, and
the encryption block size, Ly, [19]. This is given as follows,

My
Denc = <£> Tblk' (5)
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FIGURE 3: Control messages format (a) route request message, RREQ, (b) route reply message, RREP.

Encryption block size varies between different encryption
algorithms and may also vary within the same encryption
algorithm while the unit-block encryption time can be mea-
sured on specific platforms. Thus, choosing the appropriate
block size as well as the total amount of bits to be encrypted
can affect the delay performance of the network. Therefore,
in our proposed selective encryption approach, a minimum
amount of data is selected for encryption contingent to the
security requirements. In this way, encryption time is reduced
due to the need to encrypt fewer packets. Also, the energy
required to encrypt the extra packets is conserved while still
maintaining the required security level.

4. Proposed Protocol

An on demand routing protocol [20] is used to build multiple
disjoint paths using route request/reply phases. Each sensor
node is assumed to update the local states of its one-hop
neighbors by broadcasting a HELLO message in which the
links conditions are reported. Each node then maintains and
updates its neighboring table information to record the link
performance between itself and its direct neighbor nodes in
terms of the probability that a sensor node is compromised,
p,- When the source node has data packet to transmit to
the sink to which it has no available route, it starts the
route discovery phase by transmitting a short route request
message, RREQ, as shown in Figure 3(a). An RREQ message
is broadcasted to all the neighbors of the source node within
its transmission range, in which the required security level
(in terms of message compromising probability), S,.,, the
path information (hop, P,,;,) are transferred to the sink. Each
intermediate node updates the information of its one-hop
local states, including the path compromising probability and
hop count information. The route discovery phase is therefore
introduced.

4.1. Next Node Selection. In order to achieve the shortest hop
count from the current node to the sink, we assume that only
the neighbors that are closer to the sink than the current
node are added to the neighbor list as a candidate node.
Since security is the essential metric in choosing different
paths and to maximize the path security (Section 3), and to
ensure constructing node-disjoint paths, each intermediate
node selects one node as the next hop from its neighbor
list to forward the RREQ, the neighbor with the highest
security among all, smallest p,. However, if the selected node
is already reserved then the next neighbor with the smallest
p,, will be selected and so on. The selected node then modifies
the path information in the RREQ message (hop and P,
in Figure 3(a)), before forwarding the message to the next
selected neighbor. The probability of path compromising,

Pya» is updated according to (2) and the value of hop count,
hop, is increased by one. Note that the initial values of hop and
Py, at the source node are zero.

4.2. Number of Path Selection. The sink estimates the num-
ber of all available node-disjoint paths to the source from
the number of the RREQ messages received to decide on
choosing the first np most secure paths that satisfy the
required security level. From these RREQ messages it obtains
information about security and number of hops on each
path. The sink sends back the route reply message, RREP,
Figure 3(b), via the selected paths. Algorithm1 is used to
determine the number of node-disjoint multipath, np, which
are used to transmit data message between the source and
the sink. For each data transmission, given » available node-
disjoint paths between the source and the sink, the sink sorts
these available paths according to the security characteristics
of each path (in terms of the probability that path i is
compromised), such that the first path is the highest secure
one and so on. The sink then calculates the probability that
a packet is compromised, Py, using (1). According to (1)
more paths are chosen to lower P, and enhance the security
in order to deliver the data packet. Our proposed protocol
only needs to select the first np paths (np > 2) satisfying
Py £ (1= Seg)-

4.3. Security Mechanism. The following consecutive steps are
involved in the routing mechanism to ensure the communi-
cation security level and are illustrated in Figure 4 [21].

(1) Divide the original data message of size S into j packets
each of M fragments of size b bits. Assume the number of
packets is equivalent to the number of paths used to transmit
the data, np, such that Mb = [S/np]. If the last packet is less
than M fragments, zero padding [9] is applied to meet the
length requirements of RS codes.

(2) Encode each packet using RS codes to generate M
data fragments and K parity fragments as a codeword of size
M+K fragments such that K < M. For each codeword packet,
allocate one fragment on each path starting from the highest
secure path and repeat this process till all the M +K fragments
are assigned on the selected multipath and ensure that the
number of allocated fragments on each path, x;, follows

[(M+K)
x = | —
np

(3) Depending on the required security level, the number
of fragments to be encrypted, N, is calculated as follows:

N...=K+E, (7)

enc

%M, i=1,2,...,np. (6)

where E is determined according to the required security level
and1 < E < M.
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As shown in Figure 4, for a low security requirement,
E = 1, source node only encrypts any N,,. = K + 1 of
M + K fragments from the codeword. For each codeword,
an attacker must receive at least M of the M + K fragments
and be able to decrypt the encrypted fragments to restore the
codeword. On the other hand, when the required security
level is high, then E = M, which requires to encrypt N,,,. =
K + M fragments for each codeword. In order to compromise
the data packet, the attacker must receive and be able to
decrypt all M fragments to reconstruct the codeword.

(4) Route all the fragments on the np node-disjoint paths
to the sink with each path carrying x; fragments according
to (4) and (6). To enhance security the encrypted fragments
from the same codeword are transmitted on different paths.

(5) At the sink side, the encrypted fragments are de-
crypted first and then all the fragments are decoded to
reconstruct the original data packet.

5. Evaluation Methodology

In this section, we precisely explain the security and reliability
behaviors of the proposed mechanism. For security metric,

we describe different scenarios to compromise the data
packet, and for the reliability metric, we describe the failure
models for which we evaluate the resiliency of our mech-
anisms.

5.1. Case Study. To help illustrate, we present an example on
how the proposed mechanism functions with diverse security
levels and attacker scenarios. Suppose we have a 9-byte data
message to be transmitted to the sink. Let np = 3 and assume
using packet-level RS (5, 3) code, where M = 3and M+K = 5.
Bit-level RS can also be used. The RS codeword packet has the
following matrix format:

d

il

d.
RS codeword = pMo (8)
il
Pix

where d;,---d;, and p;,---p; are the data and parity
fragments for codeword j, respectively.
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If By, < (1
{

number of paths to be used = np;
break;
}
}

n = number of available node-disjoint paths (source to sink)

path,,

//Calculate the probability of compromising a packet on the first path

Sort for P, such that P, < By, <+ <P
np=1; //Initialization
Ppktl = Ppath1
for (i = 2;i < n; i++)
{
np = np++;
Ppkli = Ppkti_l X Ppath,‘
- Sreq))

//if the required security is reached

ArLcoriTHM I: Calculating the number of paths related to the required security level.

Step 1 (division). For np = 3, divide the 9 byte data message
to three packets of the size of 3-byte.

Step 2 (coding). The three packets are coded using RS code to
generate three codewords each of the size of 5-byte as follows:

diy

di,
Codeword 1 = d;3 |,

P11

P12

dy,
dy,

Codeword 2 = dy3 |, 9)
P21
2%}

ds;
ds,
Codeword 3 = | ds3
P31
P3a

Step 3 and 4 (encryption and routing). Depending on the
required security level, encrypt any N, . fragments, (7), for
each codeword using any encryption algorithm and allocate
fragments on np paths according to (4) and (6).

Scenario 1. For low security requirement, N, = K + 1,
Ny = 3 fragments:

enc

di, dyy ds,
di, dy, ds,
dis dys dys
P11 Pa P31
P12 JZ%) P32

path) =d, 1, p11,ds5, Panrdss
path, =d,,, p1,,d,5,d3, P31
path; =d,5,d, 1, py1-ds, P3)-

(10)

In this scenario, the attacker must intercept at least two paths
and decrypt six fragments to get the three codewords.

Scenario 2. For moderate security requirement, N, = K+2,
N.,. = 4 fragments.
dy, dy, dy,
12 dyy ds,
13 dys dy s
Pia P P31
P12 P2 P32 )

path) =d, 1, p11,ds,, P22 ds3
path, =d,,, p1,.d,5,d31, P31
pathy; =d,5,d, 1, P21, 955, P

The attacker must intercept at least two paths and decrypt
eight fragments to get the three codewords.

Scenario 3. For high security requirement, N,,. = K + M,
N.,. = 5 fragments:
dy, dy, dy,
12 dyy ds,
dys dys dss
Pia 281 P31
by P2y P32 (12)

path) =d, 1, p1 1,55, Py5- 435
path, =d, 5, p1,,d,5,d51, P31
pathy =d, 5,d, 1, 51,45, P

In this scenario, the attacker needs to intercept at least two
paths and be able to encrypt a total of ten fragments to get
the three codewords.

For all the above scenarios, an attacker needs to decode
each codeword to be able to reconstruct the original data mes-
sage and the allocation of fragments on the paths, allowing for
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TABLE 1: Multipath routing protocols comparison.

No. of transmitted No. of redundant No. of encrypted Redundancy

Protocol i

packets packets packets ratio
MVMP [9] [S/M1x(M+K) = 15 [S/M]xK =6 [S/M]xM+K =15 K/(M +K) = 40%
Threshold secret sharing scheme SxN =27 (N-1)xS=18 Sx N =27 (N -1)/N = 66.6%
Proposed scheme [S/np]x(M+K) =15 npx K =6 K+ E=1[3,15] K/(M + K) = 40%

TABLE 2: Simulation parameters.

Parameters Value

Scenario 1 100% of nodes, p, = 0.14
10% of nodes, p, = 0.50

Scenario 2 40% of nodes, p, = 0.20
50% of nodes, p, = 0.02

S (1-107") to (1-10717)

e Lowest to highest

resilience to a failure of one path, which can be any path, since
the three data fragments for each codeword can be obtained
from the other two paths.

5.2. Multipath Protocol Performance Evaluation. In this sec-
tion, we evaluate the proposed mechanism using the same
scenario presented in Section 5.1 and compare it with the pro-
tocols that used the (T, N) threshold secret sharing scheme
[6, 7] and RS coding technique, MVMP [9]. We present
the comparison in Table1 in terms of the total number of
transmitted, redundant, and encrypted packets as well as the
coding redundancy ratio.

Clearly, the number of encrypted packets in MVMP pro-
tocol is equal to the encrypted packet of our proposed proto-
col when the demanded security level is high. However, when
the demanded security level is low, our proposed protocol
encrypts only three packets while MVMP protocol has a fixed
number of fifteen encrypted packets. Note that encrypted
packets influence encryption time and energy consumption.
We recognize that the encryption delay is related to the total
amount of bits to be encrypted for each data packet (Section
3.4). Thus, the proposed security mechanism selects a mini-
mum amount of data for encryption. In WSNSs, if sensors run
different encryption algorithms, like in MVMP protocol, it
may lead to varying computational delays. For instance, the
traditional RC4 algorithm takes 344 usec to encrypt a block
on the Atmegal03 processor; however, it only takes 10 ySec on
the StrongARM processor [22]. Also in [23], the experiment
results show that the encryption process of RC5 algorithm
consumes more energy than that of AES on MicaZ plat-
form. Moreover, our proposed security mechanism uses one
encryption algorithm while still maintaining a robust security
protection unlike MVMP protocol where multiple versions of
encryption algorithms are used to maintain the security.

We have conducted an extensive simulation study using
C++ to evaluate the performance of our protocol. We adapted
the same codes used in our previously published works [20,
24]. These papers illustrated the validity and comparability
of our implementation, in which the validation tests cover
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the basic functionality of the on-demand routing protocol
in WSNs. In WSNs, the likelihood of finding node-disjoint
paths increases at higher node densities [25]. Thus, in order
to increase the probability of finding these paths to evaluate
the performance of our proposed protocol, we consider a
network where 100 to 500 nodes are randomly scattered in a
field of 500 m x 500 m area. We assume that all sensor nodes
are static after deployment with transmission range of 100 m.
The simulation parameters that we use are as follows. Source
nodes are picked randomly, at least two hops away from the
sink, to transmit a data packet at fixed generation rate of
1 packet/sec. The simulation time is 750 sec.

We use two types of security scenarios in each simulation.
In Scenario 1, each node is assumed equally likely to be com-
promised with probability, p, = 0.14. In the second scenario
and to evaluate the worst case where the probability that a
sensor node is compromised, p,,, is changed suddenly at any
transmission instant and is randomly distributed as presented
in Table 2. Simulation results are obtained from different
configurations to reduce the effect of the position of sensors.
The results shown are averaged over 10 simulation runs.

The proposed mechanism depends on the availability of
finding multiple node-disjoint paths and to justify the pos-
sibility of finding these paths in WSNs, the security require-
ments are not considered in this step. Figure 5 shows the
probability of finding the maximal number of node-disjoint
paths between the source nodes and the sink. As the number
of paths found in both scenarios is equal, we only report one
result in Figure 5, and this indicates that the process of find-
ing the maximum number of paths depends on the network
topology only.

Figures 6 and 7 illustrate the security performance and
the number of used paths for various network sizes (500 and
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req) Versus packet compromise

300 nodes) as a function of the requested security. A message
is compromised when at least M fragments are received and
N, fragments are decrypted. It means [np/2] paths are
intercepted out of the np used paths. It is clear that our
mechanism is effective in increasing the security performance
of a message according to the requested security. The prob-
ability that the message is compromised decreases with the
increase of the security requirements since the number of
paths used is related to these requirements. This result verifies
the effectiveness of our mechanism. We also observe that
when nodes are with different security levels (Scenario 2),
our algorithm tends to select more secure paths compared
to Scenario 1. However, in both scenarios, the probability
that the message is compromised increases as the number of
nodes increases. When the number of nodes increases, there
are more sensor nodes available for forwarding packets.

In Figure 8, the number of encrypted fragments (N,,,.) for
different values of parity fragments (K = 1,2,...,K < M)
are presented. The data packet is set to M = 10 fragments.
The number of encrypted fragments used in MVMP mech-
anism is compared with the lowest and the highest security
requirements in our proposed protocol. The other S, values
show the same trend (between the two curves) and therefore
are omitted. In MVMP mechanism all the fragments of the
coded packet (M + K) are encrypted. Thus, the number of
encrypted fragments using MVMP mechanism equals the
number of encrypted fragments of the proposed mechanism
at the highest security requirements. Clearly, the number
of encrypted fragments is higher for the highest security

requirement (S,.q = 1-107"°) to the encrypted fragments of

the lowest security requirement (S,q = 1-107"); from 81.82%
to 45% less fragments are encrypted for the lowest security
requirement for K = 1 to 10, respectively. Obviously, when
the demanded security level is high, our proposed protocol
encrypts K + M fragments similar to MVMP mechanism.
However, when the demanded security level is low, M + 1 are
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encrypted. Note that encrypted packets influence encryption
time and energy consumption; more encrypted fragments
require more time and consume more energy.

6. Conclusions

In this paper, we propose and evaluate a secure and reli-
able routing protocol for WSNs that is designed to han-
dle the application security requirements and reliable data
transmission using coding and selective encryption scheme.
In the proposed protocol, RS code is used to provide relia-
bility and security. The proposed routing protocol is based
on the node-disjoint multipath established depending on
the link security parameters. The sink node decides on the
paths selection process in order to satisfy the application
requirements and the number of these paths is determined
to enhance the security. Thus, different number of paths can
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be used for different security requirements. A novel security
mechanism is proposed to support secure data transmission
while respecting the network restrictions in terms of energy.
The protocol reduces the energy consumption at sensor nodes
by moving the path selection process to the sink node.
Moreover, reducing the number of encrypted packets based
on the required level of security limits energy consumption.
Using different paths for different security requirements to
route data and permitting the sink to be responsible for
the path selection process, attacks such as the Sinkhole
and Wormbhole are no longer related, where in a Sinkhole
attack the attacker tries to attract the traffic of surrounding
neighbors by making itself look attractive to the surrounding
neighbors with respect to the routing metric, and in a
Wormbhole attack two or more attackers may establish better
communication tunnels between them in the path.
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Achieving the end-to-end goals and objectives of Wireless Sensor Networks (WSN) is a highly challenging task. Such objectives
include maximizing network lifetime, guaranteeing connectivity and coverage, and maximizing throughput. In addition, some
of these goals are in conflict such as network lifetime and throughput. Cross-layer design can be efficient in proposing network
management techniques that can consider different network objectives and conflicting constraints. This can be highly valuable in
challenging applications where multiple Quality of Service (QoS) requirements may be demanded. In this paper, a novel cross-
layer framework for network management is proposed that particularly targets WSN with challenging applications. The proposed
framework is designed using the tool known as Weighted Cognitive Map (WCM). The inference properties of WCM:s allow the
system to consider multiple objectives and constraints while maintaining low complexity. Methods for achieving different objectives
using WCMs are illustrated, as well as how system processes can operate coherently to achieve common end-to-end goals. Using
extensive computer simulations, the proposed system is evaluated. The results show that it achieves good performance results in
metrics of network lifetime, throughput, and Packet Loss Ratio (PLR).

1. Introduction

Wireless Sensor Networks (WSN) are an enabling paradigm
for a wide variety of applications. Due to their low cost, flexi-
bility, and ease of deployment, they have already been applied
in many fields such as environmental monitoring, food safety,
intelligent transportation, and smart grids. In order to unlock
the vast potential of WSN, several known challenges have to
be addressed, such as limited energy and processing capabil-
ities, scalability, and fault-tolerance [1-4]. These challenges
impose restrictions on network management protocols that
can be used, thus hindering the possibility of using WSN in
some applications, such as those with strict Quality of Service
(QoS) requirements.

In addition to traditional challenges and QoS require-
ments, end-to-end goals of WSN are sometimes in conflict.
For example, maximizing network lifetime might require
reducing the frequency at which nodes transmit their data,
which in turn reduces throughput. In another example,
maximizing network lifetime may mean that a large number

of nodes will have to be switched to sleep mode, which
impacts connectivity and coverage. Some WSN also require
the support of different applications. For example, a WSN
for highway safety may periodically transmit information
regarding road or traffic conditions. This information usually
has low volume and requires low transmission frequency.
However, if an accident occurs, the WSN may be required
to transmit images or even low-resolution video from the
scene of the accident to aid first responders. In another
example, a WSN for animal tracking may occasionally need
to transmit images of the location of the animal if any dangers
are detected (which may be indicated by, e.g., an elevation in
the animal’s heart rate). WSN protocols have to adapt quickly
to such changes in application requirements and guarantee
the desired performance levels.

Performance assurance in WSN has been addressed in
many ways by the research community. Unfortunately, the
research is rather scattered and usually focuses on specific
issues. For example, there is significant research on the areas
of connectivity and coverage, routing, and congestion control



(see Section 2). However, there is not as much research activ-
ity on networks where several conflicting objectives need to
be considered. Cross-layer design provides means to consider
different issues from multiple layers in order to improve
network efficiency. Nevertheless, there are challenges that
are typically associated with cross-layer design that need
to be addressed. One important challenge that can have
significant effects on network performance is adaptation
loops, where improving a specific network issue may lead
to deteriorating performance in other issues. For example,
transmit power adaptation affects levels of interference in the
network and thus may have an impact on routing, congestion,
energy lost due to collisions, among other factors. In another
example, sleep/awake scheduling directly impacts network
connectivity and may affect load balancing between nodes
(e.g., if a set of nodes are chosen to remain constantly
active, they may become depleted, while other nodes remain
unused). Furthermore, WSN protocols are required to have
low complexity due to the limited capabilities of nodes.
In order to consider complex dynamics within a network,
and ensure that network elements are operating coherently
towards end-to-end goals, new network management proto-
cols are needed.

In this paper, a novel cross-layer framework for network
management is proposed for WSN that run challenging
applications. The mathematical tool known as Weighted
Cognitive Maps (WCMs) is considered as a tool to provide a
parameterized representation of conflicting system processes,
in order to perform reasoning while considering multiple
conflicting goals and constraints. In WCMs, each process,
environment variable, or end-to-end goal is simply repre-
sented as a concept in the system, and edges of the map
connect concepts that are causally related (an overview of
WCMs is given in Section 3). The inference properties of
WCMs enable conflicting interactions within the network to
be represented as simple mathematical operations, requir-
ing only information about causal relationships between
processes. Thus, multiple objectives and constraints can be
considered with low complexity, avoiding long processing
times that may be associated with optimization problems.

To the best knowledge of the authors, WCMs have not
been considered in the design of network management sys-
tems for WSN. Although WCMs have been considered in
[5] to design cognitive nodes, those nodes operated indepen-
dently and the design did not consider network interactions
between nodes. The design proposed in this paper primarily
targets the needs of WSN. WCMs are utilized to design a
framework for WSN that monitors network interactions and
achieves its end-to-end goals. We illustrate how multiple
objectives, constraints, system processes, and environment
variables can be translated into concepts of a WCM and how
protocols can be implemented using their underlying causal
relationships. The proposed system is evaluated through
extensive computer simulations to illustrate its capabilities.

The remaining sections of this paper are organized as
follows; in Section 2, some recent related research efforts are
reviewed; Section 3 provides an overview of WCMs and some
fundamental design concepts; Section 4 explains the details
of our proposed cross-layer framework; Section 5 provides
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simulation results that illustrate the capabilities of our pro-
posal; and finally, Section 6 offers concluding remarks.

2. Related Work

Several areas in WSN have been explored by the research
community. These areas include coverage and connectivity,
routing, topology management, transmit power, and data rate
adaptation. For example, the network management protocol
proposed in [6] attempted to improve energy-efficiency and
network lifetime while considering routing and coverage con-
straints in a clustered network architecture. An optimization
problem was formulated, labeled (OPT-ALL-RCC), which
minimized energy consumption and achieved load balancing
while guaranteeing coverage and connectivity. OPT-ALL-
RCC was shown to be NP-complete, and a heuristic algorithm
named TABU-RCC was proposed to achieve a compro-
mise between efficient performance and processing time.
Another network management protocol known as Energy-
Efficient m-Coverage and n-Connectivity Routing (EECCR)
was proposed in [7]. It considered the routing problem under
coverage and connectivity constraints. EECCR has two main
phases. In the first phase, the network was divided into mutu-
ally exclusive scheduling sets, and sets that can guarantee m-
coverage were switched on. Then, routing paths were set up to
achieve n-connectivity. The second phase in EECCR was the
data transmission phase, where the set-up routing paths were
utilized to relay data to the sink node. In [8], a framework
called Topology-Aware Resource Adaptation (TARA) was
proposed with the primary goal of alleviating congestion in
WSN. The idea was to activate a larger number of nodes in
periods of congestion in order to increase network resources
and reduce congestion. Network topology and traffic patterns
were considered in order to propose heuristics that can
detect congestion, activate the correct number of nodes, and
discover alternative routing paths that can relay packets away
from congested spots. Another protocol for congestion con-
trol called Enhanced Congestion Detection and Avoidance
(ECODA) was proposed in [9]. ECODA used two buffer
thresholds, Q,,,;, and Q,,,.,» to detect congestion. Once buffer
capacity dropped below Q,,,., the protocol started to filter
packets based on their delay requirements. If buffer capacity
dropped below Q,;,, most packets were rejected. A dynamic
scheduler was also proposed that ensured fairness in packet
delivery between nodes that were close to the sink and nodes
that were far away from the sink. In addition, source sending
rate control was used to mitigate packet dropping due to
congestion.

Guaranteeing connectivity and coverage was addressed in
[10], where a distributed algorithm was proposed to schedule
the activation of nodes in every time slot. The algorithm
assumed that distances between adjacent nodes were known
and used this information to find a schedule that considered
the remaining battery power of nodes in order to maximize
network lifetime. In another paper [11], the problem of
finding the optimal transmit power to maximize network
lifetime while guaranteeing connectivity was studied. A
physical layer-oriented QoS constraint was considered, based
on the maximum allowable Bit Error Rate (BER) at the end
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of any multihop path. However, the analytical framework in
[11] was proposed for specific routing and Medium Access
Control (MAC) protocols. In addition, it was assumed that
all nodes used the same transmit power.

In [12], a protocol for adapting transmit power, data rate,
and duty cycle was proposed with the goal of improving
energy efficiency and throughput. In this protocol, nodes that
observed good channel conditions transmitted at higher data
rates and therefore could conclude their transmissions earlier
and stay in sleep state for longer periods. Thus, by adapting
the duty cycle according to the observed channel conditions,
considerable energy savings were achieved. Another protocol
named Symphony was proposed in [13] and targeted transmit
power and data rate adaptation while considering throughput
and energy efficiency. Algorithms were proposed to ensure
that frequent changes in transmit power and data rate were
avoided and that fairness in accessing the wireless medium
was ensured among interfering links. In [14], a protocol
named Throughput Plus Fairness Optimization (TPFO) was
proposed. In this protocol, an optimization problem was
formulated with the goal of maximizing throughput while
ensuring that asymmetric channel access is avoided. Given
a certain set of data rates used at different nodes, the
optimization problem was solved to find the optimum packet
lengths and contention window sizes that would maximize
throughput and guarantee fairness.

To support QoS in WSN, the Multipath Multi-SPEED
(MMSPEED) protocol was proposed in [15] to address delay
and reliability metrics. If delay was the required QoS param-
eter, every node maintained an estimate of the delay, called
“progress speed,” needed to transmit to each of its active
neighbours. The neighbour with the greatest progress speed
was chosen as the next hop. A threshold, SetSpeed, was
defined. As long as the progress speed at every hop was
greater than SetSpeed, the end-to-end delay across the net-
work was bounded by SetSpeed and the distance between the
source and the destination. On the other hand, MMSPEED
supported reliability of packet delivery by allowing multiple
paths to deliver packets. Intermediate nodes determined how
many paths should be used based on an error metric. As
the required reliability increased, more paths were utilized
to ensure low Packet Loss Ratio (PLR). However, utilizing
multiple paths can increase interference in the network
and increase the chance of collisions. Alternatively, the
Distributed Aggregate Routing (DARA) protocol [16] also
supported latency and reliability metrics in a WSN using
multiple sinks. Packets with strict delay requirements were
delivered using the shortest paths to the sink, while packets
with loose delay requirements used longer paths. Reliability
was achieved by transmitting multiple copies of the packets
to the sink nodes. Packet scheduling was performed at
forwarding nodes by prioritizing packets with strict delay
requirements. The disadvantage of DARA is that transmit-
ting multiple copies of packets is not energy efficient and
creates interference. To address the combined issue of energy
efficiency and QoS support, the Optimized Energy-Delay
Subnetwork Routing (OEDSR) was proposed in [17]. Routing
in OEDSR was based on a metric that considered the available
energy, average end-to-end delay, and distance between the

source and the destination. Performance results showed that
OEDSR achieves low energy consumption and lower average
end-to-end delay. However, OEDSR was only compared to
classic protocols such as Ad Hoc On-Demand Distance Vec-
tor (AODV) routing and Dynamic Source Routing (DSR),
which are outdated and have no capabilities to support QoS.

Therefore, it can be concluded that new research direc-
tions that can consider multiple conflicting constraints with
low complexity are required to achieve the desired end-to-
end goals of WSN. In this paper, WCM was selected to
design a cross-layer framework for WSN due to its versatility
and wide range of capabilities. Even though there have been
limited efforts on using WCMs in wireless networks [5], as
mentioned before, there have been extensive analytical efforts
on developing the theory of WCMs since its original proposal
in [18]. For example, the work in [19] included comprehensive
mathematical description as well as construction methods
of WCM:s. In addition, the use of WCMs in various appli-
cations such as precision agriculture, drought management,
and modeling business processes was discussed. In another
example [20], the analytical and modeling capabilities of
WCMs were extended by proposing methods of transform-
ing one cognitive map into another. In [21], the inference
capabilities of WCMs were studied, and different inference
methods were compared and analyzed. Furthermore, the idea
of conditional edge weights, where edges are activated only
under certain conditions, was proposed in [22]. It was shown
that conditional edge weights can provide an increased degree
of flexibility in system design.

3. Fundamental Design Concepts of WCM

To understand how WCMs can be used in the design of
wireless networks, this section provides an overview of the
main properties of WCMs. Afterwards, we propose some
fundamental guidelines for using WCMs in the design of a
cross-layer framework for any network.

3.1. Overview of WCM. A WCM (also known as fuzzy cog-
nitive map) is a graphical model used to represent dynamic
systems through their underlying causal relationships [18-
20]. Each vertex in the WCM is called a concept and
represents a particular process or event in the system being
modeled. For example, in WSN, a concept in the WCM
can represent the processes of transmit power adaptation or
routing, or it can represent environment variables such as
PLR or Expected Transmission Time (ETT) at a particular
node. A concept can also represent end-to-end goals or
constraints such as network lifetime or connectivity. Each
concept C; is characterized by a scalar A; that represents
the value of the concept or its activation level in the real
system. These characterizing scalars can take values either in
the range [0, 1] or [-1, 1]. If the allowed interval is [0, 1], then
a concept can be inactive (A; = 0), fully active (4; = 1),
or partially active. On the other hand, if the allowed interval
is [-1,1], then C; can be increasing (0 < A; < 1) or
decreasing (-1 < A; < 0). Edges of the WCM connect
concepts that are causally related. Edge weights can take on
any value from the interval [-1,1]. Negative edge weights
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FIGURE 1: WCM representing processes of a wireless node.

imply negative causality and positive edge weights imply
positive causality, while zero edge weights imply the absence
of a causal relationship between concepts. WCMs can be
qualitative or quantitative. Qualitative WCMs only represent
causal relationships between concepts, while quantitative
WCMs can also represent different levels of granularity in
concepts.

One of the main advantages of WCMs lies in their infer-
ence capabilities. To illustrate, consider the following WCM
representing processes of a wireless node, depicted in
Figure 1.

The WCM of Figure 1 models the relationships between
6 processes (concepts) affecting a wireless node, namely,
transmit power, data rate, maximum number of retransmis-
sions allowed before a packet is dropped, BER, throughput,
and ETT. The edge weights shown represent the strength
of causality between concepts. We can classify concepts in
any WCM into end-to-end goals, environment variables, and
processes. All processes interact to achieve the end-to-end
goals. On the other hand, environment variables cannot be
manipulated directly, but only as a result of other actions.
It can be seen from Figurel that the end-to-end goal is
throughput (C;), since all other concepts can cause changes in
it. It can also be seen that there are two environment variables
considered, namely, BER and ETT, since they cause changes
in other processes but cannot be changed directly by them.
They can only be affected by changes in the environment or as
aresult of actions taken by the WCM. The processes available
to the WCM are transmit power and data rate adaptation
and changing the maximum number of retransmissions. The
WCM can be represented in matrix form as

C, C, C, C, Cs Cq

c 0 0 00 1 0

c, [ 0o 0o 00 1 0
W=¢C [ 0 0 00 090 o

c,| 03 -05080 -1 0

c;\ o 0 00 0 0

C, \04 0 0 0070

For a WCM with n concepts, its status at time ¢ can be given
by

A)=[A, Ay Ay - A, 2)
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where A; is a scalar value representing the activation level
of concept C;. The inference process of WCMs is the one by
which the values of concepts change according to their under-
lying causal relationships. Thus, according to the inference
properties of WCMs, the status at time f + 1 can be given by

At+1)=fAMHW), (3)

where f(x) is a threshold function that determines the type
of WCM [21]. The inference process is initialized when a
particular concept is triggered, causing its activation value
to change, for example, due to a sudden increase in BER.
Therefore, the input to the WCM at time ¢ is A(t), including
the new value of the concept that was just triggered. The
triggered concept influences other concepts according to W,
thus producing an output to the WCM, A(t + 1), as given
by (3). This output provides the new activation values of
the concepts, thus indicating the adaptations that need to
take place. For example, if an increase in concept C, causes
an increase in concept C,; (see Figurel), this means that
the increase in BER requires that the system increases the
transmit power.

WCMs have significant advantages over other tools, such
as Bayesian and neural networks [23]. They allow for feedback
loops, which are not present in Bayesian networks. Concepts
in WCMs can also represent events or processes from the real
system. This is not available in neural networks, which can be
seen as a black box trained to model a particular system and
may not faithfully reproduce its characteristics. The simple
inference properties also make WCMs attractive for systems
that require low complexity, such as WSN. It is also worth
noting that WCMs have some disadvantages [23]. They rely
on expert knowledge to design the system, which may be
challenging, especially in quantitative WCMs. Also, there is
no research on how to build a WCM with a centralized view
of the network, where multiple WCMs may exist and have to
work together to achieve end-to-end goals.

3.2. Design Guidelines for WCM. In order to design a rea-
soning machine based on WCM, we have to identify the
concepts to be considered and the causal links between them.
As mentioned in Section 3.1, concepts of the WCM can be
classified into end-to-end goals, processes, and environment
variables. Thus, the first step is to identify the end-to-end
goal(s) of the WCM. These are the concepts that will be
constantly monitored by the WCM in order to ensure that
they are achieved. Thus, all concepts will interact to achieve
these goals. The goals of the WCM must relate directly to
the end-to-end goals of the application and the requirements
of the network. In addition, it is desirable to design the
goals in a way that facilitates monitoring by the WCM. For
example, if the network is required to remain operational for
a specific period of time, then a suitable goal of the WCM
might be energy consumption, which the WCM monitors
and takes actions when it is above an unacceptable threshold.
On the other hand, if the network is expected to support QoS
applications that require the guarantee of certain parameters
such as bandwidth, reliability, and delay, these parameters can
be directly incorporated as end-to-end goals of the WCM.
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Thus, the WCM will monitor these parameters and take
actions at appropriate nodes when required. Furthermore, a
goal of the WCM can incorporate several parameters simul-
taneously. For example, a goal can be the ratio of source load
to transmission rate, which can be used to avoid congestion.

After determining the goals of the WCM, the next step
is to identify the processes that will be used to achieve
these goals. Any process can be incorporated in the WCM,
depending on the capabilities of the nodes in the network. For
example, some of the processes can be transmit power and
data rate control, adjusting the size of the contention window,
adjusting the sleep/active schedule of devices, or routing. The
task of the WCM is to determine when to activate these
processes in response to environmental changes. Thus, after
determining the processes, the environment variables that
trigger the WCM to operate have to be specified. For example,
if transmit power and data rate control are considered, a suit-
able environment variable that would trigger these processes
can be PLR, BER, ETT, or others depending on the system
and the application requirements. Choosing the processes
and environment variables ultimately depends on the issues
that the WCM must take into account. Thus, if congestion
is a probable event that must be addressed, processes such
as adjusting the source loading rate and routing might be
incorporated, and the environment variables in this case
might be remaining buffer capacity and channel utilization.

After determining all the concepts of the WCM, the next
step is to identify the edge weights and causal relationships
between concepts. These edge weights depend on the nature
of the processes (or the protocols) and design principles
utilized. For example, the edge between the concept of PLR
and the concept of transmit power control should have a
positive weight. This is because an increase in PLR requires
an increase in transmit power, and vice versa. Conversely, the
edge between PLR and data rate should have a negative edge
weight because an increase in PLR requires a decrease in data
rate, and vice versa. On the other hand, causal relationships
may also be affected by the system design itself. For example,
if the system considers both transmit power and data rate
control, it may not be desirable to activate both concepts
every time there is a change in PLR. To address this issue,
the idea of conditional edge weights can be used [22], where
only specific edges will be activated depending on the status
of the system. For example, if there is an increase in PLR and
the WCM has the option of either increasing the transmit
power or decreasing data rate, the WCM can make the
decision based on the current value of energy consumption
and throughput. Thus, if energy consumption is too high,
the WCM may opt to decrease data rate to avoid excess
drainage in battery power. On the other hand, if throughput
is too low, then the WCM may choose to increase transmit
power to avoid any impact on the speed of data delivery. This
way, multiple objectives and conflicting constraints can be
considered by the WCM when executing every action.

An important issue arises in WCM design, which is how
to determine the specific weights of the edges. As explained
in Section 3.1, a WCM can be qualitative or quantitative.
A quantitative WCM (where edge weights may be frac-
tional) may provide an accurate representation of system

interactions but will ultimately require a continuous super-
vised learning operation to determine the exact value of the
edge weights depending on network conditions [19]. This
imposes a heavy processing burden on the system, which may
not be acceptable in networks with limited capabilities such
as WSN. Moreover, the efficiency of the overall system will be
highly affected by the accuracy of the learning process. Thus,
in this paper, focus will be given to qualitative WCM (where
edge weights are either -1, 0, or 1), which do not require
supervised learning processes. For example, the edge weight
between PLR and transmit power would simply be equal to 1
because an increase in PLR causes the system to use the next
higher transmit power. The choice of edge weights may also
depend on the situations where the system designer specifies
that these edges must be activated. For example, the designer
may specify that routing should be activated when congestion
is detected at a certain node. Thus, the edge weight between
the congestion detection concept and the routing concept
should be set to 1. Nevertheless, in order to incorporate
some of the advantages of quantitative WCM, some design
methods will be proposed in the following sections that
illustrate how to give the system some quantitative traits while
maintaining the qualitative nature of the WCM.

The final issue to be considered in the design of a WCM
framework is implementation. Particularly, distributed versus
centralized implementation has to be studied. The advantages
and disadvantages of each of these options are well known
and will not be repeated here. A hybrid implementation can
also be adopted with WCMs, where concepts that require
centralized operation are implemented at a central node,
while other concepts are distributed over other nodes. In
Section 4, we propose a framework for challenging WSN
applications based on WCMs, in order to illustrate how the
design guidelines that were explained in this section can be
implemented. It is important to stress that WCM design is not
restricted to the concepts included in the system proposed
in Section 4. They are only being used as examples of how
WCMs can be used to achieve multiple conflicting goals with
low complexity.

4. Designing the Cross-Layer Framework
Based on WCM

This section illustrates how a cross-layer framework for WSN
can be designed using WCMs. First, the system model is
illustrated, and then the design of WCMs to achieve different
objectives of the system is explained.

4.1. System Model. The WCM system can be implemented
using any WSN architecture. Without loss of generality, and
to simplify the concepts to the reader, a clustered hierarchy is
adopted in this paper. Nodes where the WCM is implemented
are labeled “intelligent nodes,” and they naturally will require
higher energy and processing capabilities than regular sensor
nodes. However, not all nodes in the network are required to
be intelligent. Intelligent nodes can make decisions that are
executed by regular nodes.

As shown in Figure 2, the WCM is implemented at the
sink node and cluster heads (CH). Each CH will gather
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information from its cluster (such as PLR and residual battery
power of nodes) and use the WCM to make decisions about
different system parameters, such as transmit power and
data rate, which will then be applied by regular nodes. The
sink node will be responsible for monitoring WCM concepts
that require a centralized view of the network, such as
connectivity and coverage. It is also responsible for ensuring
that end-to-end goals of the network are achieved. The sink
node and CHs are placed in strategic geographic positions in
the network to maximize the performance gain from their
deployment. The regular sensor nodes can be deployed at
random or in predetermined (specific) patterns, depending
on the application requirements.

Figure 2 shows regular sensor nodes randomly deployed
throughout the area to be covered, with the sink node at
the center of the network. There are four clusters with four
CHs strategically deployed in positions such that the number
of regular sensor nodes managed by each CH is fairly even.
It is assumed that nodes are synchronized and that time is
slotted. Every time slot has the same duration as one duty
cycle. Thus, in one time slot, a node may wake up, sense the
medium, transmit one packet, and go back to sleep mode.
Moreover, it is assumed that the active portion of the duty
cycle is adaptive according to the data rate utilized, similar
to the algorithm proposed in [12], which has been previously
reviewed in Section 2. If there are redundant nodes in the
network, which is probable WSN, not all nodes will wake up
in every duty cycle. Thus, scheduling which nodes to wake
up takes place every M time slot. This means that, for every
M consecutive time slots, the same group of nodes will wake
up in every duty cycle. If some nodes fail during this period
or need to be switched off for any reason, the WCM will be
responsible for making decisions that guarantee connectivity
and coverage in every time slot. We also assume that the
locations of nodes are known to the WCM. This can be done
using GPS devices or any other method for node localization.

In addition, it is assumed that every node transmits using
one transmit power from the set Tx = {Tx;,Tx,,...,Tx.},
and one data rate from the set Rate = {R,,R,,...,Rg}.
Also, every node can choose from a discrete set of duty
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cycles, DC = {D,,D,,...,Dg}. Furthermore, nodes have
limited buffer capacity of B packets. Thus, the set of occupied
buffer slots is given by BF = {BF,,BF,,...,BFg}. A simple
routing protocol is assumed, where nodes formulate a tree
that identifies the shortest path to the associated CH. Thus,
multiple hops are allowed within a cluster.

In the following sections, the design of different parts of
our WCM will be illustrated. The objective is to design a WSN
that considers multiple objectives and conflicting constraints,
for example, the energy efficiency versus throughput tradeoft,
while maintaining low complexity. Therefore, without loss of
generalization, the proposed WCM will include the processes
of transmit power, data rate, and duty cycle control; routing;
and congestion control. The constraints to be satisfied are
connectivity and coverage, and we define an end-to-end goal
that considers energy consumption as well as traffic load. The
authors emphasize that the proposed WCM is not restricted
to the processes or protocols being adopted, but the goal is to
illustrate the capabilities of WCMs and provide examples of
how they can be designed.

4.2. End-to-End Goal of the WCM. As mentioned before, the
first step in designing the WCM is to determine the end-
to-end goal. Typical choices of end-to-end goals in WSN
include maximizing network lifetime, minimizing energy
consumption, and maximizing the amount of data that the
network can collect before it reaches its lifetime. In this paper,
“Network Efficiency” was chosen as the end-to-end goal of
the WCM, which is defined as traffic load divided by energy
consumption. The reason behind this choice is to give the
network user the flexibility to request higher volumes of
data throughout the lifetime of the network. Higher volumes
of data will ultimately require higher energy consumption,
which has to be considered. Choosing energy consumption
only or network lifetime only may cause the network to
deny the user higher volumes of data in order to achieve the
end-to-end goal. The energy consumption of a node is the
amount of battery declination within a given time window
(M time slots) divided by its residual battery power. Every
node calculates how much the battery declines within the
time window and then transmits this value along with its
remaining battery power in every packet. Thus, the energy
consumption of node i can be given by

Eng,consumpi - Estart,window B Eend,window , (4)

E

T

where E, is the residual energy of node i, E, i ywindow 18
the remaining energy of node i at the beginning of the time
window, and E, 4 window 1S the remaining energy at the end
of the window. Equation (4) considers remaining battery
power as well as load balancing. In particular, if the residual
battery power of a node is low, then its efficiency will decrease,
prompting the WCM to take action. On the other hand, if
its energy consumption increases, say from being involved in
excess traflic, its efficiency will also decrease, again prompting
the WCM to take action (specific actions will be explained in
later sections). This ensures that nodes will not be overused
and will be avoided if their battery power is low.



International Journal of Distributed Sensor Networks

Traffic load is defined as the amount of traffic dispensed
by any node within a given time window (M time slots). Thus,
the traffic load of node i can be expressed as

Load;
= Number of packets dispensed within M time slots

/Total number of packets generated at i within M time slots

_ PTrans(i)

pGen(i) '
(5)

where Py, is the number of packets transmitted at i within
M time slots and Pg.,; is the number of packets generated
at i within M time slots. Thus, if the number of transmitted
packets is significantly lower than the number of generated
packets, the WCM will be prompted to take action. Therefore,
the efficiency of a cluster with number of nodes G is given by

G
Load,
Efficiency = Z 09

i=1

(6)

Eng_consump,

Cluster efficiency, as calculated in (6), is the end-to-end
goal that will be considered by the CHs. Since decisions
made by one CH can affect the efficiency of another cluster
(e.g., routing decisions), the sink node will make sure that
the efficiency of all CHs is above the required threshold.
Proper actions will be taken if the efficiency of one cluster
drops below the threshold, as will be shown in the following
sections.

In order to determine the appropriate threshold for
efficiency, Effyy..q» that would trigger the WCM to take
action, application requirements have to be considered. For
example, if the initial battery power of nodes is EmAhr and
the target lifetime of the network is X time slots, the task of
the WCM is to make sure that energy consumption does not
exceed E/X mAhr per time slot per node or MGE/X mAhr
per M time slots per cluster. On the other hand, the average
value of Load; should be close to 1 so that the memory of
nodes is not consumed and nodes are not overused in relaying
packets for other nodes. Thus, the WCM will be prompted to
take action if Load, is less than 0.9 (10% of the nominal value).

4.3. Designing a WCM for Transmit Power, Data Rate, and
Duty Cycle Control. Controlling transmit power, data rate,
and duty cycle are powerful tools for improving performance.
In order to design a WCM that performs these adaptations,
the first step is to identify the environment variables, pro-
cesses, and end-to-end goal that will make up the concepts
of the WCM. The second step is to identify the protocols that
will define the causality between the considered concepts.
The processes used in this WCM are transmit power,
data rate, and duty cycle control, while the end-to-end goal
is network efficiency, given by (6), which is the goal of the
overall system. The environment variables are PLR and ETT.
PLR was chosen because it is affected by channel conditions
and interference and can thus give a clear indication about

7
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FIGURE 3: Duty cycle with adaptive sleep period.

the quality of the wireless link. ETT is the expected amount
of time needed to successfully transmit a packet. It accounts
for interference between links, number of retransmissions
needed to successfully transmit a packet, and the data rate
used at interfering links. Therefore, it can be used to improve
throughput and ensure fairness between interfering links. For
example, when the ETT of one node is significantly larger
than that of another, this means that the node is not getting
fair access to the wireless medium. By taking actions to keep
ETT close among interfering nodes, fairness can be achieved.

The next step is to determine the set of rules and inter-
actions that will determine the causality between concepts of
the WCM. Whenever there are changes in the environment
variables that require intervention by the CH, the WCM is
triggered to take action. This action can be to adapt transmit
power, data rate, or both. Duty cycle adaptation directly
follows data rate adaptation, similar to the idea proposed in
[12]. If the data rate is increased, the duty cycle is decreased,
and vice versa. The WCM decides whether to adapt transmit
power or data rate by considering the energy consumption
resulting from such adaptations. To illustrate, consider the
duty cycle shown in Figure 3.

Figure 3 shows a duty cycle with length Tp,. It is
divided into an active period, where packet transmissions
take place; a fixed idle period, with length T}; and an adaptive
sleep period. Pr, is the energy consumed during the active
transmission period in Watts, Py, is the energy consumed
during the idle period in Watts, and Py, is the energy
consumed during sleep period. Note that Pry, Py, and Py,
are determined by hardware characteristics. Also P, and
Pyjep are constant parameters, but Pr, is directly proportional
to the transmission power used. Adapting transmit power
and data rate takes place during the active period. The energy
consumed at a single node during one duty cycle can be
expressed as

L L
E:PTXXNE+Rd1eXTI+Psleep <TDuty_T1_NE)’
7)

where N is the number of packets transmitted during the
active period, L is the packet length in bits, and R is the
data rate used. The WCM uses (7) to compare between the
energy consumption resulting from adapting transmit power
or data rate. For example, if there is an increase in PLR that
affects link reliability, the WCM needs to compare between
increasing transmit power and decreasing data rate. After
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removing the constant parameters from (7), this comparison
can be expressed as

Preol L

> PTX-NewL L
sleep
RNew ROld

~ Lsleep Rold,

8
RNew ( )
where P, 4 and Rgy4 are the current transmit power and
data rate values, while Pp,_\.,, is the value of transmit power
if it will be increased and Ry, is the value of data rate
if it will be decreased. If the comparison in (8) is “True,
then this means that decreasing the data rate will result in
higher energy consumption, and thus the transmit power
will be increased. On the other hand, if it is “False,” then
the data rate will be decreased instead. A similar process
takes place if there is a decrease in PLR. Also, if there
is a sharp decrease in PLR, the WCM has to increase
transmit power and decrease data rate simultaneously in
order to address the problem. After determining the end-
to-end goal, environment variables, processes, and causality
between concepts, the resulting WCM is shown Figure 4.

In order to implement the adaptation algorithm, condi-
tional edge weights are used. Thus, when the PLR crosses
a high or low threshold, a comparison according to (8) is
performed, and a weight matrix, W, is formed similar to the
onein (1). Edges W, ,) or W, ;) are activated according to the
following rule:

If PLR < PLR; Or PLR > PLRy and (8) is

True, Wy, =1and W ; =0
False, W(;, =0 and W3 = -1 (9)

If PLR > PLR,;
‘/\/(1’2) =1 and ‘/\/(1,3) = —1,

where PLR;;, PLR;, and PLR,;; are the values chosen for
high, low, and too high PLR thresholds, respectively, and their
specific values are determined according to the reliability
requirements of the application. For example, if the applica-
tion requires a reliability level of 98%, then PLRy; = 0.02,
PLR, = 0.02 — 10% = 0.018, and PLR,;, = 0.02 + 10% =
0.022. The value 10% was chosen to avoid the WCM from
triggering frequent adaptations.

The rules in Expression (9) simply implement the algo-
rithm detailed above, with the precaution that if PLR >
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PLR,;;, then edges W, ,, and W, 5, are activated simulta-
neously to address the deterioration in channel conditions.
Note that the WCM is triggered to take action if PLR changes
considerably, or if the ETT of one node is 10% larger than that
of an interfering node. The imbalance in ETT is addressed
by activating W5 ,) = 1, which leads to an increase in trans-
mit power to give the node a better chance in accessing the
medium. In addition, an increase in data rate will lead to

the activation of W34 = -1, so that the duty cycle will
be decreased. Also, an increase in transmit power or duty
cycle will activate W, = -1 and W, = -1, respec-

tively, prompting the WCM to recalculate the new value of
efficiency, in order to ensure that the adaptations made do
not violate the end-to-end goal.

After formulating the weight matrix, the CH formulates
an array A(f) similar to (2), reflecting the current activation
levels of the concepts in Figure 4. For example, if PLR >
PLR;;, then A, = 1, and if PLR < PLR;, then A; = —1.
According to (3), a multiplication is performed to determine
A(t + 1). The new values of concepts are then used to
determine the actions needed to be taken. It is important to
stress that the result of this multiplication process will not
specify the exact level of transmit power or data rate to be
used, but only if they should be increased or decreased.

4.4. Designing a WCM to Guarantee Connectivity and Cover-
age. 'This section illustrates how to design a WCM to satisfy
connectivity and coverage constraints. Typical WSN have
redundant nodes in order to extend their lifetime. Nodes in
the network wake up every duty cycle with probability P. This
value should ensure that every point in the area is within the
sensing range of at least k sensors, and every node can find a
routing path to the sink node. We assume that every node
has a circular sensing range with radius r,. The value P is
lower as the number of redundant nodes increases and should
increase to 1 as nodes die throughout the network’s lifetime.
This is because, as nodes die, the number of redundant nodes
in the network decreases, and thus the remaining nodes need
to wake up with higher probability to guarantee connectivity
and coverage.

The objective of the WCM in this section is to adapt P in
every duty cycle in order to ensure connectivity and coverage.
The environment variable that triggers the activity of this
WCM is node failure. Thus, the CH will gather information
from its cluster to determine how many nodes are active in
every duty cycle. This can be done by monitoring traffic from
regular sensor nodes in every duty cycle, since every node
that wakes up senses and transmits information. Once the CH
detects that the number of active nodes is close to violating
the conditions of connectivity and coverage, the WCM will
be triggered to increase P in order to ensure that more nodes
will wake up in the following duty cycle.

In order to perform this task, we use the theorem
derived in [24], which states that for sensing range r, and
communication range . at every node. When o = r/r. < 1,
the area (D) is almost surely connected-k-covered if, for some
growing function ¢(nP), P and r, satisfy

I’IPTH’SZ > log (nP) + kloglog (nP) + ¢ (nP), (10)
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where #n is the number of nodes in the network. The
expression “connected-k-covered” means that every point in
the network is covered by at least k sensors and can find a path
to the sink node. Almost surely connected-k-covered means
that as n increases to infinity, the probability of connected-k-
coverage goes to 1.

Note that as nodes die in the network, n will decrease
accordingly. Thus, the WCM will attempt to find P that
satisfies Inequality (10) in every duty cycle according to the
current value of n. Section 5 will illustrate how an appropriate
activation function ¢(nP) is chosen to ensure high probability
of connectivity and coverage when Inequality (10) is satisfied.
The selected theorem achieves connectivity and coverage in
a dynamic way, by adjusting P using simple mathematical
operations, thus avoiding intensive processing operations
typically associated with optimization problems used to
address this issue. The WCM for guaranteeing connectivity
and coverage is depicted in Figure 5.

As this figure shows, the WCM is triggered when node
failure (C;) occurs, causing a reduction in the number of
active nodes. The edge W(; 5, = 1 is activated, and the CH
formulates an input array A(t) as in (2), including the current
activation values of the concepts (A, = 1). New activation
values of concepts A(t + 1) are then calculated using (3),
causing concept Cg to be activated. This will prompt the CH
to calculate P that satisfies Inequality (10) according to the
new value of »n (after node failure). Based on the new value
of P, rerouting (Cy) may need to be activated (W o, = 1) to
find paths for the newly activated nodes. Note that the end-to-
end goal of this WCM is again efficiency, since this is the goal
of the overall system. Figure 5 also shows that an edge from
Cg-C, is added, so that the transmit power of nodes can be
increased (Wg,) = 1) if the current values do not guarantee
connectivity. Similar to the WCM in Figure 4, changes in
transmit power or routing will activate W, = -1 and
W9s) = —1, respectively, in order to ensure that adaptations
do not violate the end-to-end goal.

4.5. Designing a WCM for Congestion Control. Congestion
typically occurs when a particular set of nodes in the network
becomes exposed to an amount of traffic larger than what
the nodes can handle. This can cause queue buildups and
significant transmission delays. The traditional way of dealing
with congestion is to instruct the source node to reduce its
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FIGURE 6: WCM for congestion control.

loading rate, which is the number of bits inserted in the
transmission queue per second. Note that this is different
from the node’s data rate, which corresponds to the rate
at which bits are transmitted from the transmission queue.
Although reducing source loading rate may reduce conges-
tion, it has a significant disadvantage from the point of view
of the QoS observed by the user. Decreasing the loading
rate reduces the resources given to the user at the specific
time when she/he is requesting more resources [8]. In WSN,
there is a possibility for another solution to this problem,
which is to increase the amount of resources available in the
network. This approach was explored in [8], where topology-
aware resource adaptation (TARA) was proposed. In TARA,
sleeping nodes are instructed to wake up around congested
areas, and data is routed through these nodes to alleviate
the problem. This approach may not always work over the
entire network lifetime if nodes die and no more redundant
nodes are available to be activated. It also requires significant
knowledge of network topology.

However, redundant nodes are not the only way of
increasing network resources. Since duty cycle control is
already being utilized, as previously explained, it can be
exploited to keep the nodes active for longer periods of time
when congestion occurs in order to dispense larger volumes
of traffic. In the proposed WCM system, nodes will be
instructed to extend their duty cycles to accommodate extra
traffic. However, route maintenance will still be needed to
disperse paths that are causing congestion but without the
need for significant topology knowledge to learn which nodes
need to be woken up. Using adaptive duty cycle will also work
throughout network lifetime, since it does not depend on
redundant nodes.

In order to implement this congestion resolution algo-
rithm in a WCM, the first step is to identify the appropriate
parameters to detect congestion. The parameters of channel
utilization and buffer capacity are chosen, since they can
be easily measured in real networks. Channel utilization is
the fraction of time that a node detects the channel to be
busy during a predefined interval, while buffer capacity is the
remaining slots available in the buffer. Both parameters are
required for an accurate indication of congestion. The WCM
implementation is shown in Figure 6.

Once buffer capacity drops below a specific threshold
“AND” channel utilization is above a specific threshold,
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FIGURE 7: Overall WCM of the network.

concept Cy, and edges Wj59) = 1 and Wyo, = 1 will
be activated. These thresholds are determined according to
application requirements. For example, the application may
determine that a critical buffer threshold is 10% of the buffer
capacity, and the critical value of channel utilization is 90% of
M consecutive time slots. Activating C,, prompts an increase
in duty cycle and triggers route maintenance operation. Again
it should be stressed that the output of the WCM only
indicates if duty cycle needs to be increased or decreased,
not the actual duty cycle value. Note that route maintenance
is delayed by one iteration, since it has to be done after the
increase in duty cycle. Edges Wg4) = —1 and W4 = -1
are activated if there are changes in routing or duty cycle,
respectively, in order to ensure that the end-to-end goal of
efficiency is not violated.

4.6. The Overall WCM. In previous sections, methods to
design WCMs for transmit power, data rate, and duty cycle
control; guaranteeing connectivity and coverage; and con-
gestion control were shown. In addition, the end-to-end
goal, environment variables, and processes of the proposed
WCM system were explained. This section illustrates how
these WCMs can be combined to form a reasoning machine
capable of considering all the goals, constraints, and variables
in the individual WCMs. The overall WCM is shown in
Figure 7.

This WCM combines the WCMs explained in previous
sections. The overall WCM is activated when there is a change
in one of the environmental variables, namely, PLR, ETT,
node failure, and buffer capacity and channel utilization.
An array A(t) is formulated as in (2), and a weight matrix
W is formed with the proper edges activated according to
the status of nodes and the protocols implemented by the
WCM. The process for formulating A(¢) and W is illustrated
by the flowchart in Figure 8. After formulating A(t) and
W, a multiplication process according to (3) takes place to
determine the new values of concepts, which will determine

if parameters will change or if certain modules need to be
activated, such as increasing transmit power or invoking
routing.

In addition to the aforementioned environment variables,
another concept is added that is activated if transmit power
and data rate control are not able to repair a link, as shown in
Figures 7 and 8. In this case, route maintenance is invoked
to replace the failed link. This is particularly important
in ensuring fairness, detected by ETT imbalance between
interfering links, since adapting transmit power may not solve
the problem or may cause deterioration in network efficiency.
As Figure 7 shows, all dashed edges are those going in and out
of the end-to-end goal of efficiency. These edges are activated
only if the end-to-end goal of efficiency violates its threshold,
Eff4resn- Once this happens, the actions taken are determined
by the process shown in Figure 8. Note that other end-to-
end goals, such as delay, may be incorporated as well. In this
paper, we have opted to consider only one end-to-end goal
to keep this illustrative example simple. However, in [25], we
have illustrated how a WCM machine can consider multiple
end-to-end goals, including delay. It is also worth noting that
the edges determined by the processes in Figure 8 are only
the conditional edges. Other edges are fixed and are activated
every time the WCM is triggered. The weights of these edges
were specified in the previous sections.

The implementation of the proposed WCM is neither
fully quantitative nor qualitative but can rather be regarded
as an intelligent decision support system that can produce
qualitative decisions, which can be used to determine specific
values of different system parameters. Therefore, the advan-
tages of a quantitative WCM are achieved while maintaining
the simplicity of a qualitative WCM and avoiding the need for
extensive training of the map.

5. Simulation Results

In this section, the performance of the proposed cross-layer
framework is evaluated through computer simulations. A
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TaBLE 1: Simulation parameters.
Parameter Value
Grid size 500 x 500 m

169, 256, 400, 625, 900, 1225, and 1600
[-12, -6, 0, 2, 4] dBm

Number of nodes

Transmit power levels

Data rates [20, 40, 250] kbps
Cycle period 100 ms

Duty cycle [0.25, 0.5, 0.75, 1] x 100 ms
Packet size 80 bytes

Packet generation
rates (A)

Initial battery power

[0.007, 0.009, 0.02] pckts/sec

5 Ahr

Rx: 26 mAhr
Tx: 26 mAhr + (Tx power X packet
size/data rate)
Sleep: 0.3 pAhr x sleep time

100 packets

Power consumption

Initial buffer capacity

network simulator was created in MATLAB, in which we
consider different network topologies to study the perfor-
mance of the system under different scenarios. The lognormal
propagation model with shadowing and multipath fading is
used, and correlated shadowing is also considered to ensure a
realistic propagation environment. Packet generation at every
node is done according to a random Poisson process with rate
A pckts/sec. The main simulation parameters are shown in
Table 1. As this table illustrates, the transmit power and data
rate parameters of IEEE Standard 802.15.4 have been utilized,
since it is the standard generally used in WSN.

The WCM system is compared to several known proto-
cols. Particularly, the network management protocols TABU-
RCC [6] and EECCR [7], and the transmit power and data
rate adaptation protocol known as Symphony [13] are chosen.
TABU-RCC and EECCR were chosen because their end-to-
end goal is to maximize network lifetime in the presence of
coverage and connectivity constraints, which is similar to the
goals and constraints considered by our WCM system. Since
TABU-RCC and EECCR do not consider transmit power
or data rate adaptation, the WCM system is also compared
against a network with the Symphony adaptation protocol. In
addition, comparisons of the WCM system with a reduced set
of features are included. Particularly, the comparisons include
a WCM with no transmit power, data rate, or duty cycle
adaptation, designated as “WCM-no adaptation,” anda WCM
where the capabilities to adjust the value of P are switched off,
designated as “WCM-no management.” As a baseline for the
comparisons, a regular network with no transmit power or
data rate adaptations and no network management protocols
is included. Note that all systems are simulated with the MAC
layer of the IEEE Standard 802.15.4. Also, all simulations are
repeated enough times to ensure a confidence level of 95%.

5.1. Evaluation Using a Uniform Random Topology. In this
section, the performance of the proposed system is evaluated
using a uniform random topology, similar to the one that
was previously illustrated in Figure 2. The metrics of network
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lifetime, throughput, and PLR and the amount of information
that the network is able to dissipate before it reaches its
lifetime are considered. Note that the amount of information
dissipated before the network expires reflects the efficiency of
the system in utilizing the available resources in transmitting
packets. Network lifetime is defined as the time spanning
from the start of network operation until the time when the
remaining nodes can no longer guarantee full coverage and
connectivity of the network. This particular definition was
chosen as it reflects the capability of the systems to guarantee
the QoS constraints of the network.

In all simulations conducted, time is divided into cycles.
In every cycle, nodes wake up with probability P. In WCM,
WCM-no adaptation, TABU-RCC, and EECCR, P changes
throughout network lifetime to maximize energy efficiency.
In Symphony, WCM-no management, and the regular net-
work, there will be a predefined value for P that will not
change throughout the lifetime of the network, since these
protocols do not define methods for adapting P.

Nodes will transmit packets according to the packet
generation rate, routing path, transmit power, and data rate
specified by the WCM or the systems under comparison.
The same packet generation rate, initial buffer capacity, initial
battery power, packet size, and cycle period are used in all
simulations to ensure fair comparisons between different
protocols. The basic “shortest path” routing protocol is also
used in all systems. In the first experiment, the lifetime of
the proposed system is evaluated under different numbers of
nodes. The results are shown in Figure 9.

As Figure 9 shows, the proposed WCM system achieves
the highest lifetime results compared to other systems,
especially in larger networks. In smaller networks, the WCM
is forced to switch most nodes in the network to active mode
in every duty cycle to guarantee connectivity and coverage.
Therefore, there are not as many redundant nodes to be
managed by the WCM. In larger networks the capabilities
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of management systems become more apparent. TABU-RCC
comes second as it has capabilities to choose a suitable
number of nodes to be active in every duty cycle. Figure 9 also
shows that when transmit power, data rate, and duty cycle
adaptation capabilities of the WCM system are switched oft
(WCM-no adaptation), the lifetime results approach those
of TABU-RCC and EECCR, since the processes considered
within those systems are similar to WCM-no adaptation. The
Symphony protocol with P = 0.6 achieves longer lifetime
than Symphony with P = 1. This is because, with P =
1, all nodes are switched on in every duty cycle, causing
network resources to become depleted quickly. Note that P =
0.6 was chosen because it is the minimum value that can
guarantee connectivity and coverage in the smallest network
(169 nodes). Thus, P = 0.6 and P = 1 are included since
they account for the minimum and maximum values that
can be used. When the capabilities of the WCM to adjust
the value of P are switched off (WCM-no management), the
results are close to the Symphony system, since they both
consider similar processes. WCM-no management was also
simulated using P = 0.6, and it achieves slightly better results
than Symphony, since it considers congestion. In all systems
with no management protocols, the performance does not
improve significantly as the number of nodes increases. This
is because, with constant P, a larger number of nodes are
switched on in every duty cycle as the total number of nodes
in the network increase. Thus, redundant nodes are not being
utilized efficiently.

In the next experiment, the throughput and PLR of the
proposed WCM system are compared to other protocols. The
results are shown in Figures 10 and 11. Note that the PLR
results of the regular network and Symphony with P = 1 are
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not shown, since their PLR was significantly larger than other
protocols.

As Figures 10 and 11 show, the proposed WCM system
achieves the highest throughput and the lowest PLR results.
In larger networks, the difference in throughput is larger
in the favor of WCM, showing its ability to adapt system
parameters efficiently. The WCM system considers data rate
in the end-to-end goal (6) and tries to maximize it whenever
possible as long as other constraints, such as PLR, are not
violated. In addition, transmit power cannot be decreased
unless PLR < PLR;. This ensures that decreasing transmit
power will not lead to packet failures, which leads to low PLR
and high throughput. WCM-no management and Symphony
with P = 0.6 also achieve high throughput, showing the
impact of transmit power and data rate adaptation in achiev-
ing good throughput results. Figures 10 and 11 show that
Symphony with P = 0.6 achieves similar throughput and PLR
results to WCM-no management, and WCM-no adaptation
achieves similar results to EECCR, confirming the results in
Figure 9.

In the next experiment, the capability of the proposed
system to utilize resources in disseminating information is
evaluated. This is done by counting the total number of
bits transmitted by all nodes in the network throughout its
lifetime. The results are shown in Figure 12.

The results in this figure show that the WCM system is
able to transmit the largest number of bits before the network
reaches its lifetime. If this observation is combined with those
of Figures 10 and 11, we can see that WCM is able to utilize
network resources efficiently, since a large number of packets
are transmitted with high throughput and low PLR. The
networks employing Symphony also transmit large numbers
of packets, especially in larger networks. This is because the
fixed value of P forces alarger number of nodes to be switched
on and transmit packets. However, from Figure 10, we have
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seen that Symphony with P = 1 does not achieve good
throughput results, due to high interference and collisions.
As with previous experiments, WCM-no adaptation achieves
similar results to TABU-RCC and EECCR, and WCM-no
management achieves similar results to Symphony.

5.2. Evaluation Using a Grid Topology. In this section, the
performance of the proposed system is evaluated using a
grid topology, in order to test the system operation in
different scenarios. As in random topology simulations, the
same routing protocol, packet generation rates, initial buffer
capacity, initial battery power, packet size, and cycle period
are used for all systems under comparison. The topology used
in this section is illustrated in Figure 13.

The same experiments that were performed for the
random topology simulations are repeated in this section. The
simulation results for network lifetime, throughput, and PLR
are shown in Figures 14, 15, and 16, respectively. Note that the
results for the total amount of information dissipated during
network lifetime were not shown due to its similarity with the
results of the random topology (Figure 12).

Figures 14-16 confirm the results of the random topology
experiments. The proposed WCM system achieves good
results in terms of network lifetime, throughput, and PLR.
The performance also improves significantly in larger net-
works, since management capabilities become more apparent
as redundant nodes increase. This clearly illustrates the
efficiency of the proposed protocol in utilizing network
resources in different network scenarios. Also, WCM-no
adaptation achieves similar results to EECCR, and WCM-
no management achieves similar results to Symphony. Note
that TABU-RCC does not achieve good lifetime results in the
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grid topology because it was primarily designed for random
topologies.

It is important to note that the efficient performance
of WCM is achieved while maintaining low computational
complexity. The execution of WCM is simply a matrix
multiplication operation. The activated concepts determine
the input array, and the status of the nodes determines
the WCM matrix. On the other hand, in TABU-RCC, the
best network configuration is discovered in every duty cycle
through an extensive search operation. The algorithm starts
with the configuration where all nodes are active, and then
nodes are randomly switched off to find new energy-efficient
configurations. The algorithm ends when switching oft more
nodes will no longer guarantee connectivity and coverage.
Also, EECCR needs to determine new scheduling sets every
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time there is a change in network topology. Thus, the
processing time of TABU-RCC and EECCR are significantly
longer than WCM. If TABU-RCC and EECCR are executed
every few duty cycles, they will not be able to react quickly to
network changes.

Note that WCM, TABU-RCC, and EECCR are network
management protocols that may be implemented on top
of existing network functionalities. For example, they all
require the existence of routing protocols that can establish
paths between nodes. The complexity of WCM is adjustable
according to the concepts required. For example, if network
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load is light, concepts that deal with congestion can be
removed. This leads to a smaller WCM matrix and shorter
processing time. The qualitative nature of WCM enables it to
avoid long training processes. However, the proposed design
ensures that it is able to produce some decisions that can be
implemented quantitatively, such as transmit power and data
rate adaptations. For concepts where quantitative decisions
are produced, there is no need to run parallel protocols. The
proposed WCM can also be implemented in a distributed way
between the CHs and the sink node, thus avoiding the need
for heavy processing at the sink node.

Furthermore, it is important to note that the complexity
of the WCM system grows with the size of the network.
An additional WCM machine needs to be implemented
in every new CH. Also, if the number of nodes within a
cluster grows, there will be a higher probability that the
WCM will be triggered to operate. However, this is true of
most network management systems that are implemented
in a clustered hierarchy. Since the WCM system avoids
long search processes, it will be quite scalable with larger
networks and will respond faster than systems that employ
optimization problems. In addition, the WCM system can be
programmed to avoid frequent triggers simply by adjusting
the thresholds that cause the WCM to operate. Moreover, the
operation of the WCM can be delayed for a specific time
after a threshold has been violated in case the problem is
temporary and can resolve itself.

WCM does not require a significant increase in commu-
nication overhead. Information necessary for the execution
of WCM, such as PLR levels and battery consumption levels,
can be piggybacked on transmitted data packets. Occasional
overhead packets can be sent if certain nodes require fast
intervention. Note that in WSN nodes transmit sensed
information regularly, so there will always be data packets on
which information can be piggybacked.

5.3. On Choosing an Appropriate Activation Function for
Guaranteeing Connectivity and Coverage. In Section 4.4, it
was mentioned that an appropriate choice for the activation
function ¢(nP) is necessary for Inequality (10) to be used
efficiently in guaranteeing connectivity and coverage. The
choice of this function depends on the area to be covered as
well as sensing and communication ranges of nodes, and it is
done offline. This section illustrates how @(nP) is chosen and
the impact of this choice on network performance.

An experiment that is divided into two parts is conducted.
In the first part, computer simulations are performed with
parameters k = 1,7, = 100m, and r, = 200 m. The area to
be covered is a square of size 500 m x 500 m. The number of
nodes n = [100,110,120,...,1600] nodes. For every value
of ,1000 simulation runs are performed, whereby every run
consists of a new random deployment of nodes. In every
run, the current deployment of nodes is checked to find if
it achieves connectivity and coverage. After 1000 runs, the
probability that the network is connected and covered using
this value of n is calculated. This is repeated for values of P =
[0.1,0.15,...,0.3]. Simulation results are plotted in Figure 17.

In the second part of this experiment, Inequality (10)
is used with the same values of k, r,, r,, and P that
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were used in the simulations. A slowly growing function
@(nP) = (loglog(nP))’ is chosen to provide fine granularity
for choosing P that satisfies Inequality (10), and the value of p
provides some flexibility in the speed at which this function
grows. However, a different ¢(nP) can be chosen provided
that it is slowly growing. A fast growing function may lead
to values of P that are either too conservative (activates
too many nodes) or too low to guarantee connectivity and
coverage. We use values of p = [4.0,4.1,4.2,...,5.5] for
experimentation. For every value of p, the minimum number
of nodes n that would satisfy Inequality (10) is evaluated.
Then, simulation results from Figure 17 are used to check the
probability of connectivity and coverage using this value of n.
This is repeated for every value of P used in the simulations.
The results are shown in Table 2.

As Table 2 shows, with p = 4.0, the minimum values
of n that satisfy Inequality (10) for different values of P are
876, 584, 438, 351, and 292 nodes, respectively. However, the
simulation results specify that the probability of connected-
k-coverage is less than 0.63 using this value of » for all values
of P. Therefore, p = 4.0 does not guarantee connectivity and
coverage. On the other hand, with p = 5.4, the minimum
values of n that satisfy Inequality (10) for different values of
P are 1652, 1102, 826, 661, and 551 nodes, respectively. Here,
the simulation results specify that the network is connected-
k-covered with probability greater than 0.96 for all values
of P. Thus, this value of p provides a better guarantee
for connectivity and coverage. We have used p = 5.4 in
all simulations in Sections 5.1 and 5.2. Thus, in order to
use Inequality (10) in the WCM system, a small offline
experiment can be performed using the given target area to
be covered and the sensing ranges of nodes to determine the
appropriate value of p. It is important to note that ¢(nP)
was chosen in this way so that there is no need to change
it for different areas and sensing ranges of nodes. Only the
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appropriate value of p needs to be determined for every
network once before the network becomes operational.

To illustrate the impact of varying p on network per-
formance, network simulations are performed similar to the
ones in Sections 5.1 and 5.2, using the WCM system. A
uniform random topology with the same simulation param-
eters as the ones used in Section 5.1 is utilized, and system
performance is evaluated under values of p = {4.5,4.9,5.4}.
Values of p lower than 4.5 provide poor guarantees for
connectivity and coverage, as shown in Table 2, and thus were
not considered. Metrics of network lifetime and throughput
are considered, and the results are illustrated in Figure 18.

This figure shows that network lifetime increases with
lower values of p, while throughput decreases. This is because,
with lower values of p, a smaller number of nodes are
switched on every duty cycle. Thus, the rate of consumption
of network resources decreases causing lifetime to increase.
However, switching on a smaller number of nodes with lower
values of p means that the network is less dense. Therefore,
the total number of transmitted packets decreases and con-
nectivity decreases, which may cause higher probability of
transmission failure and lower throughput.

In order to test the efficiency of the chosen function in
guaranteeing connectivity and coverage, an experiment is
performed, where the average percentage of the total area that
is covered by at least one sensor node is measured in every
time slot during the lifetime of the network. This percentage
is calculated by measuring the fraction of the area that is
within the sensing range (r, in Section 4.4) of at least one
sensor node and then multiplying by 100. In this experiment,
a maximum number of nodes of 625 is considered, since
connectivity and coverage problems are more probable in
networks with smaller node densities. In addition, node
deployment is done in a uniform random fashion, since
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TABLE 2: Values of p and their corresponding probability of connected-k-coverage.

P=01 P=0.15 P=02 P=0.25
P Min. n Probability Min. n Probability Min. n Probability Min. n Probability Min. n Probability
4.0 876 0.63 584 0.57 438 0.57 351 0.55 292 0.57
4.1 904 0.66 603 0.60 452 0.60 362 0.57 302 0.60
4.2 934 0.68 623 0.62 467 0.63 374 0.59 312 0.62
4.3 966 0.71 644 0.65 483 0.66 387 0.62 322 0.64
4.4 1002 0.74 668 0.67 501 0.69 401 0.64 334 0.67
4.5 1041 0.77 694 0.70 521 0.72 417 0.67 347 0.69
4.6 1084 0.80 723 0.74 542 0.75 434 0.70 362 0.72
4.7 1131 0.83 754 0.77 566 0.79 453 0.73 377 0.75
4.8 1184 0.87 789 0.80 592 0.82 474 0.77 395 0.78
4.9 1242 0.90 828 0.84 621 0.86 497 0.80 414 0.81
5.0 1307 0.93 871 0.87 654 0.89 523 0.83 436 0.85
5.1 1379 0.97 919 0.92 690 0.92 552 0.87 460 0.88
52 1460 1.00 973 0.95 730 0.95 584 0.90 487 0.91
53 1550 1.00 1034 0.97 775 0.97 620 0.93 517 0.94
5.4 1652 1.00 1102 0.99 826 1.00 661 0.96 551 0.97
55 1767 1.00 1178 1.00 884 1.00 707 1.00 589 1.00
%; 100 —e e ———8— S be deduced that the number of activated nodes in every cycle
2 0 7 \\R,.-- ‘ /,’ "~»-\_‘_.',,,.-'\'\\ with.W.CM achieves good.engrgy efficiency th'at leads to the
g N maximization of network lifetime. Moreover, Figure 19 shows
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T while TABU-RCC and Symphony do not. This is because
2 97t 1 Symphony has no means of guaranteeing connectivity and
5 o6l ] coverage, while TABU-RCC s a heuristi.c .algf)rithm that may
S not achieve 100% coverage and connectivity in every cycle.
g 6. Conclusions
8 o4} ]
% In this paper, a cross-layer framework for network man-
R 1 agement in WSN based on the WCM tool was presented.
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100 200 300 400 500 600 while considering multiple objectives and constraints. By
Number of nodes maintaining an overview of all network elements, the WCM
is able to ensure that they operate coherently. The WCM
o WCM -&- TABU-RCC continuously monitors the required QoS levels specified by
Tvo BECCR e Symphony the user and takes fast and efficient actions whenever those

FIGURE 19: Average coverage results of WCM compared to other
protocol.

this is the more challenging scenario for connectivity and
coverage. The performance of WCM is compared to EECCR,
TABU-RCC, and Symphony. Simulation results are shown in
Figure 19.

The results in this figure show that the WCM system
achieves 100% connectivity and coverage in every duty cycle
for all network sizes. This proves that the chosen function per-
forms efficiently and is able to switch an appropriate number
of nodes to active mode during network lifetime, without the
need for complicated optimization operations. Furthermore,
if we combine these results with the ones in Figure 9, it can

levels are violated. This is achieved while avoiding high
complexity typically required by optimization problems or
long search operations.

To evaluate the performance of the proposed system,
extensive computer simulations were conducted, and the
WCM was compared against other well-known protocols.
The WCM system showed ability to utilize network resources
efficiently and adapt to different network scenarios and
conditions by adjusting system parameters accurately. For
these reasons, the WCM outperforms other protocols in
metrics of lifetime, throughput, and PLR.

In future work, the authors will present a theoretical
framework that models the behavior of the proposed system.
This model will be used to further analyze system function-
ality and discover new methods to improve system perfor-
mance.
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The Internet of Things (IoT) is growing at a fast pace with new devices getting connected all the time. A new emerging group
of these devices is the wearable devices, and the wireless sensor networks are a good way to integrate them in the IoT concept
and bring new experiences to the daily life activities. In this paper, we present an everyday life application involving a WSN
as the base of a novel context-awareness sports scenario, where physiological parameters are measured and sent to the WSN by
wearable devices. Applications with several hardware components introduce the problem of heterogeneity in the network. In order
to integrate different hardware platforms and to introduce a service-oriented semantic middleware solution into a single application,
we propose the use of an enterprise service bus (ESB) as a bridge for guaranteeing interoperability and integration of the different
environments, thus introducing a semantic added value needed in the world of IoT-based systems. This approach places all the data
acquired (e.g., via internet data access) at application developers disposal, opening the system to new user applications. The user
can then access the data through a wide variety of devices (smartphones, tablets, and computers) and operating systems (Android,

i0S, Windows, Linux, etc.).

1. Introduction

Modern society is looking for user-friendly aiding systems,
able not only to remotely monitor the health of the elderly and
people suffering from chronic diseases, but also to find a safe
and efficient routine to practice some sport or single exercises
in an outdoor or indoor environment (such as gymnasium),
in order to improve each person’s level of fitness and health.
In this context, Internet of Things (IoT)-related systems are
able to bring solutions.

The IoT paradigm can be built using wireless sensor
networks (WSNs) as the leading technology to acquire and
manage data. Connecting other smart elements to a WSN
(smartphones, watches, tablets, etc.) may also improve the
user experience in the IoT, and it could act as a starting
point for the use of the technology. If the smart devices are
wearable, the first technology-access barrier is broken: the
user just has to “wear” the technology as a daily-life garment.

A differential value of a WSN node is the fact that any
external sensor can be connected in an easy way to itself,
and the data sensing does not depend on the network man-
agement. For example, if the application needs biometric or
human physiological parameters (blood pressure, heart rate,
breathing rate, etc.) an external sensor must be connected
in some way to the node. A very easy and fast solution is
using wireless communications protocols, such as Bluetooth.
However, in this scenario a new challenge springs up: the
existence of different types of devices or platforms (as there is
no standardization in this kind of sensors), so it is desirable to
abstract the hardware features and protocols from high-level
layers. This can be done with an intermediate level, called
middleware [1]. It would be very useful if this middleware
level is able both to process environmental measures, but, and
receiving user parameters with several sensors: localization,
speed, health status, preferences, and so forth. In this way,
a context-awareness system could be developed, and new



services are able to be included in the applications without
any other external intervention.

In this paper, we present a physical application involving
a WSN as the foundation of a sports-related scenario. Gather-
ing environmental and human physiological data and storing
a user’s profile can lead into an autonomous physical condi-
tion performance system, where the preferences and needs of
every single user are evaluated to obtain safe and optimum
exercise routines. Our proposal has three key novel com-
ponents. The first one is the integration of several wearable
devices in the Internet of Things world. In order to integrate
these devices (provided with only Bluetooth connection), we
have implemented a dual-protocol WSN/Bluetooth node. In
our proposal, we use two of these nodes: one connected to the
wearable health-data monitor and another node connected
to the smartphone or smartwatch. With these nodes, all the
information from/to the wearable devices can be managed in
the same way as the information from other WSN nodes. Any
new wearable device can be included in our system, with the
only limitation of being Bluetooth compliant, and the services
offered by this new device can be discovered and used as well.
The second contribution is the development of an ontology,
included within the service-oriented semantic middleware,
to model the services provided by the WSN. With the
semantically annotated services it is possible to compose new
services based on the existing single services, widening the
platform for future applications. The third key contribution
is the integration of an enterprise service bus (ESB) in a WSN
for an IoT-based application. With the ESB, all the services
published by the WSN nodes (including the services available
at the wearable devices, such as heart rate and body temper-
ature) are available for third-party applications. If the ESB is
connected to the internet, any external application can use
our RESTful API to make requests to the published services.

This paper is divided as follows. In Section 1, we introduce
wireless sensor networks features and applications as the
foundations of an Internet of Things-designed application.
In Section 2, we present a series of works related with
healthcare and smart spaces using WSNs. We present the
contextualization of the requirements for a sports monitoring
system with wearable devices in Section 3. In Sections 4 and 5,
an ESB platform for middleware architectures and ontologies
interoperability is described. Section 6 presents the testing
scenario description. Section 7 includes the conclusions and
future work to develop from this paper.

2. Related Work

The Internet of Things is gaining the attention of researchers
worldwide. In [2], Miorandi et al. present a survey of
technologies, applications, and research challenges for the
IoT. The most relevant challenges are related with distributed
systems technology and distributed intelligence. Related to
applications, the survey remarks the idea of RFID as the base
of the IoT paradigm, but other technologies are expected to
emerge in order to bring the paradigm to real-life applica-
tions, identifying six ones which they believe can play a lead-
ing role in the adoption of IoT technologies: environmental
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monitoring, smart cities, smart business/inventory and prod-
uct management, smart homes/smart building management,
healthcare, and security and surveillance.

Due to the characteristics of wireless sensor networks,
they are getting an important place in e-Health applications
and assisted living. WSNs are flexible to integrate into health
environments, not intrusive, not high priced, small, easily
portable, and, in some cases, wearable.

In [3], Mileo et al. present an intelligent home environ-
ment to monitor a patient in a context-aware setting. The
goal is to control the evolution of patient’s health and home
environment. They propose a middleware environment to
provide routing, topology control, and data aggregation, so
they can carry the data collected by the sensors to feed the
reasoning system. The system is not detailed in the paper,
and the latter does not clarify whether the system has been
deployed in a real WSN or not, though.

An already implemented solution is presented by Wood et
al. in AlarmNet [4]. It is an assisted living and residential
monitoring network for pervasive adaptive healthcare in
assisted living communities with residents or patients with
diverse needs. The system is composed by an extensible
heterogeneous network middleware, bidirectional network
information flow protocols for environmental systems, res-
ident data flow analysis, and a query protocol for efficient
streaming. The researchers built a test bed with MicaZ and
Telos Sky nodes, where the system was deployed and tested.

Philips Research Europe and the Department of Biomed-
ical Engineering at the Imperial College London have devel-
oped an end-to-end and generic infrastructure [5] that
allows the application optimization by developing services
distributed over a “Wireless Accessible Sensor Populations”
(WASPs) network. Their goal is optimizing the battery life
of the nodes monitoring needs of individual persons. They
validated the system with realistic elderly care scenarios:
monitoring activities of daily living, hypothermia, and ECG
arrhythmia. This project is focused overall on controlling
physical parameters from elderly people, acting in case of
danger, taking into account the different vital data from each
person. For this end, the person must bring along a node, and
it might not be accepted by everybody due to its size.

In [6], the design problems of an ambient home care
system relying on WSN are addressed. The approach is com-
posed by traditional WSN nodes and also includes personal
mobile devices, deploying a heterogeneous sensor network,
integrated into an OSGi framework. The most notorious
weakness is that this proposal was based on the idea that
personal mobile phones and medical equipments would have
integrated, in a near future, ZigBee protocol.

Qixin et al. present in [7] an architecture for assisted
living that allows independent parties work together in a
dependable, secure, and low-cost fashion with predictable
properties. This approach is based on an Assisted Living
Service Provider (ALSP) who provides a server that collects
and maintains encrypted assisted persons’ (APs) records.
ALSP can be a third party distinct from APs, communication
providers, and clinicians; or it can be part of a hospital or
a similar facility by using standards such as XML and Java
technology in WLAN networks.



International Journal of Distributed Sensor Networks

In [8], the EU funded a project called ANGEL (Advanced
Networked embedded platform as a Gateway to Enhance
quality of Life) focuses on the development and deployment
of wireless sensor networks building ambient intelligence
systems for assisted living and personal health monitoring.
The provision of security services such as confidentiality and
authentication is a fundamental requirement for ANGEL
in order to ensure the safety and privacy of the users; the
development is challenging due to the high mobility of users
accessing a multitude of wireless sensor networks. Based
on keying material distribution, they provide a solution
for the secure configuration of sensors and gateways. This
ensures that users can interact with their system in an easy,
transparent, and safe way. The proposal architecture is based
on the ZigBee standard and consists of body and home sensor
networks and gateway nodes. Although the ANGEL system is
very concerned about security issues, they do not perform a
full ambient assisted living platform.

Smart devices (phones, watches, etc.) have become com-
mon life elements. Their capability to acquire and to process
complex data is growing with new devices and new operating
systems (iOS, Android, etc.). Wireless devices can monitor
not only environmental parameters (temperature, humidity,
etc.) but also several human body parameters, like blood
pressure, heart rate, breathing rate, body temperature, and so
forth. The communication between these devices, conform-
ing a body area network (BAN), and internet-capable devices
(as the already mentioned smart ones) produce a wide new
range of protocols and applications, as presented in several
proposals [9-15].

Moreover, several sensor-specific ontologies have been
proposed. For example, sensorML [16] specifies models and
XML encoding providing a framework within which the
geometric, dynamic, and observational characteristics of sen-
sors and sensor systems can be defined. Based in sensorML
appeared ontoSensor [17], a prototype sensor knowledge
repository compatible with Semantic Web infrastructure.

In this paper, we propose a sports environment moni-
toring system, where environmental parameters (i.e., room
temperature), physiological data (breathing rate, heart rate,
etc.), and user’s profile (weight, height, goals, thresholds, etc.)
are combined to offer the user safe and efficient suggestions of
sport routines in order to improve his/her physical condition.
Also, the system will send the user an alarm from an available
set if any hazardous condition appears (i.e., a high heart rate
value) or any of the defined user upper or lower thresholds are
surpassed. The user devices are noninvasive wearable ones:
smartphone, pulse meter, smartwatch, and so forth.

The system foundations are a service-oriented semantic
middleware and an ontology to model the services provided
by the WSN. Furthermore, it is possible to compose new ser-
vices based on the existing single services, using the context-
awareness provided by the middleware. In order to integrate
different middleware architectures or ontologies in a single
user application, an enterprise service bus (ESB) has been
included in the system. This element is an efficient solution
to abstract the application layer of the sensors heterogeneity
related issues and an easy way to manage the introduction of
new middlewares or WSN platforms in the system. The user

application just needs to access a defined URL to retrieve the
desired parameter, abstracting the underlying WSN platform.
If there is a need of integrating a new ontology or sensor, the
changes are minimal and only involve the creation of a new
bundle inside the ESB and a new URL definition.

3. A Real Sportsman Monitoring System:
Contextualization and Requirements

The sports environment monitoring system proposed in this
paper is based on a sport area (gymnasium, stadium, etc.)
with a sensor network (WSN) spread all over it. The WSN
is sensing environmental data, such as light, temperature,
humidity. What is more, the user will be provided with
a device compatible with the installed network, with the
tasks of identifying the user inside the mentioned network
and retrieving data. This functionality can be included in
a device previously carried by the user (e.g., a smartphone
or a smartwatch). These devices send the data to a WSN
node equipped with a Bluetooth interface, so no cables are
needed to establish the communication. A unique user ID
is assigned and represents the user’s profile in the system.
This profile includes several user parameters: sports routines,
fitness, thresholds, and so forth.

Once the user enters the network coverage range, the
device transmits the identifier over the network. This way the
system always knows which users are in which area. With
this information, as well as the environmental data sampled
by the sensors (humidity, temperature, lightness. ..) and the
specification stored for each profile, the network makes
decisions concerning the performance of the sport practice
and suggests the user a set of exercises (user context). Then,
the network starts monitoring the user’s physiological data
(heart rate, breath rate, ECG, etc.) and compares them with
the thresholds stored. A general scenario overview is shown
in Figure 1. The components are ESB, sink, sensor nodes,
and Bluetooth devices. The user can carry a communication
device (i.e., a smartphone or a smartwatch) to interact with
the system and receive alarms.

4, Service-Oriented Semantic Middleware and
Service Ontology Description

As introduced in the first section, middleware is an abstrac-
tion layer between the wireless sensor and the application
layer. The middleware architecture used in this proposal is
a service oriented semantic middleware developed in our
researching group, named nSOM [18], a service-oriented
framework designed for WSNs. Based on a dynamic service
composition model and a semantic knowledge management
scheme, it provides an agent-based virtual sensor service
approach that is able to create new composed services
combining the existing ones. nSOM is being extended to
include more semantic and context-awareness services.

The services that the WSN offers to the applications
rely on measures obtained by the sensors (environmental or
physiological). These measures are delivered to a broker that
compounds and offers the service. Moreover, this semantic
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FIGURE 1: Scenario overview, including key elements: ESB (to integrate different middleware implementations), WSN (with two Bluetooth-
enabled nodes), and user’s devices (a smartphone, a Zephyr body sensor, and a smartwatch).

middleware architecture proposes the semantic annotation of
the service provided by WSN to get a couple of advantages.
The annotation of the services is based on an ontology
developed specifically for these services. Ontology is a formal
representation of a set of concepts within a domain and the
relationships between those concepts. The ontology proposed
here is not sensor related, as mentioned ontologies (sensorML
or ontoSensor) are, but it is related with the services provided
by low capabilities devices integrated in a WSN. Thus, our
ontology provides several advantages provided by semanti-
cally annotated services.

(i) Applications that use these services can retrieve from
the ontology repository the profile and the features of
the services, being able to choose the most appropri-
ate according to its function.

(ii) The service composition can be done within the WSN,
so the generation of new services is a new feature
provided by the WSN.

(iii) Accurate knowledge of the environment in which
services are provided.

(iv) Controlling the function of the service.

(v) Adequate the service to the current state and capabil-
ities of the wireless sensor networks.

The ontology description is divided into three parts:
profile, process, and context. Profile is the description of
the features of the service, and it must be published in an
ontology repository in order to be queried by applications
or other users before the use of the service. The profile class
is composed of service identification, service functionality,
security profile, and grounding. Process description of the
service is the most important part of the ontology, as it
contains the classes related with the process that is behind
of the service delivery. The process class is composed of
operation, atomic process, aggregated process, and input and
output. An important contribution of this ontology is the
specification of the context condition under which the service
is provided. There are several differences when providing
a temperature service indoors or outdoors or a heart rate

service at sea level or on the top of a mountain. The context
information can be written in the ontology repository and can
be used by processes to provide the service. An example of
semantic annotation in JSON is provided in Algorithm 1.

Service composition can be done using the base of the
already existing services. The new service will be published
as a “virtual” service, by a special node called orchestrator.
The virtual service is, for all the nodes in the network but
the orchestrator, a similar service to the noncomposed ones.
When a request for a service reaches the network, the broker
will deliver the request to the node that has previously
published that service: a sensing node if it is a single service
or the orchestrator node if it is a composed service. Once
the request is received by the orchestrator, it will be split
into single service requests. All of these requests will be sent
to the corresponding nodes, and when the orchestrator has
all the data needed, it will reply to the composed service
request. The only noticeable difference will be the time
needed to process the request. An example to illustrate
the service composition could be a service called “injury
prevention”, which is composed of three single services: body
temperature, breathing rate, and heart rate. This composed
service, according to the values of the three single services,
will return a “low”, “medium’, or “high” injury risk.

5. Enterprise Service Bus Platform for
Middleware and Ontology Interoperability

In order to obtain a generic integrative and scalable solution,
the use of an enterprise service bus (ESB) was decided.

An ESB is a software architecture model based on
the service-oriented architecture (SOA) paradigm used for
designing and implementing the interaction and communi-
cation between interacting software applications. It provides
an asynchronous message oriented communication between
the applications inside the bus. The strength of the ESB
solutions is the integration of heterogeneous solutions inside
a unique communication bus.

Following the specification of the generic client server
architecture, the client requests are routed (and adapted if
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ALcoriTHM 1: Ontology-based example of a simple service semantic annotation in JSON: the “real-time pulse” service.
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FIGURE 2: An ESB for different consumers and middleware implementations (center), with a smartwatch attached (left). The services can be
consumed by a wide range of applications, for example, a mobile application (right).

necessary) to the corresponding service, which will answer
the petition. In fact, the client sends the request to the
ESB (instead of sending it to the application server), and
the ESB is responsible for routing the request to the server,
monitoring and logging the traffic. This approach exposes a
unique external interface to access different applications lying
behind the bus (or, in this approach, different middleware
architectures). Thus, the updating and migration issues are
easier to manage.

A general overview of the integration provided by the ESB
to external applications is shown in Figure 2.

Components use the bus to communicate between them,
reducing the underlying number of connections. By doing
this, debugging errors or changing components is easier.
The ESB can be distributed, improving the scalability and
resilience features of our system. The user application would
be able to communicate with the ESB by means of the

external interfaces. The ESB solution contributes to integrate
all the system components, but it does not solve by itself
the semantic and context-awareness issues. Here is where
our proposal gives the solution with the nSOM middleware,
integrated inside the ESB as a producer bundle.

5.1. External ESB Interfaces. Several interfaces for clients to
access the ESB published services have been defined. In order
to simplify the system and have lightweight clients, Rep-
resentational State Transfer (REST) protocol and JavaScript
Object Notation (JSON) [19] messages are used. Both are
well-known and widely used technologies in mobile and
smart devices, giving the opportunity to external developers
to create new applications using the existing smart wearable
network interfaces.

In order to provide the services needed for the sportsman
scenario, the already mentioned nSOM middleware has been
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extended to include semantic annotations to the services
published by the WSN. The definition of the sports scenario
includes several interfaces to access the services published by
the network. In Figure 3, there are some of these interfaces
represented: pulse, distance, breathing rate, and injury pre-
vention.

If a client wants to access any of those services, it needs
to send a REST request (in a URL formatted HTTP packet)
to the endpoint of the application and the path of the service.
The ESB will receive the request, route to the corresponding
application, and return the response to the client in the spec-
ified format. In this case, all the service responses have the
same format (JSON/XML inside an HT TP body response).

6. Testing the System in
a Real Scenario and Results

In order to test the functionality of the proposal, a scenario
defined inside the research project “LifeWear-Mobilized

Lifestyle with Wearables” [20] was used. The system was
deployed in a real sportsman scenario: the Technical Univer-
sity of Madrid (UPM) student’s gymnasium.

The user’s body parameters (heart and breath rate, body
temperature, etc.) were measured by a wearable sensor and
sent to a special WSN node via Bluetooth. A general overview
of the Lifewear testing scenario is presented in Figure 4.

The architecture was deployed over a commercial WSN
node solution: SunSpot platform [21], manufactured by Ora-
cle. Main characteristics of SunSpot hardware platform are
ARM 920T CPU (180 MHz—32-bit); 512 Kb RAM and 4 Mb
FLASH; and a 3.6 V rechargeable 750 mAh Li-Ion battery. In
terms of security and privacy, the platform used to implement
the proposed system including mechanisms to cipher all
the information inside the WSN. The SDK includes libraries
providing booth symmetric and asymmetric cryptography
mechanisms. For symmetric cryptography, the ciphering
algorithm used is AES (Advanced Encryption Standard), and
RSA is used for asymmetric cryptography. Moreover, it is also
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possible to use elliptic curve cryptography (ECC) algorithms
in the last update of the platform SDK. A secure communi-
cation can be established using secure radio streams, which
reuse Secure Sockets Layer (SSL) protocol underneath with
ECC.

The ESB implementation used was Fuse ESB [22], an
open-source implementation based on Apache ServiceMix. It
supports JBI and OSGi for use in enterprise I'T organizations.
Any standard JBI or OSGi-compliant service engine or bind-
ing component—including BPEL, XSLT, or JMX engines—
may be deployed to a Fuse ESB container, and Fuse ESB
components may be deployed to other ESBs.

The smartwatch used was WIMM, a commercial watch
developed by WIMM Labs [23]. It is an Android-based watch,
so it was necessary to develop Android applications for the
project. This application is able to show alarms to the user
in real time if any hazardous value is reached. As an open
platform, Android gives the opportunity to any developer to
create a new application for our WSN, using the interfaces
provided to access to our services. A smartphone application
was also developed within the project, and it provides the
user a full access to all the system services: exercise routines,
alarms, profiling, historical data record, and so forth.

In order to obtain user data (pulse rate, breathing rate,
temperature, position, etc.) a wearable device is the most
suitable solution. For evaluation purposes, a commercial
solution was integrated in the platform: the Zephyr Bio-
Harness Bluetooth device [24]. BioHarness BT enables the
capture and transmission of comprehensive physiological
data via Bluetooth, providing remote monitoring of human
performance and condition in the real world. This sensor
can monitor heart rate, breathing rate, body temperature,
body posture, and activity levels. The sensor sends data every
second by default, but it can be configured if the application
needs another data sampling rate.

6.1. Results. With all the elements connected and the network
deployed, several time measurements were obtained: startup
time of the network elements, service response time, and
nodes lifetime. Also, the amount of memory used in the
nodes to run the applications was measured.

The full system startup time was tested in order to
determine the time that the user needs to wait before starting
the usage of the platform. The results for the most relevant
elements are shown in Figure 5. The ESB startup time is long
(13000 milliseconds), since it is the time period for an ESB
Linux-based machine to bootup. The Zephyr device boot-up
time is longer than a regular node because it needs to set up
the Bluetooth link with the WSN node.

The reading data delay introduced by the ESB is also
high (4 seconds), and it must be improved in order to
avoid bottlenecks in the network. The physiological data is
sampled by the Bluetooth device every second and remains
stored until the ESB performs a data query or an alarm is
issued. Although the use of an ESB in the network introduces
a delay, the integration and scalability facilities offered by
the ESB justifies the use of this element. Moreover, in our
testing scenario the alarms can reach the smartwatch in a
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FIGURE 5: Network elements startup time.
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FIGURE 6: Response time for different service queries: simple ser-
vices (temperature 1, 2, and 3 and body temperature) and composed
service (injury prevention).

direct Bluetooth connection, so real-time alarms delivery is
guaranteed.

The response time for simple and composed service
queries is shown in Figure 6. It is remarkable that the injury
prevention composed service request takes longer, since it has
to be received by the broker, and then wait for the composing
request to be processed (as explained in Section 4).

Node lifetime is an important factor in the application.
Depending on the role assigned, the same node battery
would last different time. For example, the most active nodes
are the ones carrying on the Bluetooth connection. Thus,
these nodes need to be charged every 6 hours of continuous
activity. Other nodes lifetime are shown in Figure7. In a
sportsman scenario, it is admissible that the user devices can
be recharged when the activity has ended, and the WSN nodes
can be recharged every day when the activity center closes
(e.g., in a gymnasium every night). If the application requires
a longer node lifetime, the duty cycle and the data sampling
frequency can be modified in order to reduce the energy
consumption.

Also the amount of memory used by the source code was
measured inside the nodes. The most important data is shown
in Table 1. The amount of memory used is low, and there is
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TABLE 1: Memory usage in the SunSpot hardware platform.
Storage (KB) RAM (KB)
Free 3200 512
Used 83 4
% used 2.59% 0.78%
Node lifetime
17 4
15 ]
13
11 1
9]
71
5]
31
17
5 5 5 N o 3 3
L 2]
°© 5 5 i 8 =
= & &
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FIGURE 7: Power consumption of the different nodes, measured in
lifetime hours.

enough free space to store application data or to scale up the
system.

7. Conclusions and Future Work

In this paper, we have presented an autonomous physical
condition performance system, based on a WSN, bringing
the possibility to include several elements in an Internet of
Things scenario: a smartwatch, a physiological monitoring
device, and a smartphone. The integration of these wearable
devices has been accomplished using Bluetooth, wireless
sensor networks (to connect all the system components), and
smart services (in order to publish all the facilities offered for
each of the devices).

Also, the proposed solution includes a novel element in
a WSN: an enterprise service bus (ESB) as an integration
element for different middleware implementations and plat-
forms. The ESB introduces a network delay, but, on the other
hand, provides the system with middleware integration and
scalability features. The middleware used (nSOM) also pro-
vides context-awareness and service composition features,
creating a fully deployed real-life application for a sportsman
scenario.

The system acquires the physiological data from a Blue-
tooth commercial device. With these data and the user’s
profile, the application suggests to the user a series of exercises
to improve his or her fitness condition. If a hazardous level
of any vital parameter is reached (e.g., heart rate), an alarm
is issued and alerts the user to stop doing the workout. This
alarm can reach a smartphone or a wearable smartwatch and,
if configured, the emergency services through the ESB. All the
tests and the measures obtained were carried out in a univer-
sity campus gymnasium with satisfactory results for the users.
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Although our proposal is a generic framework for appli-
cations based in services provided by wearable devices, we
have included an application scenario for testing purposes.
This is an indoor scenario, because it is fairly complex to cover
an outdoor sports scenario with a WSN. Furthermore, in an
outdoor scenario with a moving user, the issues of tracking,
mobility, and localization must be addressed. The service-
oriented semantic middleware and service ontology used
were designed to be fully scalable. The nSOM agent-based
virtual sensor service was implemented to deal with all the
scalability and upgrade issues. Thus, new nodes and/or agents
managing the user’s mobility can be deployed and registered.
Since the services are dynamically composed, new services
can be added with no issues. Another limitation is that the
enterprise service bus is now deployed in a PC machine.
Small-sized equipment (such as mini computers with limited
resources, e.g., Raspberry Pi, Pandaboard, BeagleBoard, or
any other open-hardware platform) with the ESB imple-
mented could be tested in order to include it in our proposal.

Future work will consider including new Bluetooth
devices (bathroom scale, GPS tracking device, etc.) in order
to improve the accuracy and efficiency of the suggested
exercises. Delay times can be improved by using smart
routing algorithms. We are working to migrate the network
infrastructure to the 6LoOWPAN RFC of the IETF [25].
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