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As the Earth’s surface is mostly covered by water, the sea
represents an enormous source of clean energy. This source
is so far minimally exploited, but its potential is much larger
than the entire global energy demand.

This energy can be converted from different forms as
tidal, wave, marine current, temperature variation, and salin-
ity, representing an effective resource for most of the planet.
Conversion strategies and technologies developed so far have
demonstrated the feasibility and the interest in such a large
issue, showing the way forward to big challenges to match
with. Recent advances in engineering and technology led to
more efficient and cost-effective solutions.

Different governments have provided funding to research
activities regarding the exploitation of marine energy, most
notably UK, China, USA, Canada, Sweden, Portugal, Ireland,
Spain, Australia, Korea, Nigeria, New Zealand, Mexico, and
Japan.

As a result of this interest, a large number of devices,
exploiting different marine energy components, have been
proposed. Many marine energy converters have been
patented, while some have already been considered mature
for application. The extraordinary variety of the proposed
technologies testifies both the vitality of the field and the
ingenuity of the researchers in the field.

In this special issue authors submitted their original con-
tributions and review articles that cover the main important
aspects related to ocean technologies, mainly focusing on
wave, ocean current, and tidal energy harvesting. Numerical
simulations and experimental validation have been carried
out. Several devices have already been built and performance

is reported. Efficiency is a key point for this kind of applica-
tion; thus, a strong effort has been made in order to develop
control algorithms and mechanical solutions which improve
the performance of the energy conversion.

It is now a common opinion that marine energy conver-
sion will be one of the leading research fields at least in the
next 15 years.

Overview of the Articles of the Special Issue. Marine energy
conversion is a multidisciplinary topic, requiring the exper-
tises of sectors ranging from ocean engineering to electrical
engineering. The scope of this Special Session is accordingly
wide, helping to build a global and complete overview of the
topic.

This special session comprises the work of some of the
leading institutions working in the field. The contributions
are relevant to four main areas.

In the field of wave energy conversion, Z. Liu et al.
investigate the operating performance of a designed impulse
turbine for the pilot oscillating water column (OWC) system
which is under the construction on Jeju Island, Korea; D. Li et
al. focus on the performance of floating buoys of awave power
generating jack-up platform, called Haiyuan 1; Lei Huang et
al. propose a novel hybrid excitation flux-switching generator
for direct drive wave energy converters; Z. Shi et al. propose
a wave energy extracting structure which can be completely
sealed and works under the principle of double oscillation. L.
Zhu et al. propose a new type of floating oscillating buoywave
power device, a buoy-rope-drum wave power system, and
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H. He et al. carried out simulations on the expected perfor-
mance of the Pelamis wave energy converter in China.

Concerning water current harvesting, H. Chen et al.
present a nonlinear simulation model of a switched reluc-
tance (SR) ocean current generator system on MATLAB/
simulink which described the structure of generator system,
while M. Grabbe et al. studied the efficiency of a directly
driven generator for hydrokinetic energy conversion.

The tidal energy field is explored by C. Yang et al. who
present a bidirectional power performance of a tidal unit with
unilateral and double guide vanes; A. F. Tao et al. studied
a two-dimensional hydrodynamic model in order to predict
the distribution of mean density of tidal current energy and
X. Ge et al. introduce and study the optimization of a form of
tidal power station, which can satisfy bidirectional power.

Finally, two review articles are presented in this special
issue: Z. Chen et al. made a review of offshore wave energy
extraction system in order to provide some useful guidelines
for future studies in this field; Q. Guodong et al. carried
out a review of development of ocean energy in China
giving recommendations for the future development of ocean
energy.
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The shaft tubular turbine is a form of tidal power station which can provide bidirectional power. Efficiency is an important turbine
performance indicator. To study the influence of runner design parameters on efficiency, a complete 3D flow-channel model of a
shaft tubular turbine was developed, which contains the turbine runner, guide vanes, and flow passage and was integrated with
hybrid grids calculated by steady-state calculation methods.Three aspects of the core component (turbine runner) were optimized
by numerical simulation. All the results were then verified by experiments. It was shown that curved-edge blades are much better
than straight-edge blades; the optimal blade twist angle is 7∘, and the optimal distance between the runner and the blades is 0.75–
1.25 times the diameter of the runner. Moreover, the numerical simulation results matched the experimental data very well, which
also verified the correctness of the optimal results.

1. Introduction

Tidal power generated by falling and rising water, which is a
kind of potential energy [1], can transformmechanical energy
into electricity. More specifically, a dam is built to back up the
water located adjacent to bays or estuaries which are separate
from the ocean and therefore form a reservoir. A hydroelec-
tric generating set is then installed in the dam, and the pres-
sure of thewater from all tidal states turns thewheel, amotion
which can be used tomake electric power.The tubular turbine
is applicable to tidal power stations because it can provide
power from low water levels. The tubular turbine offers good
technical and economic feasibility, which has contributed to
its wide use and rapid development since its advent in the
1930s. In hydropower developments below 25m level power,
the tubular turbine has largely displaced the axial turbine, and
therefore it is typically used for tidal power. Currently, the
largest per unit installed capacity is 65.8MW (bulb turbine
in Japan only), the largest runner diameter has reached
8.2m (shaft-well tubular turbine in America), and the highest

power level is 22.45m (bulb turbine in Japan) [2–4]. Since
the 1960s, research and application of tubular turbines
has been well developed in China, and the largest runner
diameter of an operating bulb tubular turbine is now 7.5m.
Tubular-turbine hydropower stations have been planned and
constructed all over the country. The hydropower station
constructed in Changzhou Guangxi includes 15 turbine
installations and 621.3MW installed capacity [5].

Shaft-extension type tubular turbines and shaft tubular
turbines have almost the same advantages of technical and
economic feasibility as bulb tubular turbines for low-water-
level power stations. However, shaft tubular turbines have
been used only in a few stations with relatively low capacity
in China. The main reason for this is that the key tech-
nologies of flow-passage design, integrated turbine structure,
corrosion-resistant blades, methods of connecting the speed-
increase gearbox, and arrangement of the oil head in a
double adjustable structure are still unsupported by thorough
research and design, with the result that the shaft tubular
turbine is still undeveloped and underutilized, although it
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Figure 1: 2D view of the flow channel in a bidirectional shaft tubular turbine; (b) is the top view of (a). 1 indicates the inlet section, 2 is
the shaft section, 3 is the guide-vane section, 4 is the movable guide-vane section, 5 is the draft tube section, 6 is the principal axis, 7 is the
movable guide vane, 8 is the wheels, 9 is the generator, and 10 is the speed-change gearbox.

offers simple structure and good performance, is easy to
install andmaintain, and is from20% to 60% cheaper than the
bulb tubular turbine.Therefore, research into these new types
of tubular turbines is a far-reaching, significant, and urgent
task so that the costs of construction and operation can be
reduced and the development of this turbine in tidal power
plants can be promoted.

2. Working Principles

Figure 1 shows a profile view of a shaft tubular turbine in a
tidal power plant. The 2D flow channel in the bidirectional
shaft tubular turbine includes five parts: the inlet section,
the shaft section, the guide-vane section, the wheels, and the
draft tube section.Thegenerator and the speed-change unit as
described above are arranged on the shaft.Themovable guide
vane described above is arranged in the guide-vane section,
which is installed before the inlet in the side of the turbine
wheel. The principal axis described above is connected to
the water turbine, speed-increase unit, and generator, which
transmits the mechanical energy from the water turbine into
the speed-increase unit and the generator. The water turbine
described above is set in the runner chamber of the runner
section.The runner described above is arranged at the end of
the principal axis of the water turbine.

Working Principle [6, 7].The turbine is installed as part of the
bidirectional tidal power plant. After the tide starts to rise,
the gate is closed when the tidal water level and the water
level in the plant are close to equal. As the tide level continues
to rise, a situation with internal low and external high water
levels is created. The water turbine goes into operation and
starts to generate electricity when the water head is higher
than theminimumallowableworking head. At the same time,
water from the open ocean flows into the reservoir, raising
the water level in the reservoir. The tide continues to rise
rapidly, as well as the working head level, until high tide.
When the tide starts to fall, the water level in the reservoir
becomes high.Thewater turbine is shut downwhen the water
head is lower than the minimum allowable working head.
The main advantage of this type of tidal power plant is that
it can generate electricity during both rising and falling tides
except when the water levels in the internal and external

reservoirs are equal.Therefore, the generation operating time
and generation capacity are greater than those of a one-way
tidal power station, making full use of tidal energy. The flow
is in opposite directions at different times, and the turbine
operates bidirectionally. In addition, the turbine has good
energy conversion performance in both operating modes.
Consequently, this turbine can extract as much tidal energy
as possible, improve energy usage, and increase the benefits
of tidal power.

3. Numerical Simulation [8–12]
3.1. Basic Equations. The continuity equations (incompress-
ible viscous flow continuity equations) are

𝜕𝑢
𝑖

𝜕𝑥
𝑖

= 0, (1)

where 𝑢
𝑖
represents the instantaneous velocity in flow direc-

tion 𝐼 and 𝑥
𝑖
represents the coordinates.

The Reynolds average model, which is widely applied
in engineering, was used in this research. The Reynolds-
averaged Navier model is obtained through the Navier-
Stokes equations, which were averaged with the Reynolds-
averaged equations. Averaged turbulence equations will con-
tain pulsating second-order correlation measurements. For
the closed equation, the corresponding equation turbulence
model was introduced.

For the N-S Reynolds-averaged equations, it is possible to
state that

𝜕 (𝑢
𝑖
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In the above formula, the Reynolds stress term represents
the rate of change in the space −𝜌(𝑢󸀠

𝑖

𝑢
󸀠

𝑗

) = 𝜇
𝑡
((𝜕𝑢
𝑖
/𝜕𝑥
𝑗
) +
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𝑡
(𝜕𝑢
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𝑖
))𝛿
𝑖𝑗
.The physical meaning

of the Reynolds stress is the average momentum flux pulsa-
tion. In other words, in a turbulent flow field, this stress plays
a role in controlling the average pressure on the body, the
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Figure 2: Overall calculation model.

viscous stress, and the average means molecular mass force,
not only to provide an average amount of growthmomentum
but also to provide the average momentum flux pulsation.
To make the equation closed, the Boussinesq approximation
was used for analog Reynolds stress items. The Boussinesq
approximation can be written as

−𝜌 (𝑢
󸀠

𝑖

𝑢
󸀠

𝑗

) = 𝜇
𝑡
(
𝜕𝑢
𝑖

𝜕𝑥
𝑗

+
𝜕𝑢
𝑗

𝜕𝑥
𝑖

) −
2

3
(𝜌𝑘 + 𝜇

𝑡

𝜕𝑢
𝑖

𝜕𝑥
𝑖

)𝛿
𝑖𝑗
, (3)

where𝜇
𝑡
is the eddy viscosity coefficient and 𝑘 is the turbulent

kinetic energy. According to experimental calculations, the
RNG 𝑘 − 𝜀 turbulence model was used.

3.2. Geometric Model and Boundary Conditions. Figure 2
shows the whole calculation model. The calculation area
contains the turbine runner, guide vanes, and flow passage.
Because the full-flow three-dimensional model is muchmore
complex, the paper used a hybrid grid which was combined
with the unstructured tetrahedral mesh and the structured
hexahedral mesh to partition the model grid; the total
number of grid cells was 931800.

The blade shape of the turbine runner played a decisive
role in hydraulic performance.The turbine blades are a space
warp face, as shown in Figure 3, which presents a geometric
model of a turbine runner.

Near the Solid Wall Boundary. The velocity gradient of the
viscous sublayer is high near the solid wall for turbulent
flow. The high-Reynolds-number calculation model is no
longer applicable.The gradient can be obtained using the wall
function for flow near the wall.

Inlet Boundary. The inlet conduit imports the inlet boundary
and uses the pressure-inlet boundary condition.

Outlet Boundary. The outlet conduit exports the outlet
boundary and uses the pressure-outlet boundary condi-
tion.

3.3. Efficiency CalculationMethod. Efficiency is an important
parameter for measuring turbine energy performance.

Turbine output is the power output of the turbine shaft,
commonly denoted by 𝑃 and with kW for the units.

Figure 3: Runner model.

The turbine input power is the total energy flow through
the turbine per unit time.The flow output is usually indicated
by the symbol 𝑃

𝑛
:

𝑃
𝑛
= 𝛾𝑄𝐻 = 9.81𝑄𝐻 (kW) . (4)

A certain energy loss occurs as the water flows through
the turbine. So the turbine output𝑃 is always smaller than the
flow output 𝑃

𝑛
. The ratio of turbine output to water output is

called the turbine efficiency and is indicated by 𝜂
𝑡
:

𝜂
𝑡
=
𝑃

𝑃
𝑛

. (5)

4. Runner Optimization

Tubular-turbine blades have a 3D twisted leaf shape. In the
work reported in this section, the flow component parameters
were kept at the same values under the same calculation
conditions to optimize the three aspects of the blade shape
and to perform a CFD simulation using various models. The
results obtained were analyzed for optimality.

4.1. Shape Optimization of Turbine Blade Edges. Figure 5
shows a schematic view of the modification; improved access
to the turbine blade edge was achieved by changing the edge
from straight to curved, as shown in Figure 4, which presents
different single-blade diagrams for straight and curved edges.

Numerical simulations of the two blade-edge shapes were
performed under the positive operating mode (𝐻 = 2.5m,
guide-vane opening speed = 65%, and speed = 200 rpm),
with results listed in Table 1. It is apparent that different blade
edges have an impact on performance, although the overall
efficiency slightly decreased. However, the turbine discharge
increased significantly, with a substantial increase in output
torque, which contributes greatly to improved output.

Table 2 shows the head loss of various components for
the two blade-edge shapes. It is clear that the hydraulic losses
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Figure 4: Turbine blade edge, schematic view.

(a) (b)

Figure 5: Single-blade diagram ((a) is a straight edge and (b) is a
curved edge).

Table 1: Calculated results for two kinds of blade-edge shapes.

Blade-edge
shapes

Discharge
(m3/s)

Torque
(NM)

Efficiency
(%)

Output
(KW)

Straight edge 6.05 5909.23 83.36 123.74
Curved edge 9.38 9133.39 83.16 191.25

in the runner segment with the curved edge were greatly
reduced, but this segment led to the inlet conduit section,
where the guide-vane segments and the outlet conduit seg-
ment increased the hydraulic losses. The additional losses
entailed by these components diminished slightly the reduced
hydraulic losses in the runner segments, which corresponded

Table 2: Component hydraulic losses for different blade-edge
shapes.

Blade-edge
shape

Inlet
conduit

segment loss

Guide-vane
segment loss

Runner
segment loss

Outlet
conduit

segment loss
Straight 0.003 0.028 0.285 0.077
Curved 0.005 0.046 0.177 0.151

Table 3: Performance calculations for different blade twist angles
under the positive power model.

Blade twist
angle

Discharge
(m3/s)

Torque
(NM)

Efficiency
(%)

Output
(KW)

3∘ 5.85 5529.77 80.71 115.79
5∘ 6.05 5909.23 83.36 123.74
7∘ 9.38 9133.39 83.16 191.25
9∘ 9.15 8537.45 79.67 178.78
11∘ 8.54 7453.39 74.52 156.07

Table 4: Performance calculations for different blade twist angles
under the reverse power model.

Blade twist
angle

Discharge
(m3/s)

Torque
(NM)

Efficiency
(%)

Output
(KW)

3∘ 5.58 4529.77 69.31 94.85
5∘ 6.46 5609.23 74.14 117.46
7∘ 8.39 8133.39 82.77 170.31
9∘ 7.55 7037.45 79.59 147.37
11∘ 6.78 6053.39 76.23 126.76

to the efficiency change of the two blade-edge shapes shown
in Table 1. However, the discharge was greatly improved,
which directly increased unit output.

4.2. Blade Twist Angle Optimization. The blade twist angle
directly affects flow capacity and torque and has a significant
impact on efficiency and unit output. Different blade twist
angles were therefore investigated. Before retrofit design, the
blade twist angle was 5∘; a decrease to 3∘ and increases to
7∘, 9∘, and 11∘ were examined, giving five twist-angle cases.
Numerical simulation was performed with the five models
under the same operating conditions (𝐻 = 2.5m, guide-
vane opening speed = 65%, and speed = 200 rpm), and the
calculated results are shown in Tables 3 and 4.

From Tables 3 and 4, when the blade twist angle = 7∘, the
efficiency and unit output have the largest values.

4.3. Optimization of the Distance between the Runner and the
Guide Vanes. Figure 6 shows a three-dimensional model of
the runner vanes and the runner. The distance between the
two components, represented by the letter 𝑑, has a significant
impact on efficiency and unit output. The runner diameter
is denoted by 𝑟 and has a fixed value. Simulated changes in
𝑑/𝑟, which involve changing the distance between the guide
vanes and the runner, were used to compare different blade
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Figure 6: Three-dimensional model of runner vanes and runner.
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Figure 7: Efficiency versus 𝑑/𝑟 contribution plot for positive and reverse working conditions.

locations, where 𝑑/𝑟 = 0.5, 0.75, 1.0, 1.25, 1.5, and 2, giving five
different positions. Numerical simulations were performed
with the five models under the same operating conditions
(𝐻 = 2.5m, guide-vane opening speed = 65%, and speed =
200 rpm), with the calculated results shown in Figures 7 and
8.

FromFigures 7 and 8, it can be seen that when 𝑑/𝑟 = 0.75,
1.0, and 1.25, the runner efficiency and the output had higher
values, indicating that the distance between the guide vane
and the runner must not be too large or too small. In this
situation, 𝑑/𝑟 = 0.75 was taken as the optimal value.

4.4. Analysis of Flow Pattern before and after Optimization.
In the previous sections, three optimization aspects were
considered, and optimal parameter values were integrated to
achieve optimization improvements. Specifically, the curved
blade-edge shape was chosen, the optimal blade twist angle
was 7∘, and 𝑑/𝑟 = 0.75. Numerical simulations should
be performed to analyze flow patterns before and after
optimization.

4.4.1. Static Pressure Distribution of the Blade. Figures 9 and
10, respectively, show the static pressure distributions before
and after modification of the blade. The pressures gradually
decreased in the flowdirection on thewhole, with the positive
pressure greater than the back pressure, which had some
influence on the positive pressure, but the difference was
small. After the blade was improved, the low pressure was
localized mainly in the middle of the turbine wheel hub.

4.4.2. Surface Relative Velocity Distribution. Figures 11 and
12, respectively, show the front and back relative velocity
distribution before and after modification. As is clear from
the figure, both before and after blade retrofits, the water flow
along the blade surface was smooth, with no turbulence, and
the flow pattern was good.

5. Experiments

The hydraulic machinery multifunction test bench of Hohai
University was used for the “211 Project” key construction
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Figure 8: Output versus 𝑑/𝑟 contribution plot for positive and reverse working conditions.
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Figure 9: Static pressure distribution of blade before modification ((a) is the front face and (b) is the back face).

projects. The test bench was designed and constructed
according to standard DL446-91 “TurbineModel Acceptance
Tests,” with an integrated test error less than or equal to 4%.
The test bed is a vertical closed-loop system with a total
capacity of 50m3. The main equipment consists of the tail
tank, pressure tank, electromagnetic water pump (or auxil-
iary pump), electric valve,manual butterfly valve,Φ500 pipes,
and other components. The main parameters are as follows:

head:𝐻 = 0–20m;
discharge: 𝑄 = 0–1m3/s;
torque:𝑀 = 0–200N ∙M;
speed: 𝑛 = 0–2000 rpm.

Figure 13 provides a photograph of a guide vane. The
masses of water around the guide vanes are an important
part of the turbine system, and the flow energy loss in the
water guide vanes will affect the efficiency of the turbine.
By adjusting the guide vanes, unit load changes can be
compensated for. A photograph of the runnermodel is shown
in Figure 14. Using the wheeled test bench, forward and
reverse efficiency and performance experiments could be
carried out. The model test head was kept stable at 𝐻 =

2.5m; by adjusting the guide vane in steps from 30∘ to 85∘,
each guide vane could be kept stable for five minutes in each
position to collect data. Statistics of the collected data and
efficiency data calculated by numerical simulation under the
same conditions are shown in Figures 15–17.
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Figure 10: Static pressure distribution of modified blade ((a) is the front face and (b) is the back face).

17

16

15

14

13

12

11

10

9

8

7

XY

Z

(a)

17

16

15

14

13

12

11

10

9

8

7

X
Y

Z

(b)

Figure 11: Relative velocity distribution (front (a) and back (b)) of blade before modification.

As shown in Figure 15, the discharge increaseswith guide-
vane opening flow for both positive and reverse generation
cases. When the guide vane reaches 70% open, the discharge
does not increase any more under the positive condition
because with further opening of the guide vane, the hydraulic
losses increase so much that further increases in discharge
cannot be achieved.

Figures 16 and 17 show that

(1) numerical simulation results matched with experi-
mental data very well;

(2) the efficiency of the positive generation condition is
slightly greater than that of the reverse condition;

(3) the highest efficiency for positive generation was
achieved at guide-vane opening = 60%, discharge =
8.5m3/s, efficiency = 86.4%, and output = 186.5 kW.
The highest efficiency for reverse generation was
achieved at guide-vane opening = 75%, discharge =
7.87m3/s, efficiency = 84.08%, and output = 163.5 kW.

6. Conclusion

The shaft tubular turbine is a form of tidal power station
turbine which can provide bidirectional power with high
efficiency. The turbine runner is the core component which
converts water energy into mechanical energy. This paper
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Figure 12: Relative velocity distribution (front (a) and back (b)) of modified blade.

Figure 13: Photograph of guide vane.

Figure 14: Photograph of turbine runner model.

has optimized the runner from three aspects using numer-
ical simulation methods and verified the optimized runner
design. From the hydraulic machinery multifunctional tests,
the main conclusions are as follows.

(1) Comparing the curved-edge and straight-edge blades
under the same operating conditions, the efficiency
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Figure 15: Discharge versus guide-vane opening curve.

changes a little, but the curved-edge blade can directly
increase discharge capacity and output, meaning
that the curved-edge blade is much better than the
straight-edge blade.

(2) Blade twist angle directly affects flow capacity and
torque and has a significant impact on efficiency and
unit output. According to the model used in this
paper, when the blade twist angle = 7∘, the bidirect-
ional efficiency and unit output have the best values.

(3) The optimized ratio𝑑/𝑟 of the guide vanes and runner
distances is (0.75–1.25) because when the ratio is too
large or too small, the flow patterns between guide
vane and runner are relatively poor.

(4) When model tests of the optimized runner were car-
ried out, by comparing the model test and numerical
simulation results, it was found that the numerical
simulation results matched the experimental data
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Figure 17: Efficiency versus discharge curve for the reverse genera-
tion case.

very well, which verified the correctness of the opti-
mal results.
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The working principle of the Pelamis wave energy converter is described in this paper.The sectional size suitable for the outside sea
of Xiamen Bay is redesigned according to the Froude and Strouhal similarity criteria.The swing angles, hydrodynamic coefficients,
andwave exciting forces are calculated based on theAQWAhydrodynamic software and the average outside sea condition ofXiamen
Bay. It is concluded that the Pelamis after redesigned by the Froude and Strouhal similarity criteria can run better in the outside
sea area of Xiamen Bay. The three sections indirectly contacted with the fixed axis have larger swing angles. The wave period and
height affect the speed of the response of the section and its swing angle range, respectively.The larger the total forces, the larger the
swing angles. The wave circular frequency has a greater effect on the added mass and the wave exciting force than on the radiation
damping; the heave added mass and the heave wave exciting force will become smaller when the heave radiation damping becomes
larger with the increase of the wave circular frequency.

1. Introduction

Power generation is the main wave utilization style. Many
countries paid great attention to the wave utilization tech-
nologies. Britain has built oscillating-water column wave
power station and Pelamis wave energy converter [1, 2].
Most of the oscillating-water column wave power stations
are limited to be built off shore at the present stage. This
technology is not stable enough to be utilized in deep sea
conditions. Japan has focused on Mighty whale wave power
boat and pendular type machines [3, 4]. Its Pendulum power
generation device holds high energy conversion efficiency
but low power efficiency. Meanwhile, it needs high initial
investment and is easy to be damaged. Norway has studied
Tapchan wave energy converter [5]. However, their device
is highly related to the local geography. The Pelamis wave
energy converter is of high stability and adapting to harsh
environment and is concerned by many experts and scholars.
Correspondingly, its generated electricity has been supplied
to the grid network [6]. Pelamis wave energy converter has
developed two generations of machines: the Pelamis P1 and
the Pelamis P2.ThePelamis P2 is developed on the basis of the

Pelamis P1. So a lot of significant design has been improved
and it has higher efficiency than the Pelamis P1.

Considering the advantages mentioned above, it is of
high significance to explore its performance in China’s sea
conditions. So the purpose of this paper is to analyze whether
the Pelamis after redesigning by the Froude and Strouhal
similarity criteria can achieve better performance in the
outside sea condition of Xiamen Bay and to study the factors
affecting its performance. The size of the sections based on
the average sea condition of the outside sea area of Xiamen
Bay is designed and the operating conditions of Pelamis wave
energy converter are described. Meanwhile, the four-section
swing angles, hydrodynamic coefficients, total forces, and
wave exciting forces are calculated, respectively.

2. The Pelamis Wave Energy Converter

2.1. The Constitute of the Pelamis Wave Energy Converter.
Although the Pelamis P2 has more outstanding feature than
Pelamis P1 in Europe, no research has been done on their
performance in China’s sea conditions. The present research
is based on the Pelamis P1 machine.The prototype was 120m
in length, 3.5m in diameter, and comprised of four tubes
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sections linked by three short power conversion modules [7].
The power conversionmodules are joined to the tubes, which
are used to convert wave energy into hydraulic energy.

Eachmachine requires its own individualmooring spread
consisting of some main moorings and a yaw restraint line.
Themainmoorings consist of a number of anchors connected
to a central point. The yaw restrain line is a simple single
anchor and mooring line configuration. The latter make the
Pelamis always in the optimum orientation. There is scope
for neighboring mooring spreads to share anchor points,
depending on the anchoring techniques employed at the site.
The Pelamis mooring spread has been designed to minimize
its footprint area, allowing the highest concentration of
MW capacity to seabed space and reducing infrastructure
costs.The power take-off system includes hydraulic cylinders,
motors, generators, reservoirs, accumulators, and associated
piping and wiring, which are assembled in the tube section
and have capability to isolate various parts of the system
remotely.

2.2. Working Principle of the Pelamis Wave Energy Converter.
The working principle of the Pelamis wave energy converter
is shown in Figure 1. The longitudinal direction of Pelamis is
perpendicular to the traveling direction of the waves, which
will be ups and downs with the wave when they have effect
on the section. This motion will cause the hydraulic cylinder
to produce water pressure and to pass through the valve.
Then it will push the hydraulic piston in hydraulic cylinder to
produce a reciprocatingmotion. And finally, power generator
is driven. In addition, Pelamis will dive into the sea when
encountering high intensity wave.

The principle of energy transfer process of the Pelamis
wave energy converter is described in Figure 2. It assumes
that the hydraulic cylinder is double acting. Since double
rod cylinder passes oil regardless of the motion direction,
the upper and lower double rod cylinder can both transmit
force. The section pushes the top double rod cylinder,
simultaneously pulling the bottom double rod cylinder. So
the energy transfer equation can be expressed as

𝐸
1
= 2𝐹
1
V = 2𝐴

1
𝑝𝑟𝜔 =

𝑄
1
𝑝

𝜂
1

, (1)

where 𝐸
1
is the input mechanical energy of two double rod

cylinders, 𝐹
1
is the reaction, V is the velocity of double rod

cylinders, 𝐴
1
is the piston area, 𝑝 is the output pressure, 𝑟

is the radius, 𝜔 is the angular frequency of wave, 𝑄
1
is the

total hydraulic flow of two double rod cylinders, and 𝜂
1
is the

efficiency of the double rod cylinders.
The reaction force −𝐹

1
generated by the bottom oil

cylinder and the force 𝐹
1
generated by the top oil cylinder are

equal inmagnitude and opposite in direction. So the reaction
force acting on 𝑂 axis is

𝐹
𝑐1
= 𝐹
1
− 𝐹
1
= 0. (2)

3. Similarity Criteria

The designed wave height and period of Pelamis wave energy
converter are 5.5m and 8 s as described in the literature [7],

Power conversion module Main tube segment

Anchors Power cable

Figure 1: Working principle of the Pelamis wave energy converter.
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Figure 2: Schematic of the energy transfer process.

but the average wave height and period of the outside sea area
of Xiamen Bay are 1m and 3.8 s, respectively [8]. In order to
analyze the performance of the converter based on the outside
sea area of Xiamen Bay, the size of the Pelamis wave energy
converter described in the literature needs to be adjusted by
the Froude and Strouhal similarity criteria.

3.1. Froude Similarity Criteria. Froude similarity criteria
ensure the correct relationship of the gravity and inertia force
between the prototype and the studied model [9]. Froude
number (Fr) is defined as

Fr = ]

√𝑔𝐿
, (3)

where𝑔 is the acceleration of gravity,𝐿 is the geometric length
of the structure, and ] is the characteristic velocity.

By assuming the subscript 𝑠 represents the prototype and
𝑚 represents the studied model and taking linear dimensions
ratio (lamita) as 𝐿

𝑠
/𝐿
𝑚

= 𝜆, then the comprehensive equa-
tions can be described as

]
𝑚

√𝑔𝐿
𝑚

=
]
𝑠

√𝑔𝐿
𝑠

,

]
𝑠

]
𝑚

= √
𝐿
𝑠

𝐿
𝑚

= √𝜆.

(4)
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3.2. Strouhal Similarity Criteria. The Froude similarity cri-
teria are applied to design the configuration model of the
wave energy conversion device in [10, 11]. Reference [12]
which indicates that the Strouhal number (St) is also an
important similarity criteria number when considering the
flow of having a frequency, and the rocking ship belongs to
periodic motion. So the Strouhal similarity criteria must be
considered when the device is redesigned. Strouhal number
(St) is the ratio of the modification inertial force and the local
inertial force; it ensures the period similarity of the motion
and force between the prototype and the studied model [13].
Equal Strouhal number (St) of the prototype and the studied
model can be expressed as

𝑓
𝑚
𝐿
𝑚

]
𝑚

=
𝑓
𝑠
𝐿
𝑠

]
𝑠

,

𝐿
𝑚

𝑇
𝑚
]
𝑚

=
𝐿
𝑠

𝑇
𝑠
]
𝑠

.

(5)

So the comprehensive equation is

𝑇
𝑠

𝑇
𝑚

= √𝜆, (6)

where 𝑓 is the wave frequency and 𝑇 is the wave period.
As it is mentioned above, the prototype of pelamis can

achieve better operation in Europe, but it may not be applied
to China. Based on the outside sea condition of Xiamen
Bay and according to the Froude similar criteria combined
with Strouhal similarity criteria, the dimension of the Pelamis
wave energy converter is redesigned and the length, diameter,
and weight of each section of the Pelamis wave energy
converter suitable for Xiamen sea conditions should be 6.8m,
1m, and 1102 kg, respectively.

In addition, the geometry shape of pelamis tube was also
optimized. First, the section of four different tube shapes
was selected according to the cylindrical shape, and then it
was simulated and analyzed under the same sea condition.
It seems from the simulation results that the quadrant has a
better work performance than the three other tubes shapes.
Therefore, the redesigned pelamis is studied on the basis of
quadrant shape in this paper.

The shape and dimensions of the redesigned section are
shown in Figure 3. The quadrant’s two sides change into
vertical planes because they are inclined planes which are not
conducive to the converter’s installation. Assuming the draft
volumes and weights of the quadrant and the cylinder are
equal, the draft depth, volume, and density can be calculated
as 0.33m, 6.95m3, and 158.6 kg/m3, respectively.

4. Mathematical Model and Initial Conditions

4.1.MathematicalModel. In order to satisfyAQWAsoftware’s
limitations, some assumptions are proposed as follows.

(1) Seawater is considered as the ideal fluid, the near-
field solution method is used, and the four-section
interactions are considered.

(2) The converter’s three-dimensional model is built by
the Design Modeler based on Workbench platform.

6.80 (RD1)

1
(R

D
3

)

1 (RD2
)

Figure 3: Schematic of the redesigned section (unit: m).

Meanwhile, surface unit is applied to the quadrant’s
section.

(3) The pelamis prototype is a mooring system consisting
of some main moorings and a yaw restraint line. So it
can not adjust itself with the winds and waves. Gener-
ally, the pelamis is arranged based on the local average
wave direction. So the Pelamis device can be simpli-
fied to a fixed system, assuming the entire system is
around a fixed axis, and there is no torque in axis.
The simplified section model is shown in Figure 4;
from left to right, the sections are named structure 1,
structure 2, structure 3, and structure 4, respectively.

4.2. Initial Conditions. The limitations of AQWA software
and the operation conditions of the Pelamis are described
below.

(1) The quadrant section needs to meet the conditions

𝐷 > 0.5𝑟
𝑓
, (7)

where 𝐷 is the distance between the underside of device and
the sea bed, 𝑟

𝑓
is the radius of the grid cell (𝑟

𝑓
= √𝐴/𝜋), and

𝐴 is the area of the grid cell.
(2)The minimum input circular frequency of the AQWA

software can be calculated according to the following equa-
tion:

𝜔min = 0.05√
𝑔

𝑑
, (8)

where 𝑔 is the acceleration of gravity and 𝑑 is the water depth.
Because the water depths of most outside sea area of Xiamen
Bay are from 5m to 20m, we assume that the average water
depth is 10m in simulation. According to (8), the minimum
input circular frequency can be calculated as 0.0495 rad/s.

(3) Assuming the wave is regular (the second order Stokes
wave as standard), the sectional motion response under the
outside sea wave condition of Xiamen Bay is analyzed by
the AQWA software. Assuming the default wave direction
is 0∘, namely, the wave is perpendicular to the longitudinal
direction of the pelamis. The sea condition parameters of the
outside sea area of Xiamen Bay are shown in Table 1.

(4) Each sectional inertias moment is equal:

𝐼
𝑥𝑥

= 227.39 kg ⋅m2, 𝐼
𝑦𝑦

= 4463.43 kg ⋅m2,

𝐼
𝑧𝑧

= 4419.88 kg ⋅m2.
(9)
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Figure 4: The section model after meshing.

Table 1: Parameters of the sea conditions [8].

Wave height/m Wave period/s
Spring 0.9 3.7
Summer 0.9 3.8
Autumn 1.2 4
Winter 1.1 4

5. Results and Discussion

5.1. The Swing Angle of Four Sections. Figures 5 and 6 show
the four-section swing angles in spring and summer. It can
be seen from Figures 5 and 6 that the swing angle ranges
of structure 2, structure 3, and structure 4 are greater than
that of structure 1, which indicates that the work capacity
of structure 2, structure 3, and structure 4 is better than
that of structure 1. It is concluded that fixed shaft limits
the swing angle of structure 1. The swing angle ranges of
structure 2 and structure 3 are the biggest, which indicates
that the work capacities of the two section in the middle
area are the strongest. Each sectional positive swing angle
range is not equal to its negative swing angle range, which
means that the work capacity of upper and lower hydraulic
cylinder is different. The wave peaks of swing angle curve of
the structure 4 vibrate with the time, which indicates that it
is not conducive to achieve stable acting.

Figures 7 and 8 show the four-section swing angles in
winter and autumn season. It can be seen fromFigures 7 and 8
that only the swing angle curve of the structure 1 is in a steady
swinging case, while the wave peaks of swing angle curve
of the remaining three structures have a vibrating situation,
which reveals that the swing becomes unstable with the wave
period increasing. Different from Figures 5 and 6, the swing
angle ranges of structure 3, and structure 4 are the greatest as
it is shown in Figures 7 and 8; thismeans that the farther away
from the fixed shaft, the greater the sectional swing angle
range with the increasing of wave parameters. Meanwhile, it
indicates that the work capacity of structure 3 and structure
4 is the strongest in autumn and winter season. The swing
angles of structure 2, structure 3 and structure 4 are greater
than that of structure 1 in Figures 7 and 8, and the ranges of
the positive and negative swing angles of each swing angle
curve are different.
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Figure 5: The four-section swing angles in spring.
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Figure 6: The four-section swing angles in summer.
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Figure 7: The four-section swing angles in autumn.
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Figure 8: The four-section swing angles in winter.
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Figure 9: The sectional swing angles of structure 1 in spring and
summer.

Figure 9 describes the swing angles of structure 1 in spring
and summer season. As shown in Figure 9, the swing angles
of structure 1 are from −6.1∘ to 5.2∘ and from −5.8∘ to 5.4∘,
respectively, which indicates that the wave period has little
impact on the sectional swing angle in these two seasons. In
addition, the swing angle’s curve in summer lags behind that
in spring, indicating that the wave period has some effect on
the sectional swing speed.

Figure 10 shows the swing angles of structure 1 in autumn
and winter season. As it is shown in Figure 10, the swing
angles in structure 1 are from−7.3∘ to 7.7∘ and from−6.7∘ to 7.1∘
in autumn and winter season, respectively, which indicates
that the wave height has some effect on the swing angle. The
greater the wave height is, the greater the swing angle will be.
Thewave height has no evident effect on the speed of sectional
response, because both the heave curves have no leading or
lagging phenomena with the extension of the time.

5.2. The Total Force on Sections. The total forces on sections
are the main factors that affect the swing angle. Figures 11 and
12, respectively represents the vertical forces on four sections
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Figure 10: The sectional swing angles of structure 1 in winter and
autumn.
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Figure 11: The total force on four sections in spring.

in the spring sea condition and the vertical forces on structure
1 in the four seasons’ sea condition. As it is shown in Figure 11,
the force on structure 1 is smaller than that of the other three
situations. Considering Figure 5, it could be found that the
greater the force on section is the greater the swing angle
is. The force on structure 1 is smaller due to the offsetting
effect of the fixed shaft. The forces on the remaining three
structures are almost equal, indicating that the front section
has a smaller wave-killing influence; the front section has a
pulling force to the rear section and enhances the motion of
the rear section.As shown in Figure 12, the forces on structure
1 are almost equal in spring and summer and also almost
equal in autumn and winter. This indicates that the higher
the sea level, the greater the force on section, and the more
the work performance.

5.3. Hydrodynamic Coefficients and Wave Exciting Force of
the Section. The purpose of this part is to investigate the
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hydrodynamic parameters and wave exciting force on the
swing angle of section, which will illustrate both values
when acting on the work performance of section. When
the section is acted under the wave loads, it will cause
the movement of the surrounding fluid which produces
radiation that generates reaction force (torque). Depending
on the wave phase, the reaction force can be decomposed
into correspondingmodal oscillating movement velocity and
acceleration, respectively, called radiation damping force and
additional mass force. And their proportional coefficients
are called radiation damping and added mass, respectively.
The added mass and radiation damping can be described as
follows under simple harmonic motion mode [14, 15]:

𝐹
𝑘
= −𝐴

𝑘𝑗

𝑑
2

𝜂
𝑗

𝑑𝑡2
− 𝐵
𝑘𝑗

𝑑𝜂
𝑗

𝑑𝑡
, 𝑘 = 1, 2, . . . , 6, (10)

where 𝐹
1
, 𝐹
2
, and 𝐹

3
represent the component force of 𝑥,

𝑦, and 𝑧 directions, respectively; 𝐹
4
, 𝐹
5
, and 𝐹

6
are the

component torque of rotating the 𝑥, 𝑦, and 𝑧 directions 𝐴
𝑘𝑗

and 𝐵
𝑘𝑗

are the added mass and radiation damping which
both have 36 parts and usually expressed as a form of matrix
with 6 ∗ 6.

The calculation results of hydrodynamic coefficients in
the vertical direction are shown in Figures 13 and 14. It can
be seen from Figure 13 that the added four-section mass is
almost equal when the wave frequency is less than 0.6 rad/s.
The added mass of structure 2 and structure 3 differs greatly
from that of structure 1 and structure 4 when the wave
frequency is greater than 0.6 rad/s, which indicates that the
wave circular frequency will affect the added mass under the
same section geometry. The added mass decreases with the
increase in the wave circular frequency while the changing
rate differs greatly with different frequency band. Figure 14
shows that the heave radiation damping increases with the
increasing of the wave circular frequency. The four-section
heave radiation damping is almost equal, indicating that the
wave condition has almost no effect on the heave radiation
damping under the same section geometry. All of these show
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Figure 13: Added mass of four sections.
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Figure 14: Radiation damping of four sections.

that the added mass has a great influence while the radiation
damping has little influence on the swing angle of section.

For the regular wave, the unsteady fluid pressure can
be divided into two parts: one is the unsteady pressure
caused by undisturbed wave and the other part is diffraction
force generated by changing fluid pressure spaces which are
affected by the structure’s existence. The sum of both parts is
thewave exciting forcewhich acts on the buoy in regular wave
[16, 17]:

𝐹EXi = Re [−𝜌𝐴𝑒𝑖𝜔𝑡∬
𝑆𝑏

𝑛
𝑖
(𝜙
𝐼
+ 𝜙
𝐷
) 𝑑𝑆] , 𝑖 = 1, 2, 3, (11)

where Re is the Reynolds number,𝜌 is the density of seawater,
𝐴 is the wave amplitude, 𝜔 is the wave circular frequency,
𝑛
𝑖
is the unit normal vector on 𝑆

𝑏
, and 𝜙

𝐼
and 𝜙

𝐷
represent

the wave incident velocity potential and diffraction velocity
potential, respectively.
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Figure 15: Wave exciting forces of four sections.

Figure 15 shows the amplitude of heave wave exciting
force of the four sections under a unit wave height. It can
be seen from Figure 15 that the heave wave exciting force
of structure 1 is the minimum and that of structure 4 is
the maximum. And the heave wave exciting forces of the
other two structures are in the middle, which indicates that
the swing angle increases with the increasing of heave wave
exciting force, and alsomeans that the wave exciting force has
a great effect on the swing angle of section.

6. Conclusions

Thecharacteristics of section systemof a Pelamis wave energy
converter were analyzed based on AQWA hydrodynamic
software under four seasons’ average sea condition of the
outside sea area of Xiamen Bay, and the following conclusion
can be drawn from this study.

(1) The pelamis after redesigned according to the Froude
and Strouhal similarity criteria can run in the outside
sea area of Xiamen Bay, and factors which affect its
performance include the total force, the added mass,
and the wave exciting force.

(2) The swing angle range of each section is different.The
swing angle ranges of the three sections which are
away from the fixed axis are greater than that of the
section near the fixed axis.

(3) The larger the wave period, the slower the section
response. And the larger the wave height, the greater
the swing angle range of section.

(4) Different wave frequency will lead to different wave
heave added mass and has little effect on radiation
damping under the same geometry shape of section.
With the increasing of wave circular frequency, the
heave added mass and the exciting force decrease
while the heave radiation damping increases.

(5) The produced power of the redesigned Pelamis wave
energy converter in autumn and winter season is
greater than that in spring and summer season.
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A buoy-rope-drum wave power system is a new type of floating oscillating buoy wave power device, which absorbs energy from
waves by buoy-rope-drum device. Based on the linear deep water wave theory and pure resistive load, with cylinder buoy as
an example, the research sets up the theoretical model of direct-drive buoy-rope-drum wave power efficiency and analyzes the
influence of the mass and load of the system on its generating efficiency. It points out the two main categories of the efficient buoy-
rope-drum wave power system: light thin type and resonance type, and optimal designs of their major parameters are carried out
on the basis of the above theoretical model of generating efficiency.

1. Introduction

As one of renewable clean energies, ocean wave energy is
receiving more and more emphasis due to the double crisis
of fossil energy and environment pollution [1–3]. Thousands
of patents on wave power have been approved, while only a
small proportion has been applied to commercial use on a
large scale, the ultimate reasons for which are the great risk
and high cost of wave power due to the complex and variable
sea conditions [4, 5]. Therefore, the study of how to develop
new type of wave power technology to enhance reliability and
reduce the generating cost has become the focus of the wave
power research [6–8].

A new type of floating wave power device is discussed
in this paper based on the buoy-rope-drum system, which is
simple in structure and costs less in laying and maintaining
compared with the old oscillating buoy wave power device.
The paper first introduces the working principles of buoy-
rope-drum technology and studies the theoretical model and
influential factors of the generating efficiency of direct-drive
buoy-rope-drum wave power device on the basis of linear
deep water theory and pure resistive load.

2. Buoy-Rope-Drum Wave Power System

2.1. Operating Principle of Buoy-Rope-Drum Wave Power.
As shown in Figure 1, buoy-rope-drum wave power system

consists of gravity anchor, rope, rope guider, generator,
heating pipe, buoyant, and monitoring room. One respect of
rope is tied to the gravity anchor on the bottom of the sea;
the other respect is wound around the drum of the generator
casing through the rope guide.Whenwaves push the buoyant
hull to rise, the rope will drag the drum to rotate, which will
then drive the rotor (magnetic steel casing) of permanent
magnet alternator to rotate around the stator winding so as
to generate alternating current, which will supply power for
the resistive load in the heating pipe after being monitored.
When the buoyant hull falls with waves, the drumwill collect
the rope automatically under the action of the motor’s built-
in coiling spring. Because an overrunning clutch is installed
between the drum and magnetic steel casing, the magnetic
steel casing does not rotate when the drum rotates backward,
and the buoyant hull does not generate power during falling.

2.2. Generating Features of Buoy-Rope-DrumWave Power

(1) The device absorbs wave energy with the buoy-rope-
drum device, which is simple in structure. The main
component of the system is on the surface of the
water, which hardly needs diving maintenance. Thus,
the buoy-rope-drum wave power system costs less in
manufacturing, laying, and maintenance compared
to the current floating oscillating buoy wave power
device.
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Figure 1: Schematic diagram of buoy-rope-drum wave power
system.

(2) This device, which is water resistant, is equipped
with low-speed permanent magnetic generator with
no speed-up gearing, generator’s casing adopted as
drum, and built-in rope collecting coiling spring.The
compact structure, light mass, and small moment of
inertia all contribute to the small inertia load and
strong ability of collecting wave energy.

3. The Theoretical Model of
System’s Generating Efficiency

3.1. Dynamic Analysis. Figure 2 shows the buoy in the rising
process with still water level as reference level. 𝑋 stands
for the distance from reference level to static water level of
the buoy, with upward direction as the positive direction, 𝑦
stands for the vertical distance from reference level to surface
level, with upward direction as the positive direction, and 𝐷
stands for the static draft of the buoy.

With the whole device as the study object, because the
buoy is floating on the sea, thewhole time and the addedmass
of entrainedwater are so small that the added inertia force can
be ignored, only the viscous forcewhich formed at the bottom
of the buoy when wave and buoy move at different speed. In
vertical direction, based on Newton’s second law, we have

𝐹 + 𝑄 − 𝐺 − 𝑇 = 𝑚𝑎, (1)

where 𝐹 is the buoyancy of the device in 𝑁, 𝑄 is the viscous
force in𝑁,𝐺 is the gravity of the device in𝑁, 𝑇 is the tension
of the rope in 𝑁, 𝑚 is the mass of the device in kg, and 𝑎 is
the acceleration of the buoy in m/s2.

With the roll wheel as the study object, because the
moment of the coil spring is so small that it can be ignored,
based on the axial rotation dynamics equation, we have

𝑇𝑟 = 𝐽𝛼 +𝑀load, (2)

where 𝑟 is the radius of the roll wheel in 𝑚, 𝐽 is the moment
of inertia of the device in kgm2, 𝛼 is the angular acceleration
in rad/s2, and𝑀load is the resistance torque formed by load in
Nm.

According to (1) and (2), we have

𝐹 + 𝑄 − 𝐺 = 𝑚𝑎 +
(𝐽𝛼 +𝑀load)

𝑟
, (3)
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Figure 2: The dynamic analysis of buoy in rising process.

where 𝐹 can be formulated as follows [9]:

𝐹 = 𝛾𝐴 (𝑦𝑒
−𝑘𝐷

− 𝑥 + 𝐷) = 𝛾𝐴 (𝑦𝑒
−𝑘𝐷

− 𝑥) + 𝐺, (4)

where 𝛾 is the specific gravity of the sea water with the value
being set as 10094N/m3, 𝐴 is the cross-sectional area of the
buoy in m2,𝐷 is the draft in𝑚, 𝑘 is the wave number, and

𝑘 =
2𝜋

𝜆
, (5)

where 𝜆 is the wave length in 𝑚. 𝑄 can be formulated as
follows [9]:

𝑄 = 𝐶
1
( ̇𝑦𝑒
−𝑘𝐷

− ̇𝑥) , (6)

where 𝐶
1
is the linear coefficient of friction of the sea water

in Ns/m, ̇𝑦 is the rising velocity of wave in m/s, ̇𝑥 is the rising
velocity of the buoy in m/s, and

𝑎 = ̈𝑥, (7)

𝛼 =
̈𝑥

𝑟
. (8)

As the load is pure resistive, the generator can be simply
modelled with a damping coefficient; then,

𝑀load = 𝐶
2

̇𝑥, (9)

where 𝐶
2
is the resistance coefficient of the electrical genera-

tor in Ns.
Substituting (4)∼(9) into (3), we have

(𝑚 +
𝐽

𝑟2
) ̈𝑥 + (𝐶

1
+
𝐶
2

𝑟
) ̇𝑥 + 𝛾𝐴𝑥 = 𝐶

1
𝑒
−𝑘𝐷

̇𝑦 + 𝛾𝐴𝑒
−𝑘𝐷

𝑦.

(10)

Let

𝑦 =
𝐻

2
cos𝜔𝑡, (11)

where 𝐻 is wave height in 𝑚 and 𝜔 is the wave angular
frequency in rad/s.
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Then

𝐶
1
𝑒
−𝑘𝐷

̇𝑦 + 𝛾𝐴𝑒
−𝑘𝐷

𝑦

=
𝐻

2
𝑒
−𝑘𝐷

(𝛾𝐴 cos𝜔𝑡 − 𝐶
1
𝜔 sin𝜔𝑡)

=
𝐻

2
𝑒
−𝑘𝐷√(𝛾𝐴)

2

+ (𝐶
1
𝜔)
2 cos (𝜔𝑡 + 𝜎) ,

(12)

where 𝜎 can be calculated as follows:

𝜎 = tan−1𝐶1𝜔
𝛾𝐴

. (13)

Substituting (12) into (10), then

̈𝑥 +
𝐶
1
+ (𝐶
2
/𝑟)

𝑚 + (𝐽/𝑟2)
̇𝑥 +

𝛾𝐴

𝑚 + (𝐽/𝑟2)
𝑥

=
(𝐻/2) 𝑒

−𝑘𝐷√(𝛾𝐴)
2

+ (𝐶
1
𝜔)
2

𝑚 + (𝐽/𝑟2)
cos (𝜔𝑡 + 𝜎) .

(14)

Let

2𝑛 =
𝐶
1
+ (𝐶
2
/𝑟)

𝑚 + (𝐽/𝑟2)
,

𝜔
2

0

=
𝛾𝐴

𝑚 + (𝐽/𝑟2)
,

ℎ =
(𝐻/2) 𝑒

−𝑘𝐷√(𝛾𝐴)
2

+ (𝐶
1
𝜔)
2

𝑚 + (𝐽/𝑟2)
.

(15)

Equation (14) is simplified as follows:

̈𝑥 + 2𝑛 ̇𝑥 + 𝜔
2

0

𝑥 = ℎ cos (𝜔𝑡 + 𝜎) . (16)

The solution of (16) is

𝑥 (𝑡) = 𝑒
−𝑛𝑡

[𝑐
3
sin√𝜔2

0

− 𝑛2𝑡 + 𝑐
4
cos√𝜔2

0

− 𝑛2𝑡]

+
ℎ cos (𝜔 ⋅ 𝑡 + 𝜑)

√(𝜔2
0

− 𝜔2)
2

+ 4𝑛2𝜔2
,

(17)

where 𝑐
3
and 𝑐
4
are the integration constants, determined by

the initial conditions and𝜑 is the lag angle of the buoy relative
to wave in rad. The steady component of (17) is

𝑥 (𝑡) =
ℎ cos (𝜔 ⋅ 𝑡 + 𝜑)

√(𝜔2
0

− 𝜔2)
2

+ 4𝑛2𝜔2

=
𝐻𝑒
−𝑘𝐷√(𝛾𝐴)

2

+ (𝐶
1
𝜔)
2

2 (𝑚 + (𝐽/𝑟2))√(𝜔2
0

− 𝜔2)
2

+ 4𝑛2𝜔2

× cos (𝜔 ⋅ 𝑡 + 𝜑) .

(18)

Then

̇𝑥 (𝑡) =
−𝐻𝑒
−𝑘𝐷

𝜔√(𝛾𝐴)
2

+ (𝐶
1
𝜔)
2

2 (𝑚 + (𝐽/𝑟2))√(𝜔2
0

− 𝜔2)
2

+ 4𝑛2𝜔2
sin (𝜔𝑡 + 𝜑) .

(19)

Let

𝐶
5
=

−𝐻𝑒
−𝑘𝐷

𝜔√(𝛾𝐴)
2

+ (𝐶
1
𝜔)
2

2 (𝑚 + (𝐽/𝑟2))√(𝜔2
0

− 𝜔2)
2

+ 4𝑛2𝜔2
. (20)

Then

̇𝑥 (𝑡) = 𝐶
5
sin (𝜔𝑡 + 𝜑) . (21)

3.2. Generating Efficiency Derivation. With pure resistive
load, the instantaneous power of load is

𝑃 = 𝐼
2

𝑅 =
𝐸
2

𝑅

(𝑅 + 𝑟
1
)
2

=
(𝐶
6

̇𝑥)
2

𝑅

(𝑅 + 𝑟
1
)
2

=
𝐶
2

6

𝑅

(𝑅 + 𝑟
1
)
2

̇𝑥
2

, (22)

where 𝑃 is the instantaneous power of load in 𝑊, 𝐼 is the
load current in 𝐴, 𝑅 is the load resistance in Ω, 𝐸 is the
electromotive force of generator in 𝑉, 𝑟

1
is the resistance of

generator winding in Ω, and 𝐶
6
is the electromotive force

coefficient in Vs/m.
Substituting (21) into (22), then the instantaneous power

of the load in the rising process is as follows

𝑃 =
𝐶
2

5

𝐶
2

6

𝑅

(𝑅 + 𝑟
1
)
2

sin2 (𝜔 ⋅ 𝑡 + 𝜑)

=
𝐶
2

5

𝐶
2

6

𝑅

2(𝑅 + 𝑟
1
)
2

[1 − cos 2 (𝜔 ⋅ 𝑡 + 𝜑)] .

(23)

The generation of the device 𝐸
𝑒
in a wave period is

𝐸
𝑒
= ∫

2𝜋

𝜋

𝐶
2

5

𝐶
2

6

𝑅

2(𝑅 + 𝑟
1
)
2

𝜔

[1 − cos 2 (𝜔 ⋅ 𝑡 + 𝜑)] 𝑑 (𝜔 ⋅ 𝑡 + 𝜑)

=
𝜋𝐶
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Wave energy occupied by the buoy in a wave period is [9]

𝐸
𝑤
=

1

32𝜋
𝛾𝑔𝐻
2

𝑇
2

𝐷buoy, (25)

where𝑇 is the wave period in s and𝐷buoy is the buoy diameter
inm; then, the generating efficiency of buoy-rope-drumwave
power system is

𝜂 =
𝐸
𝑒

𝐸
𝑤

=
16𝜋
2

𝐶
2

5

𝐶
2

6

𝑅

(𝑅 + 𝑟
1
)
2

𝜔𝛾𝑔𝐷buoy𝐻
2𝑇2

. (26)
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4. The Influence Factors of
System Generating Efficiency

4.1. Some Parameters of System. According to many years’
observation data of the Yellow Sea, the rated sea conditions
are shown in Table 1.

The major parameters of the buoy are shown in Table 2.
Based on the equivalence principle of dissipated energy

within the wave period, the linear coefficient of friction of
the sea water 𝐶

1
can be derived from the method based on

nonlinear coefficient of friction of the sea water 𝐶
𝐷
[9]:

𝐶
1
=

4

3𝜋
𝜌𝐶
𝐷
𝐴
0
𝑋
0
𝜔, (27)

where 𝜌 is the sea-water density with the value being set as
1030 kg/m3; 𝐶

𝐷
is the nonlinear coefficient of friction of the

sea water, with the value being set as 1.2 [10]; 𝐴
0
is the wave

amplitude, with the value being set as 0.5m; 𝑋
0
is the buoy

amplitude, with the value being set as 0.4m; and𝜔 is the wave
angular frequency, with the value being set as 2 rad/s.

Substituting the above parameters into (27), we have

𝐶
1
= 210Ns/m. (28)

4.2. The Influence of System Mass and Load on the Generating
Efficiency [11]. With systemmass and load as variables and on
the basis of the values of the above parameters, the calculating
formulas of correlation coefficient are as follows:

𝐶
2
=

𝑅𝐸
2

𝑟

/(𝑅 + 𝑟
1
)
2
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𝑟
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𝑟
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2

, (29)

𝑛 = 0.5 ×
𝐶
1
+ (𝐶
2
/𝑟)

𝑚 + (𝐽/𝑟2)
=
105 + 3.33𝐶
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, (31)
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𝑚, (32)
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𝜂 =
16𝜋
2

𝐶
2

5

𝐶
2

6

𝑅

(𝑅 + 𝑟
1
)
2

𝜔𝛾𝑔𝐷buoy𝐻
2𝑇2

= 8.73 ×
𝑅

(𝑅 + 𝑟
1
)
2

𝐶
2

5

. (35)

According to (29)∼(35), after setting the system correlation
parameters, generating efficiency is the dual function of the
system’s mass and load, whose image can be obtained by
Matlab as shown in Figure 3.

Table 1

Wave parameter Symbol Data Unit
Wave height H 1 m
Wave period T 3.14 s
Wave angular frequency 𝜔 2 rad/s
Wavelength 𝜆 15.4 m
Wave number k 0.408

Table 2

Wave parameter Symbol Data Unit
Diameter of the cylindrical buoy 𝐷buoy 2.4 m
Cross-sectional area of the buoy A 4.524 m2

Radius of the roll wheel r 0.15 m
Moment of inertia of the device J 5 kgm2

Electromotive force of generator 𝐸
𝑟

360 V
Rated generator speed 𝑛

𝑟

45 rpm
Resistance of stator winding 𝑟

1

1 Ω

Rated efficiency of generator 𝜂
𝑟

80%

According to the distribution feature of the high efficiency
points, the buoy-rope-drum wave system can be divided into
two categories.

(1) LightThinType of System.Generating efficiency of the light
thin system increases as the load resistance decreases. The
power of the wave acting on the buoy mainly transforms to
the tension of the rope because the small mass brings about
the small inertial load of the system, then drives the generator,
and outputs useful work through resistive load. Due to the
light and thin buoy, the amplitudes of the buoy and the wave
are approximately the same, making the average velocity of
the buoy under the rated sea conditions nearly constant,
which means that the average value of the output voltage is
nearly constant. All the above conditions and the adaptation
of the pure resistive load contribute to the outcome that
the useful power increases as the load resistance decreases.
This type of system is relatively stable, but the mass of the
actual engineering prototype should be big enough to meet
the demands of strength and stiffness. For example, when the
diameter of the buoy is 2.4m, the mass of the system should
be at least 1 ton. As shown in Figure 3, when the value of load
resistance is set as 14Ω, the highest generating efficiency can
reach approximately 21%.

(2) Resonance Type of System.As shown in Figure 3, when the
system mass is 11 tons, its generating efficiency increases as
the load resistance increases, because when the diameter of
the buoy is 2.4m and the system mass is 11 tons, the natural
frequency of the system is 2 rad/s, which happens to be the
frequency of the wave under the rated sea conditions, and
then the system is in the resonance state. In the resonance
state, the system can accumulate the power, so that the
amplitude of the buoy will continue to increase, so will
the generating efficiency, which will ultimately lead to the
destruction of the system. Therefore, the resonance type of
systemhas to be designed appropriately to adjust the damping
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Figure 3: The influence of system’s mass and load on generating
efficiency.

and then adjust the amplitude of the buoy to control the
system in stable resonance. For example, when the diameter
of the buoy is 2.4m, the mass of the system is 11 tons and
the value of the system’s amplitude is set as 0.5m; then, the
load resistance is 38Ω, when the generating efficiency of the
system is 22%.

5. Conclusion

Buoy-rope-drumwave power system is a new type of floating
oscillating buoy wave power device, which absorbs energy
fromwaves by buoy-rope-drum structure, simple in structure
and cost efficient in laying and maintaining. By studying the
generating efficiency of direct-drive buoy-rope-drum wave
power system, this paper divides the high efficient buoy-rope-
drum wave power system into two categories: the light thin
type and the resonance type. The former is relatively stable
while the latter needs to set reasonable load to make sure
of the stability of the system. The conclusions above provide
theoretical guidance for the research and development of the
engineering prototype of the buoy-rope-drum wave power
system for sea trials.
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Tidal current energy has attractedmore andmore attentions of coastal engineers in recent years, mainly due to its advantages of low
environmental impact, long-term predictability, and large energy potential. In this study, a two-dimensional hydrodynamic model
is applied to predict the distribution of mean density of tidal current energy and to determine a suitable site for energy exploitation
in Jiangsu Coast. The simulation results including water elevation and tidal current (speed and direction) were validated with
measured data, showing a reasonable agreement. Then, the model was used to evaluate the distribution of mean density of tidal
current energy during springtide and neap tide in Jiangsu Coast. Considering the discontinuous performance of tidal current
turbine, a new concept for assessing tidal current energy is introduced with three parameters: total operating time, dispersion of
operating time, andmean operating time of tidal current turbine.The operating efficiency of tidal current turbine at three locations
around radial submarine sand ridges was taken as examples for comparison, determining suitable sites for development of tidal
current farm.

1. Introduction

The rapid development of economics and science technology
has caused an enormous consumption of fossil fuel energy
and environmental pollution. As marine renewable energies
are clean and sustainable, they can offer a solution to relieve
energy crisis and to reduce environmental impacts. It is well
known that ocean covers nearly 71% of the earth’s surface
and holds a large amount of energy more than 2 × 103 TW
[1]. Ocean energies can be exploited in many different forms,
including tide, wave, tidal current, thermal, salinity gradients,
and biomass [2]. Tidal current energy differs from tidal
energy. Application of tidal current energy is to transform
kinetic energy of tidal current to electricity, while application
of tidal energy is about the usage of potential energy due to
sea level variation [3]. Among all forms of ocean energies,
tidal current energy is preferable mainly due to its advantages
of the high energy density (approximately 832 times greater
than wind) [2], long-time predictability, and potentially large
resource [4]. For these reasons, tidal current energy draws
more and more attentions from the public in recent years.

China has an excellent resource of tidal current energy
with a huge capacity of approximate 13950MW [5]. Exploita-
tion of tidal current energy will be an important supply as
a clean and reliable power in the near future. Jiangsu is a
province on the eastern coast of China with a coastline of
954Km. A radial submarine sand ridge was formed in the
northern part of JiangsuCoast due to strong tidal current and,
undoubtedly, tidal current energymainly concentrated in this
area. Maximal current speeds in Huangshayang channel and
Xiyang channel are over 2.5m/s and 2.0m/s, respectively.
Therefore, assessment of tidal current energy in JiangsuCoast
is of great practical significance.

Assessment of tidal current energy is usually applied to
identify location of greatest potential and to estimate level
of energy production that can be achieved [6]. In the past
ten years, some studies regarding assessment of tidal current
energy in China have been conducted. For example, Li et al.
investigated the distribution of tidal current energy and rec-
ommended some possible location for exploitation in China
[7]. Liu et al. summarized distribution of tidal current energy
in some several water channels around China and calculated
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the theoretical value of tidal current power [8]. After review-
ing previous two-dimensional model for evaluation of tidal
currents energy, Chen implemented a three-dimensional,
semi-implicit Euler-Lagrange finite element model (SELFE)
to assess the potential tidal current energy of three locations
aroundKinmen Island in Taiwan and analyzed the impacts of
energy extraction on hydrodynamics in Taiwan Strait [3, 6].

Previous assessment of tidal current energy mainly
focused on simulation of specific coast, distribution of energy,
and potential channel for future exploitation. Operating time
of current turbine is acknowledged as an influencing factor
on energy extraction, because frequently interruptedworking
condition will reduce efficiency of current turbine. Time-
dependent magnitude of current velocity shows a process of
periodic variation, and a current turbine has an upper limit
and a lower limit to current speed within which it can
transform energy properly. Therefore, operating time of
current turbine is discontinuous and periodic. Period and
interruption interval of current turbine during operation
are mainly dependent on tidal cycle. Consequently, a water
channel with more steady and consecutive tidal current is
more suitable for transformation from tidal current energy
to electricity.

Main objective of this study is to propose a new concept
for assessment of tidal current energy in terms of total
operating time, dispersion of operating time, and mean
operating time. A two-dimensional hydrodynamic model is
developed in JiangsuCoast, which is based on the commercial
software, MIKE 21 FM package, and the simulated results
(water elevation and current velocity) are validated with the
measurement data. Then, numerical results from validated
model are used for assessment of tidal current energy.Density
of tidal current energy, total operating time, dispersion of
operating time, and mean operating time at three locations
are compared to identify themost suitable site for deployment
of tide current turbine.

2. Numerical Model

2.1. Governing Equations of Hydrodynamic Model. A two-
dimensional model is built within the commercial MIKE
21 FM package to simulate tidal hydrodynamics in Jiangsu
Coast. The two-dimensional incompressible Reynolds-Aver-
aged Navier-Stokes (RANS) equations for describing tidal
hydrodynamics can be written as
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where (𝑥, 𝑦) are horizontal Cartesian coordinates; 𝑡 is time; 𝜂
is surface elevation; 𝑑 is still water depth; ℎ = 𝜂 + 𝑑 is total
water depth; 𝑢 and V are velocity components in 𝑥 and 𝑦

directions; 𝑓 = 2Ω sin𝜙 is Coriolis parameter (in which Ω
is angular rate of revolution and 𝜙 is geographic latitude); 𝑔 is
gravitational acceleration; 𝜌 is density of water; 𝑆

𝑥𝑥
, 𝑆
𝑥𝑦
, 𝑆
𝑦𝑥
,

and 𝑆
𝑦𝑦

are components of radiation stress tensor; 𝑃
𝑎
is

atmospheric pressure; 𝜌
0
is reference density of water; 𝑆 is

magnitude of discharge due to point sources; (𝑢
𝑠
, V
𝑠
) is

velocity by which water is discharged into the ambient water;
𝑇
𝑖𝑗
are lateral stresses including viscous friction, turbulent

friction, and differential advection; and overbar indicates a
depth-averaged value.

2.2. Calculation Formulation of Tidal Current Energy. When
tidal flow passes through a vertical cross-section of unit
area perpendicular to the flow direction per unit time, the
current energy extracted can be calculated by the method of
kineticenergy density [9]:

𝑃 =
1

2
𝐶
𝑝
𝜌𝑉
3

, (2)

where𝑃 is density of tidal current energy within unit area,𝐶
𝑝

is turbine efficiency coefficient, and 𝑉 is magnitude of flow
velocity averaged over cross-section. Mean density of tidal
current energy, 𝑃

𝑚
, over an arbitrary period 𝑇 can be calcul-

ated by
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𝑚
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1
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∫
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0

1

2
𝐶
𝑝
𝜌𝑉
3

(𝑡) 𝑑𝑡. (3)

2.3. Computational Domain and Boundary Conditions. The
computational domain covers Jiangsu Coast and its adjacent
ocean areas (Figures 1 and 2), with a distance of 246Km in
longitude from east (123∘22󸀠17󸀠󸀠E) to west (120∘23󸀠36󸀠󸀠E) and
a distance of 300Km in latitude from south (30∘52󸀠22󸀠󸀠N)
to north (35∘56󸀠43󸀠󸀠N). As shown in Figure 3, this domain
is divided into a series of unstructured triangular grids with
75882 nodes and 149926 elements. A small grid with a size of
200m is used along coastal boundary, while a large grid with
a size of 5000m is applied at open-sea boundary.

Wind stress, surface net heat, and moisture flux can be
imposed on model system via surface boundary, but they
are not considered in this study. At sea bottom, bottom
shear stress induced by bottom friction is specified. Time-
dependent water elevation clamped open boundary condi-
tion is provided along open-sea boundary, while long-term
averaged runoff from the Yangtze River is prescribed on
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Figure 1: Regional map of study area in China (downloaded from Google map).
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Figure 2: Map and bathymetry of study area.

the land side. Initial surface elevation is set as 0m with no
velocity, and a spin-up period of 24 hours is adopted in the
simulation to avoid the impact of initial condition.

3. Model Validation

To check/ensure accuracy of hydrodynamic model, the cal-
culated results of water elevation and current velocity are
compared with field measurement. During 22/August/2006–
25/August/2006 (spring tide) and 29/August/2006–01/Sep-
tember/2006 (neap tide), a serial of field measurement
includingwater elevation and current velocitywas carried out
in Jiangsu Coast. WFH-2 Absolute Machinery Coded water
level meter is used for recording water elevation at Dafeng
station (120∘48󸀠12󸀠󸀠E, 33∘16󸀠55󸀠󸀠N), while Acoustic Doppler
Current Profiler (ADCP) is adopted for monitoring cur-
rent velocity at stations 𝑡

1
(120∘51󸀠48󸀠󸀠E, 33∘10󸀠18󸀠󸀠N), 𝑡

2

(121∘8󸀠48󸀠󸀠E, 32∘34󸀠60󸀠󸀠N), and 𝑡
3
(121∘29󸀠42󸀠󸀠E, 32∘39󸀠36󸀠󸀠N)

(see Figure 4).

Figure 3: Unstructured triangular grid of study area.

Figure 5 shows the comparison of calculated water eleva-
tion and measured data during spring tide and neap tide,
indicating a reasonable agreement between numerical model
and field measurement. The values of mean absolute error
(MAE) for spring tide and neap tide are 0.17 and 0.07, the
values of root mean square error (RMSE) for spring tide
and neap tide are 0.21 and 0.08, and the coefficients of
determination (𝑅2) are 0.998 and 0.999.

A 24-hour spring tide from 08:00 24/August/2006 to
08:00 25/August/2006 and a 24-hour neap tide (12:00 31/
August/2006 to 12:00 01/September/2006) are chosen for
the comparison (Beijing time). Figure 6 demonstrates the
comparison of current magnitude and current direction at
stations 𝑡

1
, 𝑡
2
, and 𝑡

3
, and Table 1 gives the values of

MAE and RMSE between numerical simulation and field
measurement. It can be seen that agreement between sim-
ulation and measurement at 𝑡

1
is much better than the

others. However, some differences between the simulation
and measurement are obvious, which may be ascribed to (i)
complex bathymetrywithin the radial submarine sand ridges,
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Figure 5: Comparison of calculated water elevation and measured data at Dafeng station.

(ii) various roughness coefficients during tidal cycle, and (iii)
unsteady surface wind.

4. Assessment of Tidal Current Energy

Numerical results from validated model are used to evaluate
distribution of tidal current energy in Jiangsu Coast. In
addition to conventional method calculating mean density
of tidal current energy within the domain, a new concept
with three parameters, total operating time, dispersion of
operating time, and mean operating time of tidal current
turbine, is introduced to describe the total working condition
of current turbine. With these three new indicators, three
water channels are taken as examples to identify the most
suitable site for exploitation of tidal current energy.

4.1. Mean Density of Tidal Current Energy. Mean density of
tidal current energy is a concept indicating the ability of
energy production over a given period. Density of current
energy density is calculated by (2), and average of these values
is taken asmean density of tidal current energy (3). It is noted
that a typical value of 0.3 is adopted for the parameter 𝐶

𝑝

(the percentage of power that can be extracted from the tidal
stream, taking into account the losses due to Betz’ law and
those assigned to internal mechanisms within the turbine)
[6, 10]. Figure 7 shows the distribution of mean density of
tidal current energy in spring tide and neap tide. It can be
seen that tidal current energy concentrates around the radial
submarine sand ridges with a highest value of 0.94Kw/m2
during spring tide and a highest value of 0.60Kw/m2 during
neap tide.
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Figure 6: Comparisons of depth-averaged tidal current between numerical simulation and field measurement for ((a)–(f)) spring tide and
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Table 1: Values of MAE and RMSE between calculated and observed tidal current.

𝑡
1

𝑡
2

𝑡
3

Speed (m/s) Direction (degree) Speed (m/s) Direction (degree) Speed (m/s) Direction (degree)
Spring tide

MAE 0.29 23 0.20 14 0.22 21
RMSE 0.40 51 0.26 23 0.29 34
𝑅
2 0.89 0.91 0.79 0.98 0.74 0.93

Neap tide
MAE 0.16 17 0.22 27 0.12 21
RMSE 0.22 38 0.27 52 0.16 40
𝑅
2 0.95 0.93 0.51 0.87 0.82 0.90

Note: MAE: mean absolute error, RMSE: root mean square error, 𝑅2: coefficient of determination.
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2.5–3.0
2.0–2.5
1.5–2.0
1.0–1.5
0.5–1.0
0.0–0.5
Below 0.0
Undefined value

Above 8.4
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Figure 7: Distribution of mean density of tidal current energy during (a) spring tide and (b) neap tide (unit: 100W/m2).

The radial submarine sand ridges consist of many water
channels that are ideal locations for exploitation of tidal
current energy. According to long-term tidal measurement,
three water channels (Xiyang, Huangshayang, and Lan-
shayang) with wide width and rapid current are consid-
ered in this study. After calculation of the potential mean
density of energy, one representative point in each water
channel is chosen for the comparison of tidal current
energy to find a suitable site for tidal turbines. As dis-
played in Figure 8, locations 𝑡

4
(121∘00󸀠58󸀠󸀠E, 33∘00󸀠06󸀠󸀠N) in

Xiyang, 𝑡
5
(121∘26󸀠51󸀠󸀠E, 32∘39󸀠01󸀠󸀠N) in Huangshayang, and

𝑡
6
(121∘39󸀠32󸀠󸀠E, 32∘34󸀠04󸀠󸀠N) in Lanshayang are around the

radial submarine sand ridges. Table 2 gives values of mean
density of tidal current energy at these three positions,
showing that 𝑡

4
has a maximal value of mean density of tidal

current energy among these three locations.

4.2. New Concept for Assessment of Tidal Current Energy.
It is well known that tidal current turbine has a low limit
of tidal current velocity for power generation. In 2010,



8 Advances in Mechanical Engineering

3900000

3800000

3700000

3600000

3500000

200000 400000

Bathymetry (m)

Above 0

−10–0

−20–−10

−30–−20

−40–−30

−50–−40

−60–−50

−70–−60

−80–−70

Below −80

Undefined value

Figure 8: Locations of 𝑡
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.

Table 2: Mean density of tidal current energy at 𝑡
4

, 𝑡
5

, and 𝑡
6

.

Mean density of tidal current energy (100w/m2)
𝑡
4

𝑡
5

𝑡
6

Spring tide 3.9 2.5 3.5
Neap tide 2.6 1.2 1.7

Benelghali et al. compared Doubly-Fed Induction Generator
(DFIG) and Permanent Magnet Synchronous Generator
(PMSG) for marine current turbine applications, and they
found that DFIG is with a lower limit of 1.3m/s [11]. In this
study, the velocity of 1.3m/s is taken as the lower limit of tidal
current turbine. Due to the existence of the lower limit, tidal
current turbine is with discontinuous operating in practical
application. Total operating time, dispersion of operating
time, and mean operating time consequently become three
new important parameters in assessment of tidal current
energy and evaluation of operating efficiency of tidal current
turbine.

Total operating time is defined as the sum of operating
times over a given period, indicating the duration of effective
operation of tidal current turbine:

Total Operating Time = ∫
𝑇

0

𝑃 (V
𝑡
) 𝑑𝑡,

𝑃 (V
𝑡
) = {

0, V < 1.3m/s
1, V ≥ 1.3m/s,

(4)

where V
𝑡
is current velocity and 𝑇 is a given period.

According to the low limit of 1.3m/s of tidal current
turbine, all the durations with a tidal current speed over
1.3m/s are accumulated and their sum is considered as total
operating time. As listed in Table 3, during 72-hour spring
tide and neap tide, total operating time at locations 𝑡

4
and 𝑡
6

is longer than that at location 𝑡
5
. For example, total operation

time at location 𝑡
4
is 31.8 hours and 18.3 hours for spring

tide and neap tide, respectively, indicating that tidal current

Table 3: Total operating time during spring tide and neap tide at 𝑡
4

,
𝑡
5

, and 𝑡
6

.

Total operating time (h) and proportion of 72 hours
𝑡
4

𝑡
5

𝑡
6

Spring tide 31.8 44% 26.5 37% 31.5 44%
Neap tide 18.3 25% 6 8% 13.3 18%

Table 4: Dispersion of operating time and mean operating time
during spring tide and neap tide at 𝑡

4

, 𝑡
5

, and 𝑡
6

.

Spring tide Neap tide
𝑡
4

𝑡
5

𝑡
6

𝑡
4

𝑡
5

𝑡
6

Dispersion of operating
time (no unit) 12 11 12 7 3 6

Mean operating time (h) 2.65 2.41 2.63 2.61 2.00 2.22

turbine works in 44% of time in spring tide and 25% of time
in neap tide.

Dispersion of operating time is defined as interruption
number of turbine performance during a given period, which
is calculated by counting the status shift from power-off (with
a current velocity below 1.3m/s) to power-on (with a current
velocity over 1.3m/s) of tidal current turbine:

Dispersion of Operating Time = ∑𝑄(V
𝑡
, 𝑡) (0 ≤ 𝑡 ≤ 𝑇) ,

𝑄 (V, 𝑡) = {
1, lim
𝛿→0

𝑃 (V
𝑡−𝛿
) < lim
𝛿→0

𝑃 (V
𝑡+𝛿
)

0, others.
(5)

Values of dispersion of operating time during spring tide
and neap tide at 𝑡

4
, 𝑡
5
, and 𝑡

6
are given inTable 4, showing that

interruption number of turbine performance is the largest. It
is reasonable to have a larger interruption number when total
operating time of tidal current turbine is longer. It is necessary
to point out that, in these two indicators, total operating time
of tidal current turbine is the main indicator for assessment
of tidal current energy. In the case of similar amount of total
operating time, a smaller value of dispersion of operating
time is preferred.

It is also useful to define mean operation time of tidal
current turbine as the ratio of total operating time to dis-
persion of operation time:

Mean Operating Time =
Total Operating Time

Dispersion of Operating Time
.

(6)

As listed in Table 4, mean operating time at stations 𝑡
4

and 𝑡
5
is obviously larger than that at 𝑡

6
. It can be seen that

a higher efficiency of turbine operation can be achieved at 𝑡
4

and 𝑡
5
(due to a higher value of total operating time) although

interruption number of turbine operation is larger.Therefore,
stations 𝑡

4
(Xiyang) and 𝑡

5
(Lanshayang) are more suitable

sites for deployment of tidal current turbines among these
three locations. However, the final decision on site selection
for tidal current farm is also dependent on the large-scale
ocean space-use plan along Jiangsu Coast.
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5. Conclusion

A two-dimensional hydrodynamic model was developed
with Mike 21 FM package to assess tidal current energy and
seek for suitable sites for deployment of tidal current turbine.
For model validation, calculated water elevation and current
velocity are compared with field measurement, indicating
a generally reasonable agreement. Then, simulation results
were used to evaluate tidal current energy resources in
Jiangsu Coast. In addition to traditional method calculating
mean density of tidal current energy, a new concept in terms
of total operating time, dispersion of operating time, and
mean operating time of tidal current turbine was proposed
for assessment.These three indicatorswerewell defined in the
study, and they were found to be very useful in determining
suitable sites for deployment of tidal current turbine. It is
noted that total operating time of tidal current turbine is
the most important indicator for assessment of tidal current
energy in this new concept. In the case of similar amount of
total operating time, a smaller value of dispersion of operating
time or a larger value of mean operating time is preferred.
Based on this new concept, Xiyang and Lanshayang are the
more suitable sites for deployment of tidal current turbine in
JiangsuCoast. However, the final decision on site selection for
tidal current farm is also dependent on the large-scale ocean
space-use plan along Jiangsu Coast.
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The paper focuses on the performance of floating buoys of a wave power generating jack-up platform called Haiyuan 1, in order
to work out the optimum designed draft and hydraulic pressure. The performance of the buoy, especially its delivered power, is an
important issue in designing oscillating buoy wave energy converter. In this case, major factors affect the performance including
incident wave, designed draft, and hydraulic pressure on the buoy. To find out the relationship among design draft, hydraulic
pressure, and delivered power, the key point is to precisely estimate wave induced motion of the buoy. Three-dimensional theory
and time domain method based on potential theory were adopted in the paper. Unlike ship and other floating structures, motion
of wave energy converter (WEC) buoy in wave will be weakened because of energy take-off, which will cause significant draft
changing with time.Thus, draft changing should be taken into consideration as well. In addition, green water problem occurs more
frequently than that in ship and other floating structures and alsomight the reduce delivered power.Therefore, greenwater problem
will also be taken into account when choosing the optimum designed draft and hydraulic pressure. The calculation indicates that
the optimum designed draft is 0.935m, while the optimum designed hydraulic pressure is 30 kN.

1. Introduction

The ocean reserves extremely huge wave energy, which is
as high as 103 to 104 GW [1]. In addition, because energy
density of wave is about 4 to 30 times larger than wind,
smaller area is required in wave farm under the condition of
the same generated power.Therefore, wave energy utilization
has a promising prospect [2]. At present, great progress
has been reached in the field of wave energy utilization;
even some wave power generating stations had become
commercialized. However, the cost of electricity from wave
power is still very high, about 5∼10 times higher than the
price of traditional electricity. Therefore, in order to fulfill
commercialized operation of wave power generating, further
research is still required.

Oscillating buoy wave energy converter is one of themain
types of wave energy converter; its wave energy absorbing
system, the buoy, enables the transformation of wave energy
into its kinetic energy and gravity potential energy by heaving
in wave. Typical equipments such as Wavestar platform and
Powerbuoy have shown competitive potential. TheWavestar,

which is awave generating platformbuilt inHanstholm,Den-
mark, had normally operated over two years. This Wavestar
platform has two buoys, each of which has radius of 2.5m,
and its peak output power is 39 kW. Powerbuoy was invented
by the Ocean Power Technologies (abbreviate as OPTs). OPTs
built PB40 for a Spanishwave farm in 2008, which had jointed
into the national grid of Spain. The wave farm is able to
provide about 1.39MW electric powers. This kind of WEC
has the advantages of high generating efficiency and possesses
commendable flexibility of scale of power generation. Hence,
it will have a promising future.

The delivered power performance of the buoy is an
important issue in designing an oscillating buoy wave energy
converter. The delivered power of a WEC buoy refers to
the work which the buoy has done to overcome the force
produced by the system (such as hydraulic system) that
connected to the buoy. In other words, it can be explained
as the work the buoy transfers to the system. Obviously, its
magnitude depends on the motion of the buoy and the force
mentioned before.
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Apparently, the motion of the buoy is induced by wave.
In order to predict the wave inducedmotions, manymethods
and theories based on potential theory have been developed,
such as two-dimensional strip theory, frequency and time
domain method, and three-dimension theory [3–8]. Some
are developed at first to solve the problem of ship or ocean
platform motion in waves, then they are introduced to
tackle with the wave energy extracting problem [9, 10].
Most authors usually deal with problems of motion of WEC
buoy using time domain method because of the need of
control, or because of strong nonlinear character of these
problems. Although frequency domain method possesses
advantages of simplicity and quickness, it cannot be adopted.
In addition, 3D theory is more frequently adopted than
2D theory because most WEC buoys are designed to be
rotators rather than slender bodies. For example, Ulvin et al.
used time domain method and three-dimension theory to
analyze power extraction capability of the BOLT [11]. Falcão
et al. simulated the hydrodynamics of an oscillating buoy
absorbing energy from sea waves also by using time domain
method and three-dimension theory [12]. Generally, it seems
that most of the authors calculated the related hydrodynamic
coefficients at the mean draft and assumed that buoyance
is always equal to gravity, instead of taking the effect of
draft changing into consideration. However, draft changing
might have an unnegligible effect on wave energy extracting
problem. Because of energy delivered, the motion of the
WEC buoy might greatly be attenuated, which will induce
the draft of the buoy changing greatly, so the result is that
hydrodynamic coefficients changingwith time andunbalance
of buoyance and gravity.

After motion of the buoy is calculated, deliver power of
the WEC buoy can be obtained easily. However, because the
problem of green water happens frequently in the process
of energy extracting, green water need to be taken into
consideration in order to judge the performance of the buoy.

The paper focuses on the performance of the buoy
of a wave generating jack-up platform called Haiyuan 1,
which was designed by Zhejiang Ocean University. Three-
dimension theory, time domain method will be used in the
paper, and besides, energy delivery induced draft changing
will be taken into consideration as well. Following the
Introduction, the platform will be introduced in Section 2.
Section 3 is devoted to theoretical aspects about analyzing the
performance of the buoy. Force on the buoy is analyzed; then
the simplified forcemodel is described, alongwith themotion
equation of the buoy and computational formulas of wave
forces.The numerical method to solve themotion equation is
also presented. Finally, the results of computation and some
conclusions are going to be revealed in Sections 4 and 5.

2. The Wave Power Generating
Platform and the Buoys

The building of the wave power generating platform has
been finished; now it is placed at Dongsha in Zhoushan,
China. The Haiyuan 1 prototype in Dongsha is shown in
Figure 1. It mainly consists of a supporting jack-up platform,

Figure 1: Haiyuan 1 wave power generating jack-up platform.

Figure 2: Wave energy collecting module.

three wave energy collecting modules, hydraulic system, and
electricity take-off system. The supporting jack-up platform
is made up of a platform body, three platform legs, and
three pile shoes. It has the function of supporting, load
bearing, and keeping core equipment away from seawater and
preventing them from corrosion and damage. In addition,
the platform legs can also be viewed as guiding poles, which
can guide the floating buoys during vertical motion along
the legs. The three floating buoys are settled on platform
legs, each buoy conjoins with two tooth profile columns,
which connect with a group of hydraulic cylinders. The
buoys and the tooth profile columns compose the wave
energy collecting modules (see Figure 2). The design can
ensure the equipment working normally regardless of the
sea level changes. The motion of the wave energy collecting
modules drives the hydraulic system to work, finally propels
the electric generator outputting electricity. The hydraulic
system uses bidirectional hydraulic transmission form, which
enables the buoys to drive the hydraulic system continuously
by moving up or down. So, electricity can be continuously
taken-off. Besides, hydraulic energy accumulators are stalled
in the hydraulic system, which can store hydraulic energy and
stabilize the fluctuate energy.

Designed wave of the WEC is a regular wave, which has
wave height of 1.53m and period of 6.2 s. The shape of the
buoy is one of the important factors in designing. The buoy
used in theHaiyuan 1 is a rotator. Its projection on plane𝑋𝑂𝑍

is shown in Figure 3. Its maximum diameter is 3.2m, and its
moulded depth is 1.465m. Surface of the buoy consists of two
parts, the upper part is a cylindrical surface, and the other
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part is a rotated curve surface where the projection on plane
𝑋𝑂𝑍 can be described as the following function:

𝑍 = 0.0991𝑋
4

+ 0.07041𝑋
2

− 0.835

(−1.6m ≤ 𝑋 ≤ 1.6m) .

(1)

3. Theoretical Analysis

In order to work out the optimum design draft and hydraulic
pressure, wave induced motion of the buoy under different
design drafts and different hydraulic pressures should be
calculated first, and then delivered power of the buoy can be
worked out; consequently, relationship among design draft,
hydraulic pressure, and delivered power will be obtained. On
the basis of the relationship, the optimum design parameters
can be easily found out.

Cartesian coordinates 𝑥, 𝑦, and 𝑧 are used with 𝑧 = 0

and the plane of the equilibrium free surface and the +𝑧-axis
directed upwards.

3.1. Simplified ForceModel. Theinteraction effect between the
buoys is ignored; in this case, only the performance of a single
buoy under the designed wave is concerned. A simplified
model is used for describing the buoy and the surrounding
conditions (as Figure 4 shows).

The forces acting on the buoy include vertical wave
force, horizontal wave force, buoyance, supporting force by
platform, and friction between buoy and platform leg, as well
as hydraulic pressure (see as Figure 5). Because the forces are

Wave force
Wave force

Buoyance

Friction

Hydraulic pressure

Vertical
wave force

Horizontal
wave force

Gravity

Supporting
force

Figure 5: Forces acting on the buoy.

Buoyance

Hydraulic pressure

Vertical
wave force

Gravity

Figure 6: Simplified force model.

complex, a simplified force model for research is necessary.
Obviously, the horizontal wave force and the supporting force
have the same magnitude but in opposite direction; hence,
these two forces can be canceled out. The friction between
buoy and platform leg is rolling friction, so the friction
coefficient is equal to 0.05, which plus the horizontal wave
force usually will obtain a small value; thus, the friction
between platform leg and the buoy can be ignored.Therefore,
the remaining forces on the buoy are hydraulic pressure,
buoyance, gravity, and vertical wave force. So, the simplified
force model of the buoy can be described as Figure 6 shows.

3.2. General Motion Equation. To analyze the performance
of the buoy, wave induced motion should be reckoned out
first. Usually, to analyze the motion of a ship, buoyance and
gravity are regarded as an equal [13, 14]. Therefore, in most
situations, the motion equation do not contain the term of
buoyance and gravity. However, unlike themotion of a ship or
an ocean platform in wave, the motion of the buoy would be
greatly weakened by hydraulic pressure when theHaiyuan 1 is
generated. On this occasion, buoyance and gravity contribute
greatly to the motion; more importantly, they are always in
the state of imbalance, so the buoyance and gravity of the
buoy should be taken into consideration in the motion equa-
tion. In addition, hydrodynamic coefficients also vary with
draft. A recent paper from Fang et al. provides a reasonable
method considering the hydrodynamic coefficients changing
with time when discussing the effect of added resistance from
bow flare [15]. Because the effect of imbalance of buoyance
and gravity in ship motion is unapparent, the authors did
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not take it into account. In this paper, the method of Fang is
improved, and the unbalance of buoyance and gravity is taken
into consideration as well. Therefore, the following motion
equation is used:

[𝑀 + 𝑚 (𝑡)] ̈𝑧 + 𝐵 (𝑡) ̇𝑧 + 𝐶 (𝑡) 𝑧

= 𝐹
𝑓
(𝑡) − 𝑀𝑔 + 𝐹

𝑒
(𝑡) + 𝐹HP (𝑡) .

(2)

In the above equation, 𝑀, 𝑔, and 𝐹
𝑓
represent mass of

the buoy, acceleration of gravity, and buoyance, respectively.
Hydrodynamic coefficients such as added mass 𝑚, radiation
damping coefficient 𝐵, and restoring spring coefficient 𝐶

varied with time 𝑡 because draft changes with the motion at
any instant. 𝐹HP denotes the hydraulic pressure on the buoy.

Assuming incident waves are unidirection regular waves,
thenwave elevation 𝜉 can be described as the following cosine
function:

𝜉 (𝑡) = 𝜉
𝑎
cos (𝜔𝑡 − 𝑘𝑥) , (3)

where 𝜉
𝑎
, 𝜔, and 𝑘 are the wave amplitude, wave frequency,

and wave number, respectively.
Supposing sea water flow as a potential flow, incident

velocity potential 𝜙 can be presented as follows [16]:

𝜙 = −
𝜉
𝑎
𝑔

𝜔

cosh [𝑘 (𝑧 + ℎ)]

cosh (𝑘ℎ)
sin (𝜔𝑡 − 𝑘𝑥) , (4)

where ℎ refers to water depth.
Dynamic pressure 𝑃 on the buoy is appropriated for the

linearized Bernoulli equation according to [17]

𝑃 = −𝜌
𝜕𝜙

𝜕𝑡
= −𝜌𝑔𝜉

𝑎

cosh [𝑘 (𝑧 + ℎ)]

cosh (𝑘ℎ)
cos (𝜔𝑡 − 𝑘𝑥) . (5)

Exciting force𝐹
𝑒
can be approximated by the combination

of incident wave force and diffraction force. If 𝐷/𝜆 < 0.2

(where 𝐷 is the characteristic dimension and 𝜆 refers to
wave length), diffracted component can be neglected, only
incident wave force will be concerned [18, 19]. This is known
as Froude-Krylov Approximation. Based on Froude-Krylov
Approximation, 𝐹

𝑒
can be express as

𝐹
𝑒
(𝑡) = ∬

𝑆(𝑡)

𝑃
𝜕𝑧

𝜕𝑛
𝑑𝑆, (6)

in which 𝑛 is an outward normal vector on surface 𝑑𝑆. 𝑆(𝑡)
is instantaneous wet surface at time 𝑡; it depends on the
instantaneous draft of the buoy 𝑑(𝑡). The instantaneous draft
of the buoy 𝑑(𝑡) can be described as

𝑑 (𝑡) = 𝑑 − [𝑧 (𝑡) − 𝜉 (𝑡)] , (7)

where 𝑑 represents the initial draft, which is a designed draft.
And 𝑧(𝑡) represents the vertical displacement of the buoy.

Restoring spring coefficient is determined by the equation
of 𝐶(𝑡) = 𝜌𝑔𝐴wp(𝑡), where 𝐴wp is the waterline plane area at
instant 𝑡. Added mass and radiation damping coefficient can
be solved by the source distributionmethod, and the concrete
method can be obtained from [20, 21].

Hydraulic force 

Discrete equation

z(tn), �(tn), 𝜁(tn)

Wet surface S(tn)

Hydrodynamic coefficients
m(tn), B(tn), C(tn) and buoyance Ff(tn)

z(tn+1), �(tn+1), 𝜁(tn+1)

FHP (tn)

Fe(tn)Exciting force

Figure 7: Progress of time marching process used in solving the
motion equation.

The buoyance of the buoy can be calculated by the follow-
ing equation:

𝐹
𝑓
= ∬
𝑆(𝑡)

𝜌𝑔𝑧
𝜕𝑧

𝜕𝑛
𝑑𝑆. (8)

Because of the hydraulic accumulators, the magnitude of
hydraulic pressure acting on the buoy by hydraulic cylinder is
approximately constant when the buoy is moving. Besides, its
direction is always opposite to the velocity of the buoy. Thus,
hydraulic pressure can be presented as follows:

𝐹HP =

{{{

{{{

{

−𝐾
𝑑𝑧/𝑑𝑡

|𝑑𝑧/𝑑𝑡|

𝑑𝑧

𝑑𝑡
̸= 0;

𝐹
𝑓
−𝑀𝑔 + 𝐹

𝑒
(𝑡) − 𝐶 (𝑡) 𝑧

𝑑𝑧

𝑑𝑡
= 0,

(9)

where𝐾 is a constant.

3.3. Numerical Method for Solving the Motion Equation.
Because of the complexity of the forces and the variation
of hydrodynamic coefficients, we cannot get the analytical
solution of the equation. To solve this motion equation,
numerical method is necessary. Method of time marching
process and explicit improved Eulermethod are adopted.The
progress of time marching process has been used in solving
the motion equation as Figure 7 shows.

3.4. Average Delivered Power of the Buoy. Direction of 𝐹HP
is always reverse to the velocity of the buoy, so the average
delivered power of the buoy can be presented as follows:

𝑃 = −
∫
𝑇

0

𝐹HP (𝑑𝑧/𝑑𝑡) 𝑑𝑡

𝑇
,

(10)

where 𝑇 is period of the incident wave.
If the magnitude of 𝐹HP is a constant, and the motion of

buoy is inline with Figure 8, then the average delivered power
can be presented as follows:

𝑃 = 𝐹HP
𝑍max − 𝑍min

𝑡
. (11)
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Figure 9: Computation result under the conditions of wave height
of 0.9m, initial draft of 0.835m, and 𝐹HP of 24 kN.

4. Result of Computation

First part of this section concerns the validation of the
computation data by comparing to the real sea test.The other
parts release the computation data under the condition of
design wave.

4.1. Validation of the Computation Data. In order to verify
the computation data, a comparison to test data from real sea
state has been made. Figure 9 is the result from computation
and Figure 10 is from the test. Both results are obtained under
the conditions of wave height of 0.9m, initial draft of 0.835m,
and 𝐹HP of 24 kN. Both of the two figures have similar shape,
and both have residence time on top and bottom of the
curves. By comparing it to computation result, the test curve
has less residence time on top and more on bottom. It is
because the real incident wave is not sine-shaped; it is similar
to the profile of Figure 11. The shape of the computational
curve can also be verified by comparing it to reference
[22]; both have similar shape as well. In addition, both
have approximate amplitude. The amplitude of computation
result is approximately 0.28m and the amplitude of the test
is 0.23m. In general, though some differences exists, the
approach to calculate the wave induced motion of the buoy
is reliable.

4.2. Motion Characteristic of the Buoy. The situation when
𝐹HP is larger than the gravity of the buoy is not taken into
consideration. Because in this situation, the buoy could not
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Figure 10: Test result under the conditions of wave height of 0.9m,
initial draft of 0.835m, and 𝐹HP of 24 kN.
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Figure 12: Vertical displacement of the buoy when 𝑑 = 0.835m.

move down; it would stopmovingwhen incident waves could
not have enough force to push it up.

Vertical displacement relative to the equilibrium free
surface could be obtained after the motion equation being
solved. Two groups of curves are presented when 𝑑 = 0.835

and 𝑑 = 1.035m, and each group describes the changing
vertical displacement of the buoy under different 𝐹HP, as seen
in Figures 12 and 13. Obviously, these groups of curves have
distinct similarity. They share the following laws:

(a) period of motion is same as that of incident wave;
(b) phase lag increases with the rising 𝐹HP, as well as

residence time of the buoy at the place of maximum
and minimum vertical displacement.

For comprehensive and richly detailed analysis, Figures
14, 15, and 16 were drawn according to the vertical displace-
ment curves.

Figure 14 reflects the relationship between stroke length
of the buoy and hydraulic pressure 𝐹HP under different
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Figure 13: Vertical displacement of the buoy when 𝑑 = 1.035m.
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Figure 14: Stroke length of the buoy.

designed drafts. Stroke length of the buoy refers to the
maximumvertical displacementminus theminimumvertical
displacement of the buoy in a period. It is clearly shown in
Figure 14 that the overall trend of the motion is attenuated
with the increase of hydraulic pressure 𝐹HP. The trend is
nonlinearity. Take the curve of 𝑑 = 1.035 as an example;
stroke length decreases slowly from 1.3m in 2 kN to 1.2m in
28 kN, and then it drops sharply to 0.86m in 36 kN. This is
followed by a slowly attenuation trend until the end of the
curve.

Figure 15 provides the relationship among maximum
dynamic draft, designed draft, and 𝐹HP. And Figure 16
provides the relationship among minimum dynamic draft,
designed draft and 𝐹HP. Maximum draft increases with the
rising 𝐹HP, while minimum draft decreases. The trend of
these two groups of curves is almost near linear. In addition,
slopes of curves in each group are approximately equal to each
other. Every 10 kN increases of hydraulic pressure correspond
to 0.1m increases of maximum draft, while every 10 kN
increases of hydraulic pressure correspond to 0.1m decreases
of minimum draft.
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Figure 15: Maximum draft of the buoy.
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Figure 17: Delivered power of the buoy.

4.3. Rate of Work and Capture Width of the Buoy. Figure 17
shows the relationship between hydraulic pressure and deliv-
ered power of the buoy in different drafts. It is clearly shown
in Figure 17 that delivered power increase with the rising
designed draft when hydraulic pressure is lower than 30 kN.
When designed draft is no more than 0.735m, the delivered



Advances in Mechanical Engineering 7

Table 1: Delivered power and maximum draft under different
designed drafts when 𝐹HP = 30 kN.

Designed draft (m) Delivered power (kW) Maximum draft (m)
0.635 — —
0.735 10.2 1.09
0.835 10.4 1.23
0.935 10.7 1.35
1.035 10.9 1.47
1.135 10.9 1.59

power of the buoy increases with the rising hydraulic pres-
sure; while when designed draft is no less than 0.835m, each
curve will first climb to a peak value then will decrease little,
after that it will continue increasing.

5. Conclusion

In the premise that the delivered power of the buoy ensured a
high value, hydraulic pressure should be as small as possible.
Onone hand, if hydraulic pressure is too large, the buoymight
hardly be driven when incomewave is small. In this situation,
the wave energy could not be absorbed. On the other hand,
large designed hydraulic pressure would reduce the reliability
of the hydraulic system and increase the cost and the building
difficulty of the hydraulic system. Figure 17 shows that 30 kN
is considered to be a suitable hydraulic pressure, because
many curves reach a peak point near this value.

After hydraulic pressure is chosen to be equal to 30 kN,
Table 1 can be obtained from Figure 17.

Themoulded depth of the buoy should be larger than that
of the maximum draft; otherwise, green water problem will
occur, which will lead to practical delivered power less than
the computational result. Therefore, because the moulded
depth is 1.465m, maximum draft should be smaller than
1.465m.When hydraulic pressure is equal to 30 kN, delivered
power and maximum draft increase with the rising designed
draft (as seen in Table 1). When designed draft is no less
than 1.035m, the maximum draft of the buoy is larger than
its moulded depth; thus, the best designed draft should be
0.935m.

A conclusion that can be drawn from the above analysis
is that the optimum designed draft is 0.935m, while the
optimum designed hydraulic pressure is 30 kN.
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Offshore wind power provides a new kind of green energy. This paper presents a comparison study on the structural properties
of monopile and tripod wind-turbine support structures, which are used extensively in offshore wind farms. Both structures have
the same upper tower, but different lower structures, one with a monopile and the other with a tripod. Static, fatigue, and modal
analyses indicate that both the tripod and monopile structures are feasible in the field, but that the tripod structure is superior to
the monopile structure. Static analysis reveals that the location of maximum stress in the monopile structure is different from that
in the tripod structure, and that the tripod structure shows higher stiffness and greater stress-control capacity than the monopile
structure. Fatigue analysis indicates that the tripod structure has a longer lifetime than the monopile structure. Modal analysis
indicates that the two structures exhibit large differences in their natural frequencies. Unlike the monopile structure, the third and
first modes both have a substantial influence on the dynamic response of the tripod structure.

1. Introduction

In recent years, clean energy strategies have been given
great importance in environment protection and durable
development. In the case of electricity, offshore wind farms
promise to become an important source of energy in the near
future to decrease reliance on traditional coal-fired power.
In the past three decades, nations around the world with
wind energy have led the way in the development of offshore
wind farms.Thirty to forty percent of all new installed power
generation capacity in Europe and the United States is now
associated with wind energy. It is expected that wind energy
farms with a total of 80 GW will be installed in Europe and
the United States by 2020 [1].

It is worth noting that the support structures of a wind-
turbine system act as the main structural members of a
wind electricity farm and are closely related to the structure’s
safety, stability, and durability. In general, the upper tower is
composed of a conical steel pipe, whereas various types of
substructures can be designed according to field conditions.

The substructure is used to anchor the support structure to
the seabed and typically belongs to one of six types: gravity,
monopile, tripod, jacket, suction, and floating foundation
[2, 3]. Based on current design philosophy, gravity-based
structures are preferred for shallow waters (up to 5m),
whereas the monopile foundation is used for wind farms in
water depths up to 20m. For deeper water, tripod or jacket
support structures are often considered. Floating support
structures remain a challenge due to their high cost, but this
challenge will need to bemet for countries with fewer regions
of shallow water [4]. However, Scharff and Siems [5] have
explored the application of monopile foundations in water
depths of up to 20–40m and have provided two detailed
discussions of design examples.

The support structures (tower and foundation) are sub-
jected to a variety of combined static and dynamic loads such
as gravity, wind, waves, tides, and earthquakes. The design
and analysis of these support structures are key parts of the
design of the whole wind-turbine system. A fatigue property
analysis of a monopile structure by Mo et al. [6] indicated
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that turbine-system vibration was a main source of load,
resulting in structural fatigue damage. Torcinaro et al. [7]
presented a structural optimization design for a tripod sup-
port structure through stress and stability analysis. Agbayani
[8] reviewed damage to monopile structures subjected to
high-cycle fatigue and proposed a series of repair measures.
Bazeos et al. [9] investigated the static, seismic, and stability
capabilities of the monopile support structure of a wind
turbine and found that refined finite-element models were
necessary at specific critical locations for a more accurate
structural analysis.

However, few studies have yet been performed on the
differences in structural properties among the different
types of wind-turbine support structures. Moreover, a new
planned wind-power installation in Donghai, China, is in
the discussion stage, waiting for a decision on the type of
foundation. In China, grouped pile foundations are used
in most wind-turbine support structures. However, com-
pared with monopile and tripod foundations, the grouped
pile foundation involves more complex construction and
higher cost. Given these points, to provide a reference for
foundation-type selection, this paper presents a study on
a support structure where the lower support structure is
designed as a monopile or tripod structure, but the upper
one remains the traditional tower structure. Results of static,
fatigue, and modal analysis using the SOLIDWORKS2012
general FEM software were compared betweenmonopile and
tripod structures.

2. Description of Support Structures

In the present study, two types of offshore wind-turbine
support structures were investigated. In these structures, the
upper towers were the same, but the lower structures were
different, one being a monopile and the other a tripod.
Moreover, the support structure was made of high-strength
steel S620M with a yield strength of 620MPa.

2.1. Upper Tower Structure. Figure 1 shows a sketch of the
upper tower.This upper tower consisted of four pieces of steel
shell with diameters linearly varying along their height. The
upper tower was 60m in height, and each piece of shell had
the same length, 15m.The bottom diameter of the tower was
designed as 5400mm, which is identical to that of the upper
tower in a similar wind-turbine system built in Donghai. The
cross-sectional thickness of the tubular shell was designed
based on design standard NORSOK N-004, where the ratio
of diameter𝐷 to the thickness 𝑡 of the tubular shell is required
to be 𝐷/𝑡 < 120 [10]. Note that the thickness of steel tubular
was determined according to the bottom diameter D

𝑏
of

each piece and the D/t ratio of 110. These four pieces of
tubular shell were labeled as A to D in sequence according to
decreasing diameter. Details of all the pieces of tubular shell
are summarized in Table 1.

Two steel transition pieces, as shown in Figure 1, were
used as the end configuration of each steel shell and were
welded onto the steel shell. The transition pieces of adjacent

Table 1: Details of tubular shell pieces of the upper tower.

Piece 𝐷
𝑡

(mm) 𝐷
𝑏

(mm) t (mm)
A 4800 5400 49
B 4200 4800 44
C 3600 4200 38
D 3000 3600 33
Note:𝐷

𝑡
and𝐷

𝑏
were the top and bottom diameters of different pieces; t was

the thickness of steel shell concerning the bottom diameter𝐷
𝑏
.
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Figure 1: Configuration of the upper tower.

steel shells were connected together by rivets to make up the
upper tower.

2.2. Lower Support Structures. Figure 2 shows details of the
monopile and tripod substructures. Both types of substruc-
tures were 40m long. The monopile structure had a constant
diameter of 3600mm, or in other words, the diameter
decreased from 5400mm in the upper tower to 3600mm in
the lower monopile. The thickness of the steel-pipe pile was
45mm. The tripod structure consisted of a central column,
three diagonal bracings, and three supporting pile sleeves.
For the central column, the diameter of the top was 5.4m
and then decreased to 4.08m. Each pile sleeve was 13m high,
was located at 12.5m from the central column, and had a
diameter of 2.4m. The thickness of the pipes in the tripod
substructure was constant at 40mm. A diagonal transition
member was used to connect the upper tower and the lower
support structure together. All the joints between the steel
shells were welded together.

Note that for the lower monopile support structure, its
diameter is supposed to increase with water depth because
of the increased bending moment and compressive force.
However, it is also true that the wave loading on a pile,
as one of the main loads considered in structural design,
becomes larger with increasing pile diameter. Moreover, the
pile-sinking construction of themonopile foundation ismore
difficult with the increasing diameter from the viewpoint of
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Figure 2: Detail of lower support structures: (a) monopole and (b) tripod.

the local stability. Given these two points, the authors used a
monopile foundation as the lower support structure that was
made of high-strength steel with a yield strength of 620MPa,
and thus a diameter (3600mm), smaller than the 5400mm
bottom diameter of the upper tower, was utilized.

2.3. Applied Load. Offshore wind-turbine structures are not
only exposed to highly corrosive environmental conditions,
but are also subjected to various quasi-static, periodic,
stochastic, and transient loads. For convenience in structural
design, it is necessary to perform a reasonable load simplifica-
tion. In this research, the main loads experienced, including
horizontal wind load, wave load, and vertical gravity, were
simplified as described below.

2.3.1. Wind Load. Wind conditions are important not only
in defining the loads imposed on turbine structural com-
ponents, but also in designing the support structures of the
wind-turbine system.Themeasured on-site wind parameters
strongly influence the design of wind-turbine support struc-
tures.Thewind load can be obtained through a formula based
on lift theory:

𝜉 =
1

2
𝜌airV
2

wind𝑆𝐶𝑧, (1)

where 𝜉 is the force of the wind on the blades (kN), 𝜌air is the
density of air (1.225 kg/m3), Vwind is the wind speed (m/s), 𝑆
is the surface area of the blades (m2), and 𝐶

𝑧
is the portance

coefficient, assumed to be 0.8 for a classic blade.
According to observed data and information, the surface

area of the blades was 50m × 1.5m × 3 blades = 225m2,
and the maximum speed before installation of the wind farm
was 34m/s. Therefore, the wind load calculated by (1) was
127 kN. Furthermore, assuming a safety coefficient 𝑘 of 1.35
(as recommended in DNV-OS-J101 [11]), the horizontal force
applied on the structure by the wind would be 172 kN. In
addition, according to the structural offshore wind-turbine

optimization method, the wind exerted a pressure of 5 kN/m
on one side of the upper tower.

2.3.2. Wave Load. In the ocean environment, wave force is
also a major load imposed on the structure. The maximum
horizontal wave force was calculated based on Airy’s linear
theory. In this theory, the horizontal and vertical water-
particle velocity at coordinates (𝑥, 𝑦) and time (𝑡) can be
expressed as [12]

𝑢 =
𝜔𝐻

2

cosh 𝑘𝑦

sinh 𝑘𝑑
cos (𝑘𝑥 − 𝜔𝑡) ,

V =
𝜔𝐻

2

sinh 𝑘𝑦

sinh 𝑘𝑑
sin (𝑘𝑥 − 𝜔𝑡) ,

(2)

where 𝑢 and V are the horizontal and vertical velocity of water,
𝐻 denotes wave height, and 𝑘 and𝜔 represent thewave length
and wave angular frequency. Based on Airy’s linear theory,
the correlation between 𝑘 and 𝜔 is given by the dispersion
equation

𝜔
2

= 𝑔𝑘 tanh 𝑘𝑑. (3)

Furthermore, the water-particle accelerations 𝑎
𝑥
and 𝑎

𝑦

can be obtained based on 𝑎
𝑥
≈ 𝑑𝑢/𝑑𝑡 and 𝑎

𝑦
≈ 𝑑V/𝑑𝑡 using

the corresponding velocity (2):

𝑎
𝑥
=

𝜔
2

𝐻

2

cosh 𝑘𝑦

sinh 𝑘𝑑
sin (𝑘𝑥 − 𝜔𝑡) ,

𝑎
𝑦
=

𝜔
2

𝐻

2

sinh 𝑘𝑦

sinh 𝑘𝑑
cos (𝑘𝑥 − 𝜔𝑡) ,

(4)

where 𝑦 is the distance from the vertical position of the wave
surface to the seabed and can be calculated as

𝑦 = 𝜂 + 𝑑, (5)

where 𝑑 is the water depth, the distance from the seabed to
the still-water level, and 𝜂 is the distance from the vertical
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position of the wave surface to the still-water level and can be
obtained by [13]

𝜂 =
𝐻

2
cos (𝑘𝑥 − 𝜔𝑡) . (6)

For slender offshore structures such as monopiles,
tripods, or offshore template structures, the Morison equa-
tion can be used to convert the velocity and acceleration terms
into wave forces [14].TheMorison equation can be written as

𝐹 =
1

2
𝜌𝐶
𝐷
𝐷 |𝑢| 𝑢 + 𝜌𝐶

𝐼

𝜋𝐷
2

4
𝑎
𝑥
, (7)

where 𝜌 denotes water density, 𝐶
𝐷
and 𝐶

𝐼
denote the drag

and inertia coefficients, and𝐷 is the diameter of the structural
member.Thefirst termon the right-hand side of this equation
is referred to as the drag term and is proportional to the
square of the water velocity. The second term is referred to
as the inertial term and is proportional to water acceleration.
For the case under study, the parameters were taken as H =
10.66m, 𝐶

𝐷
= 1.0, and 𝐶

𝐼
= 2.0. The predicted wave force

was 357.46 kN. Assuming a safety factor of 1.04 (according to
the DNV-OS-J101 standards), the horizontal wave force for
the current case was 371.76 kN.

2.3.3. Blade and Rotor Loads. According to a real offshore
wind farm such as M5000, the mass of the top structure
(blades and rotor) is approximately 49.5 tons (or 493 kN).This
load can be equivalently applied on the top of the tower in the
vertical direction for calculating the wind-turbine support
structure. Detailed data on the M5000 wind farm can be
obtained on the AREAVA website [15].

2.3.4. Gravity Load of the Structure. The acceleration of
gravity was assumed to be 9.81m/s2. The total load condition
of themonopile structure is shown in Figure 3 and is identical
to that of the tripod structure.

3. Numerical Analysis and Discussion

3.1. Static Analysis

3.1.1. Stress Comparison. Figure 4 shows the calculated stress
nephograms for the monopile and tripod support structures.
Comparing the stress nephograms in Figures 4(a) and 4(b),
it is apparent that the tripod structure shows the maximum
stress at the transition junction from the lower support
structure to the upper tower, whereas the monopile structure
has its maximum stress value at the end of the lower pile. In
addition, as shown in Figure 4, the maximum stress of the
monopile structure is approximately 2.35 times greater than
that of the tripod structure, but it is still far less than the
yield strength of 620MPa, and therefore these two structures
remained in the elastic stage. For the monopile structure, the
maximum tensile and compressive stresses were, respectively,
486.6MPa and 499MPa, while the corresponding values for
the tripod structure were 279.2MPa and 211.8MPa. Given
these points, the tripod structure was more effective than the
monopile structure from a stress-control point of view.

493kN

172kN

G

371.76kN

5
kN

/m

Figure 3: Load distribution on the monopile support structure.

Figure 5 shows the tensile and compressive stresses dis-
tribution along the longitudinal height of the two support
structures. It is clear that the stress distributions in the upper
tower are similar for the tripod and monopile foundations,
whereas a large difference is apparent along the lower support
structures. The stress was only 27MPa at the foot of the
tripod structure, where themaximum stress was observed for
the monopile structure. Moreover, as the diameter increased
from 4.08m to 5.4m, the stress rapidly dropped from
the maximum value to 70MPa for the tripod foundation
structure. In addition, the maximum stress for the tripod
foundation was observed in the transition section, a value
close to the stress of 274MPa at the same location in the
monopile foundation. Judging from these points, the tripod
structural system can be said to be superior to the monopile
structural system from the structural stress distribution
viewpoint.

As shown in Figure 5, note that the maximum stress in
the tripod support structure and the tower structure was
lower than the yield strength of 355MPa for S355 steel.
Therefore, the high-strength steel S620Mcanbe replacedwith
the normal steel S355 to make full use of tensile strength of
steel.

3.1.2. Deformation Comparison. Figure 6 shows the deforma-
tion nephogram for the monopile and tripod support struc-
tures. It is apparent that the deformation increased with the
height above the seabed and that the maximum displacement
occurred at the top of the structure in the lateral direction.
The monopile structure showed a maximum deformation
of 486mm, whereas the tripod structure had a maximum
displacement of 368mm. In addition, the displacement of the
tripod structure was less than that of the monopile structure
at the same longitudinal location. In other words, the tripod
structure had greater flexural stiffness than the monopile
structure.
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Figure 4: Stress nephogram in the longitudinal direction.
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Figure 5: Comparison of stress distribution along the longitudinal
height of the support structures.

With respect to the maximal lateral deformation ℎ and
the height of the structure H, the deflection factor 𝑎 can be
calculated based on DNV-OS-201J [11]:

𝑎 =
𝐻

ℎ
, 𝑎 > 200. (8)

In the cases studied, when 𝐻 = 100m, the computed
values of 𝑎 for these two structures were 206 and 271.7,
respectively, which both satisfied the requirements of DNV-
OS-201J [11].

In summary, the tripod structure is clearly more stable
and resistant to applied loads than the monopile structure.

3.2. Fatigue Analysis. Figure 7 shows the number of cyclic
loads carried up to fatigue failure for the monopile and

tripod structures. The most fatigue-affected locations still
corresponded with the locations of the maximum tensile
stress in the static analysis. However, the number of loading
cycles carried by the tripod structure was far larger than that
of the monopile structure. With respect to the most damaged
structural position, the maximum number of load cycles was
only 210,000 for the monopile structure, whereas the tripod
structure was able to endure at least 410,000. In other words,
the tripod support structure had a lifetime 48.5% greater than
that of the monopile support structure. Judging from these
points, the tripod structure is more resistant to fatigue than
the monopile structure.

Both support structures satisfied the minimum cycle
number of 1.0𝑒 + 05 recommended in DNV-OS-J101 [11].
However, it is also necessary to determine the lifetime of these
two structures.The parameters were defined according to the
study by Agbayani [8]. First, for these two structures, the
number of loading cycles was estimated to be 40 per day. It
should be highlighted that the stress on a structure subjected
to different loading cycles varies between the minimum and
maximum stresses, and some cycles must result in a stress
lower than themaximumvalue. Indeed, all loads are not equal
in intensity and always occur in a random time distribution.
However, the forces and pressures applied in the present study
have been set to theirmaximumvalues.Therefore, to perform
a realistic calculation, the number of loading cycles has been
assumed to be 40 per day.

Second, the working time ratio (proportion of working
hours in each 24 hours) had to be determined for each
structure. According to investigations of the structures under
study, themaximumworking time ratio was set to 0.85 for the
tripod structure and 0.8 for the monopile structure [16]. Note
that these ratios are defined in a conservative way because of
safety considerations and that the actual ratios are probably
less than these values.
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Figure 6: Displacement nephogram in the lateral direction.

Knowing all these factors, the lifetime can be calculated
for each structure. For the monopile structure, the number
of load cycles is 11,680 per year considering the assumed
working ratio. The lifetime durability can then be obtained
as

𝑇 =
𝑁min
𝑁py

, (9)

where 𝑇 is the lifetime (in years), 𝑁min is the minimum
number of loading cycles, and 𝑁py is the loading cycles per
year. For the case studied, the lifetime durability obtained
by (9) was approximately 18 years. For the tripod support
structure, the number of load cycles per year was 12,400
assuming a working ratio of 0.85. The lifetime durability
calculated based on (9) was then approximately 33 years.
From these results, it can be concluded that the tripod
support structure can survive longer than the monopile
structure, which is advantageous over the long term.

3.3. Modal Analysis. When a structure is subjected to
dynamic loads, its natural structural frequencies should be
adjusted to be far from the dynamic load frequency to avoid
the resonance. If the natural structural frequency is close to
the load frequency, even small driving forces can produce
large-amplitude oscillations.

Modal analysis is the basis of dynamic analysis. A wind-
turbine support structure is subjected to many periodic
actions such as winds and waves. In general, these loads have
progressive and changeable frequencies within a known and
specific domain. Therefore, the risks of resonance can be
estimated and eliminated through calculating and adjusting
the natural frequencies of the structures.

Table 2 lists the natural frequency and period of the first
three vibrationmodes for themonopile and tripod structures.
The tripod structure was found to have higher natural

Table 2: Results of modal analysis.

Series Nf # Frequency
(Hz) Period (s)

Maximum
displacement

(mm)

Monopile
1 0.389 2.570 3.267
2 2.508 0.398 3.912
3 6.401 0.156 4.674

Tripod
1 0.797 1.254 3.927
2 4.188 0.238 4.663
3 7.108 0.140 2.517

Note: Nf # denotes the number of each natural frequency.

frequencies and shorter periods than the monopile structure.
To estimate whether resonance will occur, the dynamic load
frequency must be established. In this research, only the
main load (wind load) was taken into account to simplify
the analysis. In fact, the vibration of structures subjected to
wind load arises from rotary turbulences due to the impact of
wind on the structure. The frequency of these rotations can
be determined using the Strouhal number, a dimensionless
number describing oscillating flow mechanisms.

Based on the theory for calculation of the Strouhal
number, the turbulence frequencies can be obtained as

𝑓V =
𝑆
𝑡
V
𝑤

𝐿
𝑐

, (10)

where𝑓V is the frequency of the vortex, V𝑤 is thewind velocity,
and 𝐿

𝑐
is the characteristic length of the structure. In the

case under study, the Strouhal number (𝑆
𝑡
) was in the range

from 0.1 to 0.2. The minimum wind velocity for the structure
was 11m/s and the maximum 34m/s. The characteristic
length was taken as the length of the upper tower structure
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Figure 7: Number of load cycles carried by the structures.

(60 meters), and then the calculated vortex frequency (𝑓V)

was in the range from 0.0183Hz to 0.1130Hz. As listed in
Table 2, the lowest natural frequencies of the two structures
were 0.390Hz and 0.797Hz. Therefore, resonance of these
structures due to rotary turbulence can be eliminated.

Figures 8 and 9 show the first three mode shapes for
the monopile and tripod structures. These mode shapes
were similar for both structures, whereas the variance law
of displacement coordinates showed a large difference. The
maximum displacement coordinates are listed in Table 2.
It is apparent that the maximum displacement gradually
increased with increasing frequency for the monopile struc-
ture, whereas the tripod structure showed an increase first
and then a drop with frequency.

Based on the mode shape, the mass participation factor
𝑀
𝑗
can be calculated as

𝑀
𝑗
=

[∑
𝑛

𝑘=1

𝜙
𝑘𝑗
𝑚
𝑘
]
2

∑
𝑛

𝑘=1

𝜙2
𝑘𝑗

𝑚
𝑘

, (11)

where 𝑚
𝑘
is the mass of the 𝑘th mass particle and 𝜙

𝑘𝑗

is the displacement coordinate of this point for the 𝑗th
mode. Figure 10 shows the mass participation factor of
different modes for these two types of structures. For the
monopile structure, the first mode shape, with a frequency
of 0.390Hz, has a maximum mass participation factor of
46%, approximately 3.5 times that of the second mode.
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Figure 8: First three modes of the monopile structure.

Figure 9: First three modes of the tripod structure.

This implies that the first mode plays a controlling role in
the dynamic response of monopile structures. However, for
the tripod structure, the third mode, with a frequency of
7.108Hz, showed the maximum mass participation factor of
30.2%, slightly larger than the value of 24.5% for the first
mode, but far greater than 9.6% for the secondmode. It can be
concluded that both the third and first modes play key roles
in the dynamic response of tripod structures, which is clearly
different from the response of monopile structures.

Moreover, the frequency separation can be further
defined by the difference between any two adjacent fre-
quencies. For the monopile structure, the first two modes
presented the smallest frequency separation, 2.111 Hz, and
the sum of the corresponding mass participation factors was
59%. In the tripod case, the smallest frequency separationwas
2.920Hz, between the second and third modes, and the total
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j
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Tripod

Figure 10: Comparison of the mass participation factor of different
modes.

mass participation factor of these twomodeswas 39.8%. It can
be concluded that the tripod is the safer structure because of
its wider frequency separation and smallermass participation
factor.

The static, fatigue, and modal analyses of monopile and
tripod support structures described above have demonstrated
that both the monopile and tripod support structures are
applicable under the field conditions considered. Note that
the designed pile diameter and the use of high-strength steel
are feasible for the support structures described in this paper.
In contrast, a previous investigation by Scharff and Siems
[5] indicated that for a wind-turbine system similar to those
studied here, the pile diameter was increased to 7500mm
from 5500mm of the upper tower for a water depth of 20–
40m.Comparing Scharff ’s studywith the current one, several
differences are evident. First, the type of steel used in Scharff ’s
study was S355, with a yield strength of 355MPa, whereas
high-strength steel with a yield strength of 620MPa was used
in this study. High yield strength of steel is supposed to result
in a smaller diameter based on the design of the ultimate
limit state. Moreover, because the pile diameter was smaller
than that in Scharff ’s study, the wave load applied to the pile
was less in the current study, which is helpful to know when
decreasing pile diameter.

4. Conclusions

This paper has presented an investigation into the structural
properties of monopile and tripod wind-turbine support
structures. Based on a comparison of the results of static,
fatigue, and modal analyses results for these two structures,
the following conclusions can be drawn.

(1) The maximum stress in the monopile structure was
at the base, whereas the transition location from the
lower central column to upper tower showed the
maximum stress for the tripod structure. Moreover,
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for the case under study, the maximum stress and
displacement for themonopile structurewere approx-
imately 2.35 and 1.32 times greater than those of the
tripod structure. The tripod showed greater stiffness
and better stress-control capacity than the monopile
structure.

(2) Under the same cyclic loading, the tripod structure
has a longer lifetime than themonopile structure.This
is beneficial for saving engineering cost in the long
run.

(3) The modal analysis indicated that the first three nat-
ural frequencies of the tripod structure were higher
than the corresponding frequencies of the monopile
structure. The first mode played a controlling role
in the dynamic response of the monopile structure,
whereas both the third and first modes had a strong
influence on the tripod structure. The results for
frequency separation and mass participation factor
indicated that the tripod structure was more reliable
than the monopile structure.

(4) The analytical results indicated that both monopile
and tripod structures can be used as wind-turbine
support structures in the environment considered.
However, comparison of structural responses using
static, fatigue, and modal analyses revealed that the
tripod structure is superior to themonopile structure.
Moreover, it is effective to use high-strength steel in
the monopile structure for optimizing the monopile
diameter to be smaller than that of the upper tower
bottom.
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This paper presents nonlinear simulation model of switched reluctance (SR) ocean current generator system on MAT-
LAB/SIMULINKwith describing the structure of generator system.The developedmodel is made up of mainmodel, rotor position
calculationmodule, controllermodule, gatemodule, power convertermodule, phasewindingsmodule, flux-linkagemodule, torque
module, and power calculation module. The magnetization curves obtained by two-dimensional finite-element electromagnetic
field calculation and the conjugated magnetic energy graphics obtained from the three-dimensional graphics of flux linkage are
stored in the “LookupTable”modules onMATLAB/SIMULINK.Thehardware of the developed three-phase 12/8 structure SRocean
current generator system prototype with the experimental platform is presented. The simulation of the prototype is performed by
the developed models, and the experiments have been carried out under the same condition with different output power, turn-off
angle, and rotor speed.The simulated phase current waveforms agree well with the tested phase current waveforms experimentally.
The simulated output voltage curves agree well with the tested output voltage curves experimentally. It is shown that the developed
nonlinear simulation model of the three-phase 12/8 structure SR ocean current generator system is valid.

1. Introduction

DC generator, synchronous generator, and induction gener-
ator are used as ocean current generators now. DC generator
has the armature with windings and drainage brushes. Its
structure is complex, it has maintenance workload, and the
life time is short because there exist the mechanical sliding
mechanisms, such as the brushes and commutator. It is dif-
ficult for the rotor to manufacture the waterproof structure.
There are two categories of synchronous generators, such as
the electric excited synchronous generator and the perma-
nent magnet synchronous generator. It is difficult for the
electric excited synchronous generator to manufacture the
waterproof structure because of the electric excited winding
on the rotor. The structure and the power supply of the
permanent magnet synchronous generator are more simple
than those of the electric excited synchronous generator,
but the permanent magnet materials are expensive due to
the high overall cost of the permanent magnet synchronous
generator system. The excitation of AC induction generator
is complex, and it is difficult to regulate the excitation
effectively. The permanent magnet materials are also used

in brushless DC generator, so its cost is also high. The
switched reluctance (SR) motor drive had been applied with
high reliability for many years [1–9]. It can also be used as
generator system [10–12].

The switched reluctance (SR) generator system consists of
an SR generator body, power converter, and controller [1–6].
The generator rotor is only laminated by electrical steel, and
there are brushless, no winding, no permanent magnets on
the rotor and concentrated windings on the stator. It is easy to
manufacture the waterproof structure. It has advantages like
its firm and durable structure, lowmanufacture cost, and easy
maintenance. It is suitable for harsh outdoor environment
operation, and other types of generators cannot match its
long-life operation. The independence of each phase can be
done on the magnetic paths and the circuit, and the system
can ensure the continued safe operation by removing the fault
phase when a phase fails. It has high operational reliability
and fault tolerance. The SR generator system developed for
ocean current generator system has a good prospect.

This paper presents for the first time the nonlinear
simulationmodel of the developed switched reluctance ocean
current generator system by MATLAB platform, which is
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Figure 1: Sketch map of the three-phase 12/8 structure switched
reluctance generator.

integrated with the magnetization curves of switched reluc-
tance generator calculated by the two-dimensional finite-
element electromagnetic field calculation, the nonlinear
electrical network model of the power converter, and the
excitation/commutation control algorithms. The simulation
results in phase current waveforms and the output voltage
curves are compared with the measured waveforms and
curves for the developed prototype.The developed prototype
consists of the three-phase 12/8 structure doubly salient poles
reluctance generator, the three-phase asymmetric bridge
power converter, and the controller, which could be applied
to ocean current energy systems.

2. Structure of Generator System

The developed SR ocean current generator adopts three-
phase 12/8 structure doubly salient poles reluctance gener-
ator. The sketch map of the three-phase 12/8 structure SR
generator is shown in Figure 1. There are 12 poles on the
stator and 8 poles on the rotor.The concentratedwindings are
wound on each stator pole, and four diametrically opposite
windings can be connected tomake up a phase winding, such
as 𝐴
1
, 𝐴
2
, 𝐴
3
, and 𝐴

4
for A phase, 𝐵
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, 𝐵
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, 𝐵
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4
for B

phase, and 𝐶
1
, 𝐶
2
, 𝐶
3
, and 𝐶

4
for C phase.

The SR generator works in separately excited mode,
and the main circuit of the power converter adopts three-
phase asymmetrical bridge structure as shown in Figure 2.
MOSFETs are used as main switches, 𝑆

1
, 𝑆
2
, 𝑆
3
, 𝑆
4
, 𝑆
5
, and

𝑆
6
, and fast recovery diodes are adopted as freewheeling

diodes, 𝐷
1
, 𝐷
2
, 𝐷
3
, 𝐷
4
, 𝐷
5
, and 𝐷

6
. The voltage rating of

main switches and freewheeling diodes are 80V; the current
rating of main switches and freewheeling diodes are 80A.
Though the circuit seems to be complicated, it is convenient
to control the generator system since the excited loop and
the power generation loop are independent of each other, the
excitation is supplied by the externalDCpower supply during
the whole operation period, and the excited voltage, and the
output voltage can be adjusted independently. As shown in
Figure 2, 𝑖

𝑒
is excited current, 𝑖

𝑔
is generated current, 𝑖

𝑎
is A
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Figure 2: Power converter main circuit.

phase current, 𝑖
𝑏
is B phase current, 𝑖

𝑐
is C phase current, 𝑅

is load, 𝑈𝑠 is the excited voltage and 𝑈 is the output voltage.
The triggering signals of the down main switches, 𝑆

2
, 𝑆
4
, and

𝑆
6
, are modulated by the PWM signal. The phase winding

average excited voltage could be adjusted by regulating the
duty ratio of the PWM signal. So the output voltage and the
output power are adjustable by regulating the duty ratio of
the PWM signal. The excited voltage 𝑈𝑠 is DC 24V, and the
frequency of the PWM signal is set to 5 kHz.

The operating status of SR generator can be divided into
the excitation stage and the power generation stage when
the main switches are closed and opened, respectively, which
are shown in Figure 3, according to the circuit-theoretic
equations as follows.

In the excitation stage when 𝜃on ≤ 𝜃 ≤ 𝜃off ,

𝑢
𝑘
= 𝑖
𝑘
𝑟
𝑘
− 𝑒 = 𝑖

𝑘
𝑟
𝑘
+
𝑑𝜓
𝑘

𝑑𝑡
, (1)

where 𝜃 is real-time rotor angle, 𝜃on is turn-on angle, 𝜃off is
turn-off angle, 𝑢

𝑘
is phase voltage, 𝑖

𝑘
is phase current, 𝑟

𝑘
is

phase resistance, and Ψ
𝑘
is flux linkage of phase 𝑘.

In the power generation stage when 𝜃off ≤ 𝜃 ≤ 2𝜃off −𝜃on,

𝑢
𝑘
= −𝑖
𝑘
𝑟
𝑘
+ 𝑒 = −𝑖

𝑘
𝑟
𝑘
−
𝑑𝜓
𝑘

𝑑𝑡
. (2)

By Merging (1) and (2),

±𝑢
𝑘
= 𝑖
𝑘
𝑟
𝑘
+
𝑑𝜓
𝑘

𝑑𝑡
. (3)

3. Simulation Models

In the paper, two-dimensional finite-element electromag-
netic field calculation method is used to obtain the mag-
netization curves of SR generator and the magnetization
curves are stored in the “Lookup Table” module on MAT-
LAB/SIMULINK. While the rotor angle and the phase
current are input to the “Lookup Table” module, the flux
linkage at any instantaneous rotor angle and current can
be obtained. Figure 4 shows the three-dimensional graphics
of the obtained flux linkage at different rotor angles and
phase current and its specific variations are shown in Figures
5 and 6. Figure 5 shows that the flux linkage varies with
different phase currents at different rotor angles, and it can be
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Figure 4: Three-dimensional graphics of flux linkage.

0 5 10 15 20 25 30 35 40
0

0.005
0.01

0.015
0.02

0.025
0.03

0.035
0.04

i (A)

𝜓
(W

b)

Figure 5: Flux linkage varies with phase current at different rotor
angles.

seen that the flux linkage varies linearly with different phase
currents when the rotor angles are close to the minimum
phase inductance position 0∘; the flux linkage saturation
increases with the increase of the rotor angle, and the larger
the phase current is, the larger the flux linkage is at a constant
rotor angle. Figure 6 shows that the flux linkage varies with
different rotor angle at different phase currents. It is shown
that the flux linkage increases with the increase of the rotor
angle at a constant phase current in the first half period.
The three-dimensional graphics of the conjugated magnetic
energy vary with different rotor angles and phase current
can be obtained from the three-dimensional graphics of flux
linkage which is shown in Figure 7.
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Figure 6: Flux linkage varies with rotor angle at different phase
currents.

0 5 10 15 20 25 30 35 40 45
01020304050

0
0.2
0.4
0.6
0.8

1
1.2
1.4

Coenergy

𝜃 (∘)i (A)

W
m

(J
)

Figure 7: Three-dimensional graphics of conjugated magnetic
energy.

3.1. Main Model. Figure 8 shows the main simulation model
of SR generator system, including the rotor position calcu-
lation module, the controller module, the power converter
module, the phase winding module, the power calculation
module, the excited current, and the generated current
calculation module. The rotor position calculation module
“Rotor position” simulates the rotor angle relative to the sta-
tor, “𝑤” is the generator angular velocity, the controller mod-
ule “Controller” simulates the controller, the power converter
module “Converter” simulates the power converter, and the
phase winding modules “A phase”, “B phase”, and “C phase”
simulate SR generator body. The power calculation module
“Sum”, the excited current calculationmodule “Sum1”, and the
generated current calculation module “Sum2” in the bottom
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of Figure 8 calculate the output power, the excited current,
and the generated current of the system, respectively. The
system output power 𝑃 is obtained by adding A phase output
power𝑃

𝑎
, B phase output power𝑃

𝑏
, andCphase output power

𝑃
𝑐
as follows:

𝑃 = 𝑃
𝑎
+ 𝑃
𝑏
+ 𝑃
𝑐
. (4)

The sum of A phase excited current 𝑖
𝑎𝑒
, B phase excited

current 𝑖
𝑏𝑒
, and C phase excited current 𝑖

𝑐𝑒
is the total excited

current 𝑖
𝑒
in the excited loop as follows:

𝑖
𝑒
= 𝑖
𝑎𝑒
+ 𝑖
𝑏𝑒
+ 𝑖
𝑐𝑒
. (5)

The sum of A phase generated current 𝑖
𝑎𝑔
, B phase

generated current 𝑖
𝑏𝑔
, and C phase generated current 𝑖

𝑐𝑔
is

the total generated current 𝑖
𝑔
in the power generation loop

as follows:

𝑖
𝑔
= 𝑖
𝑎𝑔
+ 𝑖
𝑏𝑔
+ 𝑖
𝑐𝑔
. (6)

The module between “Controller” and “Sum” is used to
calculate and display A phase current “𝑖

𝑎
” and three-phase

current “𝑖”.

3.2. Rotor PositionCalculationModule. As shown in Figure 9,
the rotor position calculation module is used to calculate the
rotor salient pole angle relative to each phase stator.While the
rotor “Angular velocity” is input to the module, the relative
angle of each phase “Rotor position A,” “Rotor position B,”
and “Rotor position C” can be output.The total turning angle
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of the rotor can be converted by the turning radius which is
calculated through integrating the angular velocity “Transfer
Fcn1”, subtracting the relative phase angle difference, and
calculating the remainder through “mod” which limits the
rotor angle between 0∘ and the cycle turning angle of the
rotor 𝜃

𝑟
, so that the rotor relative angle of each phase can

be obtained. In the paper, the 𝜃
𝑟
of three-phase 12/8 motor

is 45∘ that “Constant 1,” “Constant 2,” and “Constant 3” are
“45”. Since A, B, and C phase must be electrified, respectively,
in one period, the phase angle difference 𝜃

𝑝
between two

adjacent phases can be calculated by

𝜃
𝑝
=
𝜃
𝑟

𝑚
, (7)

where𝑚 is the number of phase, which is three in the paper.
So the phase angle differences between A phase and B phase,
A phase and C phase are 15∘ and 30∘, which are set to “15” and
“30”, respectively.

3.3. Controller Module. The controller module with the
three-phase main switches logic is shown in Figure 10. The
controller module consists of the PWM signal module and
the gate drive signal module of the power converter main
switches which has three submodules “Gate A,” “Gate B,”
and “Gate C”. The PWM signal “Duty” can be obtained by
inputting “PWM duty ratio” in the PWM signal module.
“Repeating sequence” module is used to generate periodic
ramp signal, and the signal cycle should be the same as the
PWM signal cycle whose frequency is set to 5 kHz. While the
output of “Repeating sequence” is smaller than the “PWM
duty ratio,” the “Switch” output is “1.” While the output of
“Repeating sequence” is larger than the “PWM duty ratio,”
the “Switch” output is “0.” Those can meet the requirements
of the PWM signal “Duty”. PWM signal can control one
or two main switches of each phase, which is the so-called
single switch chopping mode or double switches chopping

mode, and the single switch chopping mode is adopted in the
paper. In the gate drive signal module, “Rotor position A,”
“Rotor position B,” and “Rotor position C” are the rotor
angles relative to the stator of each phase that are connected
to the outputs of “Rotor position” in main model. “Turn-on
angle” and “Turn-off angle” denote the turn-on angle and the
turn-off angle of the power convertermain switches. “Duty” is
the PWM signal obtained from the PWM signal module. “𝑖

𝑎
,”

“𝑖
𝑏
,” and “𝑖

𝑐
” are the phase currents, and “𝑖

𝑟𝑓
” is the current

protection limit. The gate drive signals of three-phase main
switches “Gate” can be gained through logical judgment and
operation, which consist of “Gate A+,” “Gate A−,” “Gate B+,”
“Gate B−,” “Gate C+,” and “Gate C−”.

3.4. Gate A Module. The submodule describes the internal
logical operation of the gate drive signals module of each
phase. Take “Gate A” as an example, it contains three
components: the position logical judgment part, the current
hysteresis part, and the combinational logical judgment part
as shown in Figure 11. In the position logical judgment part,
while the input value of “Rotor position A” is between the set
values of “turn-on angle” and “turn-off angle,” which means
that the rotor angle of phase A is in the opening angle range,
the “Interval test dynamic” outputs 1, otherwise the “Interval
test dynamic” outputs 0. In the current hysteresis part, the
compared results of the phase current “𝑖

𝑎
” and the current

protection limit “𝑖
𝑟𝑓
” is input to the hysteresis “Relay”, the

width of hysteresis can be regulated through “Relay”. While
A phase current “𝑖

𝑎
” exceeds current protection limit “𝑖

𝑟𝑓
”

and “𝑖
𝑎
”-“𝑖
𝑟𝑓
” is greater than the width of the hysteresis, the

output “Relay” is 0. While “𝑖
𝑎
” is less than “𝑖

𝑟𝑓
” and “𝑖

𝑟𝑓
”-“𝑖
𝑎
”

is greater than the width of the hysteresis, the output “Relay”
is 1. Finally, the gate drive signals of the main switches in
each phase can be obtained through the combinational logical
judgment parts “Logical operator” and “Logical operator1”
with combining the position logical operation output, the
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PWM signal “Duty,” and the current hysteresis result as the
down gate drive signal “Gate A−,” and the upper gate drive
signal “Gate A+” is the output of position logical judgment
part.

3.5. Power Converter Module. The internal structure of
power converter is shown in Figure 12, which is set up
according to the power converter topology structure shown
in Figure 2.The inputs are DC excited power voltage “𝑈𝑠”, the
three-phase gate drive signals “Gate” which are connected to
the output of the controller “Gate.”The outputs are the output
voltage “𝑈” and three-phase voltages “A+” and “A−,” “B+,”

and “B−”, “C+” and “C−” which are connected to “Phase A,”
“Phase B,” and “Phase C”mainmodel, respectively. “𝑀

1
–𝑀
6
”

denote the main switches, “𝐷
1
–𝐷
6
” denote the fast recovery

diodes, and “𝑇
1
–𝑇
6
” are used to present fault information in

the simulation process connected to the output ports of “𝑀
1
–

𝑀
6
.” In the system, the excited voltage “𝑈𝑠” is set to 24V, the

“𝑅𝐶” of the excitation circuit are set to 0.0001Ω and 2200𝜇F
to stabilize the voltage, the capacitor “𝐶” is set to 2200𝜇F
and the resistance “𝑟” is set to 0.0001Ω. The current flows
through the freewheeling diodes “𝐷

1
,” “𝐷
3
,” and “𝐷

5
” to the

charge capacitor “𝐶” and supplies power to the load “𝑅” when
the main switches are opened, where the capacitor “𝐶” plays
the dual role of storage and voltage-stabilizing in the circuit.
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3.6. Phase Windings Module. By taking A phase as an
example, the internal structure of “A phase” module in main
model consists of the current calculation module, the torque

calculation module, and the power calculation module as
shown in Figure 13. Submodule “B phase” and submodule “C
phase” are similar to submodule “A phase”.
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Ignoringmutual inductance between phase windings, the
voltage balance equation of 𝑘-phase is as follows:

𝑢
𝑘
= 𝑟
𝑘
𝑖
𝑘
+
𝑑𝜓
𝑘

𝑑𝑡
, 𝑘 = 𝑎. (8)

The flux linkageΨ
𝑘
is the function of the phase current 𝑖

𝑘

and the rotor position angle 𝜃 of 𝑘-phase as follows:

𝜓
𝑘
= 𝜓
𝑘
(𝑖
𝑘
, 𝜃) , 𝑘 = 𝑎. (9)

Thus,

𝑢
𝑘
= 𝑟
𝑘
𝑖
𝑘
+
𝜕𝜓
𝑘

𝜕𝑖
𝑘

𝑑𝑖
𝑘

𝑑𝑡
+
𝜕𝜓
𝑘

𝜕𝜃

𝑑𝜃

𝑑𝑡
, 𝑘 = 𝑎. (10)

Transforming the above equation is as follows:

𝑑𝑖
𝑘

𝑑𝑡
=
𝑢
𝑘
− 𝑟
𝑘
𝑖
𝑘
− (𝜕𝜓

𝑘
/𝜕𝜃) 𝜔

𝜕𝜓
𝑘
/𝜕𝑖
𝑘

, 𝑘 = 𝑎, (11)

where 𝜔 is the generator angular velocity.
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Figure 17: Photograph of prototype.

The current calculation module of “A phase” is built
according to (11) as shown in Figure 13. The inputs are the
A phase voltage signals “A+” and “A−” which are connected
to the outputs of the power converter, the rotor angular
velocity “Angular velocity,” and the rotor angle relative to A
phase “Rotor position A.” The outputs are the phase current
“𝑖
𝑎
”, the instantaneous torque of A phase “𝑇

𝑎
”, the excited

current “𝑖
𝑎𝑒
”, the generated current “𝑖

𝑎𝑔
,” and the A phase

output power “𝑃
𝑎
.” CombineAphase voltage signals “A+” and

“A−” to A phase voltage 𝑈
𝑎
through “Voltage measurement”

module, multiply the feedback phase current “𝑖
𝑎
” and the

phase winding resistance “𝑅” to obtain thewinding resistance
voltage drop, calculate results of “𝑑𝑖

𝑎
/𝑑𝑡” through “Sum”

and “Divide” module, and then get A phase current through
“Integrator” as the input of “Controlled current source,”
which is used to connect the electrical ports and the signal
ports to transport the A phase current “𝑖

𝑎
.” The “Switch 1”

module and “Switch” are used to separate the phase current
to the excited current “𝑖

𝑎𝑒
” and the generated current “𝑖

𝑎𝑔
”

by setting the value of turn-off angle as boundary, which
means the threshold of “Switch 1” and “Switch” is set to the
same value with “turn-off angle.” While the “Rotor position
A” is smaller than the threshold, the generator enters into the
excitation stage, 𝑖

𝑎𝑒
= 𝑖
𝑎
, 𝑖
𝑎𝑔
= 0. Otherwise while the “Rotor

position A” is larger than the threshold, the generator enters
into the power generation stage, 𝑖

𝑎𝑒
= 0, 𝑖

𝑎𝑔
= 𝑖
𝑎
. The last

submodules “Flux linkage,” “Torque,” and “Power” included
in phase winding modules are used to calculate the partial
derivatives of the flux linkage to phase current 𝜕𝜓

𝑘
/𝜕𝑖
𝑘
and

to rotor angle 𝜕𝜓
𝑘
/𝜕𝜃, the instantaneous torque of A phase

𝑇
𝑎
, and the A phase output power 𝑃

𝑎
. The following will

introduce them, respectively.

3.7. Flux Linkage Module. The partial derivatives are calcu-
lated by:

𝜕𝜓
𝑘

𝜕𝑖
𝑘

=
𝜓 (𝑖 + Δ𝑖, 𝜃) − 𝜓 (𝑖, 𝜃)

Δ𝑖
,

𝜕𝜓
𝑘

𝜕𝜃
=
𝜓 (𝑖, 𝜃 + Δ𝜃) − 𝜓 (𝑖, 𝜃)

Δ𝜃
,

𝑘 = 𝑎,

(12)
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Figure 19: Phase current waveforms II.

where 𝑖 and 𝜃 are the instantaneous values of phase current
and rotor angle;Δ𝑖 andΔ𝜃 are the increments of phase current
and rotor angle.

As shown in Figure 14, the submodule “Flux linkage”
in Figure 13 is built according to (12). The inputs are the
instantaneous values of phase current “𝑖” and rotor relative
angle “𝑠𝑡”, and 𝜕𝜓

𝑘
/𝜕𝑖
𝑘
and 𝜕𝜓

𝑘
/𝜕𝜃 can be calculated which

are denoted by “𝑖󸀠” and “𝑠𝑡󸀠”.Thedata ofmagnetization curves
shown in Figure 4 are stored in “flux linkage,” “flux linkage
1,” and “flux linkage 2,” and the two-dimension sample insert
method is adopted for calculating the flux linkage at the
certain phase current and the certain rotor angle based on
the magnetization curve data. “Constant” and “Constant2”
which denote the current increment “Δ𝑖” are both set to
0.01, “Constant1” and “Constant3” which denote the rotor
angle increment “Δ𝜃” are both set to 0.01. In addition, the
proportion coefficient “𝐾” is used to unify the units of the
rotor relative angle and the value in the lookup table of the
flux linkage and conjugated magnetic energy, which is set to
“𝜋/180.”

3.8. Torque Module. The instantaneous torque of one phase
is given by

𝑇
𝑘
=
𝜕𝑊
󸀠

𝜕𝜃

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨𝑖𝑘=const
, 𝑘 = 𝑎,

𝜕𝑊
󸀠

𝜕𝜃
=
𝑊
󸀠

(𝑖, 𝜃 + Δ𝜃) −𝑊
󸀠

(𝑖, 𝜃)

Δ𝜃
, 𝑘 = 𝑎,

(13)

where “𝑊󸀠” is conjugated magnetic energy of SR generator.
The conjugated magnetic energy at different phase cur-

rents and rotor angles can be calculated by the follow-
ing equation with its three-dimension graphics shown in
Figure 7:

𝑊
󸀠

= ∫

𝑖𝑘

0

𝜓
𝑘
𝑑𝑖, 𝑘 = 𝑎. (14)

The “Torque” submodule can be built as shown in
Figure 15 according to the previous equations. The conju-
gated magnetic energy data are stored in “Coenergy” and
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Figure 20: Phase current waveforms III.

“Coenergy1.” Inputs are the instantaneous values of the phase
current “𝑖” and the rotor relative angle “𝑠𝑡,” and output is theA
phase torque “𝑇

𝑎
.” “Constant” and “Constant1” which denote

the rotor angle increment are both set to 0.01.The proportion
coefficient “𝐾” is set to “𝜋/180”, which plays the same role
with the “𝐾” in Figure 14.

3.9. Power Calculation Module. The “Power” module is
shown in Figure 16.The inputs are the generated current “𝑖

𝑎𝑔
,”

the phase voltage “𝑈
𝑎
,” and the excited current “𝑖

𝑎𝑒
.” The

output is the output power of phase A “𝑃
𝑎
.” The generated

power “𝑃
𝑎𝑔
” and the excited power “𝑃

𝑎𝑒
” can be obtained

by the generated current “𝑖
𝑎𝑔
” and the excited current “𝑖

𝑎𝑒
”

multiplied by the phase voltage “𝑈
𝑎
,” respectively, and then

through the “Mean Value” and “Mean Value 1” to get the
mean value. In addition, the generated power value is negative
that can be transformed as positive value by setting “𝐾” as
“−1.” Then the result of the generated power “𝑃

𝑎𝑔
” minus

the excited power “𝑃
𝑎𝑒
” to get the value of the output power

of A phase is as follows:

𝑃
𝑎
= 𝑃
𝑎𝑔
− 𝑃
𝑎𝑒
. (15)

4. Simulation and Experimental Results

The simulation of the prototype is performed by the devel-
oped models on MATLAB. According to the designed hard-
ware and software of the SR generator system prototype, the
experiments have been carried out. The photograph of the
three-phase 12/8 structure SR ocean current generator system
prototype is shown in Figure 17 with SR generator and power
converter-controller. The hardware experimental platform
consists of the SR generator body, the power converter,
the controller, the prime mover, and the torque/rotor speed
instrument. The excited voltage is 24V, the frequency of the
PWM signal is set to 5 kHz, and the rotor cycle turning angle
is 45∘, while the maximum inductance position is at 22.5∘ and
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Figure 21: Output voltage curves.

the minimum inductance position is at 0∘. The turn-on angle
is fixed at the maximum inductance position of 22.5∘.

The tested phase current waveforms are shown as “2”
lines, and the simulated phase current waveforms are shown
as “1” lines. While the rotor speed is 1000 r/min and the
turn-off angle is 30∘, the phase current waveforms are shown
in Figure 18 as follows: (a) the output power is 30.27W,
the efficiency is 81.66%, the abscissa is 0.0005 s/div, and the
ordinate is 5.0 A/div, (b) the output power is 18.51W, the
efficiency is 79.34%, the abscissa is 0.0005 s/div, and the
ordinate is 2.0 A/div, (c) the output power is 8.55W, the
efficiency is 68.12%, the abscissa is 0.0005 s/div, the ordinate
is 1.0 A/div, (d) the output power is 1.63W, the efficiency
is 55.25%, the abscissa is 0.001 s/div, and the ordinate is
1.0 A/div, and (e) the output power is 0.6W, the efficiency is
29.13%, the abscissa is 0.001 s/div, the ordinate is 1.0 A/div. It
is shown that the phase current decreases with the decrease
of the load.

While the rotor speed is 1000 r/min, the phase current
waveforms are shown in Figure 19 as follows: (a) the turn-off

angle is 28∘, the output power is 4.98W, the efficiency
is 74.77%, the ordinate is 2.0 A/div, and the abscissa is
0.0005 s/div, (b) the turn-off angle is 30∘, the output power
is 15.38W, the efficiency is 73.30%, the ordinate is 2.0 A/div,
and the abscissa is 0.0005 s/div, and (c) the turn-off angle is
33.75∘, the output power is 22.56W, the efficiency is 60.43%,
the ordinate is 5.0 A/div, and the abscissa is 0.0010 s/div. The
maximum of phase current increases significantly with the
increase of the turn-off angle and the increase of the output
power.

While the turn-off angle is 30∘, the ordinate is 1.0 A/div,
the phase current waveforms are shown in Figure 20 as
follows: (a) the rotor speed is 250 r/min, the output power
is 2.47W, the efficiency is 21.04%, and the abscissa is
0.0020 s/div, (b) the rotor speed is 500 r/min, the output
power is 2.63W, the efficiency is 46.55%, and the abscissa
is 0.0010 s/div, (c) the rotor speed is 750 r/min, the output
power is 2.47W, the efficiency is 42.27%, the abscissa is
0.0005 s/div, and (d) the rotor speed is 1000 r/min, the output
power is 2.36W, the efficiency is 63.10%, and the abscissa is
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0.0005 s/div.The phase current decreases with the increase of
the rotor speed and the decrease of the output power.

While the turn-on angle is 22.5∘, the turn-off angle is
30∘, the rotor speed is 1000 r/min, the abscissa is 0.5 s/div,
and the ordinate is 10.0 V/div, the output voltage curves in
establishing voltage process are shown in Figure 21 as follows:
(a) the given output voltage is 7.0 V, the output power is
4.50W, (b) the given output voltage is 30.0V, the output
power is 82.57W, (c) the given output voltage is from 14.5 V
to 30.0V and the output power is from 19.29W to 82.57W,
and (d) the given output voltage is from 30.0V to 14.5 V and
the output power is from 82.57W to 19.29W.

It is shown that the simulated phase current waveforms
are consistent with the experimental results. The simulated
output voltage curves agreewell with the tested output voltage
curves experimentally.Thenonlinear simulationmodel of the
developed SR ocean current generator system by MATLAB
platform is validated.

5. Conclusions

The SR generator system has a good prospect for ocean
current generator system with high operational reliability
and fault tolerance. The simulated phase current waveforms
agree well with the tested phase current waveforms exper-
imentally. The simulated output voltage curves agree well
with the tested output voltage curves experimentally. The
proposed nonlinear simulation model of the three-phase
12/8 structure SR generator system onMATLAB/SIMULINK
is valid. The method of developed nonlinear simulation
models can be adopted to set up the nonlinear simulation
models of the other SR generator system with other struc-
ture switched reluctance generators, other topologies of the
power converter, and other generator control schemes on
MATLAB/SIMULINK. The developed nonlinear simulation
model contributes to optimized control strategies and param-
eters of the SR ocean current generator system with saving
developed period.
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For the energy shortage in China’s coastal areas, which has exerted severe impact on economy development, a growing number of
attentions have been paid to ocean energy utilization. In this paper, a review of related researches as well as development of ocean
energy in China is given. The main part of this paper is the investigation into ocean energy distribution and technology status of
tidal energy, wave energy, and thermal energy, especially that of the tidal energy and wave energy. Finally, some recommendations
for the future development of ocean energy in China are also provided. For further research in this field and development of ocean
energy utilization in China, this review can be taken as reference.

1. Introduction

China’s economy has kept a rapid growth for over 30 years,
which, in most cases, means a large amount of energy
demands and consumption. In 2001, China accounted for 10%
of global energy demand but met 96% of those needs with
domestic energy supplies. Nowadays, China’s share of global
energy use has swelled to over 15% [1, 2]. According to preli-
minary estimation of 2009, the total electricity consumption
reached 3.697 trillion kWh, with an increase of 6.2% from
2008. In addition, before 2020, China’s annual GDP will
continue to increase at an average rate of 8%. Therefore,
China’s energy requirement will be rising in the near future
with its economy development [3, 4].

China’s modern tidal energy development and utilization
have experienced three periods so far. The fact is that tidal
energy stations growing up in Fujian and Guangzhou in 1955
mark the beginning of development of tidal energy techno-
logy, then it gradually turns to the construction period, and
now it is the period of improvement and consolidation.
China wave energy research rose from Shanghai in 1978,
was originally learned from Japan pneumatic principle, and
developed a 1 kW air turbine wave energy buoy [5–7]. The
1 kW air turbine wave energy buoy was tested and put
into operation in the area of Zhoushan Islands in Zhejiang

province, but due to the lack of testing means the exact data
was not measured.

In addition, thermal energy and salinity are also discussed
in this paper, and some recommendations for the future
development of China are provided.

2. Tidal Energy Technology

The long coastline of China contains a large quantity of tidal
energy, which is estimated to be 110MW. Tidal energy is
caused by flood and ebb tide, principle of which is similar
to that of hydroelectric generation. Tidal energy can be
extracted by building a dam (barrage) across an estuary or
coastal inlet, with the dam containing turbines to generate
electricity.

As has been mentioned above, China’s modern tidal
energy development and utilization have experienced three
periods. The first period started around the year 1958. It is
in Shun De County, Guangdong province, that small tidal
energy station first appeared, and it soon spread across
Zhejiang, Shandong, Jiangsu, Shanghai, Fujian, Liaoning, and
other provinces [8]. Up to 1958’s national tidal energy con-
ference held by the Chinese Academy of Sciences and the
Ministry of Electricity and Water in Shanghai, there had
been 44 small tidal energy stations built, such as Da Liang
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Figure 1: Jiangxia pilot tidal plant.

tidal energy station in Guangdong province, but most of the
stations were with a small capacity ranging from 5KW to
144KW. Besides, there are only two energy stations keeping
long-term operation for energy generation, including Sand
Hill Energy Station which is in Wen-ling County in Zhejiang
province and Chou dong Energy Station located in Chang-le
County in Hunan province [9].

In 1970s, came the second period. Construction of tidal
energy stations appeared in the coastal area of China, with a
total number of more than 20, such as Jin-gang in Shandong
province Chen-gang Station [10, 11]. The tidal energy stations
in the second period were greatly improved: larger in scale,
more standard, and more rigorous in design, operation, and
equipments. Most stations possessed an installed capacity
ranging from 100 kW to 200 kW, for example, Jiang-xia Tidal
Yest Station in Zhejiang province and Bai-Shakou Station in
Shandong province, which were constructed by the state and
had a larger scale and more regular operation, with a total
installed capacity of 320 kWand 960 kW, respectively. During
this period, researches on tide resource were conducted in
Yue-qing Bay, Zhejiang province, for planning programming,
and, finally, four development plans were proposed. Jiang-
xia Tidal Test Station is the implementation of the scheme
of minimum [12, 13]. Apart from Jiang-xia Station and
Bai-Shakou Station, there are other stations keeping long-
term running, such as Hai-Shan Station, Yue-pu Station of
Zhejiang province, Liu-he Station of Jiangsu province, Gan-
zhu Beach Station of Guangdong province, and Guo-Zishan
of Guangxi.

Jiangxia pilot tidal power plant (see Figure 1), located in
the north end of Yueqing Bay, is the most remarkable one
of the three plants, and the other two are La Rance tidal
power plant in France and Annapolis tidal generating station
in Canada. Jiangxia pilot tidal power plant’s construction was
started in the year 1974 and completed in 1985, and the plant
was installed with one set generator of 500 kW, one set of
600 kW, and three sets of 700 kW, with a total capacity of
3.2MW [14]. The engineering staff of Jiangxia plant were
investigated into industrialization research of tidal generating
for many years; remarkable achievements in reliability of
the generator sets were gained, such as reservoir sediments
reducing, erosion protecting, floating method, operating
automation, and optimal scheduling.

The third period is from the late 1970s to the 1990s. This
period is to improve, consolidate, and steadily move forward.
Main focus is on the following aspects [14, 15].

(1) Carrying out the investigation and evaluation of
tidal energy resources. In the early 1980s, under
the leadership of the Ministry of Water, the second
national coastal tidal energy resources survey was
completed by the water conservancy departments in
coastal provinces and cities. In the late 1980s, under
the leadership of the State Oceanic Administration
and theMinistry of Electricity andWater, the relevant
units of the two systems completed the planning
of ocean energy resources in the coastal rural areas
and regional planning, including the development of
installed capacity from 200 to 1000 kW.

(2) The energy plants such as River Tidal test energy
stations, Baishakou, andHaishan tidal energy stations
have been built.

(3) Building of new energy plants. In 1989, on the
basis of Pingtan County tideland reclamation project,
Xingfuyang tidal test energy plant with a capacity of
320 kW was built in Fujian province.

(4) Preparation for medium-sized tidal energy plant con-
struction. From the beginning of the 1980s, under the
circumstance of rapid national economy construc-
tion, the obvious conflicts between energy supply and
demand and the great situation of the national call to
vigorously develop new energy, leading departments
and coastal provinces, especially Zhejiang and Fujian
province, to carry out many preliminary surveys on
the tidal energy plant construction and plan feasibil-
ity. For example, Zhejiang province did an examina-
tion on Yueqing Bay, Xiangshan Port, Jiantiaogang
tidal energy station dam; the marine group of the
State Science and Technology Commission did an
examination on the million-kW tidal energy plant in
coastal areas of Zhejiang and Fujian; and feasibility
study of Bachimen, Dagongban, Jiantiaogang tidal
energy plant, and so forth.

Since June 2009, the automation and safety of plant have
been improved after technology upgrading. In the National
Nature Development and Reform Commission (NDRC) of
Medium and Long-Term Development Plan for Renewable
Energy in China, there was a target that 100,000 kW tidal
power stations would be built by 2020 [16–18]. For the
realization of this goal, a series of preliminary work has been
completed. The feasibility study of a 10MW intermediate
experimental tidal power station in Jiantiao Port of Zhejiang
province and Daguanban Port of Fujian province has been
conducted. And the planning of the Maluanwan Tidal Power
Plant is under way [19].

3. Wave Energy Technology

Wave energy, that is, the kinetic energy and potential energy
inwaves, is proportional to square of wave’s height and period
of motion and is unstable. Wave energy can be used in
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Figure 2: 1 kW wave energy buoy in Shengshan Island, Zhejiang.

water drawing, heat supply, seawater desalination hydrogen
production, and so forth.

At the beginning of 1970s, the wave energy research
activities expanded from Shanghai to Guangzhou, Beijing,
Dalian, Qingdao, Tianjin, and Nanjing [9, 12]. There were
a dozen units engaged in wave energy research. 1 kW wave
energy buoy was successfully developed in 1975 and the test
was completed in Shengshan Island, Zhejiang (as shown in
Figure 2).

After nearly 30 year’s research and development, the wave
energy technology has gained rapid development. Pneumatic
beacon lights floating microwave energy device was the first
achievement and already put into commercial production.
Now there are more than 600 aids to navigation in the north
and south coast, and electricity supply was solved by floating
microwave energy devices. Elbow buoy wave energy device,
developed in cooperation with Japan, has been exported to
foreign countries, and the technology is in the international
leading level. In 1990, the Institute of Energy in Guangzhou
did a research on successful generation test of a 3 kW shore
wave energy plant in the Pearl River Estuary Dawanshan
Island [20]. In 1996, the successful construction of 20 kW
shore-type wave energy experimental energy station, 5 kW
wave energy boat, and then the 100 kW shore wave force
experimental energy station were accomplished in Shanwei,
Guangdong province.

During the 10th Five-Year Plan period, with the support
of the national “863” project and the Chinese Academy
of Sciences Innovation directional project, the Chinese
Academy of Sciences in Guangzhou Institute of Energy
did a study on the independence and stability of the wave
energy generation system. On January 9, 2005, the first low-
energy test under real sea condition in Shanwei wave energy
station proved wave energy generation system to be good in
independence [21]. According to the test results, expected
results of impact resistance, stability, and energy generation
have been achieved by the wave energy generation system,

which consists of three parts: independent energy system,
fresh water, and floating charging system. An independent
wave energy supply system, with a total installed capacity of
50 kW and the maximum wave peak energy of 400 kW, was
developed in Zhelang Town, Shanwei City. However, after a
29 h typhoon, the device was wrecked by giant waves.

China’swave energy generation system still remains in 10–
102 kW level, and the long-term goal by 2020 is 102–103 kW
level. According to the current technology development,
China’s wave energy development can step into the demon-
stration operation stage, but commercializing is difficult to
be realized in the near future. For the next stage, building
of 102 kW devices and problems of costs, efficiency, and
reliability are of priorities. By 2020, an MW level wave power
plant farmwill be constructed and connected to the grid [22].

In short, research on wave energy in China has a short
history, but with the support of the “863” planning and the
development of science and technology, it develops rapidly
[20, 23, 24]. Microwave energy generation technology has
gained maturation and commercialization. The small-shore
wave energy technology has gone forward to the international
market. However, the scale of the wave energy device demon-
stration test in China is much smaller than that in Norway
and the United Kingdom, and the type of test development
approach is far less than that of Japan. The small device is
far from being put into practice, and its running stability and
reliability remain to be further improved.

4. Thermal Energy Generation Technology

The temperature difference between warm surface ocean
water and cold deep ocean water leads to the formation of
thermal energy. As a result of heating effect of solar radia-
tion, temperature difference in most tropical and subtropical
oceans can reach 20∘C or more. For utilizing the temper-
ature difference, the Ocean Thermal Energy Conversion
(OTEC) technique is adopted to make a thermodynamic
cycle through heat engine to produce power.

In China, thermal energy generation technology began
in the early 1980s, and the research was carried out in
Guangzhou, Qingdao, Tianjin, and so forth [14]. In 1986, the
thermal energy conversion test analog devices were com-
pleted in Guangzhou. In 1985, Guangzhou Institute of Energy
Conversion made a study on open-cycle ocean thermal
energy conversion by using a method called droplet elevating
cycle, which increased potential energy of the seawater and
density of thermal energy and reduced the size of the system.
It is estimated that seawater will be elevated to a height of
125m by releasing heat and driving the turbine when its
temperature decreases from 20∘C to 7∘C [24].

Since 1980, Taiwan has carried out a research on the
ocean thermal energy resources in the east coast of Taiwan
island and an evaluation and program design of the natural
environmental conditions of Hualien County Heping river,
Shihtiping, and Taitung County Zhangyuan and also gave a
plan of constructing a 40,000 kWdemonstration energy plant
in 1995 [25].

Another promising way to utilize thermal energy is
Seawater-source Heat Pump (SWHP) technology. The first



4 Advances in Mechanical Engineering

plant adopting SWHP system in China is Qingdao Power
Plant in November, 2004 [26]. It is proved that the cost of
winter heating by using SWHP ismuch lower than that of coal
heating, which are 15 CNY/m2 and 25CNY/m2, respectively.
Therefore, air conditioning in Olympic Sailing Venue in
Qingdao adopts this system.

5. Marine Salinity Gradient Energy Technology

Salinity gradient energy, the potential chemical electrical
energy caused by difference in salt concentration between
seawater and fresh water or between seawaters with different
salt concentrations, mainly exists in the area where river
meets the sea. Usually the potential chemical electrical
between seawater (35% salinity) and freshwater has an energy
density of 240m water head, which can directly drive the
turbine to produce power [13].

It is calculated that the total amount of salinity gradient
energy resource along China’s coast can reach 3.58 × 1015 kJ,
but the distribution is uneven. It is relatively scarce in north-
ern China, while that in the southern region of Yangtze River
accounts for 92.5% of the total amount [14, 27], especially
in the estuaries of Yangtze River and Pearl River. Shanghai
and Guangzhou are located in the estuaries of Yangtze River
and Pearl River respectively, and those two areas are the most
developed in economy and with large energy consumption.

In 1980s, research on salinity gradient energy generation
and semipermeable membrane in China began, and labo-
ratory device of Salt Lake concentration energy generation
was successfully developed in 1985 in Xi’an. In the test, the
solvent (water) to the solution (brine), penetrating the water
column of the solution increased to 10m hydrogenerating
unit generating energy from 0.9 to 1.2W. Obviously, salinity
gradient energy generation research in China is still at the
preliminary stage of the laboratory principle.

Xi’an University of Architecture and Technology made
an experimental research on elevated tank system in 1985.
The upper tank in the experiment was about 10m above the
permeator and 30 kg dry salt was used for a work of 8–14 h
and to generate 0.9–1.2W electricity. Unless the permeation
flux was improved by one order of magnitude and the sea-
water could be used without pretreatment, the technology of
osmotic energy development would be commercialized [14].

Although marine salinity gradient energy exploitation is
simple in principle, lots of difficulties remain to be solved
to achieve commercialization and industrialization. Some
experts reckon that commercial exploitation of salinity grad-
ient energy is difficult to realize, investment would be unad-
visable, and the environment impact should also be taken into
consideration under present conditions of technology and
process.Therefore, after some theoretical researches and put-
ting forward of energy conversion devices, few further re-
search on it are made in China [28].

6. Ocean Current Energy Technology

Ocean current energy is the kinetic energy of flowing seawa-
ter, mainly caused by the relatively steady ocean flow in strait
or channel and the regular tides current flow. The power of

Figure 3: The tidal current pilot plant in Guishan channel.

current is in proportion to velocity cubed and flux.Therefore,
the higher the speed, the more powerful the current.

From the Bohai Sea to the South China Sea, distribution
of ocean current energy resources is uneven. Current velocity
in most areas of Bohai Sea is less than 0.77m/s, except for
water channels in Bohai Strait, among which the highest
speed can reach 2.5m/s. Current velocity in the Yellow Sea
coast is larger than that of 0.5–1.0m/s in Bohai Sea.

Ocean current energy technology in China can be traced
back to 1978. At the year of 1987, He Shijun, from Dinghai,
Zhejiang, made a tidal current conversion testing device
and harnessed 5.7 kW electricity at a velocity of 3m/s in
Xihoumen channel. In January 2002, the first floatingmoored
tidal current turbine in China was built by Harbin Engi-
neering University, and installed (WanXiang I) in Guishan
channel (Daishan, Zhejiang), as shown in Figure 3. The
“WanXiang I” consists of two vertical axis rotors, driven
systems, controlmechanism, and floating platform, and every
2.2m diameter rotor is composed of four vertical blades with
variable pitches.

In 2009, a project of National Key Technology R&D
Program (NKTRDP), research and demonstration of 150 kW
tidal current power station technology was launched, which
aims to test the prototype turbine and to demonstrate tech-
nology and will be finished in 2014.

7. Suggestions

With years of development, ocean energy harnessing technol-
ogy has gained maturity. In terms of technical maturity, tidal
power generation technology is the most mature one, but it
may cause possible environmental impacts.Therefore, careful
consideration should be taken in its development. For the
short term,China’s ocean energy developmentmainly focuses
on tidal power generation and construction of 10MW-level
tidal power plant. At present, technical problems of reducing
costs in devices and improvement of reliability should be
the point disscussed. In the near future, construction of
hundreds of kW level demonstration generation devices and
accumulating experience for commercialization should be
the task. For this, the following measures should be taken.

(1) Increasing financial support in science and technol-
ogy. Social forces and nongovernment capital must
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be introduced into researches on ocean energy devel-
opment as well as investment in national science and
technology development planning.

(2) Establishing a strategic position for ocean renewable
energy, incorporating it into national planning and
improving its development by preferential policies
and economic means of tax cuts, feed-in tariff, and so
forth.

(3) Making efforts to its industrialization and commer-
cialization, seeking a combination of low cost and
large-scale development to improve economic returns
and market competitiveness.

It is predicted that China’s energy demands will increase
year by year, and the total energy consumption in 2050will be
3 times as much as that in 2000. Such a huge demand cannot
be satisfied by conventional energy andwemustmake full use
of ocean energy, and gradually reverse the energy structure
and the structure of electricity supply. Only in this way
coordination of China’s energy, economy, and environment
can be accomplished.

8. Conclusions

In this review, different types of ocean energy and related
technologies in China are introduced and evaluated. Ocean
renewable energy faces a good opportunity for development
and China has offered a favorable environment, especially for
the tidal energy and wave energy, so there is much reason to
believe that ocean energy will get greater development in the
future and contribute more to national economy.

However, to realize the commercialization of ocean
energy is not an easy work. Many inventions still need to be
made, and many challenging problems remain to be solved.
In general, cooperation of research institutions in ocean
energy technology and collaboration between governments
should be strengthened to remove difficulties, reduce cost,
and improve ocean energy utilization rate.
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Linear generators have the advantage of a simple structure of the secondary, which is suitable for the application of wave energy
conversion. Based on the vernier hybrid machines (VHMs), widely used for direct drive wave energy converters, this paper
proposes a novel hybrid excitation flux-switching generator (LHEFSG), which can effectively improve the performance of this
kind of generators. DC hybrid excitation windings and multitooth structure were used in the proposed generator to increase the
magnetic energy and overcome the disadvantages of easily irreversible demagnetization of VHMs. Firstly, the operation principle
and structure of the proposed generator are introduced. Secondly, by using the finite element method, the no-load performance of
the proposed generator is analyzed and composed with ones of conventional VHM. In addition, the on-load performance of the
proposed generator is obtained by finite element analysis (FEA). A dislocation of pole alignments method is implemented to reduce
the cogging force. Lastly, a prototype of the linear flux-switching generator is used to verify the correctness of FEA results. All the
results validate that the proposed generator has better performance than its counterparts.

1. Introduction

Sea wave energy, originating from sun, is huge, clean, and
renewable [1]. Wave energy is a widely distributed, highest-
grade energy density, most easily directly used, clean, and
renewable ocean energy [2]. Wave energy generation system,
using electrical machines to convert energy from wave
motion to electricity, is themain formof the development and
utilization of wave energy. Since 1970s, there have been many
different wave energy generation systems to be proposed.
Direct drive power take-off systems have been proposed
and widely concerned. Linear generators have directly been
implemented to the drive of wave motion without using
medium devices, such as air turbines, so that the generation
system is simplified. A typical direct drive power take-off
system is shown in Figure 1.

This system consists of two buoys, inner and outer buoys,
a damper plate, and a linear generator. Because of the special

design of inner buoy and damper plate, the inner buoy is not
up and down with the wave undulating. Therefore, the stator
(primary) of linear generator is seen as static suspended in
water. The mover (secondary) of the generator is connected
with the outer buoy andmovedwith themotion of a sea wave.

The linear generators are the core of direct drive wave
power systems. The performances of linear generators
directly determine the performances of the systems, such as
the efficiency, power density, and quality of electric energy.
At present, the major linear generators used for direct drive
wave energy extraction are linear synchronous permanent
magnet motor, which have permanent magnets (PMs) on
the mover (secondary) [2–5]. This kind of linear permanent
magnet machines has disadvantages of complex structure of
the secondary, which might cause unexpected temperature
rise and higher costs. In addition, these generators, evolved
from conventional rotating generator, cannot obtain a high
power density at a low speed motion environment. This is
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Figure 1: The typical direct drive power take-off system.
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not suitable for direct drive wave energy converters. In order
to obtain a high rate of change of energy in the air gap
and a higher power density, based on the rotating stator-
permanent magnet machines [6–8], some researches were
focused on the primary permanent magnet linear generator,
whose permanent magnets are assembled in the primary,
such as vernier hybrid machine (VHM) [9–11] and switched
reluctance generator [12, 13]. Compared with the primary
permanent magnet linear generators, secondary permanent
magnet linear generators cannot be designed as small pole
pitch, because of the limitation of the machining dimension
[14]. For VHMs and switched reluctance generators, by using
the secondary slotted surface, the reluctance variation pro-
duces a rapid flux changing, resulting in shear stresses orders
ofmagnitude increased.However, in order to increase the rate
of flux changing, the size of permanent magnet of the VHMs
must be designed very small. It suffers from the disadvantages
of easily irreversible demagnetization.Therefore, to overcome
shortcomings of the VHMs and increase the controllability of
air gap flux, a novel linear hybrid excitation flux-switching
generator is proposed for wave energy extraction in this
paper.

Firstly, the operation principle and structure of the
proposed generator were introduced. Secondly, by using the
finite element method, the power density, cogging force,
efficiency of energy transfer, and output voltage regulation of
the proposed generator were optimized and analyzed. Lastly,
a prototype of linear permanent magnet flux-switching
machine was used to verify the correctness of the finite ele-
ment analysis results.

2. The Structure and Operation Principle of
the Proposed Generator

Based on the magnetic gear effect, the pole pitch of VHM is
smaller than conventional PM machine. Thus, these modu-
late the magnetic field produced by PMs to the high-speed
traveling magnetic field. Therefore, the VHM has advantages
of high shear stresses, high rate of change of flux.These make
it attractive in cases where a conventional machine would
be very large and heavy in low speed environment, such
as direct drive wave energy converters. Figure 2 shows the
typical topology of VHM.
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However, because of smaller pole pitch of PMs, theVHMs
inevitably suffer from easily irreversible demagnetization and
severe flux leakage.

In order to obtainmaximizing power extraction, the force
generated by the directly coupled linear generator should be
controlled. The electrical analogue of the direct drive power
take-off system is shown in Figure 3 [6].

As shown in Figure 3, the EMF source 𝐹
𝑒
represents the

wave excitations force, the inductance𝑀 represents the mass
of the device, and the resistance 𝐵

𝑊
and the capacitance 𝐾

𝑊

represent the mechanical damping and the spring stiffness
force, respectively. The generator is represented by the load
𝐵
𝑔
and 𝐾

𝑔
. When the sum of the imaginary components of

the total impedance adds up to zero, maximum power will be
obtained. Consider

𝐵
𝑔
= 𝐵
𝑊
,

𝐾
𝑔
= 𝜔
2

𝑀 − 𝐾
𝑊
.

(1)

Therefore,
𝑓
𝑔
= 𝐵
𝑊

̇𝑥 + (𝜔
2

𝑀 − 𝐾
𝑊
) 𝑥. (2)

According to the principle of PM machine, the reaction
force of the linear generator can be expressed as [15]

𝑓
𝑔
=

3

2
𝑘
𝑓
𝐼PM𝐼 cos (𝜔𝑡 + 𝜑

𝑔
)

=
3

2
𝑘
𝑓
𝐼PM (𝐼 cos𝜔𝑡 cos𝜑

𝑔
− 𝐼 sin𝜔𝑡 sin𝜑

𝑔
)

=
3

2
𝑘
𝑓
𝐼PM (𝑖

̇𝑥
+ 𝑖
𝑥
) ,

(3)

where, 𝐼PM is the equivalent current of the magnetics in
the primary. Therefore, to obtain the maximum power, the
current of the generator should be controlled according to (4)
and (5). Consider

𝑖
𝑥
= −(

𝜔
2

𝑀 − 𝐾
𝑊

(3/2) 𝑘
𝑓
𝐼PM

)𝑥, (4)

𝑖
̇𝑥
=

𝐵
𝑊

(3/2) 𝑘
𝑓
𝐼PM

̇𝑥. (5)

From (4), it can be seen, with the changing of the fre-
quency 𝜔, that the RMS phase current should have a large
scope of working. However, the current of the linear gen-
erator is limited by the rated current value of armature and
cannot increase unrestrictedly. Therefore, the working range
during maximum energy output is very small and limited.

For the shortcomings of VHMs, such as easily irreversible
demagnetization, severe flux leakage, and small working
range, a novel linear hybrid excitation flux-switching genera-
tor (LHEFSG), shown in Figure 4, is proposed in this paper.

By using hybrid excitation, the 𝐼PM can be controlled to
change with the 𝜔, and the RMS phase current is optimized.
The multitooth structure which is used to increase the rate
of change of magnetic flux will not change the pole pitch of
PMs.

As shown in Figure 5, when the translator moves, the
fundamental of PM flux linkage in one-phase coil changes
with magnetic reluctance at different positions and induces
electromotive force (EMF).
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(a) (b)

Figure 5: The operational principle of the proposed generator. (a) Typical position one. (b) Typical position two.

3. Performance Analysis

To investigate the characteristics of the proposed generator, a
typical VHM, used for wave energy conversion, is employed
to compare with the proposed generator. The 2-D FEM com-
bined with an equivalent circuit is employed to analyze elec-
tromagnetic characteristics of the two generators.

The basic parameters and materials of the respective
member of the TPPMLGand theTSPMLGare listed inTables
1 and 2, respectively.

3.1. The No-Load Performance. Firstly, the no-load perfor-
mances of the two generators are analyzed.The voltage of one
phase can be expressed as

𝑉 =
𝑑 (𝜓
𝑒
+ 𝜓PM)

𝑑𝑡
, (6)

where𝜓
𝑒
and𝜓PM are flux linkage due toDC excitingwinding

and PM excitation, respectively.
When the speed of mover is 0.5m/s, the flux linkage

and the no-load voltage are obtained by FEA and shown in
Figure 6.

As can be seen, compared with the VHM, the proposed
generator has advantages of higher voltage and magnetic
energy density. The harmonic component of the proposed is
smaller. In addition, output voltage has a greater range of
adjustment.

The field distribution of two generators obtained by FEM
is shown in Figure 7.

It can be seen that the flux leakage of the VHM is more
severe than the one of the proposed generators.

The cogging force, which is produced by slot effect and
end effect and may cause the mechanical vibration, is unex-
pected. The cogging forces of two generators are obtained by
static finite element analysis and shown in Figure 8.

Obviously, because there is no PM at the end sides of
primary and secondary, the major component of cogging
force of the proposed generator is caused by slot effect and
is far less than the one of VHM, even with the maximum
excitation current 15 A.

Table 1: Basic parameters of two generators.

Items Value

The typical
VHM

Primary depth (mm) 100mm
Primary length (mm) 478mm

PM width (mm) 4.5mm
PM thickness (mm) 4mm
Pole pitch of PMs 10mm

Total turns from one phase 400
Secondary tooth width 4.5
Secondary tooth pitch 10mm

The proposed
generator

Primary depth (mm) 100mm
Primary length (mm) 426mm

Distance between phases 73.33mm
Primary tooth width (mm) 4.5mm

PM width (mm) 40mm
PM thickness (mm) 4mm
Pole pitch of PMs 70mm

Total turns from one phase 400
Secondary tooth width 4.5
Secondary tooth pitch 10mm

Air gap (mm) 1mm

In addition, the inductance performance is studied. By
moving the mover, when the coil phase 𝐵 coincides with the
axis of 𝑑, the coil phase 𝐵 is effectively axis coil 𝑑; thus,

𝐿
𝑑
=

𝜓
𝑏
− 𝜓PM
𝑖
𝑏

. (7)

When the coil phase 𝐵 coincides with the axis of 𝑞, the
coil 𝑞 is equivalent to axis coil 𝑑; thus,

𝐿
𝑞
=

𝜓
𝑏

𝑖
𝑏

. (8)

The 𝑑-axis inductance and 𝑞-axis inductance are obtained
and shown in Figure 9.

The inductance performance of the proposed generator
is similar to the one of the permanent magnet synchronous
machines.
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Figure 6: The flux linkage and EMF. (a) The flux linkage of the proposed generator with only PM excitation. (b) The flux linkage of the
proposed generator with different excitation current. (c)The flux linkage of the VHM. (d)The no-load voltage of the proposed generator. (e)
The no-load voltage of the VHM.

3.2.The Load Performance. Considering copper loss and core
loss, the output power and the efficiency are calculated by the
next equations:

𝑃Out = 3𝐼
2

𝑅
𝑜
,

𝑃In = 𝑃Out + 𝑃Loss-Copper + 𝑃Loss-Fe,

𝑃Loss-Fe = 𝑃
ℎ
+ 𝑃
𝑒
= 𝑘
ℎ
𝑓 (𝑎
ℎ
+ 𝑏
ℎ
𝐵max) + 𝑘

𝑒
𝑓
2

𝐵
2

max,

𝜂 =
𝑃Out
𝑃In

,

(9)

where 𝑃Loss-Fe is the core loss, 𝑃Out is the output power,
𝑃In is the total input power, 𝑅

𝑜
is the load resistance per
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Table 2: Material types and magnetic properties of two generators.

Material name Performance
Parameter Value

Core of primary and secondary Steel 10 Conductivity (S/m) 2𝑒 + 6

Permeability Nonlineara

Primary windings Copper Conductivity (S/m) 5.8𝑒 + 7

Relative permeability 0.99991

PM Nd2Fe14B
Remanence (T) 1.23
Coercivity (A/m) 9.07𝑒 + 5

aImporting the B-H curve of steel grade 10 (GB/T 711-2008).
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Figure 7: The field distribution of two generators. (a) VHM. (b) The proposed generator.
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Figure 8: The cogging force of two generators. (a) The cogging force of the proposed generator only PM excitation. (b) The cogging force of
the proposed generator under 15 A excitation. (c) The cogging force of the VHM.

phase, 𝑓 and 𝐵max are the frequency and the peak value
of magnetic flux density, respectively, and 𝑘

ℎ
, 𝑘
𝑒
, 𝑎
ℎ
, and

𝑏
ℎ
are the loss coefficients of steel sheet provided by the

supplier.
The performances of output power, output voltage, and

efficiency of the proposed generator with different resistance
are shown in Figure 8.

FromFigure 10, it can be seen that the proposed generator
has acceptable voltage regulation and high energy conversion
efficiency.

Under the DC excitation, the DC filed loss can be calcu-
lated by

𝑃loss-DC = 𝑖
2

DC𝑅DC,

𝜂 =
𝑃Out

(𝑃In + 𝑃loss-DC)
.

(10)

Therefore, under 15 A excitation, the performances of
output power and efficiency of the proposed generator,
considering the exciting loss, are shown in Figure 11.
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Output power
Output voltage

O
ut

pu
t p

ow
er

 (W
)

Load resistance (Ω)

O
ut

pu
t v

ol
ta

ge
 (V

)

5045403530252015105

550

450

350

250

150

56

42

28

14

0

(a)

Effi
ci

en
cy

Load resistance (Ω)
30252015105

1

0.9

0.8

0.7

(b)

Figure 10: The on-load performance of the proposed generator only PM excitation.
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Figure 11: The on-load performance of the proposed generator under 15 A excitation.

The flux density distribution of the proposed generator,
under the maximizing power output, is shown in Figure 12.

Because of the use of hybrid excitation, the output power,
obtained by FEA, can reach to 720W. It is far greater than the
output power of the typical VHM. At this moment, the phase
current is 4.23A and the current density is 4.3 A/mm2. These
are reasonable values. As we can see, under the maximizing
power output condition, local magnetic saturation is appear-
ance. The saturation level is still within the acceptable range.
However, because of the excitation loss, the output efficiency
is slightly lower than the ones of the VHM.

4. The Optimization of Cogging Force

Thecogging force, whichmay cause themechanical vibration,
is unexpected and unavoidable for linear generator. There-
fore, minimized cogging force is the goal of PM generator
design. To further reduce the cogging force, a dislocation
of pole alignments method is implemented to suppress the
fluctuations caused by cogging force. Figure 13 shows the
structure dislocation of stator and pole alignments.

According to the cogging force shown in Figure 7, the
major harmonic component of the cogging force is six-
order harmonics. Therefore, the distance of dislocation 𝑙 is
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Figure 12: The flux density distribution under the maximizing power output.
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Figure 13: The structures dislocation of stator and pole alignments of mover. (a) Dislocation of stator alignment. (b) Dislocation of pole
alignment.

0 60 120 180 240 300 360
−10

−5

0

5

10

Mover position (ele.deg)

C
og

gi
ng

 fo
rc

e (
N

)

Figure 14: The cogging force with dislocation of pole alignments.

𝜏/12. The optimal cogging force is obtained and shown in
Figure 14.

It can be seen that the cogging force is reduced signifi-
cantly, by using themethod of dislocation of pole alignments.
The electromagnetic force under the same load, with the
dislocation of pole alignment and not, is obtained and shown
in Figure 15.

The thrust ripple is reduced significantly, by using the
method of dislocation of pole alignments. Because the output
voltage is reduced at the same speed, the output power has a
slight decrease.

5. Experimental Results

To investigate the performance of this kind of generator, a
linear permanent magnet flux-switching machine, shown in

Table 3: Basic parameters of the experimental prototype.

Items Value
Primary tooth width (mm) 6.3
Primary slot width (mm) 14.7
PM pole pitch (mm) 70
PM thickness (mm) 5
Total turns from one phase 280
Secondary tooth width (mm) 6.3
Secondary tooth pitch (mm) 14
Air gap (mm) 1

Figure 16, is studied. The electromagnetic parameters of the
machine are listed in Table 3.

To verify proposed methods using dislocation of stator
and pole alignments, the double sides secondaries were
staggered 1.2mm (about 𝜏/12) distance. The cogging force
and voltage are measured and shown in Figures 17 and 18.

As shown in Figure 18, the results of FEA, by using
dislocation of stator and pole alignments, the cogging force
and the harmonic component of voltage are both reduced
effectively.The output voltage under different speed obtained
and load resistance by FEA and the experiment were shown
in Figure 19.

The results of FEA value agree with the experimental
ones. As shown in the experiment results, the proposed
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Figure 15: The electromagnetic force under the same load and same speed. (a) The electromagnetic force without dislocation of pole
alignments. (b) The electromagnetic force with dislocation of pole alignments.

Figure 16: The experimental prototype.
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Figure 17: The experimental results of cogging force. (a) Without dislocation of pole alignments. (b) With dislocation of pole alignments.

generator has advantages of higher frequency, higher power
density, and minor cogging force.

6. Conclusions

In this paper, a novel linear hybrid excitation flux-switching
generator is proposed for direct drivewave energy converters.
The operation principle has been analyzed. The proposed

generator is compared with the typical VHM. The no-load
and on-load performances are obtained and analyzed by
using FEM. In addition, a dislocation of pole alignments
method is implemented to suppress the cogging force. Lastly,
a prototype of linear permanent magnet flux-switching
machine has been employed to validate the results of FEA. All
the results indicate that the proposed linear generator, with
simple structure, minor cogging force, higher power density,
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(a) (b)

Figure 18: The experimental results of no-load voltage. (a) Without dislocation of pole alignments (10ms/div, 10 v/div). (b) With dislocation
of pole alignments (5ms/div, 10 v/div).
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Figure 19:The voltage obtained under different speed obtained and load resistance. (a)The no-load voltage obtained by FEA and experiment.
(b) The on-load voltage obtained by experiment. (c) The voltage under 5Ω resistance, at speed of 0.5m/s, obtained by experiment (5ms/div,
10 v/div).

higher output frequency, and larger range of output power, is
suitable for the application of wave energy conversion.
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Most of the traditional wave energy converters are of a single oscillation structure, which leads to difficulties in sealing and
installation. Based on the technological status of disc-type permanent magnetic coreless generator (DPMCLG) and long-stroke
tape-type spring, a small scale wave energy extracting structure which can be completely sealed and work under the principle of
double oscillation is proposed in this paper. By building a double oscillating model of the structure, the time domain differential
equations and an equivalent circuit scheme are drawn, fromwhich a phase-space solution by phasemethod is derived. Based on the
solution, the performance of the structure is compared with that of single oscillating structure. The conclusion is that the double
oscillating structure has a wider period range and higher power response for wave extraction, as well as the protection of power
generator from damage in storm conditions.

1. Introduction

The enthusiasm towards the exploitation of renewable ener-
gies has prompted a significant interest in wave power so
that various structures have been invented, among which
the point absorber is an excellent approach for its simple
mechanism, easy fabrication, and point absorption effect.
The point absorption method usually aims for large capacity
power systems, so such components are adopted as perma-
nent magnets, linear generator, and buoy and anchor [1–
8]. Anchored or stationary components work with floating
components to extract as much power as possible. However,
there are some problems for this type of structure. (1) It
is difficult to encapsulate electric devices with relatively
moving parts in ocean conditions. (2) Because of a large
rating power, conventional linear generators often have
considerable cogging force, and thus they are incapable of
working in small waves. (3) Tomeet the requirements of buoy
stroke, many permanent magnets should be used in linear
generator. (4) Buoy’s direct driving generator can enhance
wave conversion ability, but it is vulnerable to rough weather

conditions. For small-capacity wave power systems, these
drawbacks are unacceptable. In this paper, one wave power
structure completely encapsulating the relatively moving
parts is proposed to overcome these defects. The structure
is a vibration pick-up device or double oscillating structure
which has been applied inmicropower harvesting system. For
example, there are vibration generators based on piezoelectric
effect and voice coil generators based on Faraday’s law [9, 10].
Both generators harvest vibration energy for sensors. There
is a similar device used to collect shaking energy of vehicle,
which works well in high frequency conditions [11]. For low
frequency conditions such asmarine gravitywaves, particular
study is required. Lancaster’s project FROG and PS FROG
had played a pioneer role here by their two reactionless ocean
wave energy converters, along with many materials about
the design and performance evaluation [1, 8, 12, 13]. Project
called ISWEC fromPolitecnico di Torino employs gyroscopic
principle to achieve the similar goal [14, 15]. Being different,
the paper tries to propose another realization and emphasis
on performance comparison in various periods for double
oscillating and single oscillating structures.
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2. Structure

For analysis convenience, stoppers are neglected, though they
are indispensable in reality. Therefore, the structure analyzed
consists of three major parts (Figure 1).

(1) Outer body: taking a form of vertical cylinder and
working as a floater in water.

(2) Inner body: working as oscillator moving vertically
within the structure.

(3) Tape spring for generator: tape spring connects outer
body and inner body with an appropriate stiffness
and concentrically couples a disc-type permanent-
magnet coreless generator (DPMCLG) [16]. Both
spring and generator rotate synchronously. The tape
spring supports the inner body against gravity when
the structure is at rest.

The operation principles of the structure are as follows.

(1) When excited by waves, the outer body moves verti-
cally.

(2) Because of inertia, the inner body lags behind the
outer body. Hence there is relative motion.

(3) The relative motion revolves the tape spring, and the
energy is absorbed by the coaxial generator.

Advantages of the structure are as follows.

(1) The motion of generator and oscillator is within the
chamber, so a totally sealed structure is available.

(2) The tape spring is characterized by long stroke and
small elastic coefficient, which enables inner body to
work in a state of near weightlessness maximizing the
absorption of vibration energy [17].

(3) Compared with most other types of PM generators,
DPMCLG suffers little cogging force and is suitable
for small wave.

(4) The tape spring with long stroke and small elastic
coefficient finds mature application in lifting gear and
DPMCLG in wind power generation.

3. Assumptions and Physical Model

For analysis convenience, the following assumptions are
made. (1) There is full space for the inner body to move. (2)
Friction between mechanical components is small enough.
The system can be simplified to a double oscillating model
as shown in Figure 2.

4. Mathematical Model

4.1. Differential Equations. The resultant force acting upon
the inner body is a summation of spring force, gravity,
friction, and electromagnetic force, and that upon outer
body is a summation of buoyancy, gravity, spring force,
friction, and generator electromagnetic force. According to

1

2

3

Figure 1: Double oscillating structure.

fexc
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r2 x1

k1 r1

xr

Figure 2: Simplified model of double oscillating structure.

Newton’s second law, the dynamic differential equations for
the oscillating model can be written as

𝑚
𝑡

𝑑
2

𝑥
1

𝑑𝑡2
+ 𝑟
1

𝑑𝑥
1

𝑑𝑡
+ 𝑘
1
𝑥
1
+ 𝑚
2

𝑑
2

𝑥
𝑟

𝑑𝑡2
= 𝑓exc,

𝑚
2

𝑑
2

𝑥
1

𝑑𝑡2
+ 𝑚
2

𝑑
2

𝑥
𝑟

𝑑𝑡2
+ 𝑟
2

𝑑𝑥
𝑟

𝑑𝑡
+ 𝑘
2
𝑥
𝑟
= 0,

(1)

where 𝑚
𝑡
= (𝑚
1
+ 𝑚
2
+ 𝑚
𝑎
), and 𝑓exc is the wave excitation

force. In reality, hydrodynamic parameters 𝑟
1
and𝑚

𝑎
depend

on wave frequency.

4.2. Equivalent Scheme. The dynamic equations of double
oscillating system can be expressed in circuit scheme just as
Figure 3 demonstrates. Tomake a comparison, the equivalent
scheme for single oscillating structure is shown in Figure 4
[18]. It is clear that both structures have a topology like a
band-pass circuit. Comparedwith single oscillating structure,
the double oscillating structure is more complicated; hence
there is a wider range for regulation.
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Figure 3: Equivalent scheme of dynamic equations for double
oscillating system.
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Figure 4: Equivalent circuit of dynamic equations for single
oscillating system.

4.3. Phase Equations and Solution. For a monochromatic
wave, water surface levitation can be expressed as follows:

𝜂 = 𝐴
𝑤
sin (𝜔𝑡) . (2)

When the size of the structure is small enough compared
with the wavelength, the wave excitation force 𝑓exc can be
approximately expressed according to linear wave theory as
follows:

𝑓exc ≈ 𝑘
1
𝜂 = 𝜌𝑔𝜋𝑎

2

𝐴
𝑤
sin (𝜔𝑡) . (3)

The excitation force can be transformed into phase form
by adding hat to variables; that is,

𝐹
1
= 𝑘
1
𝜂. (4)

Based on research from [18–20], the heave hydrody-
namic damping and added mass for vertical cylinder can be
expressed as 𝑟

1
= 2𝜋𝜔𝜌𝑎

3

𝜀
33
/3, 𝑚
𝑎
= 2𝜋𝜌𝑎

3

𝜇
33
/3, where 𝜀

33

and 𝜇
33

are corresponding nondimensionalised coefficients,
and if concentrating only on difference with single oscillating
structure, constant values would bring benefits, so pick values
with 𝜀

33
= 0.08, 𝜇

33
= 1.125 for both structures. Thus, like

the excitation force, the equations for system can be written
as phase form accordingly:

(𝑖𝜔 [
𝑚
𝑡

𝑚
2

𝑚
2

𝑚
2

] + [
𝑟
1

0

0 𝑟
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] +
1

𝑖𝜔
[
𝑘
1

0

0 𝑘
2

]){
𝑢̂
1

𝑢̂
𝑟

} = {
𝐹
1

0
} ,

(5)

Table 1: Parameters of double oscillating model.

Parameter Value Parameter Value
k1 (N/m) 1963.5 k2 (N/s) 1400
r1 (kg/s) 8.22 r2 (kg/s) 500
m1 (kg) 10 m2 (kg) 150
𝑚
𝑎

(kg) 36.82

Table 2: Parameters of single oscillating model.

Parameter Value Parameter Value
k1 (N/m) 1963.5
r1 (kg/s) 8.22 r2 (kg/s) 500
m1 (kg) 160
𝑚
𝑎

(kg) 36.82

where 𝑖 = SQRT(−1). The solution for the linear phase
equations can be easily deduced as follows:
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𝜔2𝑚2
2

+ [𝑖𝜔𝑚
𝑡
− (i𝑘
1
/𝜔) + 𝑟

1
] (𝑖𝜔𝑚
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2
/𝜔) + 𝑟

2
)
.

(6)

For comparison, the phase solution for single oscillating
structure is as follows:

𝑢̂
1
=

𝑘
1
𝜂

𝑖𝜔 (𝑚
1
+ 𝑚
𝑎
) − (𝑖𝑘

1
/𝜔) + 𝑟

1
+ 𝑟
2

. (7)

The corresponding displacement and power can be calculated
as follows:

𝑥
1
=

𝑢̂
1

𝑖𝜔
, 𝑥

𝑟
=

𝑢̂
𝑟

𝑖𝜔
,

𝑃gen =
1

2

󵄨󵄨󵄨󵄨𝑢̂𝑟
󵄨󵄨󵄨󵄨
2

𝑟gen.

(8)

5. Computation and Discussion

5.1. Model Parameters. The system is designed under the
condition that the resonating period 𝑇

𝑤
= 2 s, wave height

𝐻
𝑤

= 0.4m, generator power 𝑃gen = 150W, and damping
𝑟
2
= 500 kg/s.The radius of the structure 𝑎 is equal to 0.25m.

The parameters for double and single oscillating structure are
listed in Tables 1 and 2, respectively.The 𝑘

2
and𝑚

2
are absent

in Table 2, and the 𝑚
1
equals the total mass of Table 1.

5.2. Performance with Different Wave Period. The power
absorption, max. velocity amplitude, and max. displacement
amplitude of two structures under different wave periods are
compared by computation according to expressions (8∼12).
The curves are in Figures 5, 6, and 7. First, themax. absorption
power is about 150W which is close to the designation for
the single oscillating structure, while the double oscillating
structure has a value of 220W, which is about 1.5 times of the
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designation. Secondly, the period when max. power absorp-
tion happens is about 2 s for single oscillating structure, with a
value of 2.4 s for double oscillating structure.Thirdly, suppose
that there is a goal of contributing power of at least 100W; the
structurewith single oscillation can onlywork in a range from
1.5 s to 2.6 s, while the double oscillating system can work in a
wider range that is from0.6 s to 2.7 s. All of these illustrate that
the double oscillating structure can be smaller, lighter, and
easier for control than single oscillating systemwith the same
designing wave period scope and power demand. Finally, the
response of the double oscillating systemdecaysmore quickly
than that of the single one, which is useful in the protection
of generator under extreme weather conditions because large
wave period means high wave in general.
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Figure 7: Displacement amplitude-wave period for two systems.
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5.3. Performance with Different 𝑘
2
. The special performance

of double oscillating system derives from the parameter 𝑘
2
.

The calculation results concerning performance of the double
oscillating system with different value of 𝑘

2
are shown in

Figures 8 and 9. It can be seen that the double oscillating
system keeps its band-pass feature well. The period for max.
response increases from 1.5 s to 2.3 s as 𝑘

2
increases from

200N/m to 2600N/m. When 𝑘
2
is larger than 2000N/m,

there is a saddle point at 1.5 s, and the max. response at
2.3 s increases rapidly. As 𝑘

2
increases, the scope of response

narrows and max. value increases sharply.
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6. Conclusions

Thedouble oscillating structure is proposed to solve themain
problems of the single oscillating structure. The structure is
modeled and analyzed by mathematical equations. Accord-
ing to the case given in the paper, the double oscillating
structure has shown an advantage in wider wave range and
rougherwave conditions. Furthermore, the double oscillating
structure may reduce sealing and installation cost comparing
with the single oscillating structure. However, to bring the
structure into practice, there aremany problems remaining to
be solved. Firstly, the structure needs a more accurate model
to explore its behavior more exactly by taking into account
the nonlinear parameters that were simplified for comparison
convenience here.Moreover, the design of the structure needs
proper tape spring and generator, and themechanical support
needs further research.

Nomenclature

𝑥
1
: Displacement of outer body from the
equilibrium (m)

𝑥
𝑟
: Relative displacement of inner body from
equilibrium to outer body (m)

𝑢
1
: Velocity of outer body (m/s)

𝑢
2
: Velocity of inner body (m/s)

𝑢
𝑟
: Relative velocity of inner body to outer
body (m/s)

𝑚
1
: Mass about parts moving with outer body
(kg)

𝑚
2
: A mass summation of components
moving with inner body, including inner
body and equivalent mass from control
method for generator (kg)

𝑚
𝑎
: Added mass for system in the water (kg)

𝑟
1
: Hydrodynamic damping (kg/s)

𝑟
𝑓
: Mechanical damping (kg/s)

𝑟gen: Damping from generator, which indicates the
power absorption ability (kg/s)

𝑟
2
: An equivalent resistance that indicates the

power absorption of structure, including
damping from mechanical action and gener-
ator (kg/s)

𝑘
1
: Stiffness in the water of outer body (kg/s2), for

vertical cylinder 𝑘
1
= 𝜌𝑔𝜋𝑎

2

𝑘
2
: Total stiffness between inner body and outer

body, including stiffness of spring and equiv-
alent stiffness of generator (kg/s2)

𝑎: Outer radius of the cylinder (m)
𝜌: Density of water (kg/m3)
𝜔: Angle frequency of wave (rad/s)
𝜀
33
: Nondimensionalised hydrodynamic heave

coefficient of damping
𝜇
33
: Nondimensionalised hydrodynamic heave
coefficient of added mass

𝑔 : Acceleration of gravity (m/s2)
𝜂 : Water surface levitation for wave (m)
𝑓exc: Wave excitation force (N)
𝐴
𝑤
: Amplitude of wave levitation that is half of the
height from though to crest (m)

𝑡: Time variable (s)
𝑃gen: Power generated by generator (W).
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An experimental setup for hydrokinetic energy conversion comprising a vertical axis turbine, a directly driven permanent magnet
generator, and a control system has been designed and constructed for deployment in the river Dalälven in Sweden. This paper is
devoted to discussing the mechanical and electrical design of the generator used in the experimental setup. The generator housing
is designed to be water tight, and it also acts as a support structure for the turbine shaft.The generator efficiency has beenmeasured
in the range of 5–16.7 rpm, showing that operation in the low velocity range up to 1.5m/s is possible with a directly driven generator.

1. Introduction

Research activities in the area of energy conversion from
freely flowing water have increased over the last couple of
years, and much has been published regarding tidal currents
[1–4] as a promising renewable resource. Furthermore, a
handful of rather large tidal turbines have been going through
initial tests recently at test sites such as EMEC (http://
www.emec.org.uk/about-us/emec-history/, 2013-01-07) or at
individual sites such as the 1.2 MW Seagen in Strangford
Lough (http://www.marineturbines.com/, 2013-01-07). Less
has been published regarding energy conversion from the
freely flowing water in rivers, however, but it should be noted
that Khan et al. have reviewed the technology [5, 6] and
that Toniolo et al. recently have performed interesting work
regarding the river resource in Alaska [7–11]. Here, the term
hydrokinetic energy conversion is used to emphasize that any
kind of water current can be of interest, be it tidal currents,
rivers, or other ocean currents.

Turbines for tidal currents and turbines for rivers may
in many instances have a lot in common. At the same time,
however, other technical solutions might be preferable in
a river setting, for instance, regarding foundation design
and deployment procedure, as well as the fact that smaller

turbines might be required due to the limited water depth.
Some examples of turbines for hydrokinetic energy conver-
sion in rivers include Verdant Power’s turbines in East River,
NewYork (http://verdantpower.com/, 2013-01-07) and a float-
ing Darrieus turbine by New Energy Corporation (http://
newenergycorp.ca/, 2013-01-07) deployed in Winnipeg River
at Pointe du Bois, Manitoba [12].

The concept presented in this paper comprises a fixed
pitch, vertical axis turbine connected to a directly driven
permanent magnet generator. The generator and control
system is designed to electrically start, control, and brake the
turbine to exclude the use of a blade pitch mechanism and a
mechanical brake. An experimental station has recently been
finalized, and the concept is set to be tested in a river setting
in river Dalälven at Söderfors, Sweden. This paper presents
experimental results pertaining to the generator performance
in the full range of operation expected at the river site. To
the best of the author’s knowledge, this is the first time a
direct drive generator will be used in the low velocity range
presented by a river. The results are important for evaluating
the turbine performance in the prototype energy converter,
and the mechanical design and the generator performance
may be of interest for other research projects looking to utilize
the hydrokinetic resource.
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Figure 1: Overview of the whole unit with turbine and generator mounted on a tripod foundation. As a reference of scale, the turbine blades
are 3.5m long and the turbine radius is 3m. Design by Anders Nilsson.

2. The Söderfors Project

A brief overview of the Söderfors project is included to give
the context in which the generator has been designed and
under what conditions it will be operated. As mentioned
in [13], the experimental station at Söderfors is primarily
intended for proof of concept, validation of simulation tools,
and experience.

The site was chosen as it was deemed suitable from a
practicable viewpoint: it is less than an hour’s drive from the
university, the unit can be deployed from a bridge, and close
cooperation with the owner of the upstream hydropower
plant will allow for control of the flow to a certain extent
during experiments.The water velocity at the site is mostly in
the range of up to 1.5m/s [14], well suited for studying system
performance at the comparatively low velocities presented by
rivers.

As with many early prototypes, several design choices
have beenmadewith simplicity inmind. For instance, the tur-
bine is a straight bladed Darrieus turbine with non-tapered
blades, and a tripod gravity foundation (see Figure 1) is used
to allow for deployment with no underwater construction
work. A sea cable connects the generator to a measuring sta-
tion on shore, housing the control system and electrical load
as the experimental station is not grid connected initially.

3. Theory

The amount of kinetic energy extracted by a turbine from a
flowing fluid can be expressed in terms of its power coefficient
𝐶
𝑃
as

𝑃
𝑡
=
1

2
𝐶
𝑃
𝜌𝐴V3, (1)

where V is the water velocity and 𝐴 is the turbine cross
sectional area. The value of 𝐶

𝑃
depends on the relative

velocity between the turbine blades and the water, usually
called tip speed ratio 𝜆 and defined as

𝜆 =
𝜔𝑟

V
, (2)

where 𝜔 is the angular velocity of the turbine and 𝑟 is the
turbine radius. For a certain tip speed ratio, 𝜆opt, the turbine
will give the highest power coefficient, 𝐶max

𝑃

. It is preferable
to operate the turbine near its optimal tip speed ratio from
the cut in velocity up to the nominal velocity. In order to
maintain maximum power capture while the water velocity
changes, the generator and turbine rotational speed should
be controlled so that

𝜔 =
V𝜆opt
𝑟
. (3)

The mechanical power on the generator shaft will thus
be proportional to the rotational speed cubed, or 𝜔3, during
fixed tip speed operation according to (1). The mechanical
system can be described as

𝑑

𝑑𝑡
𝜔 =
𝑃
𝑡
− 𝑃
𝑔
− 𝑃floss − 𝑃eloss

𝐽𝜔
, (4)

where 𝑃
𝑔
is the electrical power output of the generator,

𝑃floss is the frictional loss in bearings and sealing, 𝑃eloss
is the total electrical losses in the generator, and 𝐽 is the
total angular inertia of turbine, shaft, and rotor. At the
same time, the terminal voltage of the generator is roughly
proportional to the rotational speed 𝜔. It is thus of interest
to choose the nominal current carefully, in order to allow for
electrical control and braking of the turbine at higher water
velocities. Knowledge of the velocity distribution is therefore
an important piece in the generator design procedure.

The generator has been designed with the aid of an in-
house developed design tool where the combined set of
field and circuit equations are solved in the finite element
environment ACE [15]. The magnetic field inside the core of
the generator is assumed to be axisymmetrical and modelled
in two dimensions. The displacement field is neglected and
the permanent magnets are modelled using the current
sheet approach [16]. Furthermore, coil end impedances are
introduced in the circuit equations, the laminated stator core
is modelled using a single valued magnetization curve, and a
correction factor of 1.5 is used for all iron losses.
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Figure 2: The simulated field distribution in a symmetrical section of the generator under nominal load conditions.

The complete generatormodel is described by a combined
set of field and circuit equations. The magnetic vector
potential inside the generator is described by

𝜎
𝜕𝐴
𝑧

𝜕𝑡
+ ∇ ⋅ (

1

𝜇
0
𝜇𝑟∇𝐴

𝑧

) = −𝜎
𝜕𝑉

𝜕𝑧
, (5)

where 𝜎 is the conductivity, 𝜇 is the permeability, 𝐴
𝑧
is the

axial component of the magnetic vector potential, and 𝑉 is
the applied potential.

The circuit equations are described by

𝐼
𝑎
+ 𝐼
𝑏
+ 𝐼
𝑐
= 0,

𝑈
𝑎𝑏
= 𝑈
𝑎
+ 𝑅
𝑠
𝐼
𝑎
+ 𝐿

end
𝑠

𝜕𝐼
𝑎

𝜕𝑡
− 𝑈
𝑏
− 𝑅
𝑠
𝐼
𝑏
− 𝐿

end
𝑠

𝜕𝐼
𝑏

𝜕𝑡
,

𝑈
𝑐𝑏
= 𝑈
𝑐
+ 𝑅
𝑠
𝐼
𝑐
+ 𝐿

end
𝑠

𝜕𝐼
𝑐

𝜕𝑡
− 𝑈
𝑏
− 𝑅
𝑠
𝐼
𝑏
− 𝐿

end
𝑠

𝜕𝐼
𝑏

𝜕𝑡
,

(6)

where 𝐼
𝑎
, 𝐼
𝑏
, and 𝐼

𝑐
are the conductor currents in the

three phases 𝑎, 𝑏, and 𝑐, respectively. 𝑈
𝑎𝑏

and 𝑈
𝑐𝑏

are the
terminal line voltages, and 𝑈

𝑎
, 𝑈
𝑏
, and 𝑈

𝑐
are the phase

voltages obtained from solving the field equation. 𝑅
𝑠
is

the winding resistance, and 𝐿end describes the coil end
inductance. Furthermore, it should be noted that frictional
losses in the bearings and windage losses are neglected in the
simulation model while evaluating the efficiency due to the
low rotational speed and high torque.

4. Experimental Setup

The main goal with the experimental setup is to test the
system under realistic conditions in a river setting, and there-
fore, several design choices have been made with simplicity
in mind rather than optimizing for energy production. The
depth at the site is around 7m, and in order to leave ample
room for the foundation and generator, as well as avoiding
floating debris and ice near the surface, it was decided to
use turbine blades of 3.5m in height. The simple NACA0021
chord was used for the blades as there are measurements
available, and five blades were used to limit the torque
oscillations. Simulations suggest that the 21m2 turbine should
have a 𝐶

𝑃
of 0.35 at a tip speed ratio of 3.5 (see [14] for more

information), resulting in the nominal electrical power of
7.5 kW at a velocity of 1.4m/s. The system was designed to
operate the turbine at a lower tip speed ratio in the range 1.4–
1.7m/s so as to limit the power captured by the turbine. At
higher velocities, the generator will be connected to a dump
load to brake and stop the turbine. The highest expected
velocity at the site is 2m/s.

4.1. Generator. The electrical design of the generator is based
on a laboratory prototype [17], adjusted to the turbine char-
acteristics and the flow velocities at the site. It is essentially
a cable wound permanent magnet generator rated at 7.5 kW,
128V at unity power factor, and a nominal speed of 15 rpm.
It has 112 poles and six cables per slot and is wound with a
5/4 fractional wave winding. No slot wedges are used, as the
cables are put in axially in each slot rather than radially from
the air gap. The nominal design values are given in Table 1,
and the FE model of the generator is shown in Figure 2.
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Figure 3: Overview of stator support structure and the generator housing. 1: the flat bottom flange with holes used for mounting magnets, 2:
stator support, 3: rotor and shaft with bearings, and 4: lid and turbine support with sealing and bearing housing.

Table 1: Generator design data and measured values.

Parameter Design Experiment
Dimensions

Axial length 197mm 197mm
Stator outer diameter 1800mm 1 800mm
Stator inner diameter 1635mm 1 635mm
Air gap 7mm 6.5–7.1mm
Number of poles 112 112
Magnet thickness 10mm 10mm
Magnet width 30mm 30mm

Nominal performance
Speed 15 r.p.m. 15 r.p.m.
Armature voltage 128V 109.7 V
Frequency 14Hz 14Hz
Apparent power 7.5 kW 7.5 kW
Power factor 1 1
𝐵 in air gap 0.69 T 0.66–0.68 T
𝐵 in tooth 1.74 T —
Nominal torque 5.6 kNm 5.93 kNm
Efficiency 84.4% 80.5%
Load angle 10∘ —

Most of thework concerned integration of themechanical
design with the turbine and the foundation, as well as sealing
of the generator housing and inclusion of equipment for
control and monitoring. All of the parts were designed at the
university, machined at a local work shop, and assembled by
hand at the university before being transported to the test site.

The housing supports both the turbine and the generator
and is designed to be water tight.The stator frame is basically
a thin metal ring, or steel tube, reinforced with beams and
flanges (see Figure 3, item 2). Firstly, the laser cut stator sheets

Figure 4: The stator before winding.

Figure 5:The stator winding with white, grey, and black cables used
for the three phases.

(M800-100A) were stacked and secured, and the stator was
wound with a standard 16mm2 cable (RK 16 450/750V); see
Figures 4 and 5.
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Figure 6:The un-magnetized rotor in position resting on the thrust
bearing.

After winding, the stator section was fastened to the flat
flanged bottom with standard O-rings for sealing. The un-
magnetized rotor was then lowered into the stator, resting on
a spherical roller bearing (SKF 23940 CC/W33); see Figure 6.
The conically shaped lid was mounted onto the upper stator
flange, and the rotor was thus secured with the toroidal roller
bearing (SKF C 3056K) in the top of the cone. The forces on
the turbine bearing are thus transmitted through the conical
lid and stator frame down to the foundation. The conical lid
allows for just one bearing and one seal for turbine support
and generator housing. The seal (Trelleborg Turcon Roto VL
Seal) was, however, not used in the laboratory experiments as
it is supposed to operate in water.

In order to facilitate the laboratory experiments, the
generator was tilted on its side and fastened in a provisional
support structure. The rotor could then be magnetized with
three NdFeB magnets per pole inserted through the holes in
the flat flanged bottom and into the milled grooves in the
rotor. In order to drive the generator in a laboratory setting,
it was connected to a 22 kW induction motor with a gearbox
(gear ratio 89.89) and a 30 kW frequency inverter, allowing
operation up to 16.7 rpm and 12 kNm. After testing was com-
pleted, the sealingwasmounted and filledwith biodegradable
grease (SKF LGGB 2) before a short test run.The holes in the
flat flanged bottom were then permanently sealed, and the
generator was painted before being transported to Söderfors
to be mounted on the foundation.

4.2. Measurement System. The control and measurement
system of the Söderfors station is based on LabVIEW and
a CompactRIO (http://www.ni.com/, 2013-01-07).This inter-
face is used to control the electrical system of the Söderfors
station, as described in [18], so as to operate the turbine
at a designated tip speed ratio and to handle start and
brake procedures. The control system also includes current
and voltage measurements which are used during these
laboratory experiments with the generator. Aside from the
current and voltage measurements that are incorporated
in the Söderfors station, the laboratory experiments have
allowed the measurement of frictional losses, torque, and B-
fields as described below.

Currents are measured for each generator phase and
to and from the capacitor bank using HAL 100 and 200

current transducers from LEM (http://www.lem.com/, 2013-
01-07). They have an accuracy of 1% and give a voltage signal
proportional to the current within a specified range. Voltages
from the generator and over the load have been measured
after voltage division. Three line-to-line voltages and one
phase-to-neutral voltage are measured.

Measurement signals are acquired using a C-series mod-
ule NI9205 in the CompactRIO, and a sampling rate of 2 kHz
was used. The voltage signals were calibrated using an APPA
207 True RMS meter, which gave a scale factor for each
voltage division.The offset of the current transducers was set
to be within ±0.018A.

In the laboratory setup, torque on the generator shaft
was measured with a DF-30 torque sensor from Lorenz
Messtechnik, and the signal was transmitted to the NI 9205
module via a 2.4GHz SG-link fromMicroStrain.

Before magnetizing the rotor, retardation tests were per-
formed. The rotational speed of the rotor was then measured
using an IR-sensor (Photologic OPB715) which detected the
milled grooves in the rotor. After magnetization, a handheld
gaussmeter (Lakeshore Model 410) with an accuracy of ±2%
of reading and ±0.1% of full scale (±2 T) was used to measure
the B-field in the air gap.

5. Experiments

Frictional losses prior to magnetization were measured by
accelerating the rotor manually and recording its deceler-
ation. The retardation from over 20 rpm to standstill was
recorded, capturing the expected range of operation.

The B-field in the air gap was measured both during
standstill and at nominal speed.

Two sets of experimentswere performedusing themotor-
drive system described in Section 5. In the first, the generator
was operated at variable speed (2–16.7 rpm) against a purely
resistive, Y-connected balanced three-phase load. Different
loads were used to cover the expected range of power for
fixed tip speed ratio operation of the vertical axis turbine.
In the second set of experiments, the generator was operated
against an uncontrolled diode rectifier bridge connected to a
resistive load in parallel with a capacitor bank of 26.4mF to
more closely resemble the intended operation in Söderfors. In
both cases, the resistive load was a set of 1Ω resistors (Vishay
RPS 500 series) mounted on heat sinks.

6. Results and Discussion

Three retardation tests were analysed, suggesting that the
frictional torque is close to 32Nm in the operating range.
However, once in operation, the bearings will operate under
much higher radial loads, likely increasing the frictional
losses somewhat.

The B-field was measured at the surface of several stator
teeth positioned in front of a pole. The field varied slightly,
0.66–0.68 T, measured with an accuracy of ±0.02, perhaps
slightly lower than the simulated field; see Table 1. Part of
the variation may be explained due to differences between
individual magnets, specified to have a typical remanence of
1.22 T and a minimum remanence of 1.17 T.
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Figure 7: Artistic impression of the flux components created by the permanent magnets in a radial cross section of the machine. (a) The
simulated case with no leakage flux. (b)The actual machine with significant leakage at the top of the rotor.The effective length is thus shorter
than the stator stack length.
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Figure 8: Measured efficiency during variable speed operation with
different resistive loads.

During magnetization, it was noticed that a part of the
rotor was not machined properly, resulting in unexpected
leakage flux. At that point in time, it was decided not to delay
the project by dismantling the machine.

The machine worked well during operation, although at
a lower voltage level due to the mentioned leakage flux, in
turn resulting in higher copper losses and lower efficiency
at the intended design point (7.5 kW at 15 rpm; see Table 1).
Simulations predict the same no-load voltage as the exper-
iments (138V) with an effective length of 177mm, 20mm
shorter than the stator stack length. This can to a large
extent be explained by the leakage flux at the top of the
rotor; see Figure 7 for a graphical illustration of the situation.
Furthermore, the simulations do not account for leakage due
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Figure 9: Measured efficiency during variable speed operation with
rectifier and different resistive loads.

to each pole being made of three separate magnets or leakage
due to equal rotor and stator stack length as discussed in [19].

The measured efficiency in the range 5–16.7 rpm with a
resistive load and with a rectifier is shown in Figures 8 and
9, respectively. The generator is expected to operate in the
presented range during fixed tip speed ratio operation of the
turbine. It will operate at higher efficiency at low speed and
low load, while to handle the quickly increasing power from
the turbine at higher velocities, the efficiency will drop at
higher rotational speed during fixed tip speed operation as
discussed in [20]. To illustrate this, themeasured voltage drop
at constant rotational speed (15 rpm) and increasing power is
shown in Figure 10. As expected, the voltage drops quicker as
the generator output is rectified.
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Figure 10: Comparison of the measured voltage drop and efficiency
at nominal speed as a function of power output for the two cases,
that is, operation with increasing resistive load (1) and with rectifier
and increasing resistive load (2).

7. Conclusions

A cable wound PM generator for hydrokinetic energy con-
version has been finalized. Laboratory experiments show that
the generator efficiency is above 80% with a resistive load in
the expected range of water velocities up to the rated velocity
of 1.4m/s. In operation with a diode rectifier and a resistive
load, the efficiency remains above 75% in the same range of
operation. The efficiency is lower than expected, mainly due
to axial leakage flux. In conclusion, the results show that the
generator is suitable for operation with a vertical axis turbine
in the range of velocities expected at the site at hand.
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To improve the bidirectional power performance of a tidal unit, two designs were investigated. The use of unilateral or double
guide vanes in a tubular tidal unit influences the performance of the hydraulic unit. Based on the N-S equations and the RNG 𝑘-𝜀
turbulence model, the SIMPLEC algorithm was used for 3D steady-state numerical simulation of the entire turbine flow passage
with unilateral and double guide vanes. The internal flow condition under positive and reverse power generation conditions was
also analyzed. At the same time, the turbine, with a runner 1.6m in diameter, was scaled down to 0.35m diameter for model tests.
The model tests were based on a multifunction hydromechanical test bench at Hohai University. The water head, discharge, and
torque of the tubular turbine were, respectively, tested using a pressure difference sensor, electromagnetic flow meter, and torque
meter under different guide-vane openings. The results show that turbine efficiency in the model test is slightly lower than that
predicted by numerical simulation under the same conditions. However, the difference is not large. With double side guide vanes,
although the efficiency of positive power generation decreased, the efficiency of reverse power generation is greatly improved.

1. Introduction

Acknowledging the looming energy crisis and global climate
warming, more and more countries around the world start
to invest much time and money on the clean and renewable
energy [1–3]. Oceans cover approximately 71% of Earth’s sur-
face and hold a large amount of energymore than 2×103 TW
[4–6], which is the largest untapped renewable energy
resource on the planet. The development and utilization of
the usable capacity, 800million kilowatts, would provide one-
fifth the capacity of all the hydropower stations which can
be developed. Therefore, the development potential of tidal
power is tremendous. As renewable energy, tidal power is
clean and generates no pollution. Compared with conven-
tional hydropower stations, tidal power causes no flood losses
or soil erosion, as hydroelectric power does. Construction of
a tidal power station does not require immigrant workers or
occupy much land. The development of tidal power shows
obvious advantages, combined with comprehensive utiliza-
tion projects such as enclosing tideland, aquatic breeding,

and marine chemical production. At present, countries with
rich tidal energy resources perform almost all the research
into their development and use, including Cook’s Cove in
Alaska (United States), Bay of Fundy (Canada), Severn River
(United Kingdom), Inchon Harbor (Korea), and others.

The tubular turbine is one of the most economical
and appropriate turbine types to develop a water resource
with low head, such as the tidal resource, because of its
advantages of large discharge, high speed, high efficiency,
wide area of high efficiency, compact structure, and simple
arrangement. In the head range of H > 4m the tubular or
bulb turbines are used as commercially based type. Even in
the range of about H > 1.5–2m, the same type of turbine is
applied as the extension [7]. The tubular turbine developed
by Wang Zhengwei of Tsinghua University was the bulb
tubular type installed in the Jiang Xia tidal power station
[8, 9]. Shuhong et al. [10] modified the runner of the tubular
turbine of FuJian DaGan water power station. Amelioration
of the turbine was taken from the point of increasing the
discharge, which increased the output of the power station.
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Figure 1: Schematic diagram of the entire flow passage of a pit
turbine with double guide vanes.

Li et al. [11] used the boundary vorticity dynamics (BVD)
method to optimize the runner blade shape of a tubular
turbine.The distribution of the boundary vorticity flux (BVF)
[12, 13] on the runner blade surfaces was then analyzed to
find where the flow behavior was defective. Compared with
the bulb tubular turbine, the pit turbine shows advantages
such as simple structure, convenient maintenance, and less
investment. Therefore, research into new bidirectional tidal
unit-pit turbines with low head, large discharge, and high
efficiency is of great significance.

This paper describes the development of a new bidirec-
tional pit turbine installed in a tidal power station with low
head and large discharge. The required output is 150 kW per
unit under a head of 2.5m. The main working parameters
of the prototype turbine are runner diameter 1.6m, 3 runner
blades, 15 guide-vane blades, rated head 2.5m, highest head
3.65m, lowest head 2.0m, average head 2.5m, and design
flow rate 8.0m3/s.

The flow field was calculated by CFD theory [14–16] to
analyze the influence on turbine performance of unilateral
and double guide vanes. Using a 1 : 8 ratio, the prototype
turbine was scaled down to build a model turbine for model
tests. The head, discharge, and torque of the tubular turbine
were tested under different guide-vane openings. Then the
efficiency and output of the turbine were calculated. The
results of the model tests were compared with those from
numerical simulation.

2. Numerical Simulation

2.1. Geometric Model. Figure 1 shows a schematic diagram
of the entire flow passage of the pit turbine with low head,
large discharge, and double guide vanes. Guide vanes 1 and
2 are located on either side of the runner. Guide vane 2 was
fully open in the positive power condition, and the opening
of guide vane 1 was controlled to regulate the flow through the
turbine. Face A was the inlet, and face B was the outlet. In the
reverse power condition, guide vane 1 was fully open, and the
opening of guide vane 2 was controlled to regulate the flow
through the turbine. Face B was the inlet, and face A was the
outlet. The calculation region for numerical simulation was
the entire flow passage of the turbine, as shown in Figure 1.

2.2. Turbulence Model. Assuming three-dimensional viscous
flow through the turbine, the continuity equation and the
Navier-Stokes [17–19] equations were used for numerical
simulation as follows:
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where𝑈,𝑝, ], and𝜌 are velocity, pressure, kinematic viscosity,
and density, respectively. Numerical predictions were carried
out using a RNG 𝑘-𝜀 model for turbulence [20–22]. The
simulation type was steady state.

Turbulent kinetic energy equation is:
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Eddy viscosity coefficient is:
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where𝑃
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is the pressure generated caused by velocity gradient

as follows:
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After modeling for incompressible turbulent flow we
have:
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The main difference between RNG 𝑘-𝜀 model and standard
𝑘-𝜀 model is the correction of 𝐶

𝜀2
of dissipation equation as

follows:

𝐶
∗

𝜀2

= 𝐶
𝜀2
+
𝐶
𝜇
𝜌𝜂
3

(1 − (𝜂/𝜂
0
))

1 + 𝛽𝜂3
, (7)

where

𝜂 = 𝑆
𝑘

𝜀
, 𝜂

0
= 4.38, 𝛽 = 0.012,

𝑆 = √(
𝜕𝑈
𝑖

𝜕𝑥
𝑗

+
𝜕𝑈
𝑗

𝜕𝑥
𝑖

)
𝜕𝑈
𝑖

𝜕𝑥
𝑗

.

(8)

Empirical constant values of the above formula are 𝜎
𝑘
= 0.72,

𝜎
𝑒
= 0.75, 𝐶

𝜀1
= 1.42, 𝐶

𝜀2
= 1.68, and 𝐶

𝜇1
= 0.0845.

The RNG 𝑘-𝜀 turbulence model can obtain a more
accurate description of turbulent transfer relationships with
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Table 1: Elements’ number of three grids scales.

Scales
Elements

Inlet
passage

Guide
vane

Runner
part

Outlet
passage Total

Scale 1 690965 142049 837636 711479 2382129
Scale 2 550673 120997 514561 602503 1788734
Scale 3 475762 80525 356926 448109 1361322

Reynolds number or vortex scale changes. Such a model can
better deal with the low Reynolds-number zone near the wall.

2.3. Algorithm and Boundary Conditions. The calculation
region contains the inlet passage, the guide vane parts, the
runner part, and the outlet passage, in which runner is
rotating domain and others are stationary domains. In this
study, three-dimensional discretization was used with the
finite volume method (FVM) provided by the FLUENT6.3
software.The finite volumemethod argued by some scientists
to be the preferred numerical approach in CFD involves
complex geometries [23]. For the computational domain,
unstructured 3D tetrahedral meshing was employed, due to
its flexibility when solving complex geometries. In order to
accurately simulate the flow in a turbine passage, further
mesh refinement around the blades’ edges was required.

Grid-independency studies were done to prove that
results do not change any further with different sizes of grids.
Three sizes of grids were used for calculation as shown in
Table 1. The smaller the grid size is, the larger the number of
grid is. Figures 2(a), 2(b), and 2(c) show the velocity contours
of face𝑥 = 0with three different grid scales. It can be seen that
velocities were almost the same at a physical location 𝑥 = 0

as predicted by 3 different grids. The grid-independency was
verified. The grid scale 2 was chosen here. Typical CPU time
required to reach the steady state for the above grid system
scale 2 is about 3 hours on a 4GBRAM, 1.6GHz machine.

The numerical calculations used the segregated method
with the SIMPLEC [24–26] pressure-velocity coupling algo-
rithm. The velocity correction is entirely due to the pressure
differential itemof SIMPLEmethod.The corrected SIMPLEC
algorithm shows better accuracy.

A second-order upwind [27, 28] scheme for momentum
and a second-order scheme for pressure were used. For
the interface unknowns, first-order upwind scheme takes
values of upstream node, meaning that the 𝜙 of interface is
considered equal to the 𝜙 value of a node upstream because
of convection. This discrete scheme takes into account the
impact of the flow direction. From the physical sense, always
having a reasonable solution under any conditions will not
cause oscillation solution. The discrete scheme is not limited
by Pe < 2, long been widely used. A single second-order
upwind equation contains not only unknown of neighbour-
ing nodes, but also includes the unknown of other nodes next
to the neighbouring nodes. Discrete equations are no longer
the original tridiagonal equations. Second-order upwind
scheme can be seen as a first-order upwind scheme, based on
the consideration of the physical distribution curve between
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Figure 2: Velocity contours of face 𝑥 = 0.

nodes curvature effects. In the second-order upwind scheme,
in fact, just the convection term uses a second-order upwind
format, while the diffusion term still uses central difference
scheme. Second-order upwind scheme shows second-order
accuracy. When the flow is aligned with the grid the first-
order upwinddiscretizationmay be acceptable. For triangular
and tetrahedral grids, since the flow is never aligned with the
grid, generallymore accurate results will be obtained by using
the second-order discretization.

The relaxation factor was reduced for the calculation
process.The relaxation factors were pressure 0.2, momentum
0.5, and turbulent viscosity 0.8. Other relaxation factors keep
unchanged.
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On the inlet boundary, the total pressure was specified
according to the averaged water head.

Consider

𝑃
𝑜
= 𝑃
𝑠
+ 0.5𝜌𝑉

2

, (9)

in which 𝑃
𝑜
is the total pressure, 𝑃

𝑠
is the static pressure, 𝜌

is the density, and 𝑉 is the averaged velocity of the turbulent
flow.

For turbulent flow, based on the empirical formulae,

𝑘 = 0.003𝑉
2

,

𝜀 =
𝐶
𝜇
𝑘
1.5

0.5𝐷

(10)

hold in which𝐷 is the inlet hydraulic diameter.
Assuming that the flow field was fully developed at

the outlet of calculation domain, there is no backflow on
the outlet boundary. The boundary flow parameters do not
influence the upstream. The outlet velocity was obtained
according to continuous conditions. Turbulent kinetic energy
and dissipation rate were obtained by the node’s linear
extrapolation as

(grad𝜑) ⋅ 𝑛 = 0, (𝜑 = 𝑘, 𝜀) , (11)

in which 𝑛 is the tangential direction of the main streamline
on the outlet boundary.

The average static pressure was specified on the outlet
boundary, assuming it to be zero. The nonslip wall boundary
condition was applied, and standard wall functions for the
near-wall region. If the wall was rotating then the circum-
ferential velocity was considered to be the boundary velocity
[29, 30].

3. Numerical Simulation of
Bidirectional Performance

Figure 3 shows the relative velocity distribution on the front
and back of runner with unilateral and double guide vanes.
Seen from the figures, water flows in from inlet of blade,
flowing along the blade’s surface and the flowing out from the
outlet of blade. The water flows smoothly. There is no vortex,
and the flow pattern is good.

3.1. Positive Power Performance of Unilateral and Double
Guide Vanes. Figure 4 shows the schematic diagram of the
entire flow passage of a pit turbine with a unilateral guide
vane. The guide mechanism is one of the most important
parts of a turbine. The guide vane is a main component
of the flow parts. Circulation is formed after water flows
through the guide vane and distributes itself uniformly at
the same time. Finally, the water flows axisymmetrically into
the runner. Table 2 gives the calculation results for positive
power performance with unilateral and double guide vanes.
It is apparent that positive power generation with a unilateral
guide vane located at the end of the shaft shows higher
efficiency and better performance than thatwith double guide

vanes. With double side guide vanes, discharge through the
turbine is reduced, and efficiency and output are decreased.
With adding guide vane 2, because of the increased amount
of crowding water, the discharge through the turbine is
decreased. With the turbine’s spatial oblique guide vanes, the
water is blocked from the outlet of runner under the positive
power generation, even though guide vane 2 is fully open.
Using the unilateral guide vane 1, the head loss from face
C to face B is 0.085m, and the head loss is 0.195m with
double guide vanes.The head loss is obviously increased, and
it has influence on the decreased efficiency of turbine. This
means that the turbine with unilateral guide vane shows good
performance for positive power generation.

Figures 5 and 6 show the velocity profile for positive
power generation on the axial plane with unilateral and
double guide vanes. The inlet flow pattern can be seen to
be symmetrically distributed along the shaft under both
conditions. The water is not affected by the disturbance
and circulation generated by the guide vanes and runner,
but it maintains a steady flow. The velocity distribution is
uniform on the runner, and the streamlines are smooth.
No undesirable flow patterns such as partial vortices are
observed.

3.2. Reverse Power Generation Performance of Unilateral and
Double Guide Vanes. Under the reverse-generation condi-
tion, the passage with shaft is the outlet conduit. Table 3 gives
the reverse-generation calculation results for turbines with
unilateral and double guide vanes. The efficiency of reverse
generation is low (only 71.55%) with a unilateral guide vane
located at the end of the shaft. The discharge through the
turbine is slightly reduced with double guide vanes, but the
efficiency of reverse power generation is greatly improved,
reaching 80.66%, and the output is also improved. With
adding guide vane 2, the amount of crowding water increased
and the discharge through the turbine is decreased. But at
the same time, under the reverse power generation, certain
circulation is formed before entering the runner with guide
vane 2. So, the efficiency of runner is improved, leading
to the improvement of turbine’s efficiency. This means that,
for reverse power generation, the turbine with double guide
vanes shows better performance.

Figures 7 and 8 show the velocity profile of reverse power
generation on the axial planewith unilateral and double guide
vanes. The streamlines are smooth under the reverse power-
generation condition with unilateral and double guide vanes.
The flow pattern is generally good, but there are vortices at
the outlet and the end of the shaft, where the flow pattern
is undesirable. The hydraulic losses are large, leading to low
efficiency in reverse power generation.

3.3. Static Pressure Distribution and Vector Profile on Near
Outer Edge of the Guide Vane Blade. Figure 9 shows the static
pressure distribution on the near outer edge of guide vane
blade under the four modes above. At the positive condition,
the static pressure of guide vane 1 is almost the same with
unilateral guide vane and double guide vanes. That means,
adding guide vane 2 almost has no influence on the passage
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(c) Unilateral guide vane, reverse mode
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(d) Double guide vane, reverse mode

Figure 3: Relative velocity distribution on the front and back of blade.

Flow direction of positive generation

Face A Face C Face B

Flow direction of reverse generation

Face x = 0

X
Z

Y

Figure 4: Schematic diagram of the entire flow passage of a pit
turbine with unilateral guide vane.

Table 2: Numerical simulation results for positive power generation
with unilateral and double guide vanes.

Guide
vane

Speed
(r/min)

Head
(m)

Discharge
(m3/s)

Efficiency
(%)

Moment
(nm)

Output
(kW)

Unilateral 200 2.5 8.45 90.49 8952.33 187.46
Double 200 2.5 7.98 85.81 8019.98 167.94

before water flows into guide vane 1. The pressure of guide
vane 2 greatly reduces after theworking runner. At the reverse
condition, the local pressure on the back of the guide vane
1 with unilateral guide vane is lower than that with double
guide vanes. Comparing Figures 9(a) and 9(f), the static
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Figure 5: Velocity profile of positive power generation for a turbine
with unilateral guide vane.

Velocity-magnitude
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Figure 6: Velocity profile of positive power generation for a turbine
with double guide vanes.

Table 3: Numerical simulation results for reverse power generation
with unilateral and double guide vanes.

Guide
vane

Speed
(r/min)

Head
(m)

Discharge
(m3/s)

Efficiency
(%)

Moment
(nm)

Output
(kW)

Unilateral 200 2.5 8.94 71.55 7492.02 156.88
Double 200 2.5 8.19 80.66 7737.03 162.01

pressure of guide vane 2 is lower at the reverse-double mode
than that of guide vane 1 at the positive-unilateral mode. The
difference is mainly caused by different inlet passage. And
local high pressure occurred on the head of both guide vanes
above, because of the water flow impaction.

Figure 10 shows the vector profile of the near outer edge
of guide vane blade. The water flows along the wall of guide
vane at every mode. And the velocity is small near the
guide vane wall because of the viscosity. The guide vane 1
at reverse-unilateral mode shows the largest velocity, which
leads to the high local loss of guide vane.

4. Model Test

4.1. Parameters of Model Turbine and Test Instrument. The
prototype turbine was scaled down to a model turbine with
a 0.35m diameter runner for the model test. The perfor-
mances of positive and reverse power generation were tested
using unilateral and double guide vanes. The main working
parameters were rated head 2.5m, highest head 4.2m, lowest
head 1.0m, rated discharge 0.383m3/s, and rated speed 914.29
r/min.

The model test was based on a multifunction hydro-
mechanical experimental bench at Hohai University. The
measuring instruments were (1) headmeasurement: EJA110A
pressure difference sensor made by CYS, precision of ±0.1%;
(2) discharge measurement: RFM4110-500 electromagnetic

Velocity-magnitude
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

Figure 7: Velocity profile of reverse power generation for a turbine
with unilateral guide vane.

Velocity-magnitude
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Figure 8: Velocity profile of reverse power generation for a turbine
with double guide vanes.

flow meter made by SGAIC, precision of ±0.2%; (3) torque
and speed measurement: JCZ-200 torque meter made by
XYDC, precision of ±0.1%; (4) vacuum, atmospheric pres-
sure, and temperature measurement: EJA430A pressure
transmitter made by CYS for measuring vacuum, precision
of ±0.075%; level 0.5 aneroid barometer for measuring atmo-
spheric pressure; and mercury thermometer for measuring
temperature.

4.2. Results of Model Test. Table 4 presents the bidirectional
power generation data from the model test and the data for
the switched prototype turbine with unilateral and double
guide vanes under the design conditions, head 2.5m and
speed 200 r/min. These results reveal that positive power
generation shows high efficiency and large output with a
unilateral guide vane. The efficiency and output of posi-
tive power generation slightly decreases with double guide
vanes. However, the efficiency of reverse power generation is
improved greatly with double guide vanes. The efficiency of
reverse power generation is improved from 69.64% to 80.12%
when converted into prototype turbine data. The output is
improved from 148.42 kW to 156.80 kW, which meets the
design requirements.

5. Comparison of Numerical Simulation with
Model Test

Figure 11 presents a comparison of numerical simulation
and model test results for positive power generation with
unilateral and double guide vanes. The efficiency-discharge
curve reveals that, both in the numerical simulation and
in the model test, the efficiency varies with discharge for
the unilateral guide vane. The highest efficiency for posi-
tive power generation, both in the model test and in the
numerical simulation, is greater than 85%. With double
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Figure 9: Static pressure distribution on the near outer edge of guide vane blade.

guide vanes, the efficiency, according to both numerical
simulation and model test, also varies with discharge. The
highest efficiency for positive power generation, according
to both the model test and the numerical simulation, is
greater than 80%. As the output-discharge curve shows, the
output curve follows the discharge trends with a unilateral
guide vane. The largest output is greater than 150 kW. The
output curve also follows the discharge trends with double
guide vanes. The largest output for positive generation is
greater than 150 kW according to both the model test and
the numerical simulation. The error between the model test
and the numerical simulation is small for both unilateral and
double guide vanes at the optimum operating condition. The
large difference between test data and numerical data at large
flow rate was caused by the more complex flow deviation
from the optimum operating condition. The difference also
increased of numerical simulation without considering the
clearance and frictional force between the runner and runner
chamber.The clearance between the guide vane and stay ring
was not taken into account either.

Figure 12 presents a comparison of numerical simulation
and model test results for reverse power generation with
unilateral and double guide vanes. The efficiency-discharge
curve shows that efficiency, according to both the numerical
simulation and themodel test, follows the trends in discharge
with a unilateral guide vane.The highest efficiency for reverse
power generation, according to both the model test and the
numerical simulation, is less than 75%. Efficiency also follows
discharge trends with double guide vanes, according to both
the numerical simulation and the model test. The highest
efficiency for reverse power generation in both the model
test and the numerical simulation is greater than 80%. The
output-discharge curve shows that the output curve follows
discharge trends with a unilateral guide vane. The output
from the model test is lower than that from the numerical
simulation, and the largest output is less than 150 kW. The
output curve also follows discharge trends with double guide
vanes. The largest output from reverse generation is greater
than 150 kW according to both the model test and the
numerical simulation. The error between the model test and
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Figure 10: Vector profile of the near outer edge of guide vane blade.

Table 4: Bidirectional power generation data from the model test and data from the switched prototype turbine with unilateral and double
guide vanes under design conditions.

Guide vane and generation
condition

Discharge (m3/s) Efficiency (%) Output (kW)
Model Prototype Model Prototype Model Prototype

Unilateral, positive 0.394 8.23 86.97 89.36 8.40 180.36
Double, positive 0.375 7.84 81.64 84.03 7.51 161.57
Unilateral, reverse 0.416 8.69 67.25 69.64 6.86 148.42
Double, reverse 0.382 7.96 77.73 80.12 7.28 156.80

the numerical simulation is small for both unilateral and
double guide vanes. In the model test results, the points
of maximum efficiency and maximum output move to the
bottom left compared to the simulation results. However, the
difference becomes relatively large in the small-discharge and
large-discharge parts of the curve. This is mainly because, as
conditions deviate from the optimum, the turbine flowmove-
ment becomesmore complex.Thedifference also increased of
numerical simulation without considering the clearance and
frictional force between the runner and runner chamber.The
clearance between the guide vane and stay ring was not taken
into account either.

6. Conclusions

Numerical simulations and model tests were done of a
new bidirectional pit turbine for tidal power stations with
low head and large discharge under different guide-vane
openings, especially with unilateral or double guide vanes.

(1) The results of numerical simulation show that under
positive power generation, the unit exhibits high
efficiency, 90.49%, with a unilateral guide vane and
a discharge of 8.45m3/s. The output, 187.46 kW, is
large. However, the unit’s reverse power-generation
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Figure 11: Comparison of numerical simulation and model test
results for positive power generation with unilateral and double
guide vanes.

efficiency is low.The highest efficiency is only 71.55%,
and the output is 156.88 kW. The unit’s highest effi-
ciency was reduced to 85.81% in positive generation
with double guide vanes, with a discharge of 7.98m3/s
and an output of 167.94 kW. However, the efficiency
of reverse generation is significantly improved with
double guide vanes, with a highest efficiency of
80.66%, a discharge of 8.19m3/s, and an output of
162.01 kW.

(2) The model test results under corresponding con-
ditions converted to prototype data show that the
unit’s highest efficiency in positive power generation
is 89.36% with a unilateral guide vane, with a dis-
charge of 8.40m3/s and an output of 180.36 kW. The
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Figure 12: Comparison of numerical simulation and model test
results for reverse power generationwith unilateral anddouble guide
vanes.

unit’s highest efficiency in reverse power generation
is 69.64%, with a discharge of 8.69m3/s and an
output of 148.42 kW. The unit’s highest efficiency in
positive power generation with double guide vanes
is 84.03%, with a discharge of 7.84m3/s and an
output of 161.57 kW. The unit’s highest efficiency in
reverse power generation is 80.12%, with a discharge
of 7.96m3/s and an output of 156.80 kW.

(3) Considering the positive and reverse power-
generation performance, the turbine with double
guide vanes shows better performance.The efficiency
of reverse-double mode is greatly improved mainly
because of the formed circulation before water
flows into the runner. The results for discharge,
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output, and efficiency for the model test were lower
than those from the numerical simulation under
the same conditions, but the deviation was small.
The difference was caused by numerical simulation
without considering the clearance and frictional force
between the runner and runner chamber and the
clearance between the guide vane and stay ring. On
the whole, the results of the model test thus verified
the reliability of the numerical calculation.
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Offshore wave energy can be easily predicted and is proved to be much better than other forms of ocean energy such as shoreline
wave, near-shore wave, and tides. Research on offshore wave energy extraction has been carried out in many countries to meet the
growing demand for clean energy and reduce the impact on natural environment. This paper reviews the development of offshore
wave energy extraction systems in the recent decade. Several aspects are introduced, including a global wave energy resource
assessment, offshore wave energy extraction technologies, and the interaction between wave and floating buoy as well as linear
generators. Although various offshore wave energy extraction systems have been proposed and even tested, it is difficult to decide
which is the best one. In fact, design of floating buoy and linear generators plays an important role in the operational efficiency of
offshore wave energy extraction system. This review provides some useful guidelines for future studies in this field.

1. Introduction

Currently petroleum and coal resources count the majority
of world energy supply. However, consumption of petroleum
and coal resource is the main cause of serious environmental
problems such as acid rain and global warming. Thereby the
Kyoto protocol has been approved in 1997. In addition, the use
of nuclear energy may also lead to environmental problems
and safety issues. For example, one of the most disastrous
earthquakes on record hit Japan and brought about radiation
leakage fromFukushimaDaiichi Nuclear Power Plant in 2011.
Therefore, clean and renewable energy is increasingly needed
to meet the economy development and reduce the impact on
natural environment in the near future.

Wave energy, a source of renewable energy, has the
advantages of a high energy density and persistence and,
therefore, is a competitive candidate for energy supply. It
is estimated that the total amount of ocean wave energy is
2000 TWh/year, which amounts to about 10 percent of the
total electricity generated worldwide in 2005 [1, 2]. Ocean
wave energy along European west coast is estimated to be
able to meet the electricity demand in Western European
countries [3]. There are various methods of wave energy
extraction to realize the application by human beings [4–
6]. Research and development (R&D) programmes on wave

energy extraction are conducted in a number of countries,
such as Norway, Denmark, Portugal, Sweden, USA, and
Australia [7–10]. Following the targets for greenhouse gas
emissions reduction and the growing consumption of energy,
many researchers from electrical engineering, mechanical
engineering, and hydrodynamics are going into this research
field.

Despite a wide variety of technologies and more than
one thousand patents for wave energy extraction system,
which are generally classified according to working principle
(attenuator, point absorber, and terminator) and location
(shoreline, near-shore, and offshore), wave energy extrac-
tion is a hydrodynamic and mechanical process including
complex wave phenomena (radiation and diffraction) and
nonlinear oscillations, especially for the offshore wave energy
extraction systems. This explains why many wave energy
extraction systems are at the R&D or theoretical stage [11],
with only very few of which have been installed and tested
in waves.The point absorber PowerBuoy Prototype, designed
by Ocean Power Technologies (OPT) Inc. and installed off
the Hawaii coast, USA, represents one of the leading offshore
wave energy extraction systems that are currently operating
[12]. Another example for the leading offshore wave energy
extraction system is Pelamis, installed at Agučadoura Wave
Park, Portugal, and represents one of the technologies for
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wave energy extraction with a high power capture rate [13].
Provided that suitable methods are applied in the design,
construction, operation, and maintenance, offshore wave
energy would be a promising renewable energy.

Electrical generators are the conception of power takeoff
(PTO) of wave energy extraction systems which should allow
conversion of wave energy into usable electrical power. The
method of PTO depends on the location of wave energy
extraction station, but the general method of obtaining
electrical power is through conventional rotary generators
or linear generators [14]. However, the characteristics of
wave such as wave period, wave height, and seasonal vari-
ation cause the variability of energy absorption [15, 16].
Accordingly, designing a suitable generator for wave energy
extraction system in certain sea site is very necessary. In
addition, the survivability of electrical generators in extreme
conditions (e.g., typhoon or hurricane) is another issue that
should be considered.

The layout of the rest of the paper is as follows. The
second section is about wave energy resource in the world.
The third part is about technologies for offshore wave energy
extraction system, and the forth part is theoretical analysis of
interaction between wave and floating buoy. Before the last
section of conclusions, some linear generators of wave energy
extraction systems are discussed in the fifth section.

2. Wave Energy Resource

Wave energy is produced by the effect of wind on surface
water and is, therefore, indirectly considered as one type
of solar energy. In fact, the time-averaged energy flow is
concentrated when solar energy is converted into wind
energy, and wave energy is even more concentrated when
wind blows [17, 18]. Therefore, the availability of wave energy
is much higher than that of wind energy and solar energy
[19]. Wave energy consists of kinetic energy and potential
energy, which arise from the motion of waves. The total
amount of wave energymainly depends on the characteristics
of wave such as wave height, wave period, location, and
seasonal variation. In general, the stored energy per unit wave
surface in deep water (approximately a depth exceeding half
of thewavelength) is proportional to thewave height squared,
which can be described by the following equation [15, 18]:

𝐸 = 𝜌𝑔
𝐻
2

𝑠

8
, (1)

where 𝐸 is the stored energy per unit wave surface (J/m2), 𝜌
is the mass density of wave (1030 kg/m3), 𝑔 is the acceleration
of gravity (kg/m3), and 𝐻

𝑠
is the progressive harmonic plan

wave height (m). According to linear theory and superposi-
tion principle [20, 21], a real sea wavemay be characterized as
energy spectrumand the stored energy can be equally divided
between kinetic energy and potential energy.

Assessment of wave energy resource is one of the impor-
tant prerequisite work for wave energy extraction system
designing and prototype testing. Actually, (1) is not enough
for the assessment of wave energy resource. The assessment
should include the characteristics of wave (e.g., wave height,

wave period, water depth, and seasonal variation) and the
location of wave energy extraction system (e.g., channel,
reefs, harbor, and coast). In 1991, European Commission
started a project to investigate the characteristics of wave
energy and produced some recommendations for prototype
testing [22].TheWERATLAS, funded by European Commis-
sion and considered as a reference for wave energy extraction
system construction, proposed a proper numerical wind-
wave modeling to describe the detailed characteristics of
waves at 85 points off the Atlantic and Mediterranean coast
of Europe [23].

Generally, the annual mean wave energy in offshore (20∼
100 kW/m in the areas ofmoderate-to-high latitudes) ismuch
more than that in shoreline and near shore. Figure 1 shows the
global distribution of annual mean wave energy density [24–
27]. A large seasonal variation makes southern hemisphere
(e.g., southern coasts of South America, western coasts of
Europe, Africa, Australia, and New Zealand) a competitive
candidate for the location of wave energy extraction station.

3. Offshore Wave Energy Extraction
Technologies

The advantage of offshore wave energy extraction system lies
in that a great deal of wave energy and economic benefits
can be obtained through a high energy density in deep water
[28, 29]. However, construction and maintenance of offshore
wave energy extraction system are expensive and difficult due
to the complex sea condition. The system may be subject
to strong wave impulsive load (e.g., typhoon or hurricane)
and thereby damaged by peak pressures. Since 95% of energy
in offshore wave is between water surface and 7m under
water surface [28, 29], the objective of this section is to briefly
review the technologies in offshore wave energy extraction
system.

Offshore wave energy extraction systems are basically
oscillating floating bodies, and the horizontal dimensions of
these floating bodies are usually smaller than onewavelength.
The idea of converting offshore wave energy into electrical
energy has witnessed a significant development in recent
years. Some important examples of offshore wave energy
extraction systems are given below.

3.1. Single-Body Floating Systems. An early example of single-
body floating system is a floating buoy connected to a linear
permanent magnet generator of seabed-fixed device through
a rope, and the rope is kept tight by a spring under the linear
permanent magnet generator, as shown in Figure 2 [30–32].
Spring obtains wave energy during half a wave cycle (wave
from trough to crest) and drives linear permanent magnet
generator to produce electrical energy in another half of
the wave cycle (wave from crest to trough). One advantage
of this system is that the floating buoy’s nature angular
frequency in heave can be matched with the incident wave
angular frequency. A full-scale single-body floating system
(the radius of floating buoy is equal to 3m) was constructed
at a depth of 25m, 2 km off the Swedish west coast, and tested
in 2007 [30]. In the years to come, an array of single-body
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Figure 1: Approximate global distribution of annual mean wave energy density (kW/m) [24–27].
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Figure 2: Cross-sectional view of a wave energy extraction system
with single-body floating [30–32].

floating systems will be deployed at the same site to evaluate
the concepts of technology, ecology, and economy.

The backward bent duct buoy, another single-body float-
ing system (also known as an oscillating water column
converter), was designed in Japan under the leadership of
YoshioMasuda. Figure 3 shows the sketch of a backward bent
duct buoy [33]. In comparison with the frontward facing duct
buoy, the advantages of backward bent duct buoy are that the
oscillating water column could be designed to resonancewith
incident waves, and a high energy conversion rate with low
mooring force could be achieved [34]. The backward bent
duct buoy has been investigated in several countries (Japan,
Korea, China, and so on) and installed in Japan and China.
In the second half of 2006, a 12m long prototype with a novel
Walls turbine was installed off Ireland western coast [35].

3.2. Two-Body Floating Systems. The single-body floating
systems may cause some problems because of the unstable
distance between water surface and seabed-fixed device,

Oscillating water column

Wave

Air chamber
Generator

Buoyancy chamber

Horizontal duct
Moor Seabed

Figure 3: Sketch of a backward bent duct buoy [33].

especially under the condition of typhoon or hurricane. In
addition, installation of the device on seabed is expensive and
difficult. Two-body floating systems may be utilized instead,
where wave energy can be obtained through the relative
motion between two floating bodies. The characteristics of
oscillating of floating body are analyzed theoretically in
papers [31, 32]. One famous example of two-body floating
systems is PowerBuoy (shown in Figure 4) designed by
Ocean Power Technologies Inc. (an American company in
Pennington, NJ, USA), and installed off the Spain’s northern
coast with a capacity of 40 kW, in September 2008 [12].
The PowerBuoy consists of two floating bodies, the outer
one acts as a resonating body with incident waves and the
inner one as a fixed reference. The resultant mechanical
stroking between two floating bodies drives a generator to
produce electrical energy via a hydroelectric turbine, and
the produced electrical energy is delivered ashore by an
underwater cable.

Besides, PowerBuoy can be designed for strong wave
impulsive load (e.g., typhoon or hurricane). PowerBuoy’s
sensors monitor the relative motion of two floating bodies
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Figure 4: Sketch of a PowerBuoy by Ocean Power Technologies Inc.
[12].

Wave
Floating buoy

Hinged joint

Seabed

Moor

Figure 5: Sketch of the Pelamis [13].

and surrounding ocean waves continuously. In the case of
strong wave impulsive load, the PowerBuoy will shut off
and cease electrical energy production. The PowerBuoy will
continue to produce electrical energy when the strong wave
impulsive load has passed.

3.3. Multibody Floating Systems. The most successful wave
energy extraction system based on multibody floating sys-
tems is Pelamis (shown in Figure 5), which represents one
of the most widely-used offshore wave energy extraction
systems with a high power capture/unit weight [13]. This
system is a semisubmerged articulated structure consisting
of several floating buoys linked through hinged joints. The
relative vertical and horizontal motions of floating buoys are
resisted by hinged joints which are used to drive electrical
generators via high pressure oil and hydraulic motors. A set
of three Pelamis has been installed at the European Marine
Energy Centre of Orkney (a capacity of 750 kW) to establish
the first grid-connected offshore wave energy extraction
system for commercial purposes between 2004 and 2007.
The Aegir wave farm of Shetland is expected to increase its
capacity (10MW) by installing 13 Pelamis [36, 37].

4. Interaction between Wave and
Floating Buoy

Study of the interaction between wave and floating body
could benefit from previous investigations on the motion of
ship in waves. This section will review the motion of floating
buoy based on vertical wave force.

4.1. Added Mass and Damping of Floating Buoy. The hydro-
dynamic parameters such as added mass and damping play
an important role in the study of motion of floating buoy,
there exist a lot of numerical methods for calculating the

Figure 6: Floating buoy with water plane area 𝑆
𝑤𝑝

, submerged
volume 𝑉

𝑝

(volume of displaced water), and wet surface 𝑆 with unit
normal ⃗𝑛.

two hydrodynamic parameters of floating buoy, for example,
traditional wave source distribution method, finite element
variation formulations, and integrovariational method [38].
However, the above numerical methods are time consuming
and complicated. In fact, the two hydrodynamic parameters
of floating buoy can be simply calculated by the use of
eigenfunctions, especially for the low-frequencymotion [39].
Therefore, a quick calculation method consists of parameters
(e.g., water depth, radius of floating buoy, and its draft) and
summary formulas for the two hydrodynamic parameters are
proposed, and the calculation results are verified by some
available experimental results [40].

It is expected that calculation of the two hydrodynamic
parameters will optimize the dynamic performance of float-
ing buoy design and increase the efficiency of offshore wave
energy extraction system.

4.2. Vertical Wave Force on Floating Buoy. It is assumed that
the dimensions of heaving buoy are smaller than incident
wavelength, and the fluid is irrotational and incompressible
and experiences variation in sinusoidal curve as time goes
on. Then the linearized theory and potential energy theory
are applied. Generally, the velocity potential of wave [43] can
be expressed as

𝜙 = 𝜙
0
+ 𝜙
𝑑
+ 𝜙
𝑟
, (2)

where 𝜙
0
is incident potential, 𝜙

𝑑
is diffracted potential, and

𝜙
𝑟
is radiated potential.
From potential theory the vertical wave force 𝐹

𝑧
on the

wet surface 𝑆 (see Figure 6) can be written as

𝐹
𝑧
= −∬

𝑆

𝑝 ⃗𝑛
𝑧
𝑑𝑆 = 𝐹FK + 𝐹𝑑, (3)

where 𝑝 is hydrodynamic pressure, ⃗𝑛
𝑧
is vertical unit vector,

𝐹FK is Froude-Krylov force vector, and 𝐹
𝑑
is diffraction force

vector [15]. Consider

𝐹FK = 𝑖𝜔𝜌∬
𝑆

𝜙
0

⃗𝑛
𝑧
𝑑𝑆, (4)

𝐹
𝑑
= 𝑖𝜔𝜌∬

𝑆

𝜙
𝑑

⃗𝑛
𝑧
𝑑𝑆. (5)

In (4) and (5), 𝜌 = 1030 kg/m3 is the mass density of sea
water, and 𝜔 is the angular frequency of sea wave. Equation
(4) may be divided into one integral over the area 𝑆+𝑆

𝑤𝑝
and
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one integral over the area 𝑆
𝑤𝑝

by area integral method [44],
as shown in

𝐹FK = 𝑖𝜔𝜌∬
𝑆+𝑆𝑤𝑝

𝜙
0

⃗𝑛
𝑧
𝑑𝑆 − 𝑖𝜔𝜌∬

𝑆𝑤𝑝

𝜙
0

⃗𝑛
𝑧
𝑑𝑆. (6)

In addition, the integral over the area 𝑆 + 𝑆
𝑤𝑝

can be
transformed into one triple integral over the displaced water
volume 𝑉

𝑝
by divergence ∇ ⋅ (𝜙

0

⃗𝑛
𝑧
) and Gauss’ theorem

[15, 44]

𝑖𝜔𝜌∬
𝑆+𝑆𝑤𝑝

𝜙
0

⃗𝑛
𝑧
𝑑𝑆 = 𝑖𝜔𝜌∭

𝑉𝑝

(∇𝜙
𝑧
) ⋅ ⃗𝑛
𝑧
𝑑𝑉

= 𝑖𝜔𝜌∭
𝑉𝑝

𝜕𝜙
𝑧

𝜕𝑧
𝑑𝑉.

(7)

Therefore,

𝐹FK = 𝑖𝜔𝜌∭
𝑉𝑝

𝜕𝜙
𝑧

𝜕𝑧
𝑑𝑉 − 𝑖𝜔𝜌∬

𝑆𝑤𝑝

𝜙
0

⃗𝑛
𝑧
𝑑𝑆

= 𝜌∭
𝑉𝑝

𝑎
𝑧
𝑑𝑉 + ⃗𝑛

𝑧
𝜌𝑔∬
𝑆𝑤𝑝

𝜂
0
𝑑𝑆,

(8)

where 𝑎
𝑧
= 𝑖𝜔(𝜕𝜙

𝑧
/𝜕𝑧) and 𝜂

0
= −𝑖(𝜔/𝑔)𝜙

0
are the accelera-

tion and amplitude of floating buoy in terms of complex,
respectively.

In order to calculate the diffraction force vector 𝐹
𝑑
, it is

not necessary to calculate the diffracted potential 𝜙
𝑑
but the

proportional coefficient 𝜑
𝑧
of radiated velocity potential 𝜙

𝑟
.

From the Green’s theorem [3, 15], the diffraction force vector
𝐹
𝑑
can be expressed as

𝐹
𝑑
= 𝑖𝜔𝜌∬

𝑆

𝜙
𝑑

⃗𝑛
𝑧
𝑑𝑆

= −𝑖𝜔𝜌∬
𝑆

𝜑
𝑧

𝜕𝜙
0

𝜕𝑛
𝑧

𝑑𝑆 = −𝜌∬
𝑆

𝜑
𝑧
𝑎
𝑧
𝑑𝑆.

(9)

4.3. Motion Equation of Floating Buoy. As shown in Figure 6,
the floating buoy is subject to three forces, namely, the vertical
wave force 𝐹

𝑧
, the radiation force 𝐹

𝑟
, and the hydrostatic

buoyancy force 𝐹
𝑏
. According to Newton’s law, the motion

equation of floating buoy in heave may be written as

𝑚
𝑚
𝑎
𝑧
= 𝐹
𝑧
+ 𝐹
𝑟
+ 𝐹
𝑏
, (10)

where 𝑚
𝑚
is the weight of floating buoy. According to linear

theory, the radiation force 𝐹
𝑟
is proportional to the so-called

radiation impedance 𝑍
𝑧
= 𝑖𝑚
𝑧
+ 𝑅
𝑧
of floating buoy, and

the hydrostatic buoyancy force 𝐹
𝑏
is proportional to the

excursion 𝑆
𝑧
of floating buoy from its equilibrium position,

both of which can be written as

𝐹
𝑟
= −𝑍
𝑧
V̂
𝑧
,

𝐹
𝑏
≈ −𝜌𝑔𝑆

𝑤𝑝
𝑆
𝑧
,

(11)

where V̂
𝑧
is the speed of floating buoy in heave [15]. In terms

of complex amplitude (𝑎
𝑧
= 𝑖𝜔V̂

𝑧
= −𝜔
2

𝑆
𝑧
) and small-body

approximation the speed of floating buoy in heave may be
written as

V̂
𝑧
=

𝐹
𝑧

𝑖𝜔 [𝑚
𝑚
+ 𝑚
𝑧
] + 𝑅
𝑧
+ 𝑖 (𝜌𝑔𝑆

𝑤𝑝
/𝜔)

, (12)

where 𝑚
𝑧
and 𝑅

𝑧
are added mass and damping of floating

buoy, respectively.
Figure 7(a) shows a two-body floating system oscillating

in heave.The wave propagates in sinusoidal trace, at the wave
height of 1.4 meters and wave period of 5 seconds. Both
of the diameters of outer floating buoy and damper plate
(at the bottom of inner floating buoy) are equal to 2.4m.
The function of damper plate is to increase the damping
effect on inner floating buoy by the surrounding water. The
depths of submergence of outer and inner floating buoys are
shown in Figure 7(a). From the above theory of interaction
between wave and floating buoy, the speed curves of outer
and inner floating buoys in heave are shown in Figure 7(b).
Based on this concept of relative motion between outer and
inner floating buoys, a two-body floating system with a novel
permanentmagnet tubular linear generator rated at 5 kWwill
be installed off the eastern coast of China, in the second half
of 2013.

5. Linear Generators

The ultimate product of wave energy extraction system is
electrical energy, which is produced from various kinds of
electrical generators (e.g., conventional rotating generators or
linear generators) and delivered into a grid [45–49]. Electrical
generator is one of most important devices determining the
operation efficiency of wave energy extraction system. In
the case of conventional rotating generators, a linear-to-
rotary conversion device (e.g., air turbine, water turbine, or
hydraulic motor) is needed to convert the linear motion
of wave into a uniform rotary motion [50, 51]. Although
the first linear generator has been proposed since over 100
years ago in the USA [52], and linear generators have been
designed for wave energy extraction systems since the late
1970s [4], there are still very few kinds of linear generators
that have been tested in sea waves. In recent years, the term
“direct-drive wave energy extraction system” emerges, which
indicates coupling the wave’s speed and linear generator
directly without any pneumatics or complex linear-to-rotary
conversion systems. Thus, the complex conversion device is
avoided and the mechanical loss is, therefore, decreased.

5.1. Two-Sided PermanentMagnet Linear Generator. Archim-
edes Wave Swing [41] is a fully submerged wave energy
extraction system and consists of three parts: a two-sided
permanent magnet linear generator, a basement (bottom
part), and a floater (upper part), as shown in Figure 8.When a
wave crest is above theAWS, the floater is pushed down by the
added pressure of water, and when a wave trough is above it,
the floater is moved up by the reduced pressure of water. The
motion of floater is resisted by a two-sided permanentmagnet
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Figure 7: (a) A two-body floating system and (b) speed curves of outer and inner floating buoy in heave.
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Figure 8: Sketch of the AWS [41].

linear generator, and the sketch of this two-sided permanent
magnet linear generator is shown in Figure 9 [42]. There are
several advantages of a two-sided permanent magnet linear
generator:

(i) high force density,
(ii) reasonable work efficiency,
(iii) permanent magnet material is cheap,
(iv) the electricity is only restricted in stator.

The AWS is the first wave energy extraction system,
which is equipped with a permanentmagnet linear generator,
installed and tested in sea waves.

5.2. Permanent Magnet Tubular Linear Generator. A novel
three-phase permanent magnet tubular linear generator
(PMTLG) with Halbach array was proposed for wave energy
extraction system by Southeast University, China, in 2010

Translator Translator

Stator

Permanent magnet

Winding

Figure 9: Sketch of a section of the two-sided permanent magnet
linear generator, where the arrows in permanent magnet represent
the magnetization direction [42].

[53]. One significant advantage of PMTLG is that assistant
teeth are adopted to minimize the detent force and optimize
the dynamic performance of wave energy extraction system.
Figure 10 shows the structure of PMTLG. With the assistant
teeth, up to 70% of detent force is reduced. A wave energy
extraction systemequippedwith a PMTLGhas beendesigned
and tested in China under the supporting of National Natural
Science Foundation of China (NSFC), as shown in Figure 11.
The test results indicate that a large amount of wave energy
(3–5KW/m) can be obtained from the East China Sea and the
South China Sea, which is quite considerable because China
possesses a long coastline of over 18,000 km.

Besides, a new linear switched reluctance generator
was proposed for wave energy conversion by University
of Beira Interior, Portugal, in 2012 [54]. The numerical
analysis and optimization results showed that the proposed
linear switched reluctance generator was high force density,
robustness, and easy design and installation.
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Figure 10: (a) Cross-sectional view of the PMTLG; and (b) prototype of the PMTLG.

PMTLG

Floating buoy

Figure 11: Awave energy extraction systemwas installed in Xuanwu
Lake, China (in trial phase).

6. Discussions and Conclusions

Although many studies have analyzed offshore wave energy
extraction systems theoretically and a few kinds of prototype
have been tested in wave tank or real sea, some R&Dfinancial
supports from governments are still necessary for the con-
struction and maintenance of the extraction system in harsh
environment. In order to ensure a full-scale offshore wave
energy extraction system absorbing wave energy maximally,
the geometry and size of certain floating buoy should be

designed to resonance with incident waves. For this reason,
a larger size and capacity of linear generators are needed in
design and construct (D&C).

Offshore wave energy extraction systems are still far
from maturity. To develop a grid-connected and commercial
offshore wave energy extraction system is not an easy task.
Many difficulties and issues are still to be solved. Researchers
in related fields should cooperate to promote technological
development and avoid repetitive mistakes. It is believed that
high quality research results would lead to a better working
efficiency and economic benefit for the offshore wave energy
extraction system.

This review shows the current status of offshore wave
energy extraction technologies. The interaction between
wave and floating body, as well as linear generators, is also
illustrated.
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Oscillating water column (OWC) is the most widely used wave energy converting technology in the world. The impulse turbine is
recently been employed as the radial turbine in OWC facilities to convert bidirectional mechanical air power into electricity power.
3D numerical model for the impulse turbine is established in this paper to investigate its operating performance of the designed
impulse turbine for the pilot OWC system which is under the construction on Jeju Island, Republic of Korea. The proper mesh
style, turbulence model, and numerical solutions are employed to study the velocity and air pressure distribution especially around
the rotor blade.The operating coefficients obtained from the numerical simulation are compared with corresponding experimental
data, which demonstrates that the 3D numerical model proposed here can be applied to the research of impulse turbines for OWC
system. Effects of tip clearances on flow field distribution characteristics and operating performances are also studied.

1. Introduction

Oscillating water column (OWC) is the most widely used
wave energy technology in the world. It is utilized to convert
wave energy into low pressure pneumatic energy in the
form of a bidirectional air flow. Capable of rotating in one-
way under above flow conditions, Wells turbine or impulse
turbines linked to the electric generator in the air duct
is generally used to convert the dynamic air pressure into
mechanical energy.

A number of efforts have been made to study the operat-
ing performance of air turbines for OWC wave energy con-
verters. Maeda et al. [1] presented experimental research
reports on the impulse turbine within fixed guide vanes for
the OWC wave energy converter. Iffects of guide vanes on
Wells turbines in the reciprocating air flows are experimen-
tally investigated in [2], demonstrating better performance
than turbines without guide vanes. The self-starting charac-
teristics and operating performance of the Wells turbine in
irregular waves are studied by experimental and numerical
methods in [3]. Huang et al. [4] proposed a simple method

for dealing with effects of pressure drops induced by the
Wells turbine on the operating performance of air chambers.
The fitting formula is used, which is derived from laboratory
research on the flat plate as the Wells turbine’s pressure drop
substitute.

It was first investigated for the tip clearance of impulse
turbine by 3D numerical model, which has been reported by
Thakker and Dhanasekaran [5] that the turbine with 0.25 tip
clearance performed almost similar to the case of without tip
clearance for entire flow coefficients. An accurate description
of the steady three-dimensional flow field in a high solidity
Wells turbine was provided in [6]. The analysis has been per-
formed by numerically solving incompressible NS equations
in a noninertial reference frame rotating with the turbine. A
design method combining two powerful design tools (Pugh
concept analysis and 3D CAD environment) is used in [7] in
order to create an improved impulse turbine using a systemat-
ic method. An investigation on the performance of a Wells
turbine for wave energy conversion using the CFD method
was reported by Taha et al. [8]. The study utilized several
numericalmodels andNACA0020 blade profiles with various
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uniform tip clearances under steady flow conditions, and
it was validated with corresponding experimental data. The
automatic optimization procedure for a monoplane Wells
turbine using symmetric airfoil blades was carried out by
coupling an optimization algorithm with an industrial CFD
code in [9]. Pereiras et al. [10] proposed an improved radial
impulse turbine with newly designed blades and vane pro-
files using CFD method. The initial results of experimental
validation for twin unidirectional impulse turbine topology
were presented in [11]. In the experiment, a concept scale
model was built and tested using simulated bidirectional
flow. The model consisted of two 165mm impulse turbines
each individually coupled to 375W grid connected induction
machines.

Recent research and reports have pointed out that
impulse turbines could overcome shortcomings of Wells tur-
bines, such as poor self-starting characteristics and narrow
operating flow rate domains to keep high operating effi-
ciencies. Furthermore, most previous studies focused on
experimental investigation and were limited by laboratory
conditions and expenses. The incident air velocity distribu-
tion details in the whole flow domain, which are important
for investigation on effects of bi-directional air flows on the
efficiency of impulse turbines, were rarely obtained by the
experiments.

Although the impulse turbine rotates in a bi-directional
air flow, it is still valuable to analyze its performance in a
steady flow for design and optimization purposes. The
impulse turbine is planned to be utilized in the 500 kW
pilot OWC system on Jeju Island of Korea because of its
advantages on self-starting and stable power output. The
research team from Korea Maritime University has put
efforts on the numerical analysis and improvement for the
impulse turbine practical utilization [12–14]. The present
paper focused on the numerical simulation of optimized
impulse turbine performance, which has been validated by
the corresponding experimental data. The multiple reference
frame and mixing plane models are utilized for setting up
of numerical rotating machines, and RNG 𝑘-𝜀 turbulence
model is applied to deal with turbulent effects. 3D air
velocity and pressure distributions along the flow path are
simulated numerically and operating coefficients for various
tip clearances are compared for the purpose to improve and
optimize the design of impulse turbines.

2. Impulse Turbine for
Wave Energy Conversion

The typical three-dimensional impulse turbinemodel includ-
ing rotor blades and guide vanes [15] within the outline
utilized in the OWC pilot plant is shown in Figure 1. For the
rotor blade, the profile is elliptical in shape on the suction side
andhas a circular arc shape on the pressure side.There are two
rows of symmetrically placed plate-type fixed guide vanes on
both sides of the rotor. The camber line of the guide vanes
consists of a straight line and a circular arc.

The design profile and parameters of impulse turbines
used in the present paper are derived from corresponding
experiments in [1]. There are 30 rotor blades and 26 fixed

guide vanes.The rotor blade pitch 𝑆
𝑟
is 26.7mm, the width of

flow path 𝑡
𝑎
is 10.6mm, the spacing 𝐺 between the blade and

the guide vane represents 20mm, and the guide vane pitch
𝑆
𝑔
is 30.8mm.The rotor blade inlet angle is 60∘, the radius of

the circular arc is 30.2mm, and the lengths of the major and
minor axes of the elliptic arc on the suction side are 125.8mm
and 41.4mm, respectively. The hub diameter is 210mm, and
the tip diameter is 298mm.

The chord length of guide vanes is fixed at 70mm, and the
length of camber’s straight line is 34.8mm. The radius of the
circular arc of guide vane 𝑅

𝑎
and the camber angle of guide

vane 𝛿 vary with setting angles of the guide vane 𝜃.
Typical characteristics of the performance of an impulse

turbine in steady unidirectional flow are presented in terms of
input coefficient 𝐶

𝐴
, torque coefficient 𝐶

𝑇
, turbine efficiency

𝜂, and flow coefficient 𝜙. The definitions are given as follows
[16]:

𝐶
𝐴
=

2Δ𝑝𝑄
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,

(1)

where Δ𝑝, 𝑄, 𝜌
𝑎
, 𝑇
0
represent total pressure drop between

setting camber and atmosphere, air flow rate, air density,
and turbine output torque; V

𝑎
, 𝑟
𝑅
, 𝜔, 𝑈

𝑅
, 𝑏, and 𝑧 represent

mean axial flow velocity, mean radius, angular velocity of
the turbine, circumferential velocity at 𝑟

𝑅
, blade height, and

number of rotor blades, respectively.

3. Numerical Model

3.1. Governing Equations. In this study, the Reynolds-aver-
aged Navier-Stokes equations and continuity equations are
used as the governing equations.TheRenormalizationGroup
(RNG) turbulence model is taken into account for enclosing
equations:

𝜕𝜌
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+
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𝜕𝑥
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𝑥𝑖
+

𝜕
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𝑗

− 𝜌𝑢󸀠
𝑖

𝑢󸀠
𝑗

) ,

(2)

where 𝜌, 𝑢, 𝑃, 𝜇 are the air density, the velocity, body force,
and dynamic turbulent viscosity. Each of subscripts 𝑖, 𝑗, 𝑘
denotes one of the components corresponding to the spatial
axes of 𝑥, 𝑦, 𝑧. 𝛿

𝑖𝑗
represents the Kronecher Delta, and −𝜌𝑢󸀠

𝑖

𝑢󸀠
𝑗

is defined as Reynolds Stress.
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Figure 1: Impulse turbine with fixed guide vane.

RNG turbulence model induces the functions of turbu-
lent kinetic energy 𝑘 and turbulent dissipation rate 𝜀 to deal
with Reynolds Stress:

𝜕𝜌𝑘
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where
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3.2. Numerical Solutions. The computational domain is
divided into three parts: the up-stream guide vane domain,
the rotor blade domain, and the down-stream guide vane
domain, which is shown in Figure 2.The guide vane domains
are stationary, and the rotor blade domain rotates at different
RPMs (Revolutions Per Minute) and is defined using the
Moving Reference Frame (MRF) model to aid in the integra-
tion of rotating blades and stationary guide vanes.

As a consequence, the periodic angles for the rotor and
guide vanes are different. The mixing plane model has been
utilized to allow the modeling of one rotor blade/guide vane
combination in order tomake the calculation practical. In the
mixing planemodel, each fluid zone is solved as a steady-state
problem. After each iteration, the area-weighted averages
of flow data at the mixing plane interface are taken in the
circumferential direction on both the upstream and down-
stream boundaries. The above process is used to create pro-
files of flow properties, which are employed to update bound-
ary conditions along two zones of themixing plane interface.

The main boundaries of the computation domain are
also given in Figure 2. Rotational periodic boundaries were
defined at each side of rotor and guide vane regions. The
impermeable condition was employed for the cover and bot-
tom of computational domains. A velocity inlet was defined
at the inlet of the upstream guide vane region, and pressure
outlet boundaries were defined at the outlet of downstream
guide vane region, where the static pressure was set as the
gauge pressure and the default value in Fluent is utilized.
The detailed definitions of above boundary conditions are
described in the Fluent User’s Guide [17].

Governing equations are solved by using the Finite Vol-
ume Method (FVM). The Quick discretization is considered
for convection terms.The pressure-velocity coupling is calcu-
lated using the SIMPLEC algorithm. In the present study, the
rotation speed has been kept unchanged while the incident
velocity was varied to produce a range of flow coefficient.
Numerical frames and Cooper type meshes of the impulse
turbine are generated by the Grid-preprocess Software Gam-
bit 2.2 (Figure 3). The number of grids is around 2–2.5 ×

104 and Reynolds number is approximately 0.92 × 105, where
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Figure 2: 3D schematic of computational fluid domains.

the characteristic length is defined as the rotor blade pitch
𝑆
𝑟
. Meshes near the surface are refined using the boundary

layer regular grids in Fluent. Mesh independence effects
and 𝑌+ calculation have been performed in previous studies
[18]. Nonequilibrium wall functions were employed as the
near wall modeling, which were preferred to standard wall
functions due to their better capability to deal with complex
flows involving separation, reattachment, and strong pressure
gradients [17].

4. Results and Discussion

4.1. Experimental Validation. Operating performance of the
impulse turbinewithin various setting angles of guide vanes is
calculated and compared with experimental data in [1] using
the 3D numerical method proposed in the present paper. As
shown in Table 1, the radius of circular arc of guide vane 𝑅

𝑎

and the camber angle of guide vane 𝛿 vary with the setting
angles of the guide vane 𝜃. The tip clearance employed in
this section is 𝑇

𝐶
= 1mm. Comparisons between experi-

mental and numerical results for input coefficients, torque
coefficients, and turbine efficiencies are shown in Figures 4–
6, respectively. For the flow coefficient 𝜙, the values defined
at the incident velocity inlet are considered as mean axial
velocities V

𝑎
in the numerical model.

From Figure 4, it can be seen that 3D input coefficients
𝐶
𝐴

from the numerical simulation are overpredicted for
15∘ setting angle because of the overprediction of pressure
difference, which is induced by overestimation of air flows
hitting on the pressure side of rotor blades in the numerical
model. Within setting angles increasing, the overestimation
effects will reduce. Idealized conditions including smooth
blade surfaces and flow paths cause less pressure drops along
the air flow traveling, consequently the input coefficients
are underestimated comparing with experimental results at
larger setting angles. For the torque coefficient𝐶

𝑇
in Figure 5,

the computed values generally agreed well with measured
values. Since turbine output torque is derived from normal
vectors of surface forces, the underprediction of pressure
difference between blade two sides as described above has

Table 1: Variation of guide vane profiles.

𝜃 (∘) 𝑅
𝑎

(mm) 𝛿 (∘)
15 32 75
22.5 34.6 67.5
30 37.2 60
37.5 41.7 52.5
45 47.5 45

Figure 3: Schematics of 3D computational meshes for impulse
turbine.

caused driving torques decreasing. Therefore, torque coeffi-
cients will be underpredicted comparing with experimental
results.

The computational prediction for turbine efficiencies 𝜂
as shown in Figure 6 matches well with experimental results
especially at high flow coefficients except 15∘ setting angle.
The smaller values for 15∘ setting angle are generated by
numerical overestimating for input coefficients. The above
comparisons imply that the present 3D numerical model
has shown its ability to predict the operating performance
of the impulse turbine and RNG turbulent model produces
good results in the higher rotational speed of the turbine,
comparing with the prediction using standard 𝑘-𝜀 turbulent
model in lower flow coefficients in [5].

4.2. Effects of Tip Clearance. The tip clearance of the impulse
turbine is defined as the distance between the outside diam-
eter and the tip of rotor blade. In the present study, the
outside diameter is fixed and the tip clearance changes with
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Figure 4: Comparison between numerical and experimental results on input coefficients.
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Figure 7: Flow path line distributions for various tip clearance ratio (𝜙 = 1.5).

the variation of rotor blade heights. The setting angle of the
guide vane in this section is fixed as 30∘. Tip clearance ratio
𝑇
𝐶
is employed to demonstrate the effects of the tip clearance

on impulse turbines, defined as follows:

𝑇
𝐶
=

𝑡

𝑟
𝑡

, (5)

where 𝑡 is the tip clearance and 𝑟
𝑡
is the tip radius. Five ratios

(𝑇
𝐶

= 0, 0.17%, 0.35%, 1.03%, 1.72%) are utilized, where
the tip radius is fixed and tip clearance varies as 0, 0.5mm,
1.0mm, 3.0mm, and 5.0mm according to the variation in
the rotor blade height (45mm, 44.5mm, 44mm, 42mm, and
40mm). Although 𝑇

𝐶
= 0 is difficult to achieve in the arena

of practical engineering, it is necessary to show its influence
on flow distribution and turbine efficiency, which is helpful
for design and further optimization.

Flow path lines on the rotor blade surface within different
tip clearance ratios are given in Figure 7. It can be seen that
path line distribution on the suction surface is uniform as 𝑇

𝐶

is zero. Vortexes are generated at the leading edge of blade
along the blade passage and make the flow structure more
complex. It also should be noted that no air flows on the
pressure surface can overtop and affect the flow field around
the suction side because of the structure characteristics.
When the tip clearance ratio occurs, air flows not only
generate vortexes at the leading edges but also overtop the
rotor blade tip from pressure surface and generate vortex
rolling-up around suction surface. Once above phenomena
occurs, this part of air flows cannot contribute to the toque
generation on pressure surface and induce energy loss to

cause a decrease in efficiency. It can be imaged that more
energy will be lost when the tip clearance increases.

Figure 8 illustrates the gauge pressure distributions on
rotor blade surfaces for various tip clearances under certain
flow coefficients. On the suction side, the vortex occurs near
40% of blade passage width for all the tip clearance ratios.The
size of the vortex keeps growing as the tip clearance decreases.
On the other hand, the tip leakage vortex occurs at the trailing
edges on the pressure surface especially for all nonzero tip
clearance ratios and there is no visible vortex generated on
the pressure surface for 𝑇

𝐶
= 0. From Figure 8, it can be

interpreted that the tip leakage flow induces a significant area
of low-momentum fluid.

Effects of the tip clearance ratio on turbine efficiency are
illustrated in Figure 9. As shown in Figure 9(a), the difference
of input coefficients with different 𝑇

𝐶
is minor when the flow

coefficient is small (𝜙 ⩽ 0.5). At higher flow coefficients, input
coefficients become larger with flow coefficients increasing.
On the other hand, it can be concluded from Figure 9(b)
that torque coefficients will decrease as the tip clearance
ratio grows. In Figure 9(c), turbine efficiency will get larger
together with flow coefficients as 𝜙 < 1. After the peak of flow
coefficients, the turbine efficiency will get smaller. Impulse
turbines with smaller tip clearances show better operating
performance because of its lower energy loss over the tip of
its rotor blades.

Generally, it can be concluded that tip clearance has
significant effects on turbine efficiency. Although turbines
with smaller 𝑇

𝐶
possess better operating performance, the

complex structure of impulse turbines leads to difficulty in
manufacturing. Therefore, it is necessary to consider all the
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Figure 8: Pressure distribution on blade surfaces for various tip clearances (𝜙 = 1.5).

influential factors and the tip clearance ratio 0.35% ⩽ 𝑇
𝐶
⩽

1.03% is optimal in the selected domain of tip clearance
values. According to the above analysis, optimization of rotor
blades to reduce vortex rolling-up will also improve the
turbine efficiency.

5. Conclusions

In this paper, a 3D numerical predicting model was estab-
lished to investigate the operating performance characteris-
tics of the impulse turbine, which has been improved from
the basic design and is planned to be utilized in the 500 kW
pilot OWC system on Jeju Island, Republic of Korea. The
3D numerical model was compared and validated with the

experimental data for various setting angles of guide vanes.
The close agreement of computational and experimental data
shows the capability of the present numerical methodol-
ogy on predicting flow distribution and turbine operating
performance. RNG turbulent model shows better capability
especially for higher flow coefficients within large rotating
velocities.

Effects of tip clearance on turbine efficiency for the
designed impulse turbine presented in this paper were stud-
ied numerically. It can be seen that larger tip clearance will
cause more air flows from the pressure surface overtopping
the tip of rotor blade and vortex rolling-up. Although smaller
tip clearance generates better operating performance of
impulse turbine, manufacturing and assembling difficulties
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Figure 9: Numerical results of turbine performance for various tip clearance ratios.

will restrict the application of small tip clearance. Overall
considering of operating performance and turbine fabrica-
tion, the value of tip clearance is recommended to be around
0.3 for better torque output and wave energy conversion.
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