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With the avalanche of genomic and proteomic data generated in the postgenomic age, it is highly desirable to develop automated methods for rapidly and effectively analyzing and predicting the structure, function, and other properties of DNA and protein. The machine learning methods have become an important strategy for the discovery of potential knowledge in genomics and proteomics. Researches in recent years have shown tremendous advances in the properties prediction of DNA fragments and protein sequences by various pattern recognition methods. These techniques provide economical and timesaving solutions for identifying the properties of DNA and protein. This special issue was hosted for the recent development of the application of machine learning methods in genomics and proteomics.

In this special issue, five works focused on the protein classification. How to extract key features from a protein was a key step in the discrimination of protein class. B. Liu et al. proposed to use Position-Specific Score Matrix (PSSM) and Accessible Surface Area (ASA) to formulate protein samples. The hidden Markov support vector machine (HM-SVM) was employed to predict protein binding site. Simulation in five-fold cross-validation on a benchmark dataset including 1124 protein chains showed that their method is more accurate for protein binding site prediction than some state-of-the-art methods. This method can also be applied in DNA binding site, vitamin binding site, and posttranslational modification of proteins.

Based on chemical shift (CS) information derived from nuclear magnetic resonance (NMR), F. Yonge proposed a novel feature to predict protein supersecondary structures. The quadratic discriminant (QD) analysis was selected as the prediction algorithm. Overall accuracy in threefold cross-validation is 77.3% for predicting four types of supersecondary structures. According to the concept of pseudo amino acids, G.-L. Fan et al. proposed the average chemical shifts (ACS) composition and established an online webserver called acACS which was calculated from average chemical shift information and protein secondary structure. By using SVM as the classification algorithm, the acACS was used in the discrimination between acidic and alkaline enzymes and between bioluminescent and nonbioluminescent proteins. Encouraging results were achieved. The protein secondary structure, structure class, and disorder region can be predicted using the AC-based method.

L. Nanni et al. proposed to combine different features to improve protein prediction. These features include amino acids composition, PSSM, and substitution matrix representation (SMR). Each feature is used to train a separate SVM. Total of 15 benchmark datasets were used to evaluate the performance of their proposed method. Comparative
results show that the PSSM always produces good accuracies. However, no single descriptor is superior to all others across all test datasets. The major contribution in this paper is to propose an ensemble of classifiers for sequence-based protein classification.

H. Lin et al. briefly reviewed the development of ion channel prediction using machine learning method. They initially introduced how to construct a valid and objective benchmark dataset to train and test the predictor. Subsequently, the mathematical descriptors were presented to formulate the ion channel sequences. Moreover, two feature selection techniques on how to optimize feature set were described. Finally, the support vector machine was suggested performing classification. The methods introduced in that review can be generalized into other protein prediction fields as well.

The paper from P. Feng et al. was the unique work focused on DNA prediction using machine learning method. They proposed a novel descriptor called pseudo K-tuple nucleotide composition (PseKNC) to formulate the DNA sequences. The feature is calculated from K-tuple nucleotide composition and the structural correlation of DNA dinucleotides. Subsequently, the SVM was used to predict DNase I hypersensitive sites. The jackknife cross-validated accuracy is 83%, which is competitive with that of the existing method. This new descriptor can also be widely used in DNA regulatory elements prediction.
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In cells, ion channels are one of the most important classes of membrane proteins which allow inorganic ions to move across the membrane. A wide range of biological processes are involved and regulated by the opening and closing of ion channels. Ion channels can be classified into numerous classes and different types of ion channels exhibit different functions. Thus, the correct identification of ion channels and their types using computational methods will provide in-depth insights into their function in various biological processes. In this review, we will briefly introduce and discuss the recent progress in ion channel prediction using machine learning methods.

1. Background

Ion channels are a diverse group of proteins that extend across the lipid membrane of cells and form channel pores [1]. They allow ions to move into and out of the cell to establish and control the voltage gradient across the cell membrane in response to stimuli, such as ligand, voltage, and pressure changes. Many biological processes including muscle contraction, neuronal excitability, epithelial transport of nutrients and ions, hormone secretion, T-cell activation, and pancreatic beta-cell insulin release are all controlled and regulated by ion channels [2].

It has been reported that the normal function of ion channels can be disrupted by chemicals and genetics, which would result in negative impact on the organism [2]. For example, channelopathies are caused by mutations in ion channel-encoding genes [3]. Moreover, various neurotoxins bind to ion channels to modulate the nervous systems of animals. Since ion channels have such important biological function in various biological processes, scientists have developed drugs to target them for disease therapy. Ion channels have been demonstrated as valuable targets for the treatment of epilepsy, chronic pain, and other diseases [4].

Over 300 types of ion channels have been found in living cells [5]. Most channels are ion-selective and ion-specific. For example, most of potassium channels have a permeability ratio for potassium over sodium of 1000:1 [6]. Based on their biological properties, ion channels can be clustered into numerous types. The ion channels activated by the binding of ligand molecules (such as a neurotransmitter) are called ligand-gated ion channels (LGIC) that can be further classified into three superfamilies, namely, Cys-loop receptors, ionotropic glutamate receptors, and ATP-gated channels. Voltage-gated ion channels (VGIC) are another kind of ion channels which open to allow ions to pass through the membrane in response to the changes in electrical potential difference. According to ion type permeability, the VGICs can be further classified into potassium (K), sodium (Na), calcium (Ca), and anion VGICs. Moreover, some ion channels can also be opened and closed by mechanical forces, temperature, and pressure. However, the number of these ion channels is too few to have statistical significance. Thus, this review focuses on the prediction of ligand-gated and voltage-gated ion channels.

Different ion channel types perform different biological functions and regulate different biological possesses. To
Table 1: List of databases related with ion channels.

<table>
<thead>
<tr>
<th>Name</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDB</td>
<td><a href="http://www.rcsb.org/pdb/home/home.do">http://www.rcsb.org/pdb/home/home.do</a></td>
</tr>
<tr>
<td>Uniprot</td>
<td><a href="http://www.uniprot.org">http://www.uniprot.org</a></td>
</tr>
<tr>
<td>IUPHAR</td>
<td><a href="http://www.iuphar-db.org">http://www.iuphar-db.org</a></td>
</tr>
<tr>
<td>LGIC</td>
<td><a href="http://www.ebi.ac.uk/compneur-srv/LGICdb/LGICdb.php">http://www.ebi.ac.uk/compneur-srv/LGICdb/LGICdb.php</a></td>
</tr>
</tbody>
</table>

Table 2: List of three programs.

<table>
<thead>
<tr>
<th>Name</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD-HIT</td>
<td><a href="http://weizhong-lab.ucsd.edu/cd-hit">http://weizhong-lab.ucsd.edu/cd-hit</a></td>
</tr>
<tr>
<td>PISCES</td>
<td><a href="http://dunbrack.fccc.edu/PISCES.php">http://dunbrack.fccc.edu/PISCES.php</a></td>
</tr>
</tbody>
</table>

identify the types of ion channels, traditional biochemical experimental methods are time-consuming and costly, whereas computational methods are cost-effective. Therefore, in this paper, we review the development of machine learning methods in the prediction of ion channel and their types. To predict ion channels using machine learning method, the following issues should be considered. (i) How to construct a valid and objective benchmark dataset to train and test the predictor? (ii) How to formulate the ion channel sequences using an effective mathematical descriptor which can truly reflect the properties of samples? (iii) How to develop or use a machine learning algorithm to perform the prediction? (iv) What kind of cross-validation tests should be used to evaluate the anticipated accuracy of the predictor? We will discuss each issue in turn.

2. Published Databases

The first essential requirement in developing computational methods for the prediction of ion channels is to obtain a benchmark database. At present, many public databases are available online. Some of these original databases, such as protein data bank (PDB) [7] and universal protein resource (UniProt) [8], have deposited many ion channel data. Based on these databases and related publications, some special databases such as IUPHAR (International Union of Basic and Clinical Pharmacology) database [9], ligand-gated ion channel database [10], and VKCDB [11] have been built. The web addresses of these databases are listed in Table 1.

However, the databases listed above are not suitable for ion channel prediction using machine learning methods, because the data deposited are redundant and are of low quality. A reliable and objective benchmark dataset should be constructed by the following strategies: (i) if the protein sequence of an ion channel contains ambiguous residues (such as “B,” “X,” and “Z”), the ion channel must be excluded; (ii) if sequences are fragments of other proteins, the sequences must be excluded; (iii) if an ion channel is inferred from homology or prediction, the ion channel must also be excluded; and (iv) the highly similar sequences must be excluded for objectivity, because the high similarity data will lead to overestimating the performance of the proposed predictors.

In order to exclude highly similar sequences from these datasets, BLASTClust, CD-HIT [12], and PISCES [13] have been developed and could be freely obtained at the addresses listed in Table 2. BLASTClust is a program that can be used to cluster either protein or nucleotide sequences. However, since it requires all against all comparisons of sequences for optimal results [14], the efficiency of this program is relatively low. Owing to the clustering efficiency and capability to handle extremely large databases, CD-HIT has been widely employed to remove redundant sequences. However, CD-HIT cannot deal with sequences with sequence identity below 40%. To overcome this shortcoming, PISCES was proposed in 2003, which can exclude proteins with the sequence identity of 25% [13].

According to the above mentioned public databases and sequence culling programs, four benchmark datasets of ion channels have been proposed in previous studies [15–19].

The first benchmark dataset S1 [19] contains 1574 nonion channels and 473 ion channels, of which 164 are potassium, 27 sodium, 27 calcium, and 18 chloride VGICs. The sequence identity between any two sequences in S1 is less than 90%. These data are derived from the Swiss-Prot database.

The second nonredundant benchmark dataset S2 [17] contains 37 Kv1, 16 Kv2, 18 Kv3, 15 Kv4, and 14 Kv7 subfamilies of voltage-gated K+ channels. These data are derived from the VKCDB database.

The third benchmark dataset S3 [16] contains 300 nonion channel membrane proteins and 298 ion channel proteins. The ion channel dataset contains 148 VGICs (81 potassium, 29 calcium, 12 sodium, and 26 anion VGICs) and 150 LGICs. The sequence identity of this dataset is less than 40%. These data are derived from the Uniprot and LGIC databases.

The fourth benchmark dataset S4 [15] contains 217 voltage-gated K+ channels, composed of 82 Kv1, 16 Kv2, 37 Kv3, 32 Kv4, 10 Kv6, and 40 Kv7 families, respectively. The sequence identity of this dataset is less than 60%. These data are derived from the VKCDB database.
3. Methods

3.1. Protein Description. Use of informative parameters to represent the ion channel samples is the second essential requirement for bioinformatics prediction. Here, three kinds of features, amino acid compositions, dipeptide compositions, and tripeptide compositions, were used to represent ion channels and expressed as follows:

\[ f_{20}(i) = \frac{x_{20}(i)}{\sum_{i} x_{20}(i)}, \]  
\[ f_{400}(j) = \frac{y_{400}(j)}{\sum_{j} y_{400}(j)}, \]  
\[ f_{8000}(k) = \frac{z_{8000}(k)}{\sum_{k} z_{8000}(k)}, \]

where \( x_{20}(i), y_{400}(j), \) and \( z_{8000}(k) \) are the occurrence number of residues \( i, \) the number of occurrences of dipeptide \( j, \) and the number of occurrences of tripeptide \( k \) in the protein sequence of an ion channel, respectively. 20, 400, and 8000 are the number of the standard amino acids, the number of combination of dipeptides, and the number of combination of tripeptides, respectively.

3.2. Feature Selection. Theoretically, high dimension features will lead to three serious issues, that is, overfitting, information redundancy, or noise and dimension disaster [20]. These issues would result in low generalization ability of the predictor, poor prediction accuracy, and time-consuming computations. Thus, it is necessary to use feature selection techniques to optimize feature set for economizing the time for computation and building robust prediction models. In the following section, we will discuss how to use three feature selection techniques, that is, analysis of variance, correlation-based feature selection, and binomial distribution, to select optimal features.

3.2.1. Analysis of Variance (ANOVA). To evaluate the contribution of features to the classification, the \( F \) value \( (F(\lambda)) \) of the \( \lambda \)th feature can be defined as

\[ F(\lambda) = \frac{s_B^2(\lambda)}{s_W^2(\lambda)}, \]  
where \( s_B^2(\lambda) \) is called means square between (MSB) and denotes the sample variance between classes and \( s_W^2(\lambda) \) is called mean square within (MSW) and denotes sample variance within classes. They can be calculated by [16]

\[ s_B^2(\lambda) = \frac{\sum_{i=1}^{K} n_i ((\sum_{j=1}^{n_i} f_{ij}(\lambda))/n_i - (\sum_{i=1}^{K} \sum_{j=1}^{n_i} f_{ij}(\lambda))/\sum_{i=1}^{K} n_i)^2}{d_f_B}, \]
\[ s_W^2(\lambda) = \frac{\sum_{i=1}^{K} \sum_{j=1}^{n_i} (f_{ij}(\lambda) - (\sum_{j=1}^{n_i} f_{ij}(\lambda))/n_i)^2}{d_f_W}, \]

where \( K \) and \( N \) represent the number of classes and total number of samples, respectively. \( f_{ij}(\lambda) \) represents the frequency of the \( \lambda \)th feature of the \( j \)th sample in the \( i \)th class. \( n_i \) is the number of samples in the \( i \)th class. \( d_f_B = K - 1 \) is the degrees of freedom for MSB and \( d_f_W = N - K \) the degrees of freedom for MSW.

Based on the theory of statistics, the \( F(\lambda) \) in (4) obeys \( F \) sampling distribution with degrees of freedom \( d_f_B \) and \( d_f_W \). The \( F(\lambda) \) measures the contribution of the \( \lambda \)th feature related to the class variables. In the absence of differences between groups, the \( F(\lambda) \) will be close to 1. In other words, the feature with a larger \( F(\lambda) \) indicates that it is a more highly relevant one for the target to be predicted. Thus, features can be initially ranked according to \( F \) value.

3.2.2. Correlation-Based Feature Selection (CFS). The heart of the correlation-based feature selection algorithm is to evaluate the merit of a feature subset and exclude the redundant features which are highly correlated with one or more of the other features. The merit of a feature subset \( S \) containing \( k \) features is defined by the following equation [15]:

\[ \text{Merit}(S, k) = \frac{k \overline{r}_{cf}}{\sqrt{k+k(k-1) \overline{r}_{ff}}}, \]

where \( \overline{r}_{cf} \) is the average feature-class correlation expressed as in the following equation and \( \overline{r}_{ff} \) the average feature-feature intercorrelation, which can be defined as

\[ \overline{r}_{cf} = \frac{1}{k} \sum_{c \neq f} r_{cf}, \]
\[ \overline{r}_{ff} = \frac{2}{k(k-1)} \sum_{c \neq f} r_{cf}, \]

where \( c \) is the class. The numerator in (8) indicates predictive ability of subset \( \theta \) and the denominator stands for redundancy among the features. In fact, (7) is the Pearson’s correlation where all variables have been normalized. The numerator gives an indication of how predictive a group of features are, whereas the denominator describes how much redundancy there is among them.

3.2.3. Binomial Distribution (BD). For a stochastic event, two possible cases, namely, occurrence and nonoccurrence, will happen when one observes the \( i \)th feature occurring in the \( k \)th type set [18]. Each outcome has a fixed probability when benchmark dataset has been fixed. This probability is called prior probability \( p_k \).

The total occurrence number of the \( i \)th feature in benchmark dataset is expressed as \( N_i \). That is to say, under the condition of the prior probability \( p_k \), one performs trial or observation with \( N_i \) times. The posterior probability \( p_k \) of the \( i \)th feature occurring \( n_k \) or more times in the \( k \)th type set can be calculated as follows

\[ P_k = 1 - C_{L_k} \sum_{m=n_k}^{N_i} \frac{N_i!}{m! (N_i - m)!} p_k^m (1 - p_k)^{N_i - m}, \]
where CLᵢₖ is the confidence level (CL) of the ith feature in the kth dataset. Based on small probability event principle, if \( P_{k} \) is a small means, the feature i appearing in dataset \( k \) is not random. The feature with a small \( P_{k} \) indicates that it is a more highly relevant one for the target to be predicted. Thus, features can be initially ranked according to \( P_{k} \) value.

The incremental feature selection (IFS) can be used to determine the optimal number of features. The IFS procedure includes the following steps: starting with one feature with the first score in the feature set, adding the second feature with the second score, adding the third feature with the third score, and repeating this process until all candidate features are added. Finally, the proposed machine learning methods are used to investigate the performance of each feature subset. The feature subset which can yield the maximum accuracy is the optimal feature subset.

### 3.3. Support Vector Machine (SVM)

The third essential key for bioinformatics is to select an efficient and accurate machine learning method to make a predictive decision. SVM is a kind of machine learning method which has been successfully used in wide fields of ion channel prediction. Many researchers have developed free and convenient software packages for the implementation of SVM, such as LibSVM [21] and SVM_Light [22].

The basic idea of the SVM is described as follows. For a two-class classification problem, a series of training vectors \( \vec{X}_i \in \mathbb{R}^d \) \( (i = 1, 2, \ldots, N) \) with corresponding labels \( y_i \in \{+1, -1\} \) \( (i = 1, 2, \ldots, N) \) can be generated. Here, +1 and −1, respectively, indicate the two classes. SVM maps the input vectors \( \vec{X}_i \in \mathbb{R}^d \) into a high dimensional feature space in order to construct an optimal separating hyperplane with the largest distance between the two classes. The decision function implemented by SVM is written as

\[
    f(\vec{X}) = \text{sgn}\left( \sum_{i=1}^{N} y_i \alpha_i \cdot K(\vec{X}_i, \vec{X}) + b \right),
\]

where \( K(\vec{X}_i, \vec{X}_j) \) is a kernel function which defines an inner product in a high dimensional feature space. There are three kinds of kernel functions for the nonlinear classification problems defined as follows.

**Polynomial function**

\[
    K(\vec{X}_i, \vec{X}_j) = (\vec{X}_i \cdot \vec{X}_j + 1)^d.
\]

**Radial basis function (RBF)**

\[
    K(\vec{X}_i, \vec{X}_j) = \exp\left( -\gamma \|\vec{X}_i - \vec{X}_j\|^2 \right).
\]

**Sigmoid function**

\[
    K(\vec{X}_i, \vec{X}_j) = \tanh\left[ b (\vec{X}_i \cdot \vec{X}_j) + c \right].
\]

The coefficients \( \alpha_i \) can be solved by the following convex quadratic programming (QP) problem:

\[
    \text{Maximize} \quad \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_i \alpha_j y_i y_j K(\vec{X}_i, \vec{X}_j)
\]

subject to \( 0 \leq \alpha_i \leq C \),

where \( \sum_{i=1}^{N} \alpha_i y_i = 0, i = 1, 2, \ldots, N \). The regularization parameter \( C \) can control the trade-off between margin and misclassification error.

For multiclass problems, several strategies such as one-versus-rest (OVR), one-versus-one (OVO), and DAGSVM are applied to extend the traditional SVM. Because the RBF usually outperforms polynomial function and sigmoid function, the RBF is widely used in bioinformatics. The regularization parameter \( C \) and kernel parameter \( \gamma \) were tuned to optimize the classification performance using grid search with cross-validation.

### 3.4. Criteria for Performance Evaluation

In developing a useful statistical predictor, it is very important to objectively evaluate its performance or anticipated success rate. Here, a set of more intuitive and easier-to-understand metrics is introduced. Those are sensitivity (Sn), specificity (Sp), accuracy (Acc), and Matthew’s correlation coefficient (MCC) defined as [23]

\[
    \text{Sn} = 1 - \frac{N^-}{N^+},
\]

\[
    \text{Sp} = 1 - \frac{N^-}{N^-},
\]

\[
    \text{Acc} = 1 - \frac{(N^+ + N^-)}{(N^+ + N^-)},
\]

\[
    \text{MCC} = \frac{1 - (N^+/N^+ + N^-/N^-)}{\sqrt{(1 + (N^+ - N^-)/N^+)(1 + (N^- - N^+)/N^-)}},
\]

where \( N^+ \) is the total number of the positives while \( N^- \) is the number of the positives incorrectly predicted as the negatives; \( N^- \) is the total number of the negatives while \( N^+ \) is the number of the negatives incorrectly predicted as positives. These four metrics are generally used in statistical prediction for quantitatively measuring the performance of a predictor from four different angles.

Three cross-validation tests, that is, independent dataset test, subsampling (or K-fold cross-validation) test, and jackknife test, are often used to evaluate the anticipated success rate of a predictor [24]. The K-fold cross-validation is a kind of rigorous and objective method for evaluating the predictive performance of predictors. For K-fold cross-validation, the dataset is divided into K equal parts. Of these K parts, K − 1 parts are used for training and the Kth part is used for testing. This process is repeated K times for all K parts and the success rate is the average of the K times tests. The jackknife test is
deemed the least arbitrary one and hence has been widely used in the realm of bioinformatics. In the jackknife test, each sequence in the training dataset is in turn singled out as an independent test sample and all the rule-parameters (Sn, Sp, Acc, and MCC) are calculated without including the one being identified.

4. Published Results

Although many works have investigated the dynamics of ion channel, only few pattern recognition methods focused on the prediction of ion channels. The pioneering works for the prediction of ion channels were carried out independently by two groups in 2006.

Based on the benchmark dataset S1, a SVM-based method (SVM_light package) was proposed to discriminate ion channels from nonion channels [19]. In five-fold cross-validation, the Accs of 82.89% and 85.56% were achieved by using amino acid composition (1) and dipeptide composition (2), respectively. Authors also investigated the performance of position-specific scoring matrix (PSSM) generated from PSI-BLAST (Position-Specific Iterative Basic Local Alignment Search Tool) which can provide the distant relationships between proteins. Three iterations of PSI-BLAST were carried out at a cut-off E-value of 0.01. Then the accuracy of 84.22% was obtained by using the five-fold cross-validation. By combining dipeptide composition with position-specific scoring matrix, the five-fold cross-validated accuracy increased to 89.11%. Subsequently, these methods were used to predict potassium, sodium, calcium, and chloride VGICs. For further improving the accuracy, the Hidden Markov model (HMM) profiles of the four types of VGICs were constructed using the HMMER software package. Each protein sequence was aligned in a multiple sequence alignment using ClustalW. The E-value threshold (E-value) was set to 0.01. As a result, the five-fold cross-validated Acc reached 97.78% by using the hybrid method that combines dipeptide-based SVM and Hidden Markov model methods. The SnS (MCC) of potassium, sodium, calcium, and chloride VGIC predictions are 99.38% (0.96), 96.00% (0.93), 96.00% (0.98), and 86.67% (0.92). Based on these approaches, a web server VGIchan (http://www.imtech.res.in/raghava/vgichan/) was developed for predicting and classifying voltage-gated ion channels. This is the first online server for ion channel prediction using a machine learning method.

Based on the benchmark dataset S2, Liu et al. [17] predicted the five subfamilies of potassium VGICs using SVM combined with dipeptide composition (2). In the jackknife cross-validation, the average Acc of 98.0% was achieved with the average Sn of 89.9%, Sp of 100%, and MCC of 0.94.

Although these two studies have achieved good results, the high sequence similarity of the two datasets might result in overestimating the performance and reducing the generalization ability of the proposed predictive models. Recently, based on the benchmark dataset S3 and by using dipeptide composition (2) as parameters, Lin and Ding [16] successfully predicted ion channels and their types using Libsvm package. In jackknife cross-validation, the Accs of 85.0%, 89.9%, and 82.4% are obtained for the classification of ion channels and nonion channels, VGICs and LGICs, and the subclasses of VGICs, respectively. For further improving predictive performance of SVM model, the ANOVA (3)–(5) was firstly proposed to select the optimal dipeptide compositions (2). Then, the Accs increase from 85.0%, 89.9%, and 82.4% to 86.6%, 92.6%, and 87.8%, respectively, when using the 140, 159, and 232 optimal dipeptides according to the F values, respectively. These results demonstrate that the ANOVA is a powerful and efficient feature selection technique which can improve the predictive accuracy by excluding noise and redundant parameters. Based on this proposed method, an effective tool for predicting ion channels and their types, called IonchanPred, was constructed and can be freely downloaded from http://lin.uestc.edu.cn/people/hlin/tools/IonchanPred/. By using the IonchanPred, the KCMA1 can be correctly identified, which is a potassium channel activated by either membrane depolarization or increase in cytosolic Ca2+ and plays a key role in controlling excitability in a number of systems. For comparison, this feature selection technique was also used to investigate the performance of SVM on the benchmark dataset S1. In five-fold cross-validation, the Acc and average MCC of potassium, sodium, calcium, and chloride VGICs were 87.39%, 97.97%, and 95.55%, respectively. Comparison demonstrates again that the ANOVA is a powerful technique for feature selection.

Based on the benchmark dataset S4, Chen and Lin presented a SVM-based method (LibSVM package) to predict six subfamilies of potassium VGICs using amino acid composition and dipeptide composition [15]. The Acc of 87.39% was achieved in jackknife cross-validation. Furthermore, the CFS was proposed to find the best feature set. As a result, the maximum Acc of 93.09% was obtained in jackknife cross-validation when 118 features were used. For the convenience of the vast majority of experimental scientists, a predictive tool, called VKCPred, was constructed and can be freely downloaded from http://cobi.uestc.edu.cn/people/hlin/tools/VKCPred/. For further improving the accuracy, Liu et al. [18] proposed BD-based feature selection technique to pick out optimal tripeptides. The LibSVM was used to execute the SVM algorithm. The overall accuracy improved to 96.77% in jackknife cross-validation when 648 tripeptides were selected as optimal features. A user-friendly web-server called iVKC-OTC was established and can be freely accessible at http://lin.uestc.edu.cn/server/iVKC-OTC.

The four tools, VGIchan, IonchanPred, VKCPred, and iVKC-OTC, are listed in Table 3 for use by experimental researchers.

5. Prospect

Ion channels are important drug targets. Using computational methods can provide valuable information for narrowing the scope of drug targets discovery. However, few methods have been applied in this realm and the accuracy is still far from that required for successful application.

Many machine learning methods such as neural network (NN) [25], K nearest neighbor (KNN) [26], extreme learning
machine (ELM) [27], and deep learning (DL) [28] have been widely applied in computational proteomics. Some feature selection techniques such as minimum redundancy maximum relevance feature selection (mRMR) [29], manifold learning (ML) [30], principal component analysis (PCA) [31], and regularized trees [32] have also been developed and were gradually used to obtain optimal features that produce the highest predictive accuracy.

Developing a set of informative parameters to formulate the ion channel samples is also necessary for ion channel prediction. In this paper, only the amino acid, the dipeptide, and tripeptide composition were used to represent ion channels. The physiochemical characteristics [33], overrepresented motifs [34], and functional domains [35] can also be utilized in the field.

Of course, to construct better benchmark dataset which not only contains more sequences but also obeys more objective and strict standards can benefit the study ion channels. Now, with the avalanche of genome and proteome sequences generated in the postgenomic age, many ion channels are available in various sequence, structure, and reference database. Collecting and building these data is the key role in ion channel study.

In the future, we hope that researchers can focus on the three aspects discussed above for developing powerful and efficient predictors of ion channels.

6. Summary
This review focused on the development of prediction methods for ion channels in terms of the following issues:

(i) datasets of ion channel proteins,
(ii) machine learning methods to predict ion channels,
(iii) feature selection techniques to obtain optimal features for ion channel predictions,
(iv) prospect of ion channel predictions by using bioinformatics methods.
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Table 3: Summary of the ion channel prediction tools.

<table>
<thead>
<tr>
<th>Name</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>VGChan</td>
<td><a href="http://www.imtech.res.in/raghava/vgchan/">http://www.imtech.res.in/raghava/vgchan/</a></td>
</tr>
<tr>
<td>IonchanPred</td>
<td><a href="http://cobi.uestc.edu.cn/people/hlin/tools/IonchanPred/">http://cobi.uestc.edu.cn/people/hlin/tools/IonchanPred/</a></td>
</tr>
<tr>
<td>VKCPred</td>
<td><a href="http://cobi.uestc.edu.cn/people/hlin/tools/VKCPred/">http://cobi.uestc.edu.cn/people/hlin/tools/VKCPred/</a></td>
</tr>
<tr>
<td>iVKC-OTC</td>
<td><a href="http://lin.uestc.edu.cn/server/iVKC-OTC/">http://lin.uestc.edu.cn/server/iVKC-OTC/</a></td>
</tr>
</tbody>
</table>
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1. Introduction

DNase I hypersensitive sites (DHS) are regions of chromatin which are sensitive to cleavage by the DNase I enzyme. Since the discovery of DHSs in 1980s [1], they have been used as markers of regulatory DNA regions. In general, these specific regions are generally nucleosome-free and associate with a wide variety of genomic regulatory elements, such as promoters, enhancers, insulators, silencers, and suppressors [2–4]. Therefore, mapping of DHS has become an effective approach for discovering functional DNA elements from the noncoding sequences.

Although the traditional Southern blotting technique is a gold-standard approach for identifying DHS, obtaining information from Southern blot approach is a tricky, time-consuming, and inaccurate task [5]. Recently, the DNase-seq technique (combination of DNase I digestion and high-throughput sequencing) has been proposed [6] and this technique allows for an unprecedented increase in resolution. However, methodologies for the analysis of DNase-seq data are relatively immature [7]. Therefore, computational models will be an important complement to experimental techniques for identifying DHS.

Based on nucleotide compositions, a support vector machine model for identifying DHS in K562 cell line was proposed [8]. This method yielded quite encouraging results and did play a role in stimulating the development of this area. However, further work is needed due to the following reasons. First, the sequences in their dataset share high sequence similarities. Second, the DNA structural properties were ignored. To solve these problems, we proposed a new model for identifying DHS, which is trained on a high quality benchmark dataset. In the new model, each DNA sample is encoded by using the pseudo dinucleotide composition, into which the DNA structural properties are incorporated.

2. Materials and Methods

2.1. Benchmark Dataset. The experimentally confirmed 280 DHS and 731 non-DHS sequences were obtained from http://noble.gs.washington.edu/proj/hs/, which have been used to train DHS prediction models [8]. As elucidated in [9], a predictor, if trained and tested by a dataset containing redundant samples with high similarity, might yield misleading results with an overestimated accuracy. To get rid of the redundancy and avoid bias, the CD-HIT software [10] was utilized to remove those DNA fragments that have ≥60% pairwise sequence identity to each other.
Finally, we obtained 247 positive and 710 negative samples for the benchmark dataset $S$, as can be formulated by

$$S = S^+ \cup S^-,$$

where the subset $S^+$ contains 247 DHS sequences and $S^-$ contains 710 non-DHS sequences, while $\cup$ represents the “union” in the set theory. The detailed sequences in the benchmark dataset $S$ are given in Supplementary Information SI available online at http://dx.doi.org/10.1155/2014/740506.

2.2. DNA Sequence Representation. In order to integrate the sequence-order effects and DNA physicochemical properties together, the pseudo nucleotide composition was proposed in 2011 [11]. Since then, the concept of pseudo nucleotide composition has penetrated into many branches of computational genomics, such as predicting the recombination spots [12], predicting promoters [13], predicting nucleosome positioning sequences [14], and identifying splice sites [15]. Because of its wide and increasing usage, recently, a flexible web-server, called “pseudo $K$-tuple nucleotide composition (PseKNC),” was developed [16], which can be used to generate various kinds of pseudo $K$-tuple nucleotide compositions.

Encouraged by the success of introducing pseudo nucleotide composition to computational genomics, in the current study, the pseudo dinucleotide composition was used to represent DNA sequences in the benchmark dataset, which can be expressed as [12, 16]

$$D = [d_1 \ d_2 \ \cdots \ d_{16} \ \cdots \ d_{16+\lambda}]^T,$$

where

$$d_u = \frac{f_u}{\sum_{i=1}^{16} f_i + w \sum_{j=1}^{\lambda} \theta_j}, \quad (1 \leq u \leq 16),$$

$$d_u = \frac{w \theta_{u-16}}{\sum_{i=1}^{16} f_i + w \sum_{j=1}^{\lambda} \theta_j}, \quad (16 < u \leq 16 + \lambda).$$

In (3), $f_u$ ($u = 1, 2, \ldots, 16$) is the normalized occurrence frequency of the dinucleotides in the DNA sequence. $\lambda$ is the number of the total counted ranks (or tiers) of the correlations along a DNA sequence, and $w$ is the weight factor. The concrete values for $\lambda$ and $w$ as well as $k$ will be further discussed in Section 3.1, while the correlation factor $\theta_i$ represents the $j$-tier structural correlation factor between all the $j$th most contiguous dinucleotide $R_i R_{i+1}$ at position $i$.

2.3. Support Vector Machine (SVM). SVM is a supervised learning algorithm and has been widely used in computational genomics and proteomics [17–23]. The basic principle of SVM is to transform the input vector into a high dimension space and then seek a separating hyperplane with the maximal margin in this space by using the decision function

$$f(\vec{X}) = \text{sgn} \left( \sum_{i=1}^{N} y_i \alpha_i \cdot K(\vec{X}, \vec{X}_i) + b \right),$$

where $\alpha_i$ is the Lagrange multipliers, $b$ is the offset, $\vec{X}_i$ is the $i$th training vector, and $y_i$ represents the type of the $i$th training vector. $K(\vec{X}, \vec{X}_i)$ is a kernel function which defines an inner product in a high dimensional feature space, and $\text{sgn}$ is the sign function. Due to its effectiveness and speed in nonlinear classification process, the radial basis kernel function (RBF) $K(\vec{X}, \vec{X}_i) = \exp(-\gamma \|\vec{X} - \vec{X}_i\|^2)$ was used in the current study.

The Libsvm 2.84 package [24] was used to perform the SVM, which can be downloaded from http://www.csie.ntu.edu.tw/~cjlin/libsvm. The regularization parameter $C$ and the kernel width parameter $\gamma$ were optimized via an optimization procedure using a grid search. The search spaces for $C$ and $\gamma$ are $[2^{15}, 2^{-5}]$ and $[2^{-2}, 2^{-15}]$ with steps of $2^{-1}$ and 2, respectively.

2.4. Performance Evaluation. Three cross-validation methods, that is, independent dataset test, subsampling (or $K$-fold cross-validation) test, and jackknife test, are often used to evaluate the anticipated success rate of a predictor. Among the three methods, the jackknife test is deemed the least arbitrary and most objective one [9, 25] and, hence, has been widely recognized and increasingly adopted by investigators to examine the quality of various predictors [26–30]. Accordingly, the jackknife test was used to examine the performance of the model proposed in the current study. In the jackknife test, each sequence in the training dataset is in turn singled out as an independent test sample and all the rule-parameters are calculated without including the one being identified.

A set of parameters, namely, sensitivity (Sn), specificity (Sp), Matthew’s correlation coefficient (MCC), and accuracy (Acc), are used to evaluate the performance of the proposed model and they are defined as follows:

$$\text{Sn} = \frac{TP}{TP + FN},$$

$$\text{Sp} = \frac{TN}{TN + FP},$$

$$\text{MCC} = \frac{TP \times TN - FP \times FN}{(TP + FN) \times (TN + FN) \times (TP + FP) \times (TN + FP)},$$

$$\text{Acc} = \frac{TP + TN}{TP + FN + TN + FP},$$

where $TP$, $TN$, $FP$, and $FN$ represent the number of the correctly recognized DHS, the number of the correctly recognized non-DHS, the number of non-DHS recognized as DHS, and the number of DHS recognized as non-DHS, respectively.

3. Results and Discussions

3.1. Parameter Optimization. By analyzing the dinucleotide composition of DHS and non-DHS sequences, we found that the frequency of CC, CG, GC, and GG is higher in DHS sequences, while the frequency of the remaining dinucleotides is higher in non-DHS (Figure 1). This is self-evident as to why the pseudo dinucleotide composition was used for the current case.
A series of evidences [12, 14, 31, 32] have demonstrated that DNA local structural properties, that is, angular parameters (twist, tilt, and roll) and translational parameters (shift, slide, and rise), are effective in identifying DNA attributes. Therefore, in the present work, the six structural parameters of dinucleotides were used to calculate the pseudo dinucleotide composition by using the PseKNC web-server, which is available at http://lin.uestc.edu.cn/pseknc/default.aspx.

As we can see from (1) and (2), the present model depends on the two parameters $w$ and $\lambda$. $w$ is the weight factor usually within the range from 0 to 1 and $\lambda$ is the global order effect. Generally speaking, the greater the $\lambda$ is, the more global sequence-order information the model contains. However, if $\lambda$ is too large, it would reduce the cluster-tolerant capacity so as to lower down the cross-validation accuracy due to overfitting or “high dimension disaster” problem [33]. Therefore, our searching for the optimal values of the two parameters is in the range of $w \in [0, 1]$ and $\lambda \in [1, 10]$ with the steps of 0.1 and 1, respectively.

In order to reduce the computational time, the 5-fold cross-validation approach was used to optimize the two parameters together with the parameters $C$ and $\gamma$ of the SVM. We found that when $w = 0.2$ and $\lambda = 6$ with $C = 512$ and $\gamma = 0.0078125$, a peak was observed for the Acc. Accordingly, the two numerical values were used for the two uncertain parameters in the following analysis.

### 3.2. Prediction Quality

The prediction quality measured by the four metrics defined in (5)–(8) for the present model in identifying DHS in the benchmark dataset § via the rigorous jackknife test was listed in Table 1, where, for facilitating comparison, the corresponding results obtained by the previous predictor [8] on the same benchmark data set are also given. As we can see from Table 1, the current method outperformed the existing model in all the four metrics, indicating that our proposed method may become a useful tool in identifying DHS sequences.

### 4. Conclusions

Since DHS associates with a wide variety of functional elements, knowledge about the locations of DHS is helpful for deciphering the genomes. However, strong DNA sequence conservation is not observed among DHS sequences, suggesting that it is difficult to computationally identify DHS from primary DNA sequence.

A series of recent studies have demonstrated that the information coded by DNA structural properties is contributable to the identification of regulatory elements in genomes [12, 14, 31, 32]. Hence, in the present study, we proposed a SVM based model for identifying DHS by using the pseudo dinucleotide composition. In this model, we integrate dinucleotide composition with DNA structural properties. The predictive results of our model are better than existing methods. Therefore, it is anticipated that the proposed method may become a useful tool for identifying DHS sequences or, at the very least, it can play a complementary role to the existing methods in this area.
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Identification of protein binding sites is critical for studying the function of the proteins. In this paper, we proposed a method for protein binding site prediction, which combined the order profile propensities and hidden Markov support vector machine (HM-SVM). This method employed the sequential labeling technique to the field of protein binding site prediction. The input features of HM-SVM include the profile-based propensities, the Position-Specific Score Matrix (PSSM), and Accessible Surface Area (ASA). When tested on different data sets, the proposed method showed promising results, and outperformed some closely related methods by more than 10% in terms of AUC.

1. Introduction

Prediction of protein binding sites provides valuable information for studying the function of proteins. The most efficient approaches are the computational methods. By using these approaches, the functionally important amino acid residues can be identified [1].

These computational methods used different features extracted from protein sequences, PSSM, or structure information. Hydrophobic and polar residues tend to occur in protein binding regions [2, 3]. The conservation scores of amino acid are often used as features, because the protein binding sites are more conserved than other surface residues [4]. Some kinds of conservation scores were proposed; a comprehensive evaluation of these scores was reported in [5]. One of the most widely used features is the Accessible Surface Area (ASA) [4], because the binding sites show higher ASA values than those of the other surface residues [6].

Some machine learning methods treated protein binding site prediction as a binary classification task, and some well-known machine learning techniques have been applied to this field, such as support vector machine [7, 8], neural network [1], Bayesian network [9], and hidden Markov model [10]. A comparison of these methods has been performed by Zhou and Qin [11].

In our previous study [12], we introduced a novel profile-level propensity for protein binding site prediction. Experimental results showed that this propensity can significantly improve the performance of the SVM based methods. Recently, we applied hidden Markov support vector machine (HM-SVM) to this field [13], which takes protein binding site prediction as a sequence-labeling task. The advantage of this method is that it is able to incorporate the sequence-order effects into the predictor. However, this method only uses two basic features (PSSM and ASA features) as input for protein binding site prediction. Therefore, it is interesting to explore whether the order profile propensity can improve the performance of HM-SVM based method or not. In this study, we proposed a computational method for protein binding site prediction by combining the hidden Markov support vector machine and the order profile propensity. When tested on six different data sets, the HM-SVM predictor using order profile propensity as an extra feature consistently outperformed the predictor only using two basic features (PSSM and ASA...
Table 1: Summary of six data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Chains</th>
<th>Res.</th>
<th>Surface res.</th>
<th>Interface res.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterocomplex I*</td>
<td>504</td>
<td>109829</td>
<td>92797</td>
<td>26085</td>
</tr>
<tr>
<td>Homocomplex I</td>
<td>620</td>
<td>172917</td>
<td>141295</td>
<td>38170</td>
</tr>
<tr>
<td>Mix I</td>
<td>1124</td>
<td>282746</td>
<td>234092</td>
<td>64255</td>
</tr>
<tr>
<td>Heterocomplex IIc</td>
<td>504</td>
<td>109829</td>
<td>92797</td>
<td>32386</td>
</tr>
<tr>
<td>Homocomplex II</td>
<td>620</td>
<td>172917</td>
<td>141295</td>
<td>45633</td>
</tr>
<tr>
<td>Mix II</td>
<td>1124</td>
<td>282746</td>
<td>234092</td>
<td>78019</td>
</tr>
</tbody>
</table>

*Type I data set with minor interface as negative samples.
*bType mixed data set of heterocomplexes and homocomplexes.
*cType II data set with minor interface as positive samples.

features); in particular, in terms of AUC, the performance is improved by more than 10 percent, indicating that combining the order profile propensity and the HM-SVM is a suitable approach to improve the accuracy of protein binding site prediction.

2. Methods

2.1. Dataset Description. The datasets used in this study have been described in the study [13]. 1124 protein chains were selected from the Protein Data Bank (PDB) [14]. The chains were divided into six types of datasets according to homology of interacting chains and the definition of the interface. The information of the six datasets is shown in Table 1, and the process of dataset preparation is shown in the left part of Figure 1. The six datasets can be downloaded from http://bioinformatics.hitsz.edu.cn/HMSVM-OP.

2.2. Feature Description

2.2.1. Order Profile Propensity. The detailed information of how to calculate the order profile propensity was introduced in study [12]. Here we only briefly introduce this process. The order profile propensities were profile-based features, which extracted the evolutionary information from frequency profiles. The frequency profiles were calculated from the multiple sequence alignments outputted by running the PSI-BLAST software [13] searching against the nrd90 database from EBI [15] with parameters of \( j = 10 \) and \( e = 0.001 \). The frequency profiles were converted into order profiles by combining the amino acids whose frequencies were higher than a given threshold optimized on the benchmark dataset. Order profile can be viewed as a profile-based building block of proteins, which has been used for many tasks in the field of bioinformatics [12, 16].

The order profile propensity was based on the order profile occurrence differences between protein binding regions and other surface regions. The equations of how to calculate this feature were given by [12, Equations (3)–(5)].

2.2.2. Position-Specific Score Matrix (PSSM). PSSM was another profile-based feature, which was generated by using PSI-BLAST [13] with the parameters \( j \) and \( e \) set as 10 and 0.001, respectively.

2.2.3. Accessible Surface Area (ASA). We employed the DSSP program [17] to calculate the Accessible Surface Area (ASA) features, which were scaled by the nominal maximum area of each residue.

2.3. Hidden Markov Support Vector Machine. Hidden Markov support vector machine proposed by Altun et al. [15] was a sequential labelling model. In our previous study [13], it showed that when using the two basic features (PSSM and ASA features), the HM-SVM based method outperformed other machine learning methods, such as SVM, CRF, and ANN. In this study, we explored new features to improve the performance of HM-SVM based methods. For more information of HM-SVM, please refer to this paper [13].

The flowchart of the proposed computational method for protein binding site prediction was shown in Figure 1, in which the left part shows the process of dataset construction, and the right part shows the prediction process of the model based on HM-SVM.

In this paper, SVMhmm toolkit (V3.10) was employed as the software of HM-SVM model with parameters \( c \) and \( e \) set as 0.1 and 1, respectively. This parameter combination was optimized with the training data. The input features of HM-SVM include order profile propensity, ASA, and PSSM. These features were extracted from the target residues and its 6 neighbouring residues in each direction.

2.4. Evaluation Methodology. The sensitivity (Sn), specificity (Sp), overall accuracy (Acc), F1 measure (F1), Matthews correlation coefficient MCC, and AUC can be, respectively, expressed as [18–22]

\[
Sn = \frac{TP}{TP + FN},
\]
\[
Sp = \frac{TN}{TN + FP},
\]
\[
Acc = \frac{TP + TN}{TP + FP + TN + FN},
\]
3. Results

In order to validate whether the order profile propensities can improve the performance of the HM-SVM based methods or not, two HM-SVM predictors with different features were constructed. The first HM-SVM employed the PSSMs and ASA as input features. This predictor was treated as a baseline predictor. For the second HM-SVM predictor, order profile propensity is added as an extra feature to evaluate whether this feature can improve the performance or not. The performance of the two HM-SVM predictors was evaluated by fivefold cross-validation.

The results of the two HM-SVM predictors on the six datasets are shown in Table 2. It can be seen that the first HM-SVM predictor using the two basic features achieved the lowest performance. The second HM-SVM predictor using the order profile propensity as an extra feature achieved the best performance on all the six data sets, especially its AUC score being about 10% higher than that of the first HM-SVM predictor, indicating that order profile propensity can significantly improve the performance of the HM-SVM based methods. In our previous study [13], we showed that the first HM-SVM predictor outperformed some state-of-the-art methods, such as ANN, CRF, and SVM. The second HM-SVM predictor significantly outperformed the first HM-SVM predictor, indicating that the proposed computational method for protein binding site prediction is a good method in this field.

Šikić et al. [23] proposed a method based on random forest, which was evaluated on a heterocomplex data set, and achieved good performance (Sp = 76.45%, Sn = 38.06%, F1 = 50.82%, and Acc = 80.05%). Our method (results of heterocomplex II dataset) outperformed this method by 14.98% in terms of F1, which further confirms the better performance of our method than some state-of-the-art methods.

\[
\text{MCC} = \frac{(TP \times TN) - (FN \times FP)}{\sqrt{(TP + FN) \times (TN + FP) \times (TP + FP) \times (TN + FN)}}.
\]

\[
\text{AUC} : \text{the area under ROC curve},
\]

where TP represents the true positive, TN represents the true negative, FN represents the false negative, and FP represents the false positive.
Table 2: Performance of HM-SVM based method with and without order profile propensities.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>Sp %</th>
<th>Sn %</th>
<th>F1 %</th>
<th>Acc %</th>
<th>MCC</th>
<th>AUC %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heterocomplex I</td>
<td>HM-SVM 1a</td>
<td>44.9</td>
<td>56.0</td>
<td>49.8</td>
<td>68.3</td>
<td>0.274</td>
<td>69.5</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2b</td>
<td>52.4</td>
<td>73.5</td>
<td>61.2</td>
<td>73.8</td>
<td>0.436</td>
<td>81.4</td>
</tr>
<tr>
<td>Homocomplex I</td>
<td>HM-SVM 1</td>
<td>45.4</td>
<td>60.0</td>
<td>51.7</td>
<td>69.7</td>
<td>0.309</td>
<td>72.2</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2</td>
<td>54.5</td>
<td>74.6</td>
<td>62.9</td>
<td>76.3</td>
<td>0.474</td>
<td>83.6</td>
</tr>
<tr>
<td>Mix I</td>
<td>HM-SVM 1</td>
<td>45.5</td>
<td>58.0</td>
<td>51.0</td>
<td>69.4</td>
<td>0.297</td>
<td>71.2</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2</td>
<td>53.5</td>
<td>74.0</td>
<td>62.1</td>
<td>75.0</td>
<td>0.455</td>
<td>82.5</td>
</tr>
<tr>
<td>Heterocomplex II</td>
<td>HM-SVM 1</td>
<td>54.0</td>
<td>56.7</td>
<td>55.3</td>
<td>68.0</td>
<td>0.305</td>
<td>70.7</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2</td>
<td>60.8</td>
<td>71.7</td>
<td>65.8</td>
<td>74.0</td>
<td>0.454</td>
<td>81.2</td>
</tr>
<tr>
<td>Homocomplex II</td>
<td>HM-SVM 1</td>
<td>53.3</td>
<td>60.1</td>
<td>56.5</td>
<td>70.1</td>
<td>0.340</td>
<td>73.4</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2</td>
<td>61.1</td>
<td>73.8</td>
<td>66.8</td>
<td>76.4</td>
<td>0.493</td>
<td>83.7</td>
</tr>
<tr>
<td>Mix II</td>
<td>HM-SVM 1</td>
<td>53.6</td>
<td>58.6</td>
<td>56.0</td>
<td>69.3</td>
<td>0.326</td>
<td>72.4</td>
</tr>
<tr>
<td></td>
<td>HM-SVM 2</td>
<td>61.0</td>
<td>72.7</td>
<td>66.3</td>
<td>75.2</td>
<td>0.474</td>
<td>82.4</td>
</tr>
</tbody>
</table>

a Results of HM-SVM 1 on the six data sets are obtained from [13]. HM-SVM 1 represents the HM-SVM predictor with the basic feature set using PSSM and ASA features; b HM-SVM 2 represents the HM-SVM predictor with the feature set using PSSM, ASA, and order profile propensity features.

4. Conclusion

In this study, we proposed a computational method for protein binding site prediction, which combines the order profile propensity and hidden Markov support vector machine. This method predicts the protein binding sites with a sequential labelling approach and uses a recently proposed feature to further improve the performance: order profile propensity, which contains the evolutionary information extracted from the sequence profiles. The main contribution of this study is that we validate the fact that order profile propensity can significantly improve the performance of the HM-SVM based method. The main advantage of the proposed method is that it treats the protein sequence as a whole and is able to use the label information of neighbour residues and the evolutionary information extracted from the frequency profiles. However, the order profile propensity was generated based on the frequency profiles, which require the computational expensive multiple sequences alignment process. It is the main disadvantage of the proposed method.

As noted by Li et al. [24], choosing proper features is a challenging task, especially for sequential labelling method, such as HM-SVM and conditional random field (CRF). In their experiments, the authors found that by simply adding some features into CRF cannot improve the performance of their method. Therefore, the obvious performance improvement when using order profile propensity as an extra feature will benefit our future studies, especially for the research on applying sequential method to this field. As pointed out in a comprehensive review and carried out in a series of recent publications [25–43], finding suitable features is the key step to improve the performance.

Furthermore, since user-friendly and publicly accessible web servers represent the future direction for developing practically more useful predictors [44, 45], we shall make efforts in our future work to provide a web server for the method presented in this paper.
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The chemical shift is sensitive to changes in the local environments and can report the structural changes. The structure information of a protein can be represented by the average chemical shifts (ACS) composition, which has been broadly applied for enhancing the prediction accuracy in protein subcellular locations and protein classification. However, different kinds of ACS composition can solve different problems. We established an online web server named acACS, which can convert secondary structure into average chemical shift and then compose the vector for representing a protein by using the algorithm of auto covariance. Our solution is easy to use and can meet the needs of users.

1. Introduction

Knowledge of subcellular localization information of a protein may help to unravel its normal cellular function [1]. The proteins within the different compartments have different biological activity and functions; in turn, knowing the subcellular localization of a given protein helps in elucidating its functional role.

Recently, many computational approaches for subcellular localization predictions have been developed and plenty of methods for improving the accuracy of the prediction were applied. From two aspects the predictor can be described. One is the predicting algorithms, like support vector machine (SVM) [2–11], neural network [12], increment of diversity (ID) [13], random forest (RF) [14], K-nearest neighbor (K-NN) [15, 16], generating algorithm [17], and so on, or the combination of them [16, 18]. The other is the information source, such as widely used sequence-based information source, which are amino acid composition (AAC) and sorting signals [19–21], and textual descriptions of proteins [22, 23], which are protein physiochemical property [24], gene ontology (GO) [25], and so on. Actually, the structure information of a protein is very important, especially when it is used for representing the subcellular locations of a protein. However, the structure information of a protein cannot be easily described, and few methods using the structure information can be learned to our knowledge.

However, in NMR spectroscopy, as an important parameter, chemical shift, which is sensitive to changes in the local environments, can report the structural changes. Sibley et al. [26], Mielke and Krishnan [27], Spera and Bax [28], and Zhao et al. [29] have found that the ACS of a protein has intrinsic correlation with the protein’s secondary structure and the function of this protein is determined by its structure. According to this point of view, there must be some relationship among the averaged chemical shift, protein structure, and functions [30, 31]. Wishart has developed a web server, namely, CS23D, for rapidly generating accurate 3D protein structures using only assigned NMR chemical shifts [32]. More than 100 proteins from BMRB [33] were tested.
and found that the resulting structures generally exhibit good geometry and chemical shift agreement [32]. Also, there are some algorithms, which can predict the chemical shift from protein sequences and conformation [34–37]; few works have been done to determine a protein’s functions by the chemical shifts [38, 39]. Therefore, how to use the chemical shift is still important and urgent.

In this paper, a benchmark data set of chemical shift was constructed, which consists of 1,552 proteins derived from BMRB website [33] and then extracted chemical shift values of $^{15}$N, $^{13}$C$_\alpha$, $^1$H$_\alpha$, and $^1$H$_N$ for 20 amino acid residues. Then four types of average chemical shift for 20 amino acid residues were calculated and the autocovariance algorithm was used to convert the average chemical shift into the vector to describe the protein sample. The algorithm acACS (autocovariance of averaged chemical shifts) has been used to enhance the prediction accuracy in protein subcellular locations. The proposed acACS descriptor can be considered as a mode of generalized pseudoamino acid composition, which was summarized in [40]. Recently, the generalized pseudoamino acid composition methods have been systematically implemented by two powerful software, PseAAC-Builder [41] and PseAAC-General [42]. For the readers’ convenience in using the current method, the acACS descriptor may be integrated into this software in future works. The details of how to deal with this calculation and how to use this method is shown as follows.

2. Material and Methods

2.1. Data Sets. When an electron moves around a proton, it will produce some magnetic field, which could affect proton’s external electron field. Thus, the absorption frequencies of proton in different chemical environments would shift relatively to the absorption frequencies under standard magnetic fields. Chemical shift is the relative resonance frequencies shift of protons between different chemical environment and standard, which can be measured by NMR spectroscopy. Due to its sensitivity to local environments, such as the backbone dihedral angles and the secondary structure types [26, 27, 29], chemical shift can be an indicator for the changes of local conformations.

In order to find out the correlation between chemical shift and the secondary structure of a protein, we construct a high-quality working data set, which started from the following steps: (1) the proteins star file with NMR spectroscopy data were downloaded from BMRB [33]; (2) the proteins less than 50 residues or not matched to PDB [43] entries were discarded; (3) the proteins with sequence identity higher than 40% were excluded by CD-HIT [44]. Finally, the benchmark data set has 1,552 proteins. The data set was available at our website. The data set contained 1,552 proteins sequences and BMRB star file, which was the original chemical shifts data file for all kinds of backbone atoms of each protein. We analyzed the averaged chemical shifts for every kind of amino acids type and secondary structure in order to find out the rules among averaged chemical shifts with every kind of amino acids type and secondary structure types and then used the autocovariance algorithm to calculate the feature vectors of the protein sequences from the statistic results. The feature vectors representing the protein sequences can be used in problems of subcellular location prediction or other protein classifications. Researchers may also develop better algorithms for protein representation using the data set.

2.2. Averaged Chemical Shift (ACS). In order to find the rule between the chemical shifts and structure information, the statistic about averaged chemical shift related to secondary structure and amino acids type was carried out.

Firstly, four types chemical shift values $\omega$ of $^{15}$N, $^{13}$C$_\alpha$, $^1$H$_\alpha$, and $^1$H$_N$, from every amino acid residue were extracted from the BMRB star file for further calculation. In the BMRB star file, the amino acid residues, four kinds of protein backbone atoms of each amino acid residue, and matched PDB file were given. For example, the “bmr447.str” was extracted into four files: N_447.txt, Ca_447.txt, Ha_447.txt, and Hn_447.txt, which correspond to $^{15}$N, $^{13}$C$_\alpha$, $^1$H$_\alpha$, and $^1$H$_N$ protein backbone atoms.

Secondly, the secondary structure information was extracted from PDB file which matched to BMRB star file. The secondary structure types of each amino acid residue are denoted by H, E, and C. Then the averaged chemical shifts for all the residues were calculated.

For protein backbone atoms “i” of amino acid type “j” with secondary structure type “k,” the averaged chemical shift (ACS) is defined as

$$C_k(j) = \frac{1}{N} \sum_{i=1}^{N} \omega^i_{(j)} \cdot (1)$$

Here $i = ^{15}$N, $^{13}$C$_\alpha$, $^1$H$_\alpha$, or $^1$H$_N$, $j$ is one kind of 20 amino acids and $k$ stands for the secondary structure types (H, E, or C) from DSSP [45] (H = helix, E = strand, and C = the rest). $\omega^i_{(j)}$ is the chemical shift value extracted from the BMRB star file and $N$ is the counts of $\omega^i_{(j)}$ items.

By calculating the residues’ ACS with (1) for 1552 proteins, we found that the ACS regularly varies with the secondary structure types and residues. The statistic results of averaged chemical shifts were listed in four tables, which can be accessed from our website. Take the $^1$H$_\alpha$ as an example, the ACS of $^1$H$_\alpha$ for each of 20 native amino acid residues with three types of secondary structure is shown in Figure 1. According to Figure 1, it can be concluded that we can use the ACS to represent the protein’s secondary structure. In order to illustrate the algorithm, the flowchart of ACS is given in Figure 2.

2.3. Algorithm of Autocovariance of Average Chemical Shift (acACS). In order to obtain the correlation information between amino acids of a protein, the autocovariance of ACS was calculated. For a protein $P$,

$$P = [j_1, j_2 \cdots j_l \cdots j_L].$$

Here, $L$ is the sequence length and $j_i$ is the amino acid in position $i$.
The secondary structure of protein $P$ was predicted from Porter [46, 47] and then

$$P = [k_1, k_2, \ldots, k_l].$$

(3)

Here $k$ is the secondary structure types.

Then, the amino acid $j_i$ in protein $P$ was replaced by its ACS "$C_{ij}(j_i)$" according to its secondary structure type $k_i$. When $C_{ij}(j_i)$ was redefined as $S_i$, $P$ can be expressed as

$$P = [S_1, S_2, \ldots, S_i, \ldots, S_l].$$

(4)

Then, the autocovariance algorithm was used to calculate the correlation between amino acid $i$ and $l+\lambda$ by the following equation:

$$\theta^i(\lambda) = \frac{1}{L-\lambda} \sum_{i=1}^{L-\lambda} [S^i_j - S_{i+j+\lambda}]^2,$$

(5)

$$i = 15N, 13C, 1H, 1H, 0 < \lambda < L.$$

After the above calculation, the protein $P$ can be expressed as follows:

$$P_{acACS} = [\theta^i(0), \theta^i(1), \theta^i(2), \theta^i(3), \ldots, \theta^i(\lambda); \ldots]$$

(6)

Here, $\theta^i(\lambda)$ is the correlation factor of average chemical shift $S^i_j$ with average chemical shift $S^i_{j+\lambda}$. In particular, when $\lambda = 0$, with (5), $\theta^i(0) = 0$. In order to take use of ACS, the $\theta^i(0)$ was replaced by the average chemical shift $S^i_j$. The factor $\lambda$ is a nonnegative integer and reflects the rank of correlation [40]. Based on different problems, in order to get a best result, a certain right number for factor $\lambda$ should be given and so does $l$.

In order to give a pictorial representation of chemical shifting technique, a flow diagram is given in Figure 3, which shows how the acACS works.

### 3. Results and Discussion

By using the acACS algorithm, we successfully represented the protein samples and accurately predicted submitochondrial locations. We used the model to test the SML3-983 data set that was along with the SubMito-PSPCP [48]. The data set has 983 proteins sequences which were divided into three locations. Among the data set, there are 661 sequences from inner membrane, 177 sequences from matrix, and 145 sequences from outer membrane. We selected acACS combined with AAC, DC, PSSM, and GO and reduced physicochemical properties (Hn) as feature vectors for representing the proteins and then trained the model. Then 90.74% accuracy was obtained for SML3-983 data set with Jackknife cross-validation, which was 1.63% higher than SubMito-PSPCP. In order to compare the performance of acACS, the feature vector was recombined with AAC, DC, PSSM, GO, and Hn, without acACS. Then we trained the model and obtained the predicting accuracy of 89.52%, which was dropped about 1.2%.

The acACS algorithm has also been checked in our previous works [49–52]. In subcellular location prediction, we compared the results with and without the acACS in the submitochondria locations and mycobacterial proteins subcellular locations and got the better result which was listed in Tables 1 and 2. Actually, the acACS as a feature vector for representing the protein samples can also be used for other kinds of proteins prediction problem. In acidic and alkaline enzymes prediction and bioluminescent and nonbioluminescent protein discrimination, we also improved the predicting accuracy by about 1.3%, which was listed in Table 3.

<table>
<thead>
<tr>
<th>Table 1: The comparison of the results with and without the acACS for predicting submitochondria locations and three membrane protein types with comparison to that without acACS.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset of Rashid [53]</td>
</tr>
<tr>
<td>Submitochondria locations</td>
</tr>
<tr>
<td>Three membrane protein types</td>
</tr>
<tr>
<td>Data set of Du [24]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2: The comparison of the results with and without the acACS for predicting mycobacterial subcellular localizations and three membrane protein types.</th>
</tr>
</thead>
<tbody>
<tr>
<td>With acACS</td>
</tr>
<tr>
<td>Mycobacterial subcellular localizations</td>
</tr>
<tr>
<td>Three membrane protein types</td>
</tr>
<tr>
<td>Data set of Rashid [53]</td>
</tr>
</tbody>
</table>
Figure 2: The flowchart of calculating the ACS. The AA denotes the amino acids and the SS denotes the secondary structure.
Unknown protein:
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**Table 3:** The comparison of the results with and without the acACS for other kinds of proteins prediction.

<table>
<thead>
<tr>
<th>Protein Type</th>
<th>With acACS</th>
<th>Without acACS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acidic and alkaline enzymes</td>
<td>94.01%</td>
<td>92.52%</td>
</tr>
<tr>
<td>Bioluminescent and nonbioluminescent proteins</td>
<td>82.16%</td>
<td>80.90%</td>
</tr>
</tbody>
</table>

**Figure 3:** The flow diagram of the processing of the acACS.
We got, proteins submitochondria locations, mycobacterial presented. In order to check the performance of the acACS chemical shift was calculated and the algorithm of acACS was constructed. Then, the averaged chemical shift data set were constructed. Then, the averaged chemical shift is still a hot topic for biologist and chemist. In this work, we used the autocovariance algorithm to process the sample better. What is the better ways to use of the chemical information in the first place, so it can represent the protein subcellular locations is urgent. However, the feature vectors in the methods were almost sequence-based in the past. Therefore, almost state-of-the-art methods tried to incorporate some other sequence-based information as its complement. Our method provides structure-based information and can be perfect complement to the sequence-based methods and can be used for other kinds of protein related problems. Actually, these methods can work side by side to help each other in a practical study.

For the chemical shift, it incorporates the structure information in the first place, so it can represent the protein sample better. What is the better ways to use of the chemical shift is still a hot topic for biologist and chemist. In this work, we used the autocovariance algorithm to process the averaged chemical shift and got the better results, but there are certainly some improvements that could be made for acACS. Actually other algorithms can be adopted to try to find the better method for representing the protein samples in the future. At present stage, it is not convenient for the user, for both the secondary structure information and the protein sequence that are used, to calculate the chemical shift. In the future, the secondary structure information will not be necessary, and it will be integrated into the algorithm.

4. Conclusions

In this work, the raw chemical shifts data set and averaged chemical shift data set were constructed. Then, the averaged chemical shift was calculated and the algorithm of acACS was presented. In order to check the performance of the acACS we got, proteins submitochondria locations, mycobacterial proteins subcellular locations, bioluminescent proteins discrimination, and acidic and alkaline enzymes classification were predicted. Based on the results we obtain, it can be concluded that the acACS can improve the accuracy of prediction at least 1%-2%, the performance of which is correlated with the correlation factor $\lambda$ and the backbone atoms $i$. Some recent studies showed that the profile-based features [54–56], pseudoamino acid composition (PseAAC) [57], and features based on physicochemical proprieties of amino acids [58] were able to improve the performance of many computational predictors for protein remote homology detection, protein binding site identification, and so forth. Therefore, these features should be studied for protein subcellular location prediction in the future studies.

We have developed a web server acACS, which could automatically produce the vectors of proteins, when a custom submitted the protein sequences along with the secondary structure in batch mode. The data set can be a very useful addition to biomolecular NMR spectroscopists. The acACS will be of benefit to the proteomic research. The current work will become an important progress in the prediction of the protein subcellular locations and promote the study in the related areas.

5. Web Server and User Guide

To enhance the value of its practical applications, a web server for the acACS generator was established. Moreover, for the convenience of the user, here a step-to-step guide is provided for how to use the web server to get the desired results.

**Step 1.** Open the web server at [http://wlxy.imu.edu.cn/college/biostation/fuwu/acACS/index.asp](http://wlxy.imu.edu.cn/college/biostation/fuwu/acACS/index.asp) and you will see the top page of the acACS on your computer screen, as shown...
in Figure 4. Click on the Read Me button to see a brief introduction about the acACS.

Step 2. Either type or copy/paste the query protein sequences into the input box at the center of Figure 4, and then copy/paste the secondary structure of the protein sequence in the next line. The input sequence should be in “ONE LINE” format. For the examples of sequences in ONE LINE format, click the “?” button above the input box.

Step 3. Input the Lambda value in the input box right of the Lambda label.

Step 4. Check atoms with chemical shift.

Step 5. Click on the Submit button to see the result page. For example, if you use the default example sequences, Lambda and atoms in the window, after clicking the Submit button, you will see the following message shown on the screen of your computer: “The lambda you have chosen is 12”; “The Atom of chemical shift you have chosen are \( ^1\text{H}_\text{A}, ^1\text{H}_\text{N} \); “The acACSs of the proteins you submitted are......”. Then the acACS of \( ^1\text{H}_\text{A} \) atom was given and the acACS of \( ^1\text{H}_\text{N} \) atom followed for the first protein, then the acACS of second protein, the third, and so forth.

Step 6. Click the ACS of atoms and data set button to download the benchmark dataset used to calculate the ACS.

Step 7. Click the Citation button to find the relevant papers that document the detailed development and algorithm of acACS.
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Knowledge of supersecondary structures can provide important information about its spatial structure of protein. Some approaches have been developed for the prediction of protein supersecondary structure. However, the feature used by these approaches is primarily based on amino acid sequences. In this study, a novel model is presented to predict protein supersecondary structure by use of chemical shifts (CSs) information derived from nuclear magnetic resonance (NMR) spectroscopy. Using these CSs as inputs of the method of quadratic discriminant analysis (QD), we achieve the overall prediction accuracy of 77.3%, which is competitive with the same method for predicting supersecondary structures from amino acid compositions in threefold cross-validation. Moreover, our finding suggests that the combined use of different chemical shifts will influence the accuracy of prediction.

1. Introduction

The prediction of protein structure is always one of the most important research topics in the field of bioinformatics. However, it is very difficult to predict the spatial structure directly from the protein sequence. Therefore, the prediction of supersecondary structure is an important step in the prediction of protein spatial structure. The supersecondary structural motifs are composed of a few secondary structural elements (namely, α or β) connected by loops. At present, there are four kinds of simple supersecondary structures, namely, α-loop-β, α-loop-α, β-loop-α, and β-loop-β. These motifs play an important role in protein folding and stability because a large number of motifs exist in protein spatial structure. Many researches have focused on exploring methods for protein supersecondary structure prediction [1, 2]. In 1995, Sun et al. predicted protein supersecondary structure and achieved an accuracy of between 70 and 80% by using neural networks [3]. Chou and Blinn presented a method for predicting beta turns [4–6], alpha turns [7], and all the tight turns [6]. Cruz et al. identified β-hairpin and non-β-hairpin [8]. Hu and Li identified four kinds of simple supersecondary structures in 2088 proteins and achieved an accuracy of 78–83 % [9]. Zou et al. also predicted four kinds of simple supersecondary structures from 3088 proteins by using support vector machine [10]. And the overall accuracy of 78% was achieved. The features of these studies were mainly derived from the amino acid compositions or dipeptide compositions.

Nuclear magnetic resonance (NMR) technique plays an important role in the determination of three-dimensional biological macromolecule structures. NMR chemical shifts encode subtle information about the local chemical environment of nuclear spins. For many years, there has been growing interest to access this information and utilize it for biomolecular structure determination [11, 12]. Recent progress was made by combining chemical shifts with protein structure prediction programs [13–20], showing that chemical shifts information is a power parameter for the determination of protein structure. In this paper, we utilized chemical shifts as parameters to predict four kinds of simple supersecondary structures in protein by the method of quadratic discriminant analysis. Using the benchmark dataset, we achieved the average of sensitivity of 76.3% and specificity of 74.3% and the overall prediction accuracy of 77.3% in threefold cross-validation by using six CSs (C, Cα, Cβ, H, Hα, N) as features. Moreover, we have performed the prediction by combining the different chemical shifts as features. Results showed that the redundant information has great influence on the accuracy.
2. Materials and Methods

2.1. Database. The chemical shifts of all nuclei \((C, C_\alpha, C_\beta, H, H_\alpha, N)\) in proteins were extracted from re-referenced protein chemical shift database (namely, RefDB [21]). The following steps were performed to construct the dataset. Firstly, only proteins with six nuclei assigned chemical shifts were considered. Secondly, only proteins with the supersecondary structures information in ArchDB40 [22] were available. We finally utilized the PISCES program [23] to remove the highly similar sequences. After strictly following the aforementioned procedures, 114 proteins were obtained which have both chemical shifts and supersecondary structures. Among 114 proteins, 92% (105 sequences) proteins have less than 25% sequence identity, and the sequence identity of the remains ranges from 25 to 30%. The appendix lists 114 proteins used in this study. Finally, we obtained 90 \(\alpha\)-loop-\(\beta\)-(HH), 89 \(\alpha\)-loop-\(\beta\)-(HE), 97 \(\beta\)-loop-\(\beta\)-(EH), and 122 \(\beta\)-loop-\(\beta\)-(EE) motifs, including the \(\beta\)-link and \(\beta\)-hairpin.

2.2. Feature Parameter. In the four data subsets \(\{HH, HE, EH, EE\}\), we calculated the averaged CSs of six nuclei for a sequence of length \(l\) using the following formula:

\[
t_i = \frac{1}{l} \sum_{j=1}^{l} CS_j, \tag{1}
\]

where \(i = C, C_\alpha, C_\beta, H, H_\alpha, N\). Therefore, a sequence can be converted into a six-dimensional vector \(R : \{t_i\}\).

2.3. Prediction Algorithm. To design an efficient and accurate prediction algorithm the key step is in protein supersecondary structure prediction. The quadratic discriminant analysis [24] is a powerful algorithm that has been widely applied in genomic and proteomic bioinformatics. Thus, we used it here to perform prediction.

2.4. Quadratic Discriminant Analysis (QD). For a sequence \(X\) to be classified, we calculated the averaged CSs of six nuclei using (1). So, the sequence is converted into a six-dimensional vector \(R : \{t_i\}\):

\[
R = \{t_i\} \quad (i = C, C_\alpha, C_\beta, H, H_\alpha, N). \tag{2}
\]

Here we integrated six-dimensional vector by using quadratic discriminant analysis function. Consider a sequence \(X\) is classified into four groups \((HH, HE, EH, EE)\). The discriminant analysis function between group \(i\) and group \(j\) is defined by

\[
\xi_{ij} = \ln p(\omega_i \mid X) - \ln p(\omega_j \mid X). \tag{3}
\]

According to Bayes’ Theorem, we deduce

\[
\xi_{ij} = \ln \frac{p_i}{p_j} - \frac{\delta_i - \delta_j}{2} - \frac{1}{2} \ln \left| \Sigma_i \right| - \frac{1}{2} \ln \left| \Sigma_j \right|. \tag{4}
\]

The result can be generalized to four groups directly and described as follows.

Set

\[
\eta_v = \ln p_v - \frac{\delta_v}{2} - \frac{1}{2} \ln |\Sigma_v|, \tag{5}
\]

where

\[
\delta_v = (R - \mu_v)^T \Sigma_v^{-1} (R - \mu_v), \tag{6}
\]

where \(p_v\) denotes the number of samples in group \(v\), \(\delta_v\) is the square mahalanobis distance between \(R\) and \(\mu_v\), with respect to \(\Sigma_v\) (note: \(\mu_v\) and \(|\Sigma_v|\) are calculated in training set), and \(\mu_v\) denotes chemical shift values of six nuclei \(R : \{t_i\}\) averaged over group \(v\); \(|\Sigma_v|\) is the determinant of matrix \(\Sigma_v\).

The six-dimensional vector \(\mu_v\) can be written as

\[
\mu_v^{(i)} = \frac{1}{p_v} \sum_{i=1}^{p_v} t_i, \tag{7}
\]

where \(v = HH, EH, HE, EE; i = C, C_\alpha, C_\beta, H_\alpha, H, N\); \(\Sigma_v\) is the covariance matrix of \(6 \times 6\) dimension, quantifying correlations between the chemical shifts of six nuclei:

\[
\Sigma_v = \begin{bmatrix}
\sigma_{1,1}^v & \sigma_{1,2}^v & \cdots & \sigma_{1,6}^v \\
\sigma_{2,1}^v & \sigma_{2,2}^v & \cdots & \sigma_{2,6}^v \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{6,1}^v & \sigma_{6,2}^v & \cdots & \sigma_{6,6}^v
\end{bmatrix}, \tag{8}
\]

where the element

\[
\sigma_{i,j}^v = \frac{1}{p_v} \sum_{i=1}^{p_v} (t_i - \mu_v^{(i)})(t_j - \mu_v^{(j)}). \tag{9}
\]

Here \(v = HH, EH, HE, EE; i, j = C, C_\alpha, C_\beta, H_\alpha, H, N\). From (4) and (5), we have concluded

\[
\xi_{ij} = \eta_v - \eta_j. \tag{10}
\]

It can be easily proved that \(p(\omega_k \mid X)\) is the maximum of \(p(\omega_v \mid X)\), if \(\eta_k\) is the maximal one in \(\eta_v\) \((v = HH, EH, HE, EE)\). Then, we predict that \(X\) belongs to group \(k\).

2.5. Correction in the Error Allowed Scope. A sequence \(X\) is predicted for four kinds of supersecondary structures by using (1)–(10). If \(\eta_k\) is the maximal one in \(\eta_k\) \((k = HH, EH, HE, EE)\), then we predict that \(X\) belongs to group \(i\). However, there are slight differences among
where \( \eta_k = \eta_{HH}, \eta_{EH}, \eta_{HE}, \eta_{EE} \). To correct predicted results, we define the coefficient of the error allowed scope as

\[
R = \frac{\eta_{\text{corr}} - \eta_{\text{wro}}}{\eta_{\text{corr}}},
\]

(11)

where \( \eta_{\text{corr}} \) denotes \( X \) belonging to itself class \( \eta \), \( \eta_{\text{wro}} \) denotes \( X \) being predicted another class \( \eta \). For example, if \( X \) is the super-secondary structure of \( HH \), then \( \eta_{\text{corr}} \) is \( \eta_{HH} \) and \( \eta_{\text{wro}} \) is the maximum among \( \eta_{HE}, \eta_{HE}, \eta_{EE} \).

2.6. Performance Evaluation. In statistical prediction, independent dataset test, cross-validation test, and jackknife test can be used to examine a predictor for its effectiveness in practical application. Among the three test methods, the jackknife test is deemed to be the least arbitrary that can always yield a unique result for a given benchmark dataset [25] and has been widely used to examine the performance of various predictors [26–37]. However, in this study we have used the threefold cross-validation to examine the performance of our method; in order to reduce the computational time, we randomly divided the training set into three parts, two of which are for training and the rest for testing. The process is repeated three times. The following three parameters: sensitivity (SN\(_i\)), specificity (SP\(_i\)), and overall accuracy (\(Q_{\text{total}}\)), are used to evaluate the predictive performance of our approach:

\[
\text{SN}_i = \frac{\text{TP}_i}{\text{TP}_i + \text{FN}_i} \times 100\%,
\]

(12)

\[
\text{SP}_i = \frac{\text{TP}_i}{\text{TP}_i + \text{FP}_i} \times 100\%,
\]

(13)

\[
Q_{\text{total}} = \frac{\sum \text{TP}_i}{N} \times 100\%,
\]

(14)

where \( i = HH, HE, EH, EE \) and TP, FN, TN, and FP denote, respectively, true positives, false positives, true negatives, and false positives. \( N \) is total number of sequences in four data subsets.

3. Results and Discussion

Under the benchmark dataset, we calculated the average chemical shift values using (1). The sequences from four data subsets are converted, respectively, into six-dimensional vectors, which are derived from chemical shift values of six nuclei; then \( \mu \) is also a six-dimensional mean vector, which is calculated in each of the datasets. In the training sets, determinant and inverse matrix of covariance matrix \( \Sigma \) are calculated. Given a sequence of the testing sets, we may calculate \( \eta_i \) by using (4)–(10) and compare the results. Then the class of sequence \( X \) was determined by the maximum of \( \eta_i \) (\( v = HH, HE, EH, EE \)). Moreover, the coefficient \( R \) given in (11) is used to correct predicted results. The current study utilized \( R < 0.4 \). The results of threefold cross-validation are listed in Table 1.

From Table 1, we can see that the averaged sensitivity, specificity, and overall accuracy of four kinds of supersecondary structures are 76.3%, 74.3%, and 77.3%, respectively, indicating that CSs are highly informative with regard to supersecondary structures.

Generally speaking, chemical shift measurements can be incomplete for a multitude of reasons. Often, chemical shifts can only be assigned partially or are missing. To assess the impact of incomplete chemical shift assignments, we performed the prediction by using the combination of the different chemical shifts as features. The results are shown in Table 2.

From Table 2, we found that omission of some CSs can result in radically different accuracy. Theoretically, incomplete chemical shifts provide relatively less information, so the predicted accuracy is also declined. But it actually did not in prediction. We used CSs of \( H, H_a, C \) as features and achieved the highest accuracy of prediction, indicating that the results are affected by the redundant data. According to the performances, we concluded that CSs of \( N, C_{\alpha}, C_{\beta} \) are the most informative features in the prediction of four kinds of protein supersecondary structures. In addition, the information of \( C, H_a, N \) is commonly provided in protein database; we achieved the prediction accuracy of 79.1% by using CSs of \( C, H_a, N \) as the only inputs.

To test the method and facilitate comparison with other features, we used amino acid compositions (AAC) as inputs of the method of quadratic discriminant analysis. The compared results are recorded in Table 2. Compared results show that the performances of CSs are superior to that of AAC for supersecondary structures prediction, except \( HE \) structure (compared with six CSs).

4. Conclusions

In this paper, we have introduced a prediction model for supersecondary structures from protein chemical shifts. Our model is both simple and easy to perform. However, owing to the limitation of both information of supersecondary structures and corresponding chemical shifts of six nuclei that should be considered, only 114 proteins have been selected in this study. Based on the benchmark dataset, we investigated the relationship between supersecondary structures and chemical shifts. We achieved the overall accuracy of 77.3% by using six CSs as features and the maximum overall accuracy of 89.2% by using the combination of CSs of \( N, C_{\alpha}, C_{\beta} \). Results show that chemical shift is a good parameter for the prediction of four kinds of protein supersecondary structures. In summary, the chemical shifts
Table 2: Predicted results of different feature combinations (R < 0.4).

<table>
<thead>
<tr>
<th>Feature combinations</th>
<th>HH</th>
<th>EH</th>
<th>HE</th>
<th>EE</th>
<th>Average SN (%)</th>
<th>Average SP (%)</th>
<th>Q_total (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>C, Cα, Cβ, H, Hα</td>
<td>63.3</td>
<td>77.0</td>
<td>84.5</td>
<td>45.6</td>
<td>34.8</td>
<td>100</td>
<td>71.3</td>
</tr>
<tr>
<td>C, Cα, Cβ, Hα, N</td>
<td>90.0</td>
<td>85.3</td>
<td>66.0</td>
<td>97.0</td>
<td>85.4</td>
<td>86.4</td>
<td>93.4</td>
</tr>
<tr>
<td>C, Cα, Cβ, N</td>
<td>55.6</td>
<td>87.7</td>
<td>61.9</td>
<td>80.0</td>
<td>44.9</td>
<td>93.0</td>
<td>95.1</td>
</tr>
<tr>
<td>C, Hα, N</td>
<td>90.0</td>
<td>73.6</td>
<td>75.3</td>
<td>82.0</td>
<td>79.8</td>
<td>81.6</td>
<td>73.8</td>
</tr>
<tr>
<td>AAC</td>
<td>73.3</td>
<td>73.6</td>
<td>73.0</td>
<td>77.8</td>
<td>72.4</td>
<td>71.3</td>
<td>77.5</td>
</tr>
</tbody>
</table>

Table 3: PDB 1H4 chains used in this work.

<table>
<thead>
<tr>
<th>Chain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1a6g</td>
</tr>
<tr>
<td>1b56</td>
</tr>
<tr>
<td>1cex</td>
</tr>
<tr>
<td>1edh</td>
</tr>
<tr>
<td>1fl8</td>
</tr>
<tr>
<td>1gns</td>
</tr>
<tr>
<td>1hfc</td>
</tr>
<tr>
<td>1iko</td>
</tr>
<tr>
<td>1jwi</td>
</tr>
<tr>
<td>1l6x</td>
</tr>
<tr>
<td>1lnq</td>
</tr>
<tr>
<td>1lpz4</td>
</tr>
<tr>
<td>1lro</td>
</tr>
<tr>
<td>1lph</td>
</tr>
<tr>
<td>1lze3</td>
</tr>
<tr>
<td>1a6j</td>
</tr>
<tr>
<td>1bed</td>
</tr>
<tr>
<td>1lfu</td>
</tr>
<tr>
<td>1ldh</td>
</tr>
<tr>
<td>1lfd</td>
</tr>
<tr>
<td>1lgq</td>
</tr>
<tr>
<td>1lhh</td>
</tr>
<tr>
<td>1liw</td>
</tr>
<tr>
<td>1lj2</td>
</tr>
<tr>
<td>1llp</td>
</tr>
<tr>
<td>1lng</td>
</tr>
<tr>
<td>1lq4r</td>
</tr>
<tr>
<td>1lry</td>
</tr>
<tr>
<td>1lumu</td>
</tr>
</tbody>
</table>

will become a new parameter in prediction of the protein supersecondary structures in the near future.

Appendix

See Table 3.
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Many domains would benefit from reliable and efficient systems for automatic protein classification. An area of particular interest in recent studies on automatic protein classification is the exploration of new methods for extracting features from a protein that work well for specific problems. These methods, however, are not generalizable and have proven useful in only a few domains. Our goal is to evaluate several feature extraction approaches for representing proteins by testing them across multiple datasets. Different types of protein representations are evaluated: those starting from the position specific scoring matrix of the proteins (PSSM), those derived from the amino-acid sequence, two matrix representations, and features taken from the 3D tertiary structure of the protein. We also test new variants of proteins descriptors. We develop our system experimentally by comparing and combining different descriptors taken from the protein representations. Each descriptor is used to train a separate support vector machine (SVM), and the results are combined by sum rule. Some stand-alone descriptors work well on some datasets but not on others. Through fusion, the different descriptors provide a performance that works well across all tested datasets, in some cases performing better than the state-of-the-art.

1. Introduction

The explosion of protein sequences generated in the postgenomic era has not been followed by an equal increase in the knowledge of protein biological attributes, which are essential for basic research and drug development. Since manual classification of proteins by means of biological experiments is both time-consuming and costly, much effort has been applied to the problem of automating this process using various machine learning algorithms and computational tools for fast and effective classification of proteins given their sequence information [1]. According to [2], a process designed to predict an attribute of a protein based on its sequence generally involves the following procedures: (1) constructing a benchmark dataset for testing and training machine learning predictors, (2) formulating a protein representation based on a discrete numerical model that is correlated with the attribute to predict, (3) proposing a powerful machine learning approach to perform the prediction, (4) evaluating the accuracy of the method according to a fair testing protocol, and (5) establishing a user-friendly webserver accessible to the public.

In this work we are mainly interested in the second procedure, that is, in the definition of a discrete numerical representation for a protein. Since many different representations have been proposed in the literature, it would be valuable to investigate which of these are most useful for the specific applications, such as subcellular localization and protein-protein interactions [3–6], to which these representations are applied [7, 8].

Two kinds of models are typically employed to represent protein samples: the sequential model and the discrete model. The most widely used sequential model is based on the entire amino-acid sequence of a protein, expressed by the sequence of its residues, with each one belonging to one of the 20 native amino-acid types:

\[ P = (p_1, p_2, \ldots, p_N) \quad \text{where} \quad p_i \in \mathcal{A} = \{A, C, D, \ldots, Y\}. \]  

(1)
This kind of approach, whose length varies depending on the protein structure, is not suited for most machine learning predictors and fails to work when the query protein does not have significant sequence similarity to any attribute-known proteins.

More suitable for machine learning purposes are protein discrete models, which fall into two main classes. The first class includes the simple amino-acid composition (AAC) and approaches that are based on the AAC-discrete model, such as Chou's pseudo-amino-acid composition (PseAAC) [3–5], which is arguably one of the most popular methods for extracting features from proteins. This first class includes techniques based on vector representations of the protein, that is, where a protein sequence \( P = (p_1, p_2, \ldots, p_N) \) is represented by a vector \( \mathbf{P} \in \mathbb{R}^N \). In [9] AAC is a vector of length 20 that includes the normalized occurrence frequencies of the 20 native amino acids. PseAAC \([10, 11]\) expands AAC by retaining information embedded in protein sequences, such as some additional factors that incorporate information regarding a protein's sequential order. Various modes, such as a series of rank-different correlation factors along a protein chain, represent the sequential information. For an excellent history of the development of PseAAC that includes how to use the concept of Chou's PseAAC to develop 16 variant forms of PseAAC, the reader is referred to [11]. In [12] a protein representation based on physicochemical encodings is proposed that combines the value of a given property for an amino acid with its 2 grams representation. Another vector representation is the quasiresidue couple [13], a model which combines information related to a fixed physicochemical property of the protein with the sequence order effect of the composition of the amino acid. Other approaches belonging to this class of protein representation include dipeptide [14], tripeptide [15], and tetrapeptide [16]. These approaches are based on \( n \)-peptide descriptors, where each protein is represented by a vector of length \( 20^n \) that includes the normalized occurrence frequencies of the given \( n \)-peptide. For reducing the dimensionality of the descriptor, a feature selection algorithm may be used, as in [16].

Before proceeding to the second class of representations based on protein discrete models, it should be noted that a number of different PseAAC methods have been developed for specific applications, such as for predicting certain biological attributes. Some examples include cellular automata image classification [17–20], complexity measure factor [19, 21], gray dynamic model [17, 18], and functional domain composition [20].

The second class of protein feature extraction methods is based on kernels. One of the first kernel-based methods (proposed for remote homology detection) is the Fisher kernel [22]. A kernel that performs equally well but with lower computational cost is the mismatch string kernel proposed in [23, 24] that measures sequence similarity based on shared occurrences of subsequences. In [25] another class of kernels is proposed for vectors derived from the \( k \)-peptide vector, mapped by a matrix of high-scored pairs of \( k \)-peptides measured by BLOSUM62 scores. These kernel functions train a support vector machine (SVM). In [26] the biobasis function neural network trains sequence distances obtained using sequence alignment.

Aside from using AAC and protein properties for protein representation, several high performing features have also been derived from the position-specific scoring matrix (PSSM) [27]. PSSM describes a protein starting from the evolutionary information contained in a PSI-BLAST similarity search. For a survey of research using descriptors extracted from PSSM, see [28].

The main drawback of the methods based on structural or sequential features is that they only focus on the local variation of the protein itself. For this reason, cellular interactions of proteins have been investigated, as in [29], for solving some particular problems. In [30], the combination of traditional sequential features of the amino acid, such as PSSM, and different networks, such as KEGG enrichment scores of the protein neighbors in STRING network [31], were studied. Protein interaction networks have also been examined in [32, 33].

In this study our objective is to search for a general ensemble method that works well across different protein classification datasets. To accomplish our goal we focus on structural and sequential features. We are motivated to study protein classification methods that generalize well because such systems offer the potential of deepening our understanding of protein representation and of speeding up real world development in new areas involving protein classification. Such investigations also have the potential of promoting and laying the foundations for the development of more robust and powerful classification systems.

The present paper provides an in-depth look at the protein representations that have led to the evolution of some of our previous work in this area.

(i) Reference [12], where an ensemble of approaches based on the amino-acid sequence was proposed.

(ii) Reference [34], where several feature extraction methods based on the calculation of texture descriptors starting from a wavelet representation of the protein were proposed.

(iii) Reference [28], where several feature extraction methods based on the calculation of PSSM were compared.

In this work we explain and compare several state-of-the-art descriptors and some new variants starting from different types of protein representations: the PSSM, the amino-acid sequence, two matrix representations of the protein, and the 3D tertiary structure representations of the protein. We also develop a new ensemble (based on the above cited works) that performs well across multiple datasets, with our ensemble obtaining state-of-the-art performances on several datasets. For the sake of fairness, we use the same ensemble with the same set of parameters (i.e., the same weights in the weighted sum rule) across all tested datasets.

The remainder of this paper is organized as follows. In Section 2 the entire ensemble system is described, including all the protein representation approaches and feature extraction methods we use, all of which are detailed in Sections 3
and 4, respectively. In Section 5 the datasets used for experiments are described, and the results of several experiments conducted both with stand-alone approaches and ensembles of methods are reported and discussed. Finally, in Section 6, a number of conclusions are drawn and some future lines of research are proposed.

2. A General Machine Learning Approach for Protein Classification

Since several problems in the bioinformatics literature require the classification of proteins, a number of datasets are available for experiments, and recent research has focused on finding a compact and effective representation of proteins [3–5, 12], possibly based on a fixed-length descriptor so that the classification problem can be solved by a machine learning approach. In this work several solutions are evaluated based on a general representation approach that is coupled with a fixed-length encoding scheme so that it can be used with a general purpose classifier.

The classification system illustrated in Figure 1 is an ensemble of classifiers trained using the different descriptors. Five types of protein representations are considered for all the datasets: the simple amino-acid sequence (AAS), PSSM of the proteins, substitution matrix representation (SMR), physicochemical property response matrix (PR), and the wavelet image (WAVE). A detailed description of each representation is given in Section 3. From each representation several descriptors are extracted, which we describe in Section 4. Some descriptors are extracted multiple times, once for each physicochemical property considered in the extraction process. The set of physicochemical properties is obtained from the amino-acid index [35] database (available at http://www.genome.jp/dbget/aaindex.html but note that we do not consider properties where the amino acids have value 0 or 1). An amino-acid index is a set of 20 numerical values representing the different physicochemical properties of amino acids. This database currently contains 544 indices and 94 substitution matrices, but a reduced number of properties are enough for classification task. According to [12], a selection of 25 properties is performed to reduce the number of properties considered in the feature extraction process.

The combination of representation and descriptors is summarized in Table 1, with the size of each descriptor reported in Table 1. Each descriptor is used to train a general purpose classifier. SVMs are used for the classification task due to their wide diffusion and high generalization ability. SVMs derive from the field of statistical learning theory [36] and are binary-class prediction methods. The basic idea behind SVMs is to find the equation of a hyperplane (called the margin) that divides the training set into two classes so that all the points of the same class are located on the same side while simultaneously maximizing the distance between the two classes and the margin. In those problems where a linear decision boundary does not exist, kernel functions are used to project the data onto a higher-dimensional feature space so that they can be separated by a hyperplane. Typical kernels include polynomial kernels and the radial basis function kernel. SVMs can be easily extended to multiclass problems by considering the one-versus-all classification task. In the experiments reported in this work, all features used for training an SVM are linearly normalized to [0, 1] considering the training data. In each dataset the SVM is tuned considering only the training data (in other words, the test is blind) using a grid search approach. In our system, SVM is implemented as in the LibSVM toolbox (available at http://www.csie.ntu.edu.tw/~cjlin/libsvm).

The ensemble approaches based on the fusion of different descriptors are obtained by combining the pool of SVMs by weighted sum rule; this rule simply sums the scores obtained by the pool of SVMs classifiers, where to each SVM a given weight is applied.

3. Protein Representation Approaches

3.1. A Sequential Representation for Proteins: Amino-Acid Sequence (AAS). The most widely used representation for proteins is a sequential model of the amino-acid sequence:

\[ P = (p_1, p_2, \ldots, p_N), \]

where \( p_i \in \mathcal{A} = \{A, C, D, \ldots, Y\} \) and \( \mathcal{A} \) is the set of the 20 native amino-acid types. Several studies [35] have shown that AAS coupled with other information related to the physicochemical properties of amino acids produces
Table 1: Summarized description of the datasets (if available, the number of training and independent samples is given in column “number of samples”). The column BKB reports whether it is possible from the dataset to obtain the PDB of the proteins for extracting the backbone structure.

<table>
<thead>
<tr>
<th>Name</th>
<th>Short name</th>
<th>Number of samples</th>
<th>Number of classes</th>
<th>Protocol</th>
<th>BKB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane subcellular</td>
<td>MEM</td>
<td>3249 + 4333</td>
<td>8</td>
<td>Independent training and testing sets</td>
<td>NO</td>
</tr>
<tr>
<td>Human pairs</td>
<td>HU</td>
<td>1882</td>
<td>2</td>
<td>Independent training and testing sets</td>
<td>NO</td>
</tr>
<tr>
<td>Protein fold</td>
<td>PF</td>
<td>698</td>
<td>27</td>
<td>Independent training and testing sets</td>
<td>YES</td>
</tr>
<tr>
<td>GPCR</td>
<td>GP</td>
<td>730</td>
<td>2</td>
<td>10-fold cross validation</td>
<td>NO</td>
</tr>
<tr>
<td>GRAM</td>
<td>GR</td>
<td>452</td>
<td>5</td>
<td>10-fold cross validation</td>
<td>NO</td>
</tr>
<tr>
<td>Viral</td>
<td>VR</td>
<td>112</td>
<td>4</td>
<td>10-fold cross validation</td>
<td>NO</td>
</tr>
<tr>
<td>Cysteines</td>
<td>CY</td>
<td>957</td>
<td>3</td>
<td>10-fold cross validation</td>
<td>YES</td>
</tr>
<tr>
<td>SubCell</td>
<td>SC</td>
<td>121</td>
<td>3</td>
<td>10-fold cross validation</td>
<td>YES</td>
</tr>
<tr>
<td>DNA-binding proteins</td>
<td>DNA</td>
<td>349</td>
<td>2</td>
<td>10-fold cross validation</td>
<td>YES</td>
</tr>
<tr>
<td>Enzyme</td>
<td>ENZ</td>
<td>1094</td>
<td>6</td>
<td>10-fold cross validation</td>
<td>YES</td>
</tr>
<tr>
<td>GO dataset</td>
<td>GO</td>
<td>168</td>
<td>4</td>
<td>10-fold cross validation</td>
<td>YES</td>
</tr>
<tr>
<td>Human interaction</td>
<td>HI</td>
<td>8161</td>
<td>2</td>
<td>10-fold cross validation</td>
<td>NO</td>
</tr>
<tr>
<td>Submitochondria locations</td>
<td>SL</td>
<td>317</td>
<td>3</td>
<td>10-fold cross validation</td>
<td>NO</td>
</tr>
<tr>
<td>Virulent independent set 1</td>
<td>VI1</td>
<td>2055 + 83</td>
<td>2</td>
<td>Independent training and testing sets</td>
<td>NO</td>
</tr>
<tr>
<td>Virulent independent set 2</td>
<td>VI2</td>
<td>2055 + 284</td>
<td>2</td>
<td>Independent training and testing sets</td>
<td>NO</td>
</tr>
<tr>
<td>Adhesins</td>
<td>AD</td>
<td>2055 + 1172</td>
<td>2</td>
<td>Independent training and testing sets</td>
<td>NO</td>
</tr>
</tbody>
</table>

many useful descriptors, some of which will be described in Section 4.

3.2. A Matrix Representation for Proteins: Position-Specific Scoring Matrix (PSSM). The PSSM representation of a protein, first proposed in [27], is obtained from a group of sequences previously aligned by structural or sequence similarity. Such representations can be calculated using the application PSI-BLAST (position-specific iterated BLAST), which compares PSSM profiles for detecting remotely related homologous proteins or DNA.

The PSSM representation considers the following parameters.

1. Position: the index of each amino-acid residue in a sequence after multiple sequence alignment.
2. Probe: a group of typical sequences of functionally related proteins already aligned by sequence or structural similarity.
3. Profile: a matrix of 20 columns corresponding to the 20 amino acids.
4. Consensus: the sequence of amino-acid residues most similar to all the alignment residues of probes at each position. The consensus sequence is generated by selecting the highest score in the profile at each position.

A PSSM representation for a given protein of length $N$ is an $N \times 20$ matrix, whose elements $\text{PSSM}(i,j)$ are calculated as

$$\text{PSSM}(i,j) = \sum_{k=1}^{20} w(i,k) \times Y(j,k),$$  

where $w(i,k)$ is the ratio between the frequency of the $k$th amino acid at the position $i$ of the probe and total number of probes and $Y(j,k)$ is the value of Dayhoff’s mutation matrix between the $j$th and $k$th amino acids ($Y(j,k)$ is a substitution matrix). A substitution matrix describes the rate at which one character in a protein sequence changes to other character states over time. Substitution matrices are usually seen in the context of amino acid or DNA sequence alignments, where the similarity between sequences depends on their divergence time and the substitution rates as represented in the matrix.

Small values of PSSM$(i,j)$ indicate weakly conserved positions and large values indicate strongly conserved positions. In our study, we used PSI-BLAST which can be called from MATLAB for extracting PSSM using the command system (“blastpgp.exe-i input.txt-d swissprot-Q output.txt-j 3,” where “input.txt” is the protein sequence and “output.txt” contains the PSSM matrix to create PSSMs for each protein sequence).

3.3. A Matrix Representation for Proteins: Substitution Matrix Representation (SMR). In [28] a variant of a representation method called the substitution matrix representation (SMR) proposed by [37] is developed where the SMR for a given protein $P = (p_1, p_2, \ldots, p_N)$ is a $N \times 20$ matrix obtained as

$$\text{SMR}^d(i,j) = M(p_i,j), \quad i = 1, \ldots, N, \quad j = 1, \ldots, 20,$$  

where $M(a,j)$ is a 20 $\times$ 20 substitution matrix whose element $M_{a,j}$ represents the probability of amino acid $a$ mutating to amino acid $j$ during the evolution process (note: the MATLAB code for this representation is available at http://bias.csri.unibo.it/nanni/SMR.rar).

In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble (labelled SMR) of SMR$^d$-based predictors.
3.4. A Matrix Representation for Proteins: Physicochemical Property Response Matrix (PR). In [34] a representation matrix based on physicochemical properties is proposed. First the physicochemical property response matrix $\text{PRM}^{d}(i, j) \in \mathbb{R}^{N \times N}$ is obtained for a given protein $P = (p_1, p_2, \ldots, p_N)$ by selecting a physicochemical property $d$ and setting the value of the element $\text{PRM}^{d}(i, j)$ to the sum of the value of the physicochemical property $d$ of the amino-acid in position $i$ of the protein and the value of the physicochemical property of the amino-acid in position $j$. Consider

$$\text{PRM}^{d}(i, j) = \text{index}(p_i, d) + \text{index}(p_j, d), \quad i, j = 1, \ldots, N,$$

where $\text{index}(a, d)$ returns the value of the property $d$ for the amino acid $a$.

Then $\text{PRM}^{d}$ is handled as an image and resized to $250 \times 250$ if larger to obtain the final matrix $\text{PR}^{d}$. In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble (PR) of $\text{PR}^{d}$-based predictors.

3.5. A Matrix Representation for Proteins: Wavelet (WAVE). Wavelets are very useful descriptors with lots of different applications. First [38] then later [34] have suggested using wavelets as a method to represents proteins. Since wavelet encoding requires a numerical representation, the protein sequence is first numerically encoded by substituting each amino acid with a value of a given physicochemical property $d$. Then the Meyer continuous wavelet is applied to the wavelet transform coefficients (labelled WAVE$^{d}$). Features are extracted by considering 100 decomposition scales. In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble WAVE of 25 WAVE$^{d}$-based predictors.

3.6. A Matrix Representation for Proteins: 3D Tertiary Structure (DM). The 3D tertiary structure representation for proteins is based on the protein backbone (i.e., the sequence of its $C_\alpha$ atoms) to characterize the whole protein structure [39, 40]. Given a protein $P$ and its backbone $B = (\text{Coor}_1, \text{Coor}_2, \ldots, \text{Coor}_M)$ (obtained as the 3D coordinates of its $M$ $C_\alpha$ atoms), a distance matrix $\text{DM}$ is defined as

$$\text{DM}(i, j) = \text{dist}(\text{Coor}_i, \text{Coor}_j), \quad 1 \leq i, j \leq M,$$

where $\text{dist}(\cdot)$ is the Euclidean distance. (Note: the MATLAB code for extracting the distance matrix is available at http://bias.csr.unibo.it/nanni/DM.zip).

As with the other matrix representations introduced above, DM is regarded as a grayscale image, which is used to extract texture descriptors, as illustrated in Figure 2.

4. Protein Feature Extraction Approaches

In this section the approaches used to extract descriptors from the different representations introduced above are described. Most of the descriptors extracted from the primary representation are based on substituting the letter representation of an amino acid with its value of a fixed physicochemical property. In order to make the result independent on the selected property, a selection on 25 or 50 properties is done by random, and the resulting descriptors are used to train an ensemble of SVM classifiers.

4.1. A Descriptor for Primary Representation: Amino-Acid Composition (AS). Amino-acid composition is the simpler method for extracting features from a protein representation that is based on counting the fraction of a given amino acid:

$$\text{AS}(i) = \frac{h(i)}{N}, \quad i \in [1, \ldots, 20],$$

where $h(i)$ counts the number of occurrences of a given amino acid in a protein sequence of length $N$.

4.2. A Descriptor for Primary Representation: 2 Grams (2G). The standard 2 grams descriptor is a vector of $20^2$ values,

![Figure 2: DM images extracted from 2 sample proteins of the DNA dataset.](image-url)
each counting the number of occurrences of a given couple of amino acids in a protein sequence. Consider

\[ 2G(k) = \left( \frac{h(i, j)}{N} \right), \quad i, j \in [1, \ldots, 20], \quad k = j + 20 \times (i-1), \]

(8)

where the function \( h(i, j) \) counts the number of occurrences of a given couple of amino acids \((i, j)\) in a protein sequence of length \( N \). The 2G descriptor is a 400-dimensional vector.

4.3. A Descriptor for Primary Representation: QuasiResidue Couple (QRC). QuasiResidue Couple is a method for extracting features from the primary sequence of a protein [12] that is inspired by Chou’s quasi-sequence-order model and Yuan’s Markov chain model [41]. The original residue couple model was designed to represent both the information of the amino acids and the order of the amino acids in the protein sequences. The quasiResidue couple descriptor is obtained by selecting a physicochemical property \( d \) and combining its values with each nonzero entry in the residue sequence. The QRC model (of order \( m \leq 3 \)) is defined as follows:

\[ \text{QRC}^d_m(k) = \frac{1}{N-m} \sum_{n=1}^{N-m} H_{ij}(n, n + m, d) + H_{ji}(n + m, n, d), \]

(9)

where \( i,j \) are the 20 different amino acids, \( N \) is the length of the protein, the function \( H_{ij}(a, b, d) = \text{index}(i, d) \), if \( p_a = i \) and \( p_b = j \), \( H_{ji}(a, b, d) = 0 \) otherwise.

In our experiments, the \( \text{QRC}^d_m \) features are extracted for \( m \) ranging from 1 to 3 and concatenated into a 1200-dimensional vector. In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble of QRC descriptors (Note: the MATLAB code for QRC is available at http://bias.csr.unibo.it/nanni/QRcouple2.zip).

4.4. A Descriptor for Primary Representation: Autocovariance Approach (AC). The autocovariance approach [42] is a sequence-based variant of Chou’s pseudo-amino-acid composition, which extracts a set of pseudo-amino-acid-based features (extracted by the MATLAB code shared by the original authors) from a given protein as the concatenation of the 20 standard amino-acid composition values and \( m \) values reflecting the effect of sequence order. The parameter \( m \) denotes the maximum distance between two considered amino acids \( i,j \) (set to 20 in the tests reported below).

Given a protein \( P = (p_1, p_2, \ldots, p_N) \) and fixing a physicochemical property \( d \), the autocovariance descriptor is \( \text{AC}^d \in \mathbb{R}^{20+m} \).

\[ \text{AC}^d(i) = \left\{ \begin{array}{ll}
\frac{h(i)}{N}, & i \in [1, \ldots, 20], \\
\frac{N-i-20}{\sigma_d} \left( \text{index}(p_k, d) - \mu_d \right) \cdot \left( \text{index}(p_{k+20}, d) - \mu_d \right), & i \in [21, \ldots, 20+m],
\end{array} \right. \]

(10)

where the function \( \text{index}(i, d) \) returns the value of the property \( d \) for the amino acid \( i \), the function \( h(i) \) counts the number of occurrences of a given amino acid in a protein sequence, and \( \mu_d \) and \( \sigma_d \) are normalization factors denoting mean and the variance of \( d \) on the 20 amino acids:

\[ \mu_d = \frac{1}{20} \sum_{i=1}^{20} \text{index}(i, d), \]

\[ \sigma_d = \frac{1}{20} \sum_{i=1}^{20} (\text{index}(i, d) - \mu_d)^2. \]

In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble of 25 AC descriptors (Note: the MATLAB code for AC is available at http://bias.csr.unibo.it/nanni/EstragnoFeaturesAC.rar).

4.5. A Descriptor for Primary Representation: AAIndexLoc (AA). The AAIndexLoc is a descriptor proposed in [43]. AAIndexLoc is composed of the following features.

(i) Amino-acid composition (20 features): this is a fraction of a given amino acid.

(ii) Weighted amino-acid composition (20 features): this is defined for a given amino acid \( i \) as (amino-acid composition of \( i \) \times index\((i, d)\)).

(iii) Five-level grouping composition (25 features): the result of a five-level dipeptide composition applied to a classification of the amino acids by k-means (into five groups) considering their amino-acid index values. The five-level dipeptide composition is defined as the composition of the occurrence of two consecutive groups; see [43] for more details.

In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble of 25 AA\(^d \) descriptors.

4.6. A Descriptor for Primary Representation: Global Encoding (GE). Global encoding is a descriptor proposed in [44] that is based on a classification (labelled here as \( A \)) of amino acids into six classes: \( A1 = \{A, V, L, I, M, G\}, A2 = \{F, W, Y, H\}, A3 = \{S, T, N, Q\}, A4 = \{K, R\}, A5 = \{D, E\}, \) and \( A6 = \{G, P\} \). The final descriptor GE is obtained by extracting measures...
from the 10 characteristic sequences, CS\textsubscript{Pt}, obtained from each of the 10 different partitions Pt of A into 2 subsets of three classes (e.g., Pt = \{(A1, A2, A3), (A4, A5, A6)\}) is one of the 10 partitions. CS\textsubscript{Pt} is obtained by transforming the protein into a numerical sequence where a given amino acid is represented by 1 if it belongs to the first class of the partition (i.e., (A1, A2, A3)) and 0 otherwise. The two sets of measures used to define GE are the frequency of 0s and 1s in each CS\textsubscript{Pt} and the frequency of transitions (i.e., number of 1s followed by a 0, and vice versa).

### 4.7. Descriptor for Primary Representation: Physicochemical 2 Grams (P2G)

The physicochemical 2 grams [13] are descriptors that combine the value of a given physicochemical property \( d \) for an amino acid together with the 2 grams representation of a protein. The standard 2 grams representation is a vector of 20\(^2\) values, each counting the number of occurrences of a given couple of amino acids in a protein sequence. The physicochemical 2 grams (P2G) for a given physicochemical property \( d \) is defined as

\[
P2G^d(k) = \left( \frac{h(i, j) \cdot \text{index}(i, d)}{N-1}, \frac{h(i, j) \cdot \text{index}(j, d)}{N-1} \right),
\]

\( i, j \in [1, \ldots, 20], \quad k = j + 20(i-1), \quad (12) \)

where \( i \) and \( j \) denote the 20 different amino acids, \( N \) is the length of the protein, the function \( \text{index}(i, d) \) returns the value of the property \( d \) for the amino acid \( i \), and the function \( h(i, j) \) counts the number of occurrences of a given couple of amino acids \((i, j)\) in a protein sequence. The P2G\textsuperscript{d} descriptor is an 800-dimensional vector. In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble of 25 P2G\textsuperscript{d} descriptors.

### 4.8. A Descriptor for Primary Representation: N-Gram (NG)

The N-gram descriptor is similar to the standard 2 grams descriptor but is obtained on a different N-peptide composition using different amino-acid alphabets. In this work 5 alphabets proposed in [45] are considered, and we train five different SVMs. Each classifier is trained using a different N-peptide composition with different amino-acid alphabets:


(iii) \( A3 = L-V-M-C-A-G-S-T-P-F-Y-W-E-D-N-Q-R-K-H, \)


(v) \( A5 = L-V-M-C-A-G-S-T-P-F-Y-W-E-D-N-Q-R-K-H. \)

Each protein is first translated according to the 5 alphabets. Then 2 gram representations are calculated from A1 to A2 languages, and the 3 gram representations are calculated from A3 to A4 to A5. The five descriptors are

\[
\text{NG}^d \quad d \in \{A1, A2, A3, A4, A5\}, \quad (13)
\]

having dimensions \(d^p\), where \( n = 2 \) for 2 gram representations and \( n = 3 \) for 3 gram representations. The 5 representations are fused together by weighted sum rule (with weights 1, 1, 1, 0.5, and 0.25).

### 4.9. A Descriptor for Primary Representation: Split Amino-Acid Composition (SAC)

Split amino-acid composition is a descriptor proposed by [46] that is based on the subdivision of the protein sequence into parts from which a separate descriptor is calculated (i.e., the standard amino-acid composition for each part). In this work each protein is divided into the following three parts: (i) 20 amino acids of N-terminus, (ii) 20 amino acids of C-terminus, and (iii) the region between these two termini.

### 4.10. A Descriptor for Primary Representation: Discrete Wavelet (DW)

A sequence descriptor based on biorthogonal discrete wavelet is proposed in [34]. Given a protein \( P = (p_1, p_2, \ldots, p_N) \) and a fixed physicochemical property \( d \), each amino acid of the sequence is substituted by its value of \( d \):

\[
PP^d(i) = \text{index}(p_i, d), \quad i \in [1, \ldots, N], \quad (14)
\]

where the function \( \text{index}(i, d) \) returns the value of the property \( d \) for the amino acid \( i \).

The vector \( PP^d \) is then transformed in the wavelet space by a four-scale biorthogonal discrete wavelet. The final descriptor \( DW^d \) is obtained as the first five discrete cosine coefficients from the approximation coefficients and the maximum, minimum, mean, and standard deviation values from both detail and approximation coefficients. This choice is motivated by the fact that high-frequency components are noisy; thus the low-frequency components are more useful for the classification task.

In the experiments reported below, 25 random physicochemical properties have been selected to create an ensemble of 25 DW\textsuperscript{d} descriptors.

### 4.11. A Matrix-Based Descriptor: Average Blocks (AB)

This matrix descriptor was originally proposed in [47] for the PSSM representation of a protein, but it is used for other matrix representations in this work. Average blocks is a fixed-length vector \( \texttt{AB} \in \mathbb{R}^{400} \) elements obtained as the local average of the input matrix \( \texttt{Mat} \in \mathbb{R}^{400 \times 20} \):

\[
\texttt{AB}(k) = \frac{20}{N} \sum_{z=1}^{N/20} \texttt{Mat}(z + (i-1) \times \frac{N}{20}, j),
\]

\( i = 1, \ldots, 20, \quad j = 1, \ldots, 20, \quad k = j + 20 \times (i-1), \quad (15) \)

where \( k \) is a linear index used to scan the cells of \( \texttt{Mat} \). Thus the final descriptor is a vector obtained as the average of \( \texttt{Mat} \) blocks (each related to the 5% of a sequence).

### 4.12. A Matrix-Based Descriptor: Single Average (SA)

This descriptor [48] is a variant of the previous one and is designed to group together rows related to the same amino acid, thus
considering domains of a sequence with similar conservation rates.

The descriptors \(SA \in \mathbb{R}^{400}\) for a protein \(P = (p_1, p_2, \ldots, p_N)\) and its matrix representation \(\text{Mat}\) is

\[
SA(k) = \text{avg}_{i=1, \ldots, N} \text{Mat}(i, j) \ast \delta(P(i), \alpha(z)),
\]

\(z = 1, \ldots, 20, \quad j = 1, \ldots, 20, \quad k = j + 20 \times (z - 1),\)

where \(k\) is a linear index used to scan the cells of \(\text{Mat}\), where \(\alpha = [A, C, D, \ldots, Y]\) is the ordered set of amino acids, and \(\delta(\cdot, \cdot)\) is the Kronecker delta function.

In this work two variants of the single average descriptor are used: the one described above (labelled \(SA\)) and a version including matrix normalization using a sigmoid function by which each element of \(\text{Mat}\) is scaled to \([0, 1]\) (labelled \(SAN\)).

4.13. A Matrix-Based Descriptor: Autocovariance Matrix (AM). The autocovariance matrix is a matrix descriptor proposed in [49] that aims at avoiding the loss of the local sequence-order information. Each column of the input matrix is reduced to a fixed length by autocovariance variables. An autocovariance matrix (AM) describes the average correlation between positions in a series of lags (i.e., the residue number when applied to protein sequences) throughout the protein sequence.

AM can be calculated from an input matrix \(\text{Mat} \in \mathbb{R}^{N \times 20}\) as follows:

\[
AM(k) = \frac{1}{N - \text{lag}} \sum_{j=1}^{N-\text{lag}} \left( \text{Mat}(i, j) - \frac{1}{N} \sum_{j=1}^{N} \text{Mat}(i, j) \right) \times \left( \text{Mat}(i + \text{lag}, j) - \frac{1}{N} \sum_{j=1}^{N} \text{Mat}(i, j) \right),
\]

\(j = 1, \ldots, 20, \quad \text{lag} = 1, \ldots, 15, \quad k = j + 20 \times (\text{lag} - 1),\)

where \(k\) is a linear index used to scan the cells of \(\text{Mat}\), where \(\text{lag}\) denotes the distance between one residue and its neighbors, and \(N\) is the length of the sequence.

4.14. A Matrix-Based Descriptor: Pseudo-PSSM (PP). This pseudo-PSSM approach (PP) is one of the most widely used matrix descriptors for proteins (see [47, 50]). Usually applied to the PSSM matrix representation of a protein, PP is extended in this work to SMR. This descriptor is designed to retain information about amino-acid sequence by considering the pseudo-amino-acid composition.

Given an input matrix \(\text{Mat} \in \mathbb{R}^{N \times 20}\), the pseudo-PSSM descriptor is a vector \(PP \in \mathbb{R}^{220}\) defined as

\[
PP(k) = \begin{cases}
\frac{1}{N} \sum_{j=1}^{N} E(i, j), & k = 1, \ldots, 20, \\
\frac{1}{N - \text{lag}} \sum_{i=1}^{N-\text{lag}} \left[ E(i, j) - E(i + \text{lag}, j) \right]^2, & j = 1, \ldots, 20, \quad \text{lag} = 1, \ldots, 15, \\
k = 20 + j + 20 \times (\text{lag} - 1),
\end{cases}
\]

where \(k\) is a linear index used to scan the cells of \(\text{Mat}\), where \(\text{lag}\) denotes the distance between one residue and its neighbors, and where \(N\) is the length of the sequence and \(E \in \mathbb{R}^{N \times 20}\), which is a normalized version of \(\text{Mat}\) defined as

\[
E(i, j) = \frac{\text{Mat}(i, j) - (1/20) \sum_{v=1}^{20} \text{Mat}(i, v)}{(1/20) \sum_{v=1}^{20} \left( \text{Mat}(i, v) - (1/20) \sum_{u=1}^{20} \text{Mat}(i, u) \right)^2},
\]

\(i = 1, \ldots, N, \quad j = 1, \ldots, 20.\)

4.15. A Matrix-Based Descriptor: Singular Value Decomposition (SVD). Singular value decomposition is a general purpose matrix factorization approach [51] that has many useful applications in signal processing and statistics. In this work SVD is applied to a matrix representation of a protein with the aim of reducing its dimensionality.

Given an input matrix \(\text{Mat} \in \mathbb{R}^{N \times M}\), SVD is used to calculate its factorization of the form: \(\text{Mat} = U \Sigma V^T\), where \(\Sigma\) is a diagonal matrix whose diagonal entries are known as the singular values of \(\text{Mat}\). The resulting descriptor is the ordered set of singular values: \(\text{SVD} \in \mathbb{R}^{L},\) where \(L = \min\{M, N\}\).

4.16. A Matrix-Based Descriptor: Discrete Cosine Transform (DCT). DCT [52] is a linear separable transformation for converting a signal into elementary frequency components; it is widely used in image compression for its capability to concentrate information into a small number of coefficients. Given an input matrix \(\text{Mat} \in \mathbb{R}^{N \times M}\), its DCT transformation is defined as

\[
\text{DCT}(i, j) = a_i a_j \sum_{m=0}^{M-1} \sum_{n=0}^{N-1} \text{Mat}(m, n) \cos \frac{(2m + 1) i}{2M} \times \cos \frac{(2n + 1) j}{2N},
\]

\(0 \leq i \leq M, \quad 0 \leq j \leq N,\)

where

\[
a_i = \begin{cases}
\frac{1}{\sqrt{M}} & i = 0, \\
\sqrt{\frac{2}{M}} & 1 \leq i \leq M - 1,
\end{cases}
\]

\[
a_j = \begin{cases}
\frac{1}{\sqrt{N}} & j = 0, \\
\sqrt{\frac{2}{N}} & 1 \leq j \leq N - 1.
\end{cases}
\]

In this work the final DCT descriptor is obtained by retaining the first 400 coefficients.
4.17. A Matrix-Based Descriptor: N-Gram Features (NGR). The N-gram descriptor is usually extracted from the primary protein sequence (as already described in Section 4.6). In [53] this descriptor is extracted directly from the PSSM matrix by accumulating the probabilities of each of the N-gram according to the probability information contained in PSSM.

Given an input matrix $\text{Mat} \in \mathbb{R}^{N \times 20}$ representing the PSSM of a given protein, the frequency of occurrence of transition from $i$th amino acid to $j$th amino acid is calculated as follows for 2 grams (BGR) and 3 grams (TGR), respectively:

$$\text{BGR}(l) = \sum_{z=1}^{N-1} \text{Mat}(z,i) \times \text{Mat}(z+1,j),$$

$$i = 1, \ldots, 20, \quad j = 1, \ldots, 20, \quad l = (i-1) \ast 20 + j,$$

$$\text{TGR}(l) = \sum_{z=1}^{N-2} \text{Mat}(z,i) \times \text{Mat}(z+1,j) \times \text{Mat}(z+2,k)$$

$$i = 1, \ldots, 20, \quad j = 1, \ldots, 20, \quad k = 1, \ldots, 20,$$

$$l = (i-1) \ast 400 + (j-1) \ast 20 + k.$$  

(22)

4.18. A Matrix-Based Descriptor: Texture Descriptors. A very interesting feature extraction approach for proteins is to treat a protein matrix representation as an image and to use well-known image texture descriptors for extracting features. In this work two high performing descriptors are evaluated: local binary pattern histogram fourier (LHF) descriptors [54] and local phase quantization (LPQ) (Note: the MATLAB code for LBQ is available at http://www.ee.oulu.fi/mvg/download/lpq/).

Both these descriptors are extracted according to a global and a local evaluation (i.e., from the whole image or from subwindows of an image with the results of each concatenated). The feature vectors extracted are labelled, respectively: LHF_G and LPQ_G, when extracted from the whole image, and LHF_L and LPQ_L when obtained by dividing the image into three equal subwindows and concatenating the resulting feature vectors.

4.18.1. Local Binary Pattern Histogram Fourier (LHF). First proposed by [54], LHF is a rotation invariant image descriptor that is computed from the discrete Fourier transforms of local binary pattern (LBP) histograms. The LHF descriptor computes a noninvariant LBP histogram and constructs rotationally invariant features from the histogram using discrete Fourier transform. The features are invariant to cyclic shifts in the input vector. In this work the final vector is the concatenation of results obtained using the following parameters for LBP computation: $(P = 16; R = 2)$ and $(P = 8; R = 1)$.

4.18.2. Local Phase Quantization (LPQ). The LPQ operator [55] is based on the blur invariance property of the Fourier phase spectrum. LPQ uses the local phase information extracted from the two-dimensional short-term Fourier transform (STFT) computed over a rectangular neighborhood defined by each pixel position. After STFT only four complex coefficients are retained corresponding to four fixed two-dimensional frequencies, which are separated into real and imaginary parts and quantized as integers between 0–255 using a binary coding scheme. The final feature vector is a normalized histogram of such coefficients. In this work the final vector is the concatenation of results obtained with two different radii for LPQ computation: radii 3 and 5, using the Gaussian derivative quadrature filter pair for local frequency estimation (Note: we used the MATLAB code for LPQ available at http://www.ee.oulu.fi/mvg/download/lpq/).

5. Experiments

This section reports the results of an experimental evaluation of the protein descriptors on sequence-based protein classification problems performed on several datasets.

5.1. Datasets, Testing Protocols, and Performance Indicators. The proposed approach has been evaluated on the 15 datasets listed below and according to the testing protocols suggested by the developers of the datasets. A brief summary description of each dataset and related testing protocol is reported in Table 2.

Membrane Subcellular (MEM) (See [56]). This is a dataset containing membrane proteins belonging to eight membrane types: (1) single-pass type I transmembrane, (2) single-pass type II, (3) single-pass type III, (4) single-pass type IV, (5) multipass transmembrane, (6) lipid-chain-anchored membrane, (7) GPI-anchored membrane, and (8) peripheral membrane. The objective of this dataset is to classify a given query protein in a given localization. All proteins in the same subcellular location have less than 80% sequence identity. The testing protocol is based on a given subdivision, each of which is divided into a training set (3249 proteins) and a testing set (4333 proteins).

DNA-Binding Proteins (DNA) (See [57]). This is a dataset containing 118 DNA-binding proteins and 231 non-DNA-binding proteins with less than 35% sequence identity between each pair.

Enzyme (ENZ) (See [58]). This is a dataset that was created using the PDB archive and includes proteins annotated as enzymes, specifically, 381 hydrolases and 713 enzymes of different kinds.

GO Dataset (GO) (See [58]). This is a dataset that was extracted from the PDB archive by selecting proteins according to GO annotations. It distinguishes the biological processes “immune response” (33 proteins) and “DNA repair” (43 proteins) and the molecular functions “substrate specific transporter activity” (39 proteins) and “signal transducer activity” (53 proteins). The presence of highly similar proteins within the same class was avoided by removing sequences which had more than 30% identity.

Human Interaction (HI) (See [59]). This is from the positive protein-protein-interaction (PPI) dataset [59], which was
Table 2: Summary of the descriptors (short names are defined in Sections 3 and 4).

<table>
<thead>
<tr>
<th>Protein representation</th>
<th>Descriptors</th>
<th>Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>AS</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>2G</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>QRC</td>
<td></td>
<td>1200</td>
</tr>
<tr>
<td>AC</td>
<td></td>
<td>40</td>
</tr>
<tr>
<td>P2G</td>
<td></td>
<td>800</td>
</tr>
<tr>
<td>AA</td>
<td></td>
<td>65</td>
</tr>
<tr>
<td>GE</td>
<td></td>
<td>480</td>
</tr>
<tr>
<td>NG</td>
<td></td>
<td>400, 225, 512, 125, 64</td>
</tr>
<tr>
<td>SAC</td>
<td></td>
<td>20</td>
</tr>
<tr>
<td>DW</td>
<td></td>
<td>52</td>
</tr>
<tr>
<td>DM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AB</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>SAN</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>SA</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>AM</td>
<td></td>
<td>300</td>
</tr>
<tr>
<td>PP</td>
<td></td>
<td>320</td>
</tr>
<tr>
<td>SVD</td>
<td>Depends on the input representation</td>
<td></td>
</tr>
<tr>
<td>DCT</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>LHF_G</td>
<td></td>
<td>176</td>
</tr>
<tr>
<td>LPQ_G</td>
<td></td>
<td>512</td>
</tr>
<tr>
<td>LHF_L</td>
<td></td>
<td>528</td>
</tr>
<tr>
<td>LPQ_L</td>
<td></td>
<td>1536</td>
</tr>
<tr>
<td>BGR</td>
<td></td>
<td>400</td>
</tr>
<tr>
<td>TGR</td>
<td></td>
<td>8000</td>
</tr>
</tbody>
</table>

| PSSM/SMR PR/WAVE (ensembles of 25 PR/WAVE^2) | |
| SVD | Depends on the input representation |
| DCT | 400 |
| LHF_G | 176 |
| LPQ_G | 512 |
| LHF_L | 528 |
| LPQ_L | 1536 |
| BGR | 400 |
| TGR | 8000 |

downloaded from the human protein references database (HPRD, June 2007 version). This version of HPRD contains 38,788 protein-protein pairs of experimentally verified PPIs from 9,630 different human proteins. Self-interactions and duplicate interactions from the dataset were eliminated to obtain 36,630 unique positive protein-protein pairs. The benchmark negative dataset was obtained from the SWISS-PROT database (version 57.3 released on 26-May-2009) by selecting 36,480 protein couples with different cellular compartments that do not interact with each other (see [59] for details). The final dataset was constructed from the original benchmark dataset by excluding proteins having more 25% sequence identity to any of the other proteins using the PISCES program. Accordingly, the number of proteins in the positive dataset was reduced from 9,630 to 2,502, and the number of proteins in the negative dataset was reduced from 2,184 to 661 for a total of 3,899 positive samples of protein pairs and 4,262 negative samples of protein pairs. This dataset is not used in all experiments because of its large size (e.g., it is not used in the first experiment to calculate the rank of the compared approaches).

Submitochondria Locations (SL) (See [60]). This is a dataset containing 317 proteins classified into three submitochondria locations: 131 inner membrane proteins; 41 outer membrane proteins; and 145 matrix proteins. To obtain a balance between the homologous bias and the size of the training set, no more than 40% similarity was allowed (i.e., the identity between any 2 sequences in the processed dataset had to be less than 40%).

Virulent Datasets 1 and 2 (VI1, VI2) (See [48]). This is a dataset containing bacterial virulent protein sequences that were retrieved from the SWISS-PROT and VFDB (an integrated and comprehensive database of virulence factors of bacterial pathogens). The two independent sets share the same training set of 1025 virulent and 1030 nonvirulent bacterial sequences. The virulent independent dataset 1 (VI1) contains 83 protein sequences, selected so that no two sequences are more than 40% similar. The virulent independent dataset 2 (VI2) contains 141 virulent and 143 nonvirulent sequences from bacterial pathogens sequences of organisms that were not represented in the training set.

ADHESINS Dataset (AD) (See [48]). This is a dataset containing 469 adhesins and 703 nonadhesins proteins (including several archaebacterial, viral, and yeast nonvirulent proteins). The training set contains 1025 virulent and 1030 nonvirulent bacterial sequences.

GPCR (GP) (See [20]). This is a dataset containing G protein-coupled receptors (GPCR) and non-GPCRs. The aim of this dataset is to identify a query protein as either GPCR or non-GPCR. None of the proteins included have ≥40% pairwise sequence identity to any other in the same subset.

GRAM (GR) (See [61]). This is a dataset containing gram-positive proteins that belong to five subcellular location sites: (1) cell wall, (2) cytoplasm, (3) extracellular, (4) periplasm, and (5) plasma membrane. The aim of this dataset is to classify a given query protein in a given localization. Only those proteins that have <25% sequence identity to any other in a same subcellular location were allowed to be included in the benchmark datasets. In this way, redundancy and homology bias is limited.

Human Protein-Protein Interaction (HU) (See [62]). This is a dataset containing a total of 1882 human protein pairs. Each pair of proteins is labeled as either an interacting pair or a noninteracting pair.

Viral (VR) (See [63]). This is a dataset containing proteins that belong to four classes: cytoplasm, extracellular, nucleus, and plasma membrane. The aim of this dataset is to classify a given query protein in a given localization. None of the proteins have 25% sequence identity to any other in the same subset (subcellular location). Subcellular localization of viral proteins within a host cell or virus-infected cell is very useful for studying the function of viral proteins as well as designing antiviral drugs.

Protein Fold (PF) (See [15]). The dataset used in this work is a subset of the database presented in [15]. The training set contains 313 proteins and the testing set contains 385 samples from 27 classes. The sequence similarities are less than 35% and 40%, respectively. The testing protocol uses the training
set to build the classifier models and independently uses the testing set to evaluate performance.

Cysteine (CY) (See [64]). This is a dataset that was constructed to predict the state of cysteines. It contains 957 protein sequences, having a sequence identity lower than 25%. The dataset is divided into three classes: proteins that do not have disulfide bonds, which are labeled as “none” and two others that are labelled “mix” and “all” depending on whether all the cysteines have been formed into disulfide bonds or not.

SubCell (SC). This is a dataset containing proteins that belong to three subcellular location sites: (1) nucleus, (2) cytoplasm, and (3) extracellular. Only proteins where the PDB format is available are used. The aim is to classify a given query protein in a given localization.

The testing protocol employed in the experiments depended on the datasets. In cases where the original dataset is not divided into training and testing sets, a 10-fold cross-validation was performed (results averaged on ten experiments); otherwise the subdivision of the training and testing sets was maintained.

Three performance indicators are used in the reported results: the classification accuracy, the area under the ROC curve (AUC), and the statistical rank. The accuracy is the ratio between the number of samples correctly classified and the total number of samples. The ROC curve is a graphical plot of the sensitivity of a binary classifier versus false positives (1—specificity), as its discrimination threshold is varied. AUC [65] is a scalar measure that can be interpreted as the probability that the classifier will assign a lower score to a randomly picked positive pattern than to a randomly picked negative pattern. When a multiclass dataset is used, the one-versus-all area under ROC curve is used [66]. Since AUC is considered one of the most reliable performance indicators [67], internal comparisons are evaluated according to AUC, while accuracy is used to compare results with the literature in those cases where AUC is not reported.

The statistical rank returns the relative position of a method against other tested methods. The average rank is the most stable indicator to average performance on different datasets and is calculated using the Friedman’s test (alpha = 0.05) applying the Holm post hoc procedure [68].

5.2. Experimental Results. The first experiment is aimed at comparing all the descriptors detailed in Section 3 and is summarized in Table 2 in terms of the statistical rank evaluated considering all the datasets (excluding HI).

In Table 3 the different methods are evaluated by their average rank, with the best descriptor for each representation highlighted. Notice that the representation method DM is not included in this table; this is because it is available only in a subset of datasets (i.e., where the PDB format is obtainable). Examining Table 3 it is clear that on average PSSM is the best representation. The other representations, however, are useful for building a strong ensemble that outperforms the results of the best stand-alone descriptors, as demonstrated by experiments reported.

<table>
<thead>
<tr>
<th>Descriptors</th>
<th>Protein representation</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAS</td>
<td>AS</td>
<td>23.42</td>
</tr>
<tr>
<td></td>
<td>2G</td>
<td>27.25</td>
</tr>
<tr>
<td></td>
<td>QRCd</td>
<td>21.54</td>
</tr>
<tr>
<td></td>
<td>ACd</td>
<td>11.52</td>
</tr>
<tr>
<td></td>
<td>P2Gd</td>
<td>39.78</td>
</tr>
<tr>
<td>AAS</td>
<td>AAd</td>
<td>21.36</td>
</tr>
<tr>
<td></td>
<td>GE</td>
<td>30.24</td>
</tr>
<tr>
<td></td>
<td>NG</td>
<td>27.85</td>
</tr>
<tr>
<td></td>
<td>SAC</td>
<td>23.45</td>
</tr>
<tr>
<td></td>
<td>DWd</td>
<td>29.48</td>
</tr>
<tr>
<td>PSSM</td>
<td>AB</td>
<td>15.25</td>
</tr>
<tr>
<td></td>
<td>SAN</td>
<td>7.25</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>13.20</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>20.50</td>
</tr>
<tr>
<td></td>
<td>PP</td>
<td>5.02</td>
</tr>
<tr>
<td></td>
<td>SVD</td>
<td>39.56</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>28.56</td>
</tr>
<tr>
<td></td>
<td>LHF_G</td>
<td>24.10</td>
</tr>
<tr>
<td></td>
<td>LPQ_G</td>
<td>14.87</td>
</tr>
<tr>
<td></td>
<td>LHF_L</td>
<td>31.81</td>
</tr>
<tr>
<td></td>
<td>LPQ_L</td>
<td>26.72</td>
</tr>
<tr>
<td></td>
<td>BGR</td>
<td>12.44</td>
</tr>
<tr>
<td></td>
<td>TGR</td>
<td>15.68</td>
</tr>
<tr>
<td>SMR</td>
<td>AB</td>
<td>28.78</td>
</tr>
<tr>
<td></td>
<td>SAN</td>
<td>24.80</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>24.82</td>
</tr>
<tr>
<td></td>
<td>AM</td>
<td>40.52</td>
</tr>
<tr>
<td></td>
<td>PP</td>
<td>12.50</td>
</tr>
<tr>
<td></td>
<td>SVD</td>
<td>29.20</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>32.45</td>
</tr>
<tr>
<td></td>
<td>LHF_G</td>
<td>17.02</td>
</tr>
<tr>
<td></td>
<td>LPQ_G</td>
<td>17.22</td>
</tr>
<tr>
<td></td>
<td>LHF_L</td>
<td>26.24</td>
</tr>
<tr>
<td></td>
<td>LPQ_L</td>
<td>31.24</td>
</tr>
<tr>
<td></td>
<td>BGR</td>
<td>19.86</td>
</tr>
<tr>
<td></td>
<td>TGR</td>
<td>23.24</td>
</tr>
<tr>
<td>PR (ensemble of 25 PRd)</td>
<td>SVD</td>
<td>38.25</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>38.75</td>
</tr>
<tr>
<td></td>
<td>LHF_G</td>
<td>41.25</td>
</tr>
<tr>
<td></td>
<td>LPQ_G</td>
<td>38.38</td>
</tr>
<tr>
<td></td>
<td>LHF_L</td>
<td>44.02</td>
</tr>
<tr>
<td></td>
<td>LPQ_L</td>
<td>38.48</td>
</tr>
<tr>
<td>WAVE (ensemble of 25 WAVEd)</td>
<td>SVD</td>
<td>40.25</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>47.00</td>
</tr>
<tr>
<td></td>
<td>LHF_G</td>
<td>38.95</td>
</tr>
<tr>
<td></td>
<td>LPQ_G</td>
<td>34.01</td>
</tr>
<tr>
<td></td>
<td>LHF_L</td>
<td>41.10</td>
</tr>
<tr>
<td></td>
<td>LPQ_L</td>
<td>40.20</td>
</tr>
</tbody>
</table>

The second experiment is aimed at comparing only the best descriptors found in Table 3. In Tables 4 and 5, we report the performance (in terms of AUC) of the two best
Table 4: Comparison in terms of AUC in 2 class problems.

<table>
<thead>
<tr>
<th>Protein representation</th>
<th>Descriptor</th>
<th>DNA</th>
<th>HU</th>
<th>HI</th>
<th>GP</th>
<th>AD</th>
<th>VI1</th>
<th>VI2</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAS</td>
<td>AC\textsuperscript{d}</td>
<td>92.6</td>
<td>71.8</td>
<td>96.4</td>
<td>99.1</td>
<td>80.9</td>
<td>90.0</td>
<td>76.5</td>
</tr>
<tr>
<td></td>
<td>AA\textsuperscript{d}</td>
<td>90.6</td>
<td>68.3</td>
<td>—</td>
<td>98.8</td>
<td>78.9</td>
<td>89.2</td>
<td>75.6</td>
</tr>
<tr>
<td>PSSM</td>
<td>PP</td>
<td>95.5</td>
<td>81.3</td>
<td>94.8</td>
<td>99.8</td>
<td>87.7</td>
<td>86.2</td>
<td>87.3</td>
</tr>
<tr>
<td></td>
<td>SAN</td>
<td>95.2</td>
<td>76.4</td>
<td>95.7</td>
<td>99.7</td>
<td>82.7</td>
<td>87.3</td>
<td>85.7</td>
</tr>
<tr>
<td>SMR</td>
<td>PP</td>
<td>92.9</td>
<td>73.8</td>
<td>—</td>
<td>99.5</td>
<td>79.8</td>
<td>88.5</td>
<td>76.0</td>
</tr>
<tr>
<td></td>
<td>LHF\textsubscript{G}</td>
<td>89.3</td>
<td>69.0</td>
<td>—</td>
<td>99.3</td>
<td>81.6</td>
<td>83.4</td>
<td>71.1</td>
</tr>
<tr>
<td>PR</td>
<td>SVD</td>
<td>79.6</td>
<td>74.2</td>
<td>—</td>
<td>98.0</td>
<td>72.3</td>
<td>59.1</td>
<td>73.3</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>83.4</td>
<td>67.7</td>
<td>—</td>
<td>95.9</td>
<td>73.4</td>
<td>68.4</td>
<td>63.0</td>
</tr>
<tr>
<td>WAVE</td>
<td>LPQ\textsubscript{G}</td>
<td>83.1</td>
<td>68.6</td>
<td>—</td>
<td>98.5</td>
<td>74.0</td>
<td>67.4</td>
<td>67.6</td>
</tr>
<tr>
<td></td>
<td>LHF\textsubscript{G}</td>
<td>77.7</td>
<td>68.6</td>
<td>—</td>
<td>97.8</td>
<td>68.9</td>
<td>65.1</td>
<td>60.8</td>
</tr>
</tbody>
</table>

Table 5: Comparison in terms of AUC in multiclass problems.

<table>
<thead>
<tr>
<th>Protein representation</th>
<th>Descriptor</th>
<th>MEM</th>
<th>PF</th>
<th>ENZ</th>
<th>GR</th>
<th>VR</th>
<th>SL</th>
<th>CY</th>
<th>GO</th>
<th>SC</th>
</tr>
</thead>
<tbody>
<tr>
<td>AAS</td>
<td>AC\textsuperscript{d}</td>
<td>93.6</td>
<td>84.8</td>
<td>66.7</td>
<td>92.7</td>
<td>81.8</td>
<td>93.2</td>
<td>78.4</td>
<td>70.0</td>
<td>67.6</td>
</tr>
<tr>
<td></td>
<td>AA\textsuperscript{d}</td>
<td>90.4</td>
<td>84.2</td>
<td>63.7</td>
<td>92.6</td>
<td>72.2</td>
<td>91.1</td>
<td>76.5</td>
<td>69.5</td>
<td>65.5</td>
</tr>
<tr>
<td>PSSM</td>
<td>PP</td>
<td>96.8</td>
<td>93.1</td>
<td>78.0</td>
<td>80.8</td>
<td>81.8</td>
<td>95.7</td>
<td>79.4</td>
<td>84.5</td>
<td>70.3</td>
</tr>
<tr>
<td></td>
<td>SAN</td>
<td>95.5</td>
<td>87.7</td>
<td>71.2</td>
<td>93.0</td>
<td>72.0</td>
<td>94.1</td>
<td>81.8</td>
<td>78.6</td>
<td>73.9</td>
</tr>
<tr>
<td>SMR</td>
<td>PP</td>
<td>94.2</td>
<td>85.9</td>
<td>66.2</td>
<td>92.8</td>
<td>76.9</td>
<td>92.2</td>
<td>78.7</td>
<td>69.0</td>
<td>66.2</td>
</tr>
<tr>
<td></td>
<td>LHF\textsubscript{G}</td>
<td>96.2</td>
<td>87.6</td>
<td>65.6</td>
<td>91.3</td>
<td>82.4</td>
<td>89.5</td>
<td>78.2</td>
<td>72.4</td>
<td>62.9</td>
</tr>
<tr>
<td>PR</td>
<td>SVD</td>
<td>94.4</td>
<td>83.5</td>
<td>59.4</td>
<td>80.8</td>
<td>76.0</td>
<td>85.4</td>
<td>73.5</td>
<td>59.7</td>
<td>60.3</td>
</tr>
<tr>
<td></td>
<td>DCT</td>
<td>91.7</td>
<td>79.5</td>
<td>60.8</td>
<td>82.6</td>
<td>74.2</td>
<td>83.9</td>
<td>71.7</td>
<td>65.3</td>
<td>64.2</td>
</tr>
<tr>
<td>WAVE</td>
<td>LPQ\textsubscript{G}</td>
<td>94.2</td>
<td>87.2</td>
<td>63.2</td>
<td>82.7</td>
<td>79.2</td>
<td>83.4</td>
<td>68.1</td>
<td>65.7</td>
<td>58.1</td>
</tr>
<tr>
<td></td>
<td>LHF\textsubscript{G}</td>
<td>92.7</td>
<td>86.2</td>
<td>61.5</td>
<td>80.3</td>
<td>80.6</td>
<td>81.0</td>
<td>66.6</td>
<td>65.2</td>
<td>57.0</td>
</tr>
</tbody>
</table>

Table 6: Comparisons with previous versions of WAVE and PR.

<table>
<thead>
<tr>
<th>Protein representation</th>
<th>Descriptor</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>WAVE</td>
<td>Best in [34]</td>
<td>66.1</td>
</tr>
<tr>
<td>PR</td>
<td>Best in [34]</td>
<td>62.8</td>
</tr>
<tr>
<td>WAVE</td>
<td>LPQ\textsubscript{G}</td>
<td>68.6</td>
</tr>
<tr>
<td>PR</td>
<td>SVD</td>
<td>74.2</td>
</tr>
</tbody>
</table>

The best results in the previous tables are almost always obtained with PSSM and AAS representations of proteins. The best results for each dataset are highlighted. On average PP coupled with PSSM obtains the best results in most datasets, but it is not always the case. Some results related to HI are not reported due to the high computational costs.

The best results in the previous tables are almost always obtained with PSSM and AAS representations of proteins. Comparing the reported results of PR and WAVE with [34], where the first versions of those representations were tested, it is clear that there is a boost in performance in PR and WAVE. See, for comparison, Table 6, where previous results obtained using these representations (SVM is the classifier) are reported.

The third experiment tests some ensemble approaches based on the fusion of some of the best descriptors, selected considering all the datasets, excluding HI. The ensembles tested in this experiment are obtained as the weighted fusion of the following methods, labelled in terms of representation (descriptor):

(i) FUS1: 2 × AAS(AC) + 2 × PSSM(SAN) + 4 × PSSM(PP) + PSSM(LHF\textsubscript{G}) + PSSM(BGR) + PSSM(TGR) + SMR(PP) + SMR(BGR),

(ii) FUS2: 2 × AAS(AC) + 2 × PSSM(SAN) + 4 × PSSM(PP) + PSSM(LHF\textsubscript{G}) + PSSM(BGR) + PSSM(TGR) + SMR(PP) + SMR(BGR) + 2 × DM(LPQ\textsubscript{G}) = FUS1 + 2 × DM(LPQ\textsubscript{G}).

The results of these two ensembles are compared in Tables 7 and 8 with the best three single methods. Results related to FUS2 are reported for only a few datasets since it contains a descriptor based on the DM matrix.

The most interesting result among those reported in Tables 7 and 8 is that of our ensemble FUS1, which outperforms the other approaches in nearly all the datasets and accomplishes this performance gain without changing its weights. It is also interesting to note that even though the recent representation of SMR works rather poorly compared with PSSM and AAS, it is nonetheless useful when combined with PSSM and AAS. The other representations, WAVE, PR,
and DM, are not yet useful in fusion; in our opinion, a wide survey on different texture descriptors still needs to be performed to determine which set of descriptors can boost the performance of these representations.

The forth experiment is aimed at comparing our ensembles FUS1 and FUS2 with the performance reported in the literature by other state-of-the-art approaches. Unfortunately, a fair comparison with other approaches is not always easy for the following reasons.

(i) Several papers use self-collected datasets and only in a few cases is the code for feature extraction available.

(ii) Many works report results obtained on small datasets, without a clear indication of the testing protocol used; therefore, it is difficult to know whether parameter optimization was performed on the entire dataset (thereby overfitting results) or only on a training set. Overfitting is particularly dangerous in small datasets.

The comparison is much easier when considering large datasets (as with HI and MEM) or when an independent dataset separate from the training set is available (as in PF). So in the following tests we compare our results only when we are quite sure that the comparison is fair.

Tables 9 and 10 report the performance in terms of AUC and accuracy, respectively. When available we have used original source code for comparing methods. When results are extracted from the original reference paper, the best method reported in the paper is considered in the comparison. It should also be noted that in what follows we are comparing the most widely used descriptors in the literature, using whenever possible the original source code for the descriptors (not our reimplementation). To ensure fair comparison, we have also used the same testing protocol that was used in the original reference. Moreover, it should be noted that although it is the case that when small datasets are used (or when only a few datasets are tested) a jackknife approach is quite feasible, in our survey using several datasets and many descriptors, the jackknife approach becomes computationally unfeasible.

The results reported in Tables 9 and 10 are interesting not only because in this work we outperform all our previously proposed ensembles but also because we obtain state-of-the-art performances on such large datasets as HI and on such widely used benchmarks as PF and MEM. Please note that our ensemble FUS1 works well across nearly all the tested datasets, without any parameter tuning to optimize performance for a given dataset.

Considering the dataset PF, which is one of the most widely used benchmarks, FUS1 compares very well with the other approaches where features are not extracted using 3D information (for a fair comparison). The performance FUS1 is all the more valuable when considering that unlike the older approaches, ours is obtained without ad-hoc feature extractors (where the features are validated only on PF with a high risk of overfitting).

The compared approaches on PF are the following.

(i) Reference [15], where six kinds of features denoted by C, S, H, P, V, and Z are proposed. C is the popular amino-acid composition; the remaining five indicate the features of polarity, polarizability, normalized Van Der Waals volume, hydrophobicity, and predicted secondary structure, respectively.

(ii) Reference [70], where the same CSHPVZ features proposed by [15] are used, but with different classifier systems.

(iii) Reference [69], where the authors combine CSHPVZ features with bigram-coded feature (B) and spaced bigram-coded feature (SB).

(iv) Reference [72], where the authors do the same work as [69] but improve the classifier system using the technique of data fusion.
Since the PF dataset aims at predicting the 3D structure of a protein, features extracted from 3D representations are highly useful as proven by the better performance obtained by FUS2 with respect to FUS1.

Given the results reported above, our proposed ensemble FUS1 should prove useful for practitioners and experts alike since it can form the base for building systems that are optimized for particular problems (e.g., SVM optimization and physicochemical properties selection). Obviously, it is very important that only the training data be used for physicochemical properties selection; it is not fair to choose the physicochemical properties using the entire dataset to do so. Moreover, when the ensemble is optimized for a given dataset, it is very important to consider that large descriptors work better when a large training set is available (because of the curse of dimensionality). As an example of this, we report below the performance of AAS(RC) and AAS(AC). AAS(RC) has high dimensionality and, accordingly, as seen in Table 11, works well mainly on large datasets. For this reason, it can be used in an ensemble only in the case where a large training set is available (as with MEM or HI). Notice that in HI the method AAS(RC) outperforms our best ensemble.

A similar behavior occurs with some other methods. In Table 12 we report the performance obtained by PSSM(LPQ\_G). It works very poorly in some datasets but very well in others (mainly with the larger datasets).

It is clear from our experimental results that it is difficult to find an ensemble that performs the best across each of the datasets. Nonetheless, we have shown that among the several tested and proposed protein descriptors, it is always possible to find an ensemble that performs well in each type of dataset.

### 6. Conclusion

One goal in this work was to provide a survey of several state-of-the-art descriptors and some new variants starting from different protein representations. We compare the performance of these descriptors across several benchmark datasets. The results reported in this paper show that the best protein representation is PSSM, but AAS and SMR also work well. We found that no single descriptor is superior to all others across all tested datasets.

Another objective of this study was to search for a general ensemble method that could work well on different protein classification datasets. Accordingly, we performed several fusions for finding experimentally a set of descriptors based on different representations that worked well across each of the tested datasets. A couple of representations, such as
Several (preferably large) datasets are required when we want to compare a number of different descriptors across different models. Although this would not be a problem for some descriptors/classifiers, for others the classifier might require more computational power than SVM. The main drawback using these ensemble methods is that they can only be made with AdaBoost and Rotation Forest [74] classifiers. The authors are particularly interested in investigating ensembles for developing an ad-hoc system for a given problem. Issues regarding the publication of this paper are discussed. For instance, the size of datasets to consider when optimizing such a base system for a given model is also discussed. In particular, approaches that use a high dimensional representation (e.g., RC) require larger datasets.

We are particularly interested in investigating ensembles for sequence-based protein classification, since different texture descriptors need to be performed since different descriptors contain different information that might boost performance when combined with others. Our major contribution is to propose an ensemble of descriptors/classifiers for sequence-based protein classification that not only works well across several datasets but also, in some cases, proves superior to the state-of-the-art. Unlike other papers that develop a web server, we share almost all the MATLAB codes used in the proposed approaches. Our proposed ensemble could be considered a baseline system for developing an ad-hoc system for a given problem. Issues to consider when optimizing such a base system for a given dataset were also discussed. For instance, the size of datasets seems to play a role in the choice of protein representation, with some descriptors showing stronger performance on large datasets. In particular, approaches that use a high dimensional representation (e.g., RC) requires larger datasets in order to avoid the curse of dimensionality.

To further improve the performance of our methods, we plan, in the future, on testing more classification approaches. We are particularly interested in investigating ensembles made with AdaBoost and Rotation forest [74] classifiers. The main drawback using these ensemble methods is that they require more computational power than SVM, the classifier used in this work. Although this would not be a problem for the testing phase, it would be a drawback in the training phase if we want to compare a number of different descriptors across several (preferably large) datasets.

### Conflict of Interests

The authors declare that there is no conflict of interests regarding the publication of this paper.

### References


