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Recent advances of various sensor technologies, such as
the Internet of Things, sensor cloud, underwater sensor,
and healthcare sensor, have moved us toward the era of
worldwide sensor networks. People can sense and collect
necessary sensory data anytime and anywhere. However,
efficient resource utilization in terms of energy consumption,
spectrum allocation, routing selection, and so forth is still a
big challenge in the sensor networks research area. Designing
“green” sensor networks, the next generation of wireless
sensor networks, has become a matter of paramount impor-
tance. On the other hand, the lack of cooperation among
sensors not only affects the quality of communication, but
also results in unbalance of resource utilization,which further
reduces the robustness of the sensor system. “Friendly”
cooperation among sensors, such as information sharing,
spectrum/energy awareness, routing adaptation, and data
caching, enables providing potential benefits for optimizing
and balancing the resource usage, hence improving the
lifetime of the entire sensor network. Therefore, green and
friendly communication becomes the utmost important and
promising avenue for the future sensor network research.

17 paper submissions were received. After thorough and
meticulous reviews, followed by extensive discussions among
the guest editors.

Among the accepted papers, there are two articles
addressing the integration of data communications coming
from wireless sensor networks with the purpose of achiev-
ing energy-saving. In “ECMTADR: Energy Conservative

Multitier Architecture with Data Reduction for Cluster-
Based Wireless Sensor Networks,” T. Cevik proposes a
sophisticated architecture comprising data reduction, load
balance, and topology control for data communication. N.
Ullah et al., in “Modeling MAC Protocol Based on Framed
Slotted Aloha for Low Energy Critical Infrastructure Sensor
Networks,” analyze a MAC protocol for low energy critical
infrastructure monitoring (LECIM) networks and propose
a framed slotted aloha based MAC for LECIM using linear
increasing contention window size to reduce the packet drop
probability.

Cooperation is one of the most effective methods to
improve the performance and robustness of routing algo-
rithms, particularly when working under wireless sensor
networks. The paper by Y. Cheng and L. Yang entitled “A
Novel Energy-Efficient ReceptionMethod Based on Random
Network Coding in Cooperative Wireless Sensor Networks”
presents an opportunistic reception algorithm for energy-
efficient transmission in cooperative WSNs. In “Shared MPR
Sets for Moderately Dense Wireless Multihop Networks,” T.
Kitasuka and S. Tagashira propose a method for achieving
more efficient multipoint relay selection in moderately dense
wirelessmultihop networks than the conventionalmultipoint
relay selection. In “Intelligent Transmission Power Allocation
for Distributed Beamforming in Wireless Sensor Networks,”
S. Chung and I. Joe propose an Intelligent Transmission
Power Allocation algorithm to guarantee the required chan-
nel capacity considering dynamic channel statement, number
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of cooperating source nodes, and distance between the
average source nodes and destination. Y. Sun et al., in “An
Adaptive Routing Protocol Based on QoS and Vehicular
Density in Urban VANETs,” explore an adaptive routing
protocol based on QoS and vehicular density in urban
VANET environments.

The trade-off between security and energy efficiency for
wireless sensors networks is addressed in the paper by D.
Rusinek et al. entitled “Security Trade-Off and Energy Effi-
ciency Analysis in Wireless Sensor Networks.” The authors
propose an energy analysis module for the quality of pro-
tection modeling language by means of which one can
analyze the influence of various security levels on the energy
consumption of a protocol. Furthermore, an advanced com-
municationmodule is proposed as an extension of the quality
of protectionmodeling language, which enhances the abilities
to analyze complex wireless sensor networks.

High efficient resource dissemination and delivery are
also an important issue for the green and friendly com-
munications in wireless sensor networks. The paper by S.
Jia et al. entitled “A Novel Interest Detection-Based Video
Dissemination Algorithm under Flash Crowd in Mobile Ad
Hoc Networks” proposes a novel interest detection-based
video dissemination algorithm under flash crowd in mobile
ad hoc networks. In “Cloud-Assisted Scalable Video Delivery
Solution over Mobile Ad Hoc Networks,” L. Zhong and S.
Jia present a novel Cloud-Assisted Scalable Video Delivery
Solution over mobile ad hoc networks.

All these works are mature and present detailed research
proposals, good testing results, and interesting result analy-
ses. It is hoped that the audience will appreciate them and the
readers will have pleasant reading.

Acknowledgments
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sensor technologies area.
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Cloud computing is promising avenue for supporting high-performance and interactive streaming service.Making use of the clouds
to flexibly increase the scale of video service system and provide fast search are key determinants for scalablemobile video streaming
in order to ensure smooth playback experience. In this paper, we propose a novel Cloud-assisted Scalable Video Delivery Solution
over mobile ad hoc networks (CSVD). CSVD makes use of the clouds to share responsibility for the load of resource management
of media server, which supports fast resource searching and enhances system scalability. CSVD designs a new estimation model of
resourcemaintenance scale in terms of quality of service- (QoS-) oriented dynamic balance between supply and demand, in order to
economically use the clouds. A novel supplier scheduling algorithm that assigns resource suppliers for fast responding user request
in terms of their load and serving capacity is proposed. Extensive tests show how CSVD achieves much better performance results
in comparison with other state-of-the-art solutions.

1. Introduction

The mobile ad hoc networks (MANETs) are the significant
network technologies for the next generation Internet, which
have extensive application areas [1–3]. The new wireless
communication protocol such as IEEE 802.11 can meet high
bandwidth requirement of multimedia services to enable
provision of rich visual content for the mobile users in
MANETs [4]. Video streaming is a significant one of the
multimedia services, which provides rich content in multi-
ple network environment such as MANETs, VANETs, and
wireless sensor networks (WSN) [5–10]. P2P technologies
are well known for supporting large-scale video streaming
system deployment [11–15]. However, provision of P2P-based
high-quality video streaming service with efficient content
sharing over MANETs is a challenging issue. Due to limited
capacities of energy and storage, the mobile nodes only cache
relatively short video clip, so as to frequently replace the data
in the playback buffer for watching desired content. Search-
ing requested video content from fragmentary distributed
resources in P2P networks leads to long start delay and
high-cost network bandwidth, which cannot ensure smooth

playback and meet the demand of green communication. On
the other hand, the pursuit of popular video content results
in high load of system due to process request and schedule
resources, reducing system scalability.Therefore, a light-duty
solution which efficiently maintains and schedules resources
carried by themobile nodes and supports fast search for video
content should be considered for video streaming service in
MANETs.

Numerous researchers have shown great interest in high-
efficiency resource sharing for video streaming system in
wireless networks. For instance, QUVoD in [16], a Chord-
based video sharing solution over VANETs, groups peers into
a chained Chord structure in 4G networks in terms of the
similarity of stored video chunks, which can achieve reliable
supply and fast location of video resources. SURFNet in [17]
is a tree-based video sharing solution in which the peers with
long online times are grouped into an AVL tree and connect
with an attached holder-chainwhose items have similar video
content. However, with increasing number of nodes, the high
maintenance cost for structured topology (Chord/tree) limits
the scalability of these solutions. For uncertain blowout of
user access for video resources, enlarging the scale of server
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Internet

Media server

Cloud

Figure 1: CSVD architecture.

cluster increases the cost of system deployment. SPOON
in [18] is a community-based file sharing solution over
MANETs. SPOON groups the peers into multiple commu-
nities in terms of the interest similarity, which can achieve
high efficiency of content sharing. However, the stability of
community structure relies on the capacities of community
coordinator and determines system performance and main-
tenance cost of communities. Making use of the server to
compensate insufficient bandwidth further limits the system
scale.

Recently, cloud computing has become the most popu-
lar computing paradigm [19]. Providing on-demand server
resources to users relies on the shared pool of servers in
datacenters [20]. With rapid growth of mobile devices usage,
mobile cloud streaming becomes a promising avenue for sup-
porting high-performance and interactive streaming service
[21, 22].Themost of cloud-based multimedia systems use the
clouds to compensate insufficient capacities of upload band-
width, computing and storage in the systems. However, the
random request behavior of users for the video content leads
to the increase in the complexity of cloud usage and the cost
of interactivity between server and clouds. Moreover, making
use of the clouds to meet the requirement of bandwidth
brings expensive monetary cost.

In this paper, we propose a novel Cloud-assisted Scalable
Video Delivery solution over mobile ad hoc networks (CSVD).

As Figure 1 shows, the clouds assist the media server to
manage the hotspot resources to address the large-scale
intensive request when the server cannotmeet the demand of
users for video resources. A novel estimation model of
resource maintenance scale based on QoS-oriented dynamic
balance between supply and demand is proposed, reducing
monetary cost from rental resources in the clouds. A novel
supplier scheduling mechanism that schedules suppliers in
terms of their load and estimated processing capacity is pro-
posed, reducing the lookup delay and balancing the load of
suppliers. Simulation results show how CSVD achieves much
better performance results in comparisonwith other state-of-
the-art solutions.

2. Related Work

There have been numerous studies on P2P-based man-
agement and lookup optimization of resources for video
streaming services in recent years.

The solutions based on structured content distribution
topology are well known for resource lookup efficiency. For
instance, QUVoD in [16] employs a group-based Chord
structure to uniformly distribute the video content, where the
peers which store similar content in the Chord overlay form a
group. By using this structure, the request for sequential video
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chunks can be addressed in a group, reducing chunk seeking
traffic and balancing peer load. However, the increase in the
number of nodes leads to high system load for maintaining
the Chord overlay and limits QUVoD’s scalability. SURFNet
in [17] groups stable peers which have long online time and
store superchunk-level video content into an AVL tree. A
holder-chain which is composed of peers with similar video
content is attached to a peer in the AVL tree in terms of the
similarity of stored content. SURFNet makes use of the tree-
based overlay topology to obtain nearly constant and loga-
rithmic lookup time for seeking in a video stream or between
different videos. The maintenance cost of peers relies on the
stability of the AVL tree. However, the long online time can-
not ensure the state stability of nodes in the tree. Therefore,
with the increase in the number of peers, the maintenance
of the tree structure also increases very much so that the
system scalability and lookup efficiency are highly restricted.
The structured overlay such as QUVoD and SURFNet can
achieve fast lookup of resources and make full use of
peers’ upload bandwidth, but the high maintenance cost
limits the system’s scale and wastes network bandwidth.

The proposed mesh-based solutions with an unstruc-
tured topology have high system scalability. For instance,
the authors of [23] proposed a mesh-based P2P stream-
ing solution. Each peer selects the nodes as its neighbors
according to different predefined policies. Because mutual
contact between these nodes form a random graph, the
system can perceive dynamic distribution process of video
chunk and utilize created cluster of large-bandwidth peers
to address intensive request of hotspot resources. Chang and
Huang [24] proposed a mesh-based interleaved video frame
distribution scheme to support user interactivity. However,
the resource search in the mesh-based solutions employs
gossip scheme which does not support fast resource lookup.
The low performance of resource lookup does not ensure
smooth playback. Moreover, the dissemination of gossip
messages consumes mass network bandwidth.

Recently, some P2P file sharing solutions based on virtual
communities have been proposed. For instance, SPOON
[18] groups mobile nodes into a community in terms of
common interest and frequent interaction between users.
SPOON designs a role assignment for the community mem-
bers to handle the file lookup both intracommunity and
intercommunity and an file searching scheme for high-
efficiency resource search in terms of user interest. However,
SPOON makes use of files stored to estimate the inter-
est similarity between nodes, which does not obtain high
accuracy of interest similarity. The fragile community struc-
ture results in increasing maintenance cost of community
members and a negative influence on file search efficiency.
The mobility of nodes is not mentioned in SPOON so
that the dynamic geographical distance between community
members brings negative influence for content delivery. C5
[25] groups the peers which request the same content and
are near to each other into a community and collaboratively
fetches content. The community members use a WLAN
to deliver local resources with other members. Making
use of WLAN interfaces to communicate with internal
members can improve the delivery efficiency. However, the

deployment environment of C5 relies on the premise that a
number of mobile nodes have close location with each other
during a long period and subscribe the same content, so C5 is
difficult to be implemented in mobile networks. The increase
in the community scale introduces the highmaintenance cost
for community members, so the capacities of community
coordinator become the bottleneck of system scalability.

Inspired by community-based file sharing solutions, the
community-based video streaming systems have attracted
increasing research interests from various researchers. For
instance, AMCV in [26] proposed a mini-community-based
video sharing scheme in wireless mobile networks. AMCV
groups the peers into a community in terms of the sim-
ilarity of requested video chunks and uses an ant colony
optimization-based community communication strategy that
dynamically bridges communities to support fast search for
resources. The interest-based peer groups can ensure high
accuracy for predicting the resource demand of users to
reduce the start delay, however, because the broker nodes
in the communities need to maintain information of com-
munity members and handle the request messages from
internal or external members. With increasing number of
peers, AMCV’s scale relies on the capacities of broker nodes;
namely, the broker nodes in the communities cannot bear
high load for the management of community members so as
to limit system’s scalability. PMCV in [27] proposed a novel
performance-aware mobile community-based video delivery
system over vehicular ad hoc networks. PMCV employs a
mobile community detection scheme to group peers into a
mobile community in terms of the similarity of playback
and movement behavior between users. This scheme can
obtain high stability of community structure and efficient
video delivery. Moreover, PMCV makes use of a community
member management mechanism to achieve high efficiency
of resource lookup and low maintenance cost.

3. CSVD Detailed Design

3.1. Media Server. The media server stores several video
resources to provide original video data for all mobile nodes
in MANETs; namely, a video files set is 𝑆video = (V

1
, V
2
,

. . . , V
𝑛
). When a mobile node 𝑛

𝑖
joins the system or a system

member requests a new video, it sends a request message
to the server. The server uses a system member list to
record the information of these request nodes, namely,
𝑆member = ((𝑛

1
,VID, 𝑡𝑝

1
), (𝑛
2
,VID, 𝑡𝑝

2
), . . . , (𝑛

𝑚
,VID, 𝑡𝑝

𝑚
)),

whose items include the node ID, requested video ID, and
timestamp. After the server receives the request message, it
selects a supplier which has the minimum value of requested
timestamp with the requester, ensuring stable logical link
between supplier and requester and reducing the number of
repetitive requestmessages.Moreover, in order to balance the
load between suppliers and enhance the video delivery effi-
ciency, the server considers the serving capacities andmoving
behavior of suppliers. The supplier scheduling algorithm is
detailed in Section 3.3. When the requester receives the
return message containing the information of the supplier, it
connects with the supplier and fetches video content. If any
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member leaves the system, it sends the quit message to the
server. After the server receives a quit message of the system
members, it removes the member information from 𝑆member.

With increasing number of maintained members and
request messages, the server cannot shoulder the load of
maintaining node state and processing messages. The server
requires the clouds to maintain the state of members which
have the video content of high-frequency access. When the
system members or mobile nodes request a popular video
file, their request messages are redirected to the clouds which
are responsible for assigning the appropriate supplier for the
requesters.

3.2. Maintenance Scale. Renting cloud resources to maintain
and schedule the video resources stored by the nodes in P2P
networks brings monetary cost. In order to economically use
clouds, the scale of maintained members should be kept
within appropriate level in terms of the balance between
supply and demand. Due to the variation of cached video
content, the maintenance scale is dynamically regulated in
terms of the resource requirements change. Let 𝑆V𝑖 ⇔ (𝑛

𝑎
, 𝑛
𝑏
,

. . . , 𝑛
𝑡
) be the set of system members which cache V

𝑖
, where

the items in 𝑆V𝑖 are considered as candidate suppliers (CSs).
The CSs receive the request message forwarded by the clouds
and deliver the video content for the requesters. Let NR(𝑛

𝑘
)

be the number of request messages which are received by a
member 𝑛

𝑘
carrying V

𝑖
during a period time 𝑇

𝑛𝑘
. The request

arrival rate (RAR) of 𝑛
𝑘
is defined as

𝜆
𝑛𝑘
=
NR (𝑛

𝑘
)

𝑇
𝑛𝑘

, (1)

where 𝜆
𝑛𝑘
is the number of request messages received by 𝑛

𝑘

in unit time. The sum of RAR of all items in 𝑆V𝑖 is obtained
according to

|𝑆V𝑖 |

∑

𝑐=1

𝜆
𝑛𝑐
= 𝜆, (2)

where |𝑆V𝑖 | returns the number of items in 𝑆V𝑖 and 𝜆 denotes
the number of requestmessages received by the clouds in unit
time andmeets the Poisson distribution [20]. Because there is
the mutual independence relationship between RAR of items
in 𝑆V𝑖 , RAR meets the Poisson distribution. When 𝑛

𝑘
receives

a requestmessage, the event it connects with the request node
and successfully delivers to the video data is considered as 𝑛

𝑘

handling the request message.The time of handling a request
message can be defined as

𝑇
(𝑝)

𝑛𝑘
= (1 + 𝛼) 𝑇

(𝑙)

𝑛𝑘
+ 𝑇
(𝑡)

𝑛𝑘
, 𝛼 > 0, (3)

where 𝛼 is a degeneration factor of denoting decrease in
the handling capacities such as decreasing energy. With the
decrease in the handling capacities of nodes, the value of 𝑇(𝑝)

𝑛𝑘

increases. 𝑇(𝑙)
𝑛𝑘

is the time of local handling request message
and 𝑇(𝑡)

𝑛𝑘
is the time of successful delivery of first video data.

Let NH(𝑛
𝑘
) be the number of request messages which are

handled by 𝑛
𝑘
during a period of time 𝑇

𝑛𝑘
. The request

processing rate of 𝑛
𝑘
can be obtained according to

𝜇
𝑛𝑘
=
NH (𝑛

𝑘
)

𝑇
𝑛𝑘

, (4)

where 𝜇
𝑛𝑘

does not meet a specific distribution due to the
unreliable link in the mobile environment and different
performance of mobile devices. Each CS handles the request
message according to the first-come-first-service rule. In
order to ensure high QoS of system, the relationship between
𝜆
𝑛𝑘
and 𝜇

𝑛𝑘
needs to meet the following equation:

min
𝑛𝑘∈𝑆V𝑖

{𝑢
𝑛𝑘
− 𝜆
𝑛𝑘
} > 0. (5)

The stay delay of request message in themessage queue of
supplier is defined as𝑇(𝑠)

𝑛𝑘
= 𝑇
(𝑙)

𝑛𝑘
+𝑇
(𝑤)

𝑛𝑘
, where𝑇(𝑤)

𝑛𝑘
is the delay

of request message waiting to be processed. If the request
processing rate is higher than the request arrival rate, 𝑇(𝑤)

𝑛𝑘

is 0 s. The suppliers can fast handle the request message and
deliver requested video data. Otherwise, if 𝑇(𝑤)

𝑛𝑘
> 0, the

suppliers need to handle other request messages so that the
increase in the startup delay of request nodes leads to the
low level of user experience. In order to ensure the quality of
user experience, if𝑇(𝑤)

𝑛𝑘
> 0, the clouds need tomaintainmore

resources to meet the demand of request nodes. Because the
random quit of nodes results in decreasing the number of
items in 𝑆V𝑖 , the scale of items in 𝑆V𝑖 shouldmeet the following
rule.

Rule 1. If the decreased number of items in 𝑆V𝑖 is greater than
the increment of items in 𝑆V𝑖 in unit time or the request
processing rate and request arrival rate of all items in 𝑆V𝑖
cannot meet (5), the clouds enlarge the scale of 𝑆V𝑖 .

As we know, once the request nodes receive the video data
from the suppliers, they cache the video content and are con-
sidered as CSs. When the clouds need to enlarge the scale of
𝑆V𝑖 , these request nodes which have reliable state should
preferentially be added into 𝑆V𝑖 . If the clouds cannot obtain
moremembers (e.g., mass nodes request other video contents
or quit the system), the clouds provide the video streaming for
the request nodes.

3.3. Supplier Scheduling Mechanism. As Figure 2 shows, the
supplier scheduling mechanism architecture relies on the
serving capacity of CSs and the similarity of moving behavior
between CSs and requester to select appropriate supplier. (1)
Serving capacity of CSs: each CS makes use of the length of
handling queue to calculate the expectation time of handling
a request message and delivering video data.This expectation
time is considered as the serving capacity of CS; namely, the
low time of handling and delivery denotes strong serving
capacity. (2) Similarity of moving behavior between CSs and
requester: the CSs report the information of serving time
and moving trace. The clouds/server use(s) the similarity of
moving trace of CSs and requester as weight value of serving
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Figure 2: Supplier scheduling mechanism architecture.

capacity of CSs.Themeasurement of weighted serving capac-
ity can ensure high efficiency of handling requestmessage and
delivering video data.

When the clouds/server receive(s) the request messages
of members, it selects the appropriate CSs from 𝑆V𝑖 . This
is because each mobile device is limited by the energy,
bandwidth, computation, and storage. The clouds/server not
only forward(s) these request messages in terms of the
capacities of mobile devices, but also balance(s) the load
between CSs. Each CS handles the request message according
to the first-come-first-service rule; namely, the process of
handling request message meets the𝑀/𝐺/1 queuing model.
When the request message of a member is forwarded to 𝑛

𝑘
,

in terms of Pollaczek-Khintchine (P-K) formula, the number
of items in the handling queue of 𝑛

𝑘
can be defined as

𝑁𝑄(𝑛
𝑘
) = 𝜌V𝑖 +

𝜌
2

V𝑖 + 𝜆
2

V𝑖𝜎V𝑖

2 (1 − 𝜌V𝑖)
, (6)

where 𝜎
𝑐𝑖
is the variance of time of 𝑛

𝑘
handling received

request messages during 𝑇
𝑛𝑘
. 𝜌V𝑖 denotes the time of 𝑛

𝑘

handling the request messages and is defined as

𝜌V𝑖 = 𝜆V𝑖𝐸 (𝑇
(𝑝)

𝑛𝑘
)
V𝑖
, (7)

where 𝐸(𝑇(𝑝)
𝑛𝑘
)V𝑖 is the expectation value of time of 𝑛

𝑘
process-

ing all request messages during 𝑇
𝑛𝑘
. We make use of Little

formula [28] to obtain the average residence time of request
message in the queue of message processing of 𝑛

𝑘
according

to

𝑊
𝑠
=
𝐿
𝑠

𝜆V𝑖
= 𝐸 (𝑇

(𝑝)

𝑛𝑘
)
V𝑖
+

𝜆V𝑖𝐸 (𝑇
(𝑝)

𝑛𝑘
)
2

V𝑖
+ 𝜆
2

V𝑖𝜎V𝑖

2 (1 − 𝜆V𝑖𝐸 (𝑇
(𝑝)

𝑛𝑘
)
2

V𝑖
)

. (8)

Further, the expectation time of serving a requester is
obtained according to

𝑇
(𝑠)

𝑛𝑘
= 𝑊
𝑠
+ 𝐸 (𝑇

(𝑑)

𝑛𝑘
)
V𝑖
, (9)

where 𝑇(𝑑)
𝑛𝑘

is the time of 𝑛
𝑘
delivering first data of 𝑐

𝑖
, 𝐸(𝑇(𝑑)
𝑛𝑘
)V𝑖

is the expectation value of 𝑇(𝑑)
𝑛𝑘

, and 𝑇(𝑠)
𝑛𝑘

also is considered

as the serving capacity of 𝑛
𝑘
. The clouds can obtain a set of

serving capacities of all items in 𝑆V𝑖 ; namely, 𝑆SC = (𝑇
(𝑠)

𝑛𝑎
, 𝑇
(𝑠)

𝑛𝑏
,

. . . , 𝑇
(𝑠)

𝑛𝑡
). Moreover, we consider the similarity of moving

trace between supplier and requester and transform (9) to
(10):

SC
𝑛𝑘
=

1

𝑇
(𝑠)

𝑛𝑘
+ cos (𝑤

𝑛𝑘
) + 1

, (10)

where𝑤
𝑛𝑘
is a similarity of moving trace of nodes. Each node

𝑛
𝑖
periodically updates the information of one-hop neighbor

nodes and considers them as encountered nodes; namely,
𝐿
𝑒
= (𝑛
1
, 𝑛
2
, . . . , 𝑛

𝑘
). Let 𝑓

𝑘
denote the number of encounter

of 𝑛
𝑖
and 𝑛
𝑘
.Themean value of encounter number of all nodes

in 𝐿
𝑒
is defined as

𝑓 =
∑
𝑘

𝑐=1
𝑓
𝑐

𝑘
. (11)

If 𝑓
𝑘
> 𝑓, 𝑛

𝑘
is a frequently encountered node of 𝑛

𝑖
. 𝑛
𝑖

extracts the information of frequently encountered nodes and
constructs a vector 𝑚𝑡

𝑖
= (𝑛
𝑎
, 𝑛
𝑏
, . . . , 𝑛V) to denote moving

trace. The similarity value of moving trace between 𝑛
𝑖
and 𝑛
𝑘

is defined as

𝑤
𝑛𝑘
=

󵄨󵄨󵄨󵄨𝑚𝑡𝑖 ∩ 𝑚𝑡𝑘
󵄨󵄨󵄨󵄨

max [󵄨󵄨󵄨󵄨𝑚𝑡𝑖
󵄨󵄨󵄨󵄨 ,
󵄨󵄨󵄨󵄨𝑚𝑡𝑘

󵄨󵄨󵄨󵄨]
. (12)

The new system members which request a video content
have not served other nodes; namely, 𝑇(𝑠) = 0. The item
in 𝑆V𝑖 with max{SC

𝑛𝑎
, SC
𝑛𝑏
, . . . , SC

𝑛𝑡
} is considered as a CS

which has the strongest serving capacity and is selected as the
supplier. Because 𝑇(𝑠) of new systemmembers is 0, the values
of their SCs are less. The probability of new system members
becoming suppliers is higher than other members, which can
balance the load of system members.

3.4. Model Implementation. In the process of scheduling the
request, the clouds/server need(s) to balance the load of
CSs. The clouds/server remove(s) the CSs whase surplus
bandwidth cannot meet the playback rate or request process-
ing rate (RPR) is lower than the request arrival rate from
𝑆V𝑖 . If the removed CSs recover sufficient bandwidth and
RPR, they are added into 𝑆V𝑖 . When the clouds/server
receive(s) a request message 𝑟

𝑥
, they/it select(s) a CS 𝑛

𝑘
with

max{SC
𝑛𝑎
, SC
𝑛𝑏
, . . . , SC

𝑛𝑡
} as the supplier. The clouds/server

make(s) the decision of adding the requester into 𝑆V𝑖 in terms
of Rule 1. In the process of handling each request message,
𝑛
𝑘
records receive the message number and the time of

processing each message during a period time 𝑇
𝑛𝑘
, namely,

NR(𝑛
𝑘
), NH(𝑛

𝑘
),𝑇(𝑙)
𝑛𝑘
, and𝑇(𝑡)

𝑛𝑘
. 𝑛
𝑘
further obtains the values of

𝜆
𝑛𝑘
, 𝜇
𝑛𝑘
, and 𝑇(𝑝)

𝑛𝑘
. After 𝑛

𝑘
finishes the delivery of video data

for the requester, 𝑛
𝑘
records the total time 𝑇(𝑑)

𝑛𝑘
of data trans-

mission and sends a message containing 𝜆
𝑛𝑘
, 𝜇
𝑛𝑘
, 𝑇(𝑝)
𝑛𝑘

, 𝑇(𝑑)
𝑛𝑘

and moving trace to the clouds/server. The clouds/server
use(s) these parameter values to update the 𝑇(𝑠)

𝑛𝑘
of 𝑛
𝑘
. The

clouds/server make(s) use of moving traces of requester
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(1) receives request message of requester 𝑛
𝑢
;

(2) for (𝑖 = 0; 𝑖 < 𝑡; 𝑖++)
(3) if bandwidth and RPR of 𝑆V𝑗 [𝑖]meet the demand
(4) calculates serving expectation time of 𝑆V𝑗 [𝑖] by (9);
(5) calculates moving similarity of 𝑆V𝑗 [𝑖] and 𝑛𝑢 by (11);
(6) obtains measurement value SC

𝑖
of capacity of 𝑆V𝑗 [𝑖];

(7) adds SC
𝑖
into result set 𝑅;

(8) end if
(9) end for
(10) forwards message to supplier 𝑛V with minimum in 𝑅;
(11) 𝑛V returns response message to 𝑛

𝑢
;

(12) 𝑛V sends video data to 𝑛𝑢;

Algorithm 1: Search process of video file V
𝑗
.

and CSs to calculate similarity of moving behavior between
them. By investigating the similarity of moving behavior and
serving capacity of CS, the system can achieve fast response
for the request and high-efficiency delivery of video data,
ensuring smooth playback experience.Thepseudocode of the
process of resource search is detailed in Algorithm 1 whose
computation complexity is 𝑂(𝑛).

4. Testing and Test Results Analysis

We investigate the performance of the proposed CSVD in
comparison with SPOON [18], a state-of-the-art P2P-based
file sharing solution. The number of video files is 100 and
the length of each file is 60 s. CSVD was modeled and
implemented in NS-2, as described in the previous sections.

4.1. Testing Topology and Scenarios. Table 1 lists some NS-2
simulation parameters of the MANET for the two solutions.
We created 100 user viewing logs; namely, each user randomly
accesses 20 video files and the viewing period time is set
to random value. Moreover, when the users have watched
a video in terms of the random playback period time, they
continue to request new video file. 100 mobile nodes play
video file following 100 logs and uniformly join the system
following the Poisson distribution from 0 s to 360 s. After the
nodes arrive at the target location, they continue to move to
new target location in new assigned speed. In SPOON, 100
nodes randomly store 20 files with different keywords before
they join system and the number of intersection of their local
files is 100. The requested files corresponding to 100 logs are
not included in their local files. We define some parameter
value for SPOON: 𝜋 = 1, Ω = 1, 𝑆max = 1, ℎ1 = 30, ℎ2 = 30,
and 𝑇

𝐺
= 1.

4.2. Performance Evaluation. The performance of CSVD is
compared with that of SPOON in terms of average file seek
delay (AFSD), packet loss rate (PLR), throughput, video
quality, and overlay maintenance cost, respectively.

(1) AFSD.The difference value between the time when a node
requests a video file and the time when the node receives first

Table 1: Simulation parameter setting for MANET.

Parameters Values
Area 800 × 800m2

Channel Channel/WirelessChannel
Network interface Phy/WirelessPhyExt
MAC interface Mac/802 11
Number of mobile nodes 400
Number of mobile nodes playing
video 100

Mobile speed range of nodes [0, 30]m/s
Simulation time 600 s
Signal range of mobile nodes 200m
Default distance between server
and nodes 6 hops

Default distance between clouds
and nodes 6 hops

Transmission protocol UDP
Wireless routing protocol DSR
Bandwidth of server 20Mb/s
Bandwidth of mobile nodes 10Mb/s
Transmission rate of video data 128 kb/s
Travel direction of mobile nodes Random
Pause time of mobile nodes 0 s

video data is considered as the file seek delay.Themean value
of the cumulative sum of delay values during a time interval
denotes AFSD.

As Figure 3 shows, SPOON’s AFSD curve experiences
slow increase from 𝑡 = 300 s to 𝑡 = 540 s after fast decrease
from 𝑡 = 60 s to 𝑡 = 240 s with the delay range between 2.6 s
and 3.9 s. SPOON’s curve finally decreases to roughly 3.6 s
from 𝑡 = 540 s to 𝑡 = 600 s. CSVD’s curve shows slow rise
with slight fluctuation, which slowly decreases to 1.4 s from
𝑡 = 120 s to 𝑡 = 180 s. The curve has a slow increase from
𝑡 = 210 s to 𝑡 = 510 s and decreases to roughly 2 s at 𝑡 = 600 s,
which maintains relatively low level (the values are roughly
35% lower than those of SPOON).
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Figure 3: AFSD against simulation time.
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Figure 4: AFSD against number of nodes.

Figure 4 presents the AFSD variation with increasing
number of nodes which have joined the system. The blue
curve corresponding to the SPOON’s results has both higher
values and larger fluctuation with the increase in the number
of nodes (the values are between 2.6 s and 4.6 s). The CSVD
results, illustrated with red curve, have values between 1.5 s
and 2.3 s, with lower variations than SPOON’s results.

Initially, the number of members in communities is
relatively less, so SPOON only uses the interest-oriented
routing algorithm (IRA) to search the video files from
foreign communities. The request messages are continually
forwarded between the mobile nodes, which leads to the
high AFSD. With the increase in the number of nodes, the
community members require the community coordinators
to search desired files. If the requested files are in the
intracommunity, the intracommunity search speeds up the
process of resource location, so SPOON’s AFSD values can
fast decrease and keep the relatively low level. However,
when the members do not fetch the requested files from the
intracommunity, they rely on the community ambassadors
to search the resources from foreign communities.Therefore,
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Figure 5: PLR against number of nodes.

SPOON’s AFSD values show fast rise with increasing number
of search messages. Moreover, SPOON does not consider the
mobility of nodes, so that the dynamic change of geographical
location between the requesters and the suppliers brings
negative influence for the delay of data delivery. In CSVD,
the server and clouds are responsible for handling the request
messages and scheduling the available resources for the
requesters, so the fast response at the server and clouds side
reduces the delay of video file seeking. Moreover, CSVD
investigates the similarity ofmoving trace between requesters
and suppliers. The stable mobility between requesters and
suppliers enhances the efficiency of video data delivery. On
average CSVD’s results are better than those of SPOON.

Packet Loss Rate (PLR). The ratio between the number of
packets lost in the process of video data transmission and the
total number of packets of video data sent is defined as PLR.

As Figure 5 shows, the curves corresponding to CSVD
and SPOON show a rise trend with increasing number of
nodes. The results of CSVD and SPOONmaintain low levels
when the number of nodes increases to 60 and represent fast
rise from 70 to 100. However CSVD’s PLR is roughly 20%
better than the values associated with SPOON.

Figure 6 shows the variation of PLR values with the
increase in mobility speed of mobile nodes in MANETs. The
CSVD results have both low values and slight increase from
[0, 5] to (25, 30] and are between 0.15 and 0.22. The blue bars
corresponding to the SPOONresultsmaintain high levels and
are between 0.16 and 0.24.The CSVD PLR values are roughly
10% lower than the results of SPOON.

Small scale system members only consume the small
number of network bandwidth, so the PLR curves of two
systems keep slight rise. With increasing number of system
members, the members require more network bandwidth so
that the network congestion results in high PLR. On the other
hand, the lowmobility ofmobile nodes brings slight variation
in the PLR due to the slow change in the geographical
distance. With the increase in the mobility of mobile nodes,
the fast variation of geographical distance between requesters
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Figure 6: PLR against range variation in the mobility speed of
mobile nodes.

and suppliers leads to high probability of packet loss. The
community coordinators and ambassadors in SPOONdo not
consider the mobility of nodes in the process of the assign-
ment of suppliers for the requesters. The efficiency of data
delivery in SPOON is influenced by the increase in the
geographical distance between requesters and suppliers;
namely, the communication with long distance increases the
probabilities of wireless link break and packet loss. In CSVD,
the server and cloudsmatch the similarity between requesters
and suppliers and assign the suppliers which have the most
similarmoving behavior with requesters to provide requested
video streaming. The stable geographical distance between
them ensures high transmission performance such as low
delay and reduced PLR. Therefore, CSVD PLR is kept at low
level.

Average Throughput. The total number of packets received in
the overlay during a certain time period divided by the length
of this time period is defined as the average throughput.

Figure 7 shows the variation of average throughput of
SPOON and CSVD with increasing simulation time. The
curves corresponding to two systems show similar rise
trajectory; namely, they experience a fast rise from 𝑡 = 60 s to
𝑡 = 180 s and a decreasing trend from 𝑡 = 210 s to 𝑡 = 600 s.
The increment of CSVD results is higher than that of SPOON
and the peak value of SPOON’s curve at 360 s is larger than
that of CSVD.

The mobile nodes request the video content following a
Poisson distribution from 𝑡 = 0 s to 𝑡 = 360 s. The
increase in the number of nodes leads to numerous trans-
mitted video data packets in network. The two systems have
fast rise trend from 𝑡 = 0 s to 𝑡 = 180 s and slow
increase from 𝑡 = 210 s to 𝑡 = 360 s and reach peak
values at 𝑡 = 360 s. When the data traffic of transmitting
video content is larger than the bandwidth provided by the
network, numerous data packets are discarded, reducing the
throughput. In SPOON, the delivery without considering
mobility of requesters and suppliers is subjected to serious
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Figure 7: Throughput against simulation time.

negative influence; namely, the communication quality in the
transmission path decreases due to the network congestion.
The values of SPOON throughput maintains low level. In
CSVD, the requesters receive video data from the suppliers
assigned by the server and clouds in terms of similarity of
their moving behavior. This ensures that the delivery perfor-
mance of CSVD is positive, including high throughput, low
PLR, and low delay. Therefore, the throughput values of
CSVD are larger than those of SPOON.

Video Quality. The peak signal-to-noise ratio (PSNR) [29] is
used to denote the video quality, measured in decibels (dB),
and is estimated according to (13):

PSNR = 20 ⋅ log
10
(

MAX Bit

√(EXP Thr − CRT Thr)2
), (13)

where EXP Thr is the average throughput expected from the
delivery of the video content, MAX Bit is the average bitrate
of the video stream as resulted from the encoding process,
and CRT Thr denotes the actual throughput measured dur-
ing delivery. MAX Bit and EXP Thr are 128 kb/s in terms of
simulation settings, respectively. We calculate PSNR of single
video streaming corresponding to every node according to
the throughput with increasing number of nodes.

Figure 8 shows the average video quality of single video
streaming corresponding to each node with increasing num-
ber of the nodes. The results of SPOON and CSVD show the
fall trend.The red bars corresponding to CSVD’s results have
the range [8, 30] and are roughly 10% higher than SPOON.
The blue bars corresponding to SPOON’s results have a fast
decrease from the peak value 26 dB to a minimum of 7 dB.

PSNR reflects the video quality perceived by users. The
delivery of video content relies on the retransmission of
mobile nodes inMANETs.The small number of systemmem-
bers do not consume toomany bandwidths of the forwarding
nodes, so that the PLR and delay maintain low level (PSNR
also keeps high level). With increasing number of nodes,
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the requirement of high bandwidth for the video streaming
consumes the network bandwidth and triggers the network
congestion. At themoment, the high PLR and low throughput
bring low PSNR of single video streaming corresponding to
each node. SPOON neglects the mobility of requesters and
suppliers, so that the transmission performance of video data
is subjected to serious influence from network congestion.
In CSVD, the requesters and suppliers have similar moving
behavior by the assignment of the server and clouds. The
high-efficiency delivery of video data can obtain, respectively,
low PLR. The PSNR values of CSVD are better than those of
SPOON.

Maintenance Overhead.The average bandwidth which is used
by the sent messages for maintaining the overlay topology is
considered as the maintenance overhead.

As Figure 9 shows, the overlay maintenance overhead
values of two systems have similar changing trend with
increasing number of mobile nodes. SPOON’s results fast
increase from 𝑡 = 240 s to 𝑡 = 600 s after a slow rise
from 𝑡 = 60 s to 𝑡 = 240 s. The curve corresponding
to CSVD maintains a slow increasing trend and has a low

increment, with values roughly 30% lower than those of
SPOON.

The nodes in SPOON are grouped into multiple commu-
nities in terms of the interest. The community coordinators
are responsible for maintaining the state and stored resources
of members and handling the request messages of files.
Although SPOON employs a periodical state maintenance
mechanism, the increasing scale ofmaintained nodes leads to
high load for the coordinators. Mass messages of state
maintenance and files request consume a lot of energy and
bandwidth of coordinators, so the capacities of coordinators
become the bottleneck of system scalability. Moreover, the
frequent exchange of members’ state messages and broadcast
messages of coordinators’ replacement increase the mainte-
nance cost of communities. SPOON’s maintenance overhead
values fast increase with increasing number of nodes. Unlike
SPOON (all nodes are maintained by the coordinators), the
server and clouds in CSVD only maintain the playback state
of nodes, reducing the number of exchanging messages. The
clouds also dynamically regulate the number of maintained
nodes in terms of the balance between supply and demand.
Therefore, CSVD’s maintenance overhead for the overlay
topology keeps lower level than that of SPOON.

5. Conclusion

In this paper, we propose a novel Cloud-assisted Scal-
able Video Delivery solution over mobile ad hoc networks
(CSVD). CSVD improves the scalability of light-duty video
streaming system with the help of the clouds by maintaining
the peers which carry hotspot resources in P2P networks to
ensure smooth playback experience of users. The estimation
model of resource maintenance scale can regulate the utiliza-
tion of cloud resources in terms of dynamic balance between
supply and demand.The supplier scheduling mechanism can
assign resource suppliers in terms of their load and serving
capacity. The results show how CSVD ensures lower average
file seek delay, lower packet loss rate, higher throughput,
higher video quality, and lower overlaymaintenance cost than
SPOON.
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Regarding the energy shortage problem of wireless sensor networks (WSNs), various schemes and protocols are proposed to
prolong the network lifetime. Data communication is undoubtedly the most important determinant for this energy scarce network
type. In this paper, we propose a sophisticated architecture comprising data reduction, load balance, and topology control. Data
reduction is ensured by the parameter spatial correlation proximity range (SCPR) that can be adjusted statically at the setup phase
or dynamically revised depending on the necessities in the network. Four-layer virtual architecture is applied for implementing
topology control. Furthermore, network area is partitioned into fixed-size hexagonal clusters. Depending on the regions in which
the clusters take place, cluster heads (CHs) are elected from the respective subregions of the clusters. Load balance is achieved by
considering residual energies and distances to the sink during both CH election and data transmission stages. Aggregated data
in each cluster is transmitted towards the sink by using a load balancing single-hop intercluster routing protocol instead of direct
transmission as offered in LEACH. Simulation results demonstrate that the proposed architecture ECMTADR shows almost 50%
better performance in terms of energy conservation and network lifetime when it is compared to LEACH and HEED.

1. Introduction

Recent technological developments in areas such as micro-
electronic, signal processing, and communication protocols
have enabled sensor nodes to be produced cheaply with
extremely small sizes which led wireless sensor networks to
be deployed, self-organized, and activated rapidly with con-
ceivablemaintenance costs.This, in turn, provided toWSNs a
broad range of application areas including industry, military,
agriculture, health care, and sports [1–4]. Fortunately, it has
recently become possible to perform dangerous and time-
consuming jobs for humankind by computers in a very short
time with higher accuracy and lower costs than before [5].

The mandate of WSNs consists of three stages: gathering
data from the environment, in-processing (optional), and
transmitting raw data (results) to the data collection center
(sink). Obviously, a sensor node consists of four subunits:
sensing subunit, processing subunit, communication subunit,
and a power source. Among these subunits, the radio com-
munication subsystem is the primary energy consumer of

a sensor node [6]. The amount of energy consumed by the
radio communication subunit during transmission of one bit
is equal to the amount of energy consumed during trans-
action of 1000–10000 bits inside the processing subunit
[7].

In order to achieve low cost operation andminimalmain-
tenance, sensor nodes are produced in very small sizes which
begot the fundamental challenge to overcome, that is, energy
constraint [8]. The protocols and architectures developed for
traditional wireless ad hoc networks cannot be applied to
WSNs. Staff employed in traditional wireless networks is not
as energy scarce as the ones that operate in WSNs.Therefore,
the energy constraint problem is not the primary determinant
during protocol and architecture description. Regarding the
type of the application, hundreds, even thousands, of sensor
nodes are scattered to the environment [9]. In many cases,
substituting the energy depleted node for the new one can be
dangerous, infeasible, time-consuming, costly, or impossible
[10]. Thus, depending on the type of the application, WSNs
should maintain durability long enough without any human
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intervention after the initial deployment stage [11]. General
acceptance for network lifetime definition is the time that the
first node depletes energy. Thus, WSN-specific software and
architecture design is crucial in order to maximize network
lifetime [12].

Due to the aforementioned reasons, energy efficiency has
received a great deal of attention from both academy and
industry and since communication is the determinant energy
consumer, the vast majority of the efforts have been devoted
to improving longevity of sensor networks [13]. In this
context, clustering is one of the most promising approaches
among the ideas that have been proposed so far. Nodes are
virtually organized into groups called clusters centrally or in a
distributedmanner. Energy consumption increases exponen-
tially in proportion to the increase in the amount of data
transmitted on the network. Thus, the point is to reduce
the number of messages conveyed, thereby eliminating data
redundancy [14]. By assigning some tasks to a group of nodes,
not to just a single node, helps the total load to be shared. For
event-based applications, an event can be recognized and the
same informationmay be obtained bymultiple nodes. Instead
of all nodes in the sensing range sending their obtained data,
it is sufficient for just a single node or groups of nodes to
relay data towards the sink. In each cluster, a single node is
elected as a cluster head (CH). CHs take the responsibility
for gathering data from other plain staff and relaying the
aggregated data to the sink. Aggregated data can be filtered,
processed, or directly transmitted in the raw state to the sink
that is application-specific and can be left to the discretion of
the software embedded in the CH.

In this paper, we present a sophisticated cluster-based
architecture regarding energy efficiency at each stage of
lifetime such as CH election and intercluster routing. Nodes
are organized into hexagonal fixed-size clusters statically.
Each cluster is also partitioned into six equal-sized cells.
Furthermore, a higher layer virtual segmentation of the topol-
ogy is performed for preventing redundant retransmissions.
Depending on the region in which a cluster falls, CHs are
elected among the nodes falling into the cells facing the sink.
CH selection is performed at the beginning of each round
depending on both residual energy levels and the distances
of the nodes to the sink. At the beginning of each round,
nodes gather data from the environment. However, not all of
them send their data to their respective CHs. A parameter
called SCPR is considered. Each node starts a timer at the
beginning of each data collection period. The timer of the
node with a larger residual energy level expires earlier. And
other nodes located in the SCPR of that node refrain from
sending their data to the CH. By this means, redundant
energy consumption and bandwidth invasion are prevented.
During the interrouting process again energy levels of the
next-hop candidates are considered.

The rest of the paper is organized as follows. Section 2
reviews existing protocols related to clustering in WSNs.
Sections 3-4 provide an overview of the system model and
the proposed scheme ECMTADR, respectively. Section 5
presents the simulation-based evaluation of the proposed
architecture. Finally, Section 6 concludes the paper and pro-
vides an outline of future directions.

2. Motivation

Depending on the application type, hundreds and even thou-
sands of nodes are utilized in a WSN. Particularly, for appli-
cation areas where periodical data acquisition is required, an
excessive amount of data transmission occurs in the network.
As mentioned in the previous section, to operate at low
costs for a satisfactory lifetime, sensor nodes of very small
sizes are produced. An ultimate outcome is that a limited
amount of resources such as antenna and power supply can
be embedded in this restricted node body. The primary vital
reflection of this resource constraint is the limited communi-
cation capacity.

ThoughWSNs are a type of ad hoc network, conventional
methods, protocols, and architectures utilized for classical
wireless networks cannot be employed in WSNs. WSNs are
generally utilized for gathering scalar data from the environ-
ment. The size of the acquired data mostly does not exceed
50 bytes, whereas traditional ad hoc networks cover much
larger data packets in greater amounts. Furthermore, sensor
nodes are equipped with radios that can transfer messages
at most 250 kbps. More competent radios entail additional
energy expenditure. Thus, in order not to violate energy con-
servation, low capacity devices are preferred, which, in turn,
causes low bandwidth. Therefore, in order to accomplish the
assigned task at reasonable costs for satisfactory periods with
sufficient rates, degradation in the quantity of transmitted
data is essential.

In this context, a number of solutions are proposed thus
far. The most two promising ones among these suggestions
are data aggregation and reduction. Data reduction is per-
formed locally which is called in-node processing. On the
other hand, depending on the application type, data reduc-
tion may not always be possible. Another promising alterna-
tive solution is configuring the network hierarchically rather
than utilizing a flat network topology. Clustering has been
trailed by a broad range of research activities in order to
achieve energy efficiency and network scalability. Sensor
nodes are organized into groups called clusters. Ordinarily,
one of the nodes in the cluster is elected as CH. Other nodes
are called plain nodes. Plain nodes gather data from the envi-
ronment and transmit it to their corresponding CH. After
receiving data from plain nodes, CH endeavors to relay the
aggregated data to the data collection center that is called a
sink. Hence, just a single node in each cluster is responsible
for the transfer of data to the sink which yields efficient com-
mon resource sharing that is wireless medium.

Several research activities have focused on cluster-based
WSNs.Three remarkable issues about cluster-basedWSNs are
as follows.

(i) Clustering algorithm, which defines themethodology
of dividing the network into clusters virtually. Clus-
tering may be done statically at the beginning during
setup phase and dynamically at regular intervals or
when a certain condition occurs.

(ii) Cluster head election algorithm, which identifies
the method of electing the optimum CH candidate.
For the purpose of sharing the burden of holding
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the responsibility of supervising a cluster of nodes,
CH election should be made periodically or with
regard to occurrence of a condition.

(iii) Clustering routing algorithm, which describes the
way of conveying aggregated messages to the sink.
Two challenges to be overcome are intracluster rout-
ing and intercluster routingwhich define themethod-
ology of conveying data from plain nodes to CHs and
from CHs to the sink, respectively.

Themost prominent of the relevant studies are briefly dis-
cussed in [15–21].

3. System Model

3.1. NetworkModel. There are 𝑛 nodes (set of nodes → |𝑉| =
𝑛) deployed over a square shaped region randomly. A single
sink with unconstrained energy supply is positioned at the
center of the topology. Network can be represented by a graph
model 𝐺 = (𝑉, 𝐸). 𝐸 denotes the set of links connecting the
nodes in the network. Link between two nodes 𝑢 and V (𝑢, V ∈
𝑉) is represented by (𝑒 → (𝑢, V), {𝑒 ∈ 𝐸 | 𝑑(𝑢, V) <= 𝑟}).
𝑑(𝑢, V) which is also equal to the length (‖𝑢, V‖) of the link
(𝑢, V)denotes the Euclidean distance between the nodes𝑢 and
V. 𝑟 represents the coverage radius of the radio which is the
maximum distance that a bit of data can be transmitted with
a reasonable SINR value. Links are bidirectional and half-
duplex.That is, each link between two nodes represents a sin-
gle communication channel on which one-way transmission
can occur at a time as shown in Figure 1.

Propagation delay andother parameters such as SINRand
loss rate for links (channels) 𝑒(𝑢, V) = 𝑒(V, 𝑢) are assumed to
be the same for both directions which, in turn, results in

𝑡
2
− 𝑡
1
= 𝑡
3
− 𝑡
2

𝐸snd (𝑢, V) = 𝐸snd (V, 𝑢) .
(1)

Each node owns a unique id number assigned in a dis-
tributed manner at the setup phase. Uniqueness is achieved
by constituting the id number by the relative (𝑥, 𝑦) coordi-
nates of the node in the topology. Each node is assumed to
know its relative position.That can be achieved by equipping
each node with a low power GPS device or bymeans of apply-
ing special signal processing techniques [22].

3.2. Radio Model. In this work, we use the first-order radio
model as utilized by many works proposed in the literature
[23, 24]. The amount of energy consumed during send and
receive operations is given below:

𝐸snd (𝑙, 𝑑) = 𝐸snd-elec (𝑙) + 𝐸snd-amp (𝑙, 𝑑) , (2)

where 𝐸snd-elec and 𝐸snd-amp represent the energies dissipated
during running the transmitter circuit and amplification for

Time
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�

Figure 1: Symmetric half-duplex link.

achieving a reasonable SINR value, respectively:

𝐸snd (𝑙, 𝑑) =
{

{

{

(𝑙 ∗ 𝐸elec) + (𝑙 ∗ 𝜀fs ∗ 𝑑
2
) 𝑑 < 𝑑

0

(𝑙 ∗ 𝐸elec) + (𝑙 ∗ 𝜀mp ∗ 𝑑
4
) 𝑑 ≥ 𝑑

0

(3)

𝐸rcv = 𝑙 ∗ 𝐸elec (4)

𝑑
0
= √

𝜀fs
𝜀mp
. (5)

Equations (3)-(4) identify the energy dissipated by the
nodes during transmit and receive operations. In the equa-
tions, 𝑙 denotes the number of bits to be transmitted and 𝑑
represents the Euclidean distance between the communicat-
ing pairs. As is known, if the distance between two nodes is
below the threshold distance (5) which is denoted by 𝑑

0
, the

energy consumed by the sender node is calculated according
to the first part of (3). Otherwise, the energy consumed by
the sender node is calculated according to the second part.
It is obvious that if the distance between the communicating
pairs increases, the amount of energy consumed rises expo-
nentially.

4. ECMTADR

In this section we briefly clarify the details of our proposed
architecture ECMTADR. The first section describes the clus-
tering method employed. Subsequent sections introduce the
methodologies suggested for neighborhood definition, data
reduction, CH election, intracluster communication, and
intercluster communication processes, respectively.

4.1. Clustering. The network area is configured into a four-
level hierarchy. In the first step, topology is zoned into 8
regions as depicted in Figure 2. During CH election stage,
nodes will only be selected among the nodes appearing in the
corresponding sectors depending on the zone that the cluster
locates.

Subsequently, topology is sliced into tiers from the inside
out. Afterwards, each tier is again virtually partitioned into
fixed-size hexagonal cells as done in recent cellular commu-
nication. The number of clusters that appear at each tier is
given in the following:

numOfCls
(tierNo)

= tierNo ∗ 6 | 0 ≤ tierNo ≤ NumOfTiers.
(6)



4 International Journal of Distributed Sensor Networks

1

4

2

3

6

5 7

8

Figure 2: Network area zoning.
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Figure 3: Cluster diameter and radio coverage.

In (6), tierNo andNumOfTiers denote the corresponding tier
number and the total number of tiers present in the network,
respectively.

Any two nodes deployed in a cluster should be able to
communicate directly with each other. Thus, the distance
between the two most distant points of the cell which rep-
resents the diameter (2𝑟) of the hexagon is adjusted so as to
be equal to the coverage radius of the radio (𝑟cov) as clarified
as follows (Figure 3):

𝑟cov = 2𝑟. (7)

The final stage of the configuration is parceling out each
cell into six equal sectors. As was mentioned above, CH
election in each cluster is performed according to at which
region the cluster takes place. In order to prevent redundant
retransmission back towards the sink, nodes deployed at
shaded sectors can be CH candidates. As an example, consid-
ering region 1, if a node locating in one of the sectors (4, 5, 6)
is elected as the CH, after the data aggregation process, data
has to be transmitted in the opposite direction backward to
the sink which ultimately results in a redundant energy dis-
sipation. Therefore, in region 1, a node among the nodes that
belong to one of the sectors (1, 2, 3) is selected as the CH.

All the above-mentioned hierarchical configurations of
the network area and the CH candidate pattern for each zone
are illustrated in Figure 4.

The sink is positioned at the center of the topology with
the coordinates (𝑥 = 0, 𝑦 = 0). Cluster central point cal-
culation and assignment of the nodes to the corresponding
clusters are performed as follows.

(i) (𝑥, 𝑦) coordinates of the cluster CLS0 are defined for
each tier as follows:

𝑥
0
= 0, 𝑦

0
= (TierNo ∗ 2) ∗ 𝑟. (8)
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Figure 4: Hierarchical configuration of the network area.

(ii) Rotate the center point of the previous cluster through
angle 𝛼 clockwise (Figure 5). The value of angle 𝛼 is
calculated according to

𝛼 =
2𝜋

(TierNo ∗ 6)
. (9)

Rotation of a point through angle 𝛼 about the origin
is performed according to

𝑥
𝑖
= (𝑥
𝑖−1
∗ cos𝛼) − (𝑦

𝑖−1
∗ sin𝛼)

𝑦
𝑖
= (𝑥
𝑖−1
∗ sin𝛼) + (𝑦

𝑖−1
∗ cos𝛼) .

(10)

Algorithmic representation of the cluster center definition
procedure is presented in Algorithm 1.

Assignment of the nodes to the clusters is done at the
setup phase in a distributed manner. The sink is responsible
for virtual parcellation of the network area into clusters. The
relative geographical coordinates of the center point of each
cluster are calculated by the sink and then broadcast to the
network over the common communication channel. This
broadcast message includes the id, (𝑥, 𝑦) coordinates of the
central point, and the channel that will be used in the cluster
(Figure 6). Since the nodes are assumed to know their relative
geographical coordinates, each of them selects the cluster
with the closest central point.

4.2. Neighborhood Definition. Following the process of iden-
tifying the corresponding cluster, each node should inform
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ClusterCenterCalculation(){
for (𝑖 ← 1 to NumOfTiers) do
𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[0].𝑥 = 0

𝑇𝑖𝑒𝑟𝑠[𝑗].𝐶𝑙𝑠[0].𝑦 = (𝑖 ∗ 2 ∗ 𝑟)

for (𝑗 ← 1 to (𝑖 ∗ 6)) do
𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗].𝑥 = (𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗 − 1].𝑥 ∗ cos𝛼) − (𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗 − 1].𝑦 ∗ sin𝛼)
𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗].𝑦 = (𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗 − 1].𝑥 ∗ sin𝛼) + (𝑇𝑖𝑒𝑟𝑠[𝑖].𝐶𝑙𝑠[𝑗 − 1].𝑦 ∗ cos𝛼)

end for
end for

}

Algorithm 1: Clusters’ central point calculation.
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Figure 5: Central point rotation pattern for each tier.

Cls1ID Cls1Xpos Cls1Ypos ClsnID ClsnXpos ClsnYpos· · ·Channel Channel

Figure 6: Structure of the broadcast message announcing the coor-
dinates and the assigned channel number of each cluster.

other nodes that belong to the same cluster about its existence
and relation to the cluster that it selects. Since multiple nodes
will try to attain to the common transmission medium at
the same time, in order to prevent multiaccess collision, each
node starts a timer. Only after the expiration of its timer,
a node can make an attempt to transmit its announcement
message. Each node defines a timer value different from that
of the other nodes. Since two nodes possess different (𝑥, 𝑦)
coordinates, it is not possible for two timers to expire at the
same time. By the time a node hears the announcement of
another node, it records the values included in themessage to
its neighborhood table which is consulted during intercluster
routing stage.

4.3. Data Gathering and Reduction. The major concern dur-
ing communication protocol and architecture definition for
WSNs is energy efficiency. One promising solution is the
reduction of data that is transmitted in the system.Depending
on the type and the aim of the application, not all of the nodes
deployed in a particular proximity have to gather data and
convey it to the CH. Among the nodes in a particular area,
the one with the highest residual energy level gathers data

N1

N2

N3

N4

CH

d12

d14

d13

rSCPR

Figure 7: Sample scenario.

and first transmits it to the corresponding CH. Other nodes
overhearing this message that appears in the proximity range
abort their transmission attempt. This determinant is called
the spatial correlation proximity range (SCPR) and will be
denoted by 𝑟SCPR.

In the scenario depicted in Figure 7, the only data trans-
mitter is𝑁1, where

(i) 𝑑12, 𝑑13, and 𝑑14 denote the distances between the
nodes;

(ii) 𝑟SCPR ≥ 𝑑12, 𝑑13, 𝑑14;
(iii) ResEng

𝑁1
> ResEng

𝑁2
,ResEng

𝑁3
,ResEng

𝑁4
.

4.4. CH Election. With the aim of providing fair load balance
in the clusters, the cluster leadership task should be assigned
dynamically to different nodes. During this dynamic assign-
ment process, different parameters can be considered, such
as proximity to the sink or residual energy level. In this study,
we suggest a cost factor (costCH) which is calculated for each
node in every cluster at the beginning of each cycle. Each
node calculates its own costCH and lack of the knowledge
about the other nodes’ cost values. In many research studies,
nodes inform each other about the values of such parameters.
However, that will cause collision and transmission errors,
which, in turn, results in redundant energy consumption.
Therefore, without any necessity of any communication, each
node starts a timer internally. The value of each node’s timer
depends on the cost factor calculated by the node. Since each
node runs the same algorithm, they will get the results in
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the same direction proportional with their cost factors. The
timer of the node with the largest cost factor expires earliest
and accesses to the common communication medium first.
In this way, it makes its announcement of being the CH of
the corresponding cluster at the present cycle. Other nodes
of the cluster receive the message and stop the operation of
CH calculation and assign the announcing node as their CH.
The cost factor and timer value calculations are performed as
follows:

intraCost =
InClsNumOfNodes

∑

𝑛=1

𝑑node(𝑛)

costCH = ResEng ∗ 𝑑sink
−1
∗ intraCost−1

timer = costCH−𝛽,

(11)

where

(i) ResEng and 𝑑sink denote the residual energy level and
distance of the node to the sink, respectively.

(ii) intraCost is the cost belonging to a node and calcu-
lated by adding the distances between the node and
the remaining nodes in the cluster.

(iii) InClsNumOfNodes represents the number of nodes
in the corresponding cluster.

(iv) 𝑑node is the distance between the concerned node and
the node in the same cluster.

(v) 𝛽 stands for the parameter used during simulations in
order to scale the cost value into the time domain.

Equation (11) clearly identify that a node with a higher
residual energy level and closer to the sink, at the same time
with a closer proximity to other nodes in the cluster, has a
higher probability for being the CH. Flow chart of the propo-
sed CH election method is depicted in Figure 8.

4.5. Intracluster Communication. In order to prevent colli-
sion during intracluster transmission, nodes apply an 802.11-
type CSMA mechanism. Since every node can receive the
transmission of any other node in the cluster, when a node
overhears the transmission of another node directed toward
the CH, it refrains from accessing to the common transmis-
sion medium.

4.6. Intercluster Communication. CHs aggregate the data
arriving from the plain nodes and transmit it towards the
sink. If the sink is in the coverage, aggregated data is trans-
mitted directly to the sink. Otherwise, an intermediate relay
node belonging to one of the clusters on the way is selected
as the next hop.During next-hop selection, firstly the residual
energy levels of the candidate nodes are considered.The node
with the highest energy level is selected as the relay node. In
the situation of equality, the proximity to the sink is taken into
account. Among the nodes with equal residual energies, the
one closer to the sink is selected as the relay node.

Start

Calculate intraCost,
dsink, and costCH

Define timer

Start timer

Heard any
announcement

Assign sender
as CH

Declare leadership
to the cluster

End process

Yes

No

Figure 8: Flowchart of the CH election process.

4.7. Energy Consumption Model. As mentioned in the previ-
ous sections, the primary energy exhausting unit of a sensor
node is the communication subunit. Thus, the energy dissi-
pated by the other staff is ignored. Nodes are classified as CH
or plain. The amount of energy consumed by the communi-
cation subunit changes depending on the situation whether it
becomes the CH or not in each cycle:

𝐸
𝑛
= 𝐸CH ∗ 𝜌CH + 𝐸𝑃 ∗ (1 − 𝜌CH) , (12)

where𝐸
𝑛
is the total amount of energy consumed for the node

𝑛 in a single cycle. The energy dissipated by a node when it
is elected as the CH is denoted by 𝐸CH. 𝜌CH represents the
probability for a node to be elected as the CH in its cluster. If
a node is not elected as the CH, then it serves as a plain node.
𝐸
𝑃
denotes the energy consumed if the node 𝑛 is a plain node:

𝐸CH = 𝐸rcv-intra + 𝐸Inter-Snd + 𝐸Inter-Rrelay. (13)

The amount of energy consumed by a CH is denoted by
𝐸CH in (13). When a node is elected as the CH, it aggregates
the data sent by the plain nodes in its cluster. Energy dissi-
pated by a CH during this aggregation process is shown with
𝐸rcv-intra and clarified in (14).𝐸Inter-Snd is the energy consumed
during internally transmitting the aggregated data towards
the sink and identified in (15). Lastly, a node can be selected as
a relay node for sending the aggregated data incoming from
a cluster positioning at an outer tier. The amount of energy
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consumed as a relay node is denoted by 𝐸Inter-Rrelay and exp-
ressed in (16)–(18):

𝐸rcv-intra =
InClsNumOfNodes

∑

𝑛=1

(𝑙 ∗ 𝐸elec) (14)

𝐸Inter-Snd = (𝑙 ∗ InClsNumOfNodes) (𝐸elec + (𝜀fs ∗ 𝑑
2
))

(15)

𝐸Inter-Relay = 𝐸Inter-Relay Rcv + 𝐸Inter-Relay Snd (16)

𝐸Inter-Rcv = 𝜌relay ∗ (𝑙InterRelay ∗ 𝐸elec) (17)

𝐸Inter-Snd = 𝜌relay ∗ 𝑙InterRelay ∗ (𝐸elec + (𝜀fs ∗ 𝑑
2
)) . (18)

The energy consumed by a node when it becomes a plain
node is denoted by 𝐸

𝑃
calculated according to the model

given in (3).This time, 𝑑, represents the distance between the
plain node and the sender CH.

5. Performance Evaluation

In this section, we evaluate the key performance metrics
of the ECMTADR protocol via extensive simulations. The
proposed approach is compared with LEACH [25, 26] and
HEED [27]. Performance assessment is made in terms of
energy consumption, delay, and lifetime.

The metrics that are evaluated during simulations are
given in the following.

(i) End-to-end delay is the time elapsed between the time
that the first cycle starts and the time that the last cycle
ends.

(ii) TotalEnergy is the total energy consumed in the
network by all sensor nodes.

(iii) Lifetime is the time when the first node depletes
energy.

(iv) MaxEnergyConsumed is the amount of energy dissi-
pated by the node which is the one that has the lowest
residual energy level.

Themajor factors that affect thesemetrics are the number
of tiers, the number of nodes, the cell radius, and SCPR. As a
result of detailed simulations, the way these factors affect the
metrics described above is obtained.

Simulations are performed for 100 rounds on a 500m ∗
500m square network area. Events occur randomly in the
network without depending on any constraint. A sink equi-
pped with a single half-duplex transceiver is positioned at the
center. It is assumed that there are 𝑛 nonoverlapping channels
comprising a common data channel and (𝑛−1) data channels.
Each sensor node is equipped with a single half-duplex radio
with transmission rate of 250Kbps.

Following the values defined in the literature for the para-
meters expressed in Section 3, the values given in Table 1
are considered during energy consumption calculations. All
sensors are considered to be identical with an initial residual
energy of 3 J. The transmission range of each sensor node is

Table 1: Simulation parameters.

Radio transmission data rate 250Kbps
𝑑
0
(threshold distance) 85m

𝑅
0
(coverage radius) 100m

𝐸elec 50 nJ/bit
𝜀fs 10 pJ/bit/m2

𝐸mp 0.0013 pJ/bit/m4

𝐸Residual-Initial 3 J
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Figure 9: Effect of the number of tiers on end-to-end delay.

set to 100meters.The energy spent in transmitting a bit over a
1 meter distance is taken as 10 pJ/bit/m2 and the energy spent
in receiving a bit is set to 50 nJ/bit.

5.1. Node Density. In this study, end-to-end delay refers to the
time that elapses between the time that the simulation first
starts and the time when the last cycle ends. There are two
alternatives for the definition of the term duration here. 100-
round simulation is performed for each parameter-metric
pair evaluation. The first definition for the term duration is
that if a node exhausts energy before the completion of the
100th cycle, duration becomes the lifetime of the network.
Otherwise, if none of the sensor nodes depletes energy until
the end of the last cycle, duration is the time at which the last
cycle ends.

Node density is a crucial determinant for energy con-
sumption. Thus, in this study, the impact of node density on
different performance metrics of the network is analyzed bri-
efly. In this study, themajor concern is to prolong the network
lifetime to the utmost; therefore, the delay is disregarded.
As obviously depicted in Figure 9, all of the three methods
perform nearly identically in terms of end-to-end delay. A
sharper increase in delay occurs up to a threshold density.
However, when the density reaches the specified level, a
smoother incline is at stake.

Figure 10 represents the change in energy consumption
regarding the variation in node density. Increase in node
density accordingly leads to an increase in the amount of
data carried in the network, which, in turn, induces energy
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Figure 10: Total energy consumed in the network.

dissipation at the same time. Figure 10 clarifies that LEACH
and HEED outperform ECMTADR in terms of the total
amount of energy consumed in the network. However, the
decisive factor while developing an architecture or protocol
forWSNs is the lifetime of a single nodewhich actually stands
for the lifetime of the network. One way of extending the
network lifetime is achieving load balance among the staff
as much as possible. In this study, a maximum number of
nodes collaborate possibly during data transmission towards
the sink. Therefore, though it may seem that much more
energy is dissipated totally, the individual performance lies
exactly in the opposite sense which is clearly identified in
Figure 11. The reason of the deviations encountered is the
random deployment of the nodes at the beginning of each
simulation. That is, the topology of a 500-node network and
one with a 600 node is not identical.

MTE above refers to the “minimum transmission energy”
routingmethod. ECMTADR shows nearly 50% better perfor-
mance in terms of network lifetime. Figure 11 proves that, by
increasing the number of the staff in the network, a better
load distribution is achieved. Fair load distribution inherently
prolongs the network lifetime. Although the increase in the
population seems to induce a rise in energy consumption
cumulatively, in the individual sense that will eventuate with
network lifetime prolongation.

5.2. Cluster Size and Radio Coverage. Cluster size has also
crucial impact in terms of delay and energy efficiency. During
the design stage, it is intended for all nodes in a cluster to
communicate directly with each other. Therefore, each cell
diameter is set to be equal to the radio coverage. As the
coverage radius increases clusters also expands. Thus, the
number of nodes per cluster density increases. In this way,
especially during intercluster communication, if an interme-
diate relay node covers the distance, it will prefer to relay the
data directly to the sink which ultimately reduces delay. The
impact of cluster size on delay is depicted in Figure 12.
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Figure 11: Impact of the node density on the network lifetime.

2
3
4
5
6
7
8
9

10

30 40 50 60 65 70
Cell diameter (m)

En
d-

to
-e

nd
 d

el
ay

 (E
6 

m
s)

ECMTADR

LEACH-MTE
HEED-MTE

Figure 12: Impact of the cluster size on the network lifetime.

Asmentioned before, ourmethodology does not have any
claim on the improvement of the delay. Therefore, as can be
seen from the graph, all three methods perform nearly the
same.

In terms of total energy consumption in the network,
LEACH and HEED are seen to outperform ECMTADR as
depicted in Figure 13. However, as expressed previously, the
point is reducing the individual energy consumption which
ultimately delays node failure. As obviously identified in
Figure 14, the amount of the energy consumed by a node
in ECMTADR is lower when compared with LEACH and
HEED. Up to a threshold value for the cluster size and radio
coverage, individual energy consumption value stays const-
ant. However, after the threshold value, a trend in the vertical
direction is observed. That is because the distance between
the plain nodes and their CHs and also between the CHs and
intermediate relay nodes increase.
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Figure 13: Total energy consumed in the network.
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Figure 14: Maximum energy dissipated individually.

5.3. SCPR. Themajor energy consuming component of a sen-
sor node is the communication subunit. Therefore, most of
the effort focuses on the challenge of reducing communica-
tion energy expenditure. Some of the studies have focused on
developing energy-efficient protocols and architectures. Besi-
des, some of them aimed to reduce the amount of data trans-
mitted in the network. One way of achieving data reduction
is reducing the amount of emerged data in each cluster. That
refers to assigning the task of data gathering to certain nodes,
not all of them. In this study, a parameter with the name spa-
tial correlation proximity range (SCPR) is suggested in order
to reduce the amount of data created. Nodes with higher
energies are charged with data gathering. When a node is
assigned the task of data gathering, other nodes located in
the area with the radius of SCPR do not perform any data
collection from the environment. Depending on the type of
the application requirements, the value of SCPR can vary.
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Figure 15: Impact of SCPR on delay.
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Figure 16: Impact of SCPR on total energy consumption.

Lower data transmission inevitably achieves improve-
ment in delay as shown in Figure 15. Moreover, by reducing
the amount of data carried in the network, substantial energy
saving is achieved as represented in Figures 16-17.

6. Conclusions

In this paper, we propose a sophisticated architecture called
ECMTADR that comprises data reduction, load balance, and
topology control. Two important solutions that have been
suggested for energy conservation are clustering and data
reduction. Both of these methodologies intend to mitigate
the challenge of redundant energy consumption induced by
the greedy communication subunit. ECMTADR establishes
a four-layer architecture virtually. In first place, the network
area is partitioned into eight regions. Above the regionalized
architecture, sensor nodes are grouped into fixed-size hexag-
onal clusters at which CHs are elected periodically depending
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Figure 17: Impact of SCPR on individual energy consumption.

on their residual energy levels, distances to the sink, and other
nodes deployed in their clusters. In this way, a fair energy load
balance is achieved. Depending on the type of application,
data generation can be restrained. In each cluster, only the
nodes with higher energy levels can gather data. Other nodes
that are positioned in the SCPR range of those nodes do
not need to proceed during that stage. Besides, each cluster
is again virtually divided into triangular sectors. The reason
for sectoring each cluster is to prevent redundant backward
transmission. In this way, unnecessary energy expenditure
is also prevented. Extensive simulations are performed by
considering major parameters that have serious impact on
network lifetime and delay. Simulation results clarify that
ECMTADR performs better than LEACH and HEED in
terms of energy efficiency and lifetime.
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Distributed beamforming can significantly improve the reliability of the link and the capacity and the coverage of wireless networks.
Using a subset number of nodes from a network of sensors, they collectively transmit a commonmessage to an intended destination.
In distributed beamforming, the maximum channel capacity could be changed according to the number of cooperating source
nodes and the distance (between the average source nodes and destination). Therefore, the scheme is necessary to guarantee
the required channel capacity. However, it is difficult to adapt the practical environment due to signal fading, interference, and
low quality of sensor nodes in WSNs. Therefore, we studied about the channel characteristic and required transmission power
according to the number of cooperating nodes and the distance theoretically to overcome these problems. As a result, we propose
an Intelligent Transmission Power Allocation (ITPA) algorithm to guarantee the required channel capacity considering dynamic
channel statement, the number of cooperating source nodes, and the distance between the average source nodes and destination
with simplicity computation. In addition, ITPA distinguishes noise data (using an exponential weighted received power average)
from the estimated original data. From that the system can satisfy requirements of the user without wasting power by itself.

1. Introduction

The techniques of the ad hoc wireless sensor networks have
quickly emerged as an interesting research topic due to recent
advancements in both size and power performance. It is
now possible to cover large networks by relatively small
devices distributed over the large area with limited power
and coverage and guarantee low power to spare for long
haul links [1–4]. A lot of researches have been done in an
effort to improve the capacity, coverage, and reliability to
transfer data from the individual nodes in a network to
the final destination [5–9]. In particular signal fading and
interference are among the major problems encountered
in wireless sensor communications. In an effort to further
improve and optimize utilization in wireless sensor network,
the use of distributed beamforming has been studied as a
method for nodes to collaborate in their transmissions.

In wireless communication systems, distributed beam-
forming is defined as a technique that cooperating source
nodes transmit a common radio frequency signal over

an antenna with aligning the phases of its transmission; after
propagation, the received signals combine constructively at
the destination [10].The concept of distributed beamforming
is shown in Figure 1.

Conventional transmit beamforming scheme can be
emulated in distributed environment using a network of
cooperative single-antenna source nodes. In case the source
nodes agree on a common message, transmit it simultane-
ously, synchronize their carrier frequencies, and control their
carrier phases to combine constructively.

In transmit beamforming systems, it is known that
distributed beamforming has advantages compared to single-
antenna transmission. It can achieve increased 𝑁2-fold rate
or increased power efficiency (an𝑁-fold decrease for a fixed
desired received power). Therefore gain can be presented by
formula (1); see [11]:

𝑃
𝑅
= (𝑁 ∗ √𝑎 ∗ 𝑃

𝑇

2

) = 𝑎 ∗ 𝑁
2
∗ 𝑃
𝑇
. (1)
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Figure 1: Distributed beamforming system.

𝑃
𝑅
denotes the received power, 𝑎 denotes identical attenua-

tion,𝑃
𝑇
denotes identical transmission power, and𝑁 denotes

the number of the cooperating sources. From formula (1),
channel capacity can be represented by formula (2); see [11]:

𝐶 = 𝑊 ∗ log(1 +
(𝑎 ∗ 𝑁

2
∗ 𝑃
𝑅
)

(𝑊 ∗ 𝑁
0
)

) , (2)

where 𝑊 is the bandwidth and 𝑁
0
is the one-sided power

spectral density.
In general, each node ofwireless sensor networks is power

limited hardware. The source, which broadcasts common
messages, consumes power more rapidly than the other
source nodes in the distributed beamforming system. Fur-
thermore, there are various unexpected situations that make
source nodes inoperable in practical environments. In case
parts of source nodes cannot transmit signals, the data rate
of the system is decreased. In particular, it causes problems
where the system supports multimedia services. Therefore,
it is very useful if the distributed beamforming system is
able to adapt to the changeable environment and satisfy
requirements of the system by itself.

2. Related Works

The potential of cooperative communication [4, 12] has
been shown as a promising technique that can significantly
improve the coverage, link reliability, and the capacity of
wireless networks. In one kind of the cooperative commu-
nication scheme, a group of cooperative nodes can emulate
an antenna array by transmitting a common message signal
from a source. In addition, timing synchronization and
distributed carrier synchronization should proceed [10]. The
transmissions of multiple sources are focused in the direction
of intended destination which are combined coherently at
the destination. This cooperative communication scheme,
referred to as distributed beamforming, is studied in a lot of
researches.

There are a number of challenges to improve the feasi-
ble availability of distributed beamforming in the practical
networks. Detailed protocols must be designed for both
cooperating sources and communication between the sources
and the destination. Until recently, a lot of schemes for infor-
mation sharing, timing synchronization, carrier frequency

synchronization, and carrier phase alignment are proposed.
There is, of course, a trade-off between the gain and the
overhead to implement these schemes.

Also, power control is one of the essential research topics
to increase the throughput and reduce the interference in
distributed beamforming [13, 14]. Jing and Jafarkhani [15]
studied controlling the power resource at each relay in order
to maximize the signal-to-noise ratio at the destination. In
[15], each relay does not transmit at its maximum power to
achieve the maximum SNR depending on its own bidirec-
tional channels and other relays’ channels.The study provides
the condition for determining the optimal transmission
power at each relay. Also, there are statistical approaches.
Havary-Nassab et al. proposed distributed beamformingwith
second-order statistics of the channel state information in
[16]. Multiuser multirelay approaches were also considered
and studied in [17–23]. Krishna et al. [17] proposed relay
strategy to minimize the mean-square error between the
source and destination. D. H. Nguyen and H. H. Nguyen [18]
proposed optimal power allocation for multiuser multirelay
networks with full channel state information. Recently, the
approach of two-way relay networks has also been the focus
of several studies. In [19–23], the researchers deal with the
optimal relay selection and user power control for two-way
relay networks where two end-users exchange information
through multiple relays.

However, a large amount of signaling overhead is required
when each node needs computation of channel statement
continually.These information sharing processes increase the
system complexity. In addition, previous schemes [15–29]
which are based on channel statement information cannot
achieve performance improvement largely because the esti-
mated channel state has noise generally in the practical envi-
ronment [30]. In the wireless sensor networks, sensor data
which are measured at the destination are subject to several
different sources of errors. Generally, these sources of errors
can be classified as either systematic errors (bias) or random
errors (noise). We are particularly interested in decreasing
the effect of these errors on sensor readings since they may
seriously affect the distributed beamforming schemes which
are based on the channel statement information.

As mentioned above, distributed beamforming is useful
to uploadmultimedia such as image/video data or summaries
of sensor data gathered over days or even months. It is
important to guarantee the required data rate for these
applications where performance of data rate is critical. If
the system cannot guarantee the required data rate in these
applications, the system is useless. In addition, the excessive
improvement transmission power to guarantee the required
data rate causes waste power.We have to recognize theWSNs
are power constrained networks. However, previous studies
for power allocation of distributed beamforming did not
consider degradation of channel capacity when the number
of cooperating source nodes is decreased.Moreover, there are
no literatures to apply the concept of self-optimization for the
distributed beamforming systems.

Therefore, we propose an Intelligent Transmission Power
Allocation (ITPA) algorithm which is able to control the
transmission power considering the changeable channel
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state, number of cooperating nodes, and the distance between
the average source nodes and destination. Also ITPA is
able to decrease the effect of errors on sensor readings
efficiently. Thus, ITPA not only guarantees the required
channel capacity, but also improves the network life span time
largely by a suitable power allocation.

3. System Model

We consider the scenario where sensors are deployed on
the ground with low-power single-antenna. We also assume
the environment is LOS (line of sight) between sensor fields
and destination. In addition, we assume all the deployed
nodes have the same power and each node knows the
number of source nodes that are cooperative before they
transmit common information to the destination. One of the
sources (master source) collects data such as image/video
and broadcasts to the source nodes (slave source). After
timing synchronization and distributed carrier synchroniza-
tion, cooperating source nodes transmit these data to the
destination by their distributed antenna which uses beam-
forming.Thus, it would enable uploadingmultimedia such as
image/video data or summaries of sensor data gathered over
days or even months. This application also can be modified
easily in other interesting applications as low-power soldier
radios in battlefield communication or monitoring rural and
disaster environment where longer range might be required.

It is known that the𝑁2-fold power gain is achieved from
distributed beamforming. However there is also a path loss
in terms of wireless propagation. Using the Friis formula
for free-space propagation, the received signal power of
distributed beamforming at the destination considering that
𝑁 source nodes are deployed can be presented as follows:

𝑃
𝑅
= 𝑔
𝑖
∗ 𝑁
2
∗ 𝑃
𝑇
∗ 𝐺
𝑇
∗ 𝐺
𝑅
∗

𝜆
2

(4𝜋𝑅)
2
, (3)

where 𝑃
𝑇
and 𝑃
𝑅
are the transmit and received power, 𝑔

𝑖
(0 <

𝑔
𝑖
≤ 1) is undefined attenuation parameter,𝐺

𝑇
and𝐺

𝑅
are the

directivity gains of the transmit and receiving antennas, 𝑅 is
the range between the average source nodes and destination,
and 𝜆 is the carrier wavelength.

As well known, signal-to-noise ratio (often abbreviated
SNR or S/N) is a measure used in communication theory
that indicates the level of a desired signal to the level of
backgroundnoise.Thus, we can define the SNR at the receiver
as SNR = 𝑃received signal/𝑃noise.

𝑃received signal denotes signal power at the receiver and𝑃noise
denotes noise power at the receiver.

From the SNR at the receiver, SNR (signal-to-noise ratio)
of the destination can be represented as follows:

SNRdB

= 10 log
10
(𝑔
𝑖
∗ 𝑁
2
∗ 𝑃
𝑇
∗ 𝐺
𝑇
∗ 𝐺
𝑅
∗
𝜆
2
/ (4𝜋𝑅)

2

𝑃noise
) .

(4)

Consider a distributed beamforming system with one master
source node, (𝑁 − 1) slave source nodes, and one destination
node as shown in Figure 2.

We consider a distributed deployment with 𝑁 nodes
(including master node) which seek to collaboratively trans-
mit a common baseband message signal 𝑚(𝑡) = 𝑚

𝐼
(𝑡) +

𝑗𝑚
𝑄
(𝑡). And 𝑥

𝑖
(𝑡) denotes RF signal transmitted by node 𝑖.

Generally, the channel gain from transmitter 𝑖 to the receiver
can be represented as a complex scalar ℎ

𝑖
.

Also, we assume that channel model of the system is
Rician channel model, so that we can denote the channel
model by

ℎ
𝑖
= 𝑔
𝑖
𝑒
𝑗𝜃𝑖 , (5)

where 𝑔
𝑖
is attenuation and 𝜃

𝑖
is phase constant of channel.

Each path can be modeled as circular Gaussian random
variable using Central Limit theorem when the number of
channels is multiple.

The circular Gaussian variable has the following form:

𝑧 = 𝑤
1
+ 𝑗𝑤
2
. (6)

The magnitude |𝑧| follows Rician probability distribution as

𝑃
𝑧
(𝑧) =

𝑧

𝜎2
𝑒
−(𝑧
2
+𝑐
2
)/2𝜎
2

𝐼
0
(
𝑧𝑐

𝜎2
) . (7)

And Rician factor𝐾 is defined as follows:

𝐾 =
𝑐
2

2𝜎2
, (8)

where𝐾 is the Rician factor, defined as a ratio of the specular
component power 𝑐2 and scattering component power 2𝜎2.

In our system model (which is called master-slave open-
loop carrier synchronization system), master node sends a
common reference signal 𝑐

0
(𝑡) = cos(2𝜋𝑓

0
𝑡) to synchronize

the oscillators on each of the source nodes, so that the signal
transmitted by node 𝑖 is 𝑥

𝑖
(𝑡) = R(𝑚(𝑡) exp(𝑗2𝜋𝑓

𝑐
𝑡 − 𝑗𝜃
𝑖
)), so

that the overall received signal at the destination is as follows:

𝑟 (𝑡) =

𝑁

∑

𝑖=1

R (ℎ
𝑖
𝑚(𝑡) exp (𝑗2𝜋𝑓

𝑐
𝑡 − 𝑗𝜃

𝑖
))

= 𝜌R (𝑚 (𝑡) exp (𝑗2𝜋𝑓
𝑐
𝑡))

≡ 𝜌 (𝑚
𝐼
(𝑡) cos (2𝜋𝑓

𝑐
𝑡) − 𝑚

𝑄
(𝑡) sin (2𝜋𝑓

𝑐
𝑡)) .

(9)

As formula (9), we show that the factor of 𝜌 represents the
distributed beamforming gain and the effect of constructive
interference between the signals from each transmitter.

It is important to construct the signal 𝑥
𝑖
(𝑡) from each

transmitter so that all the nodes are frequency locked and the
phase of 𝑥

𝑖
(𝑡) is chosen to precisely cancel the effect of the

channel phase 𝜃
𝑖
. In our system model, the sources need to

use the reference signal 𝑐
𝑜
(𝑡) at frequency 𝑓

0
to synthesize

a carrier signal for beamforming at a completely different
frequency𝑓

𝑐
.We use the time-slotmodel for synchronization

as shown in Figure 3.
Training signals which include the reference signal 𝑐

𝑜
(𝑡)

and other feedback signals carrying information about the
channel phase are periodically retransmitted every 𝑇slot time
in the short duration 𝑇est. The duty cycle of the training
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process 𝜏 = 𝑇est/𝑇slot can be quite small. The sources use the
training signal in each time-slot to update their estimate of
the phase Δ𝜙

𝑖
and frequency offsets Δ𝑓

𝑖
.

During the “broadcast” phase, where a signal 𝑋 is sent
by the master source node, the received signal at slave source
nodes 𝑦

𝑆𝑚𝑆𝑠
and destination 𝑦

𝑆𝐷
can be written as

𝑦
𝑆𝑚𝑆𝑠

= √𝐸
𝑆𝑚𝑆𝑠

ℎ
𝑆𝑚𝑆𝑠

𝑥 + 𝑛
𝑆𝑚𝑆𝑠

,

𝑦
𝑆𝐷

=

𝑁

∑

𝑖=1

√
(2
𝐶𝑅/𝑊0 − 1) ∗ 𝑃noise ∗ (4𝜋𝑅)

2

𝑎 ∗ 𝑁2 ∗ 𝐺
𝑇
∗ 𝐺
𝑟
∗ 𝜆2

ℎ
𝑆𝐷
𝑋

+ 𝑛
𝑆𝐷

=
[
[

[

√
(2
𝐶𝑅/𝑊0 − 1) ∗ 𝑃noise ∗ (4𝜋𝑅)

2

𝑎 ∗ 𝑁2 ∗ 𝐺
𝑇
∗ 𝐺
𝑟
∗ 𝜆2
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⋅ ⋅ ⋅ √
(2
𝐶𝑅/𝑊0 − 1) ∗ 𝑃noise ∗ (4𝜋𝑅)

2

𝑎 ∗ 𝑁2 ∗ 𝐺
𝑇
∗ 𝐺
𝑟
∗ 𝜆2

]
]

]

[
[
[
[

[

ℎ
𝑆1𝐷

.

.

.

ℎ
𝑆𝑁𝐷

]
]
]
]

]

𝑋

+ 𝑛
𝑆𝐷

≡

𝑁

∑

𝑖=1

R (ℎ
𝑖
𝑚(𝑡) exp (𝑗2𝜋𝑓

𝑐
𝑡 − 𝑗𝜃

𝑖
)) ,

(10)

where ℎ
𝑆𝑚𝑆𝑠

denotes the channel response from the master
source to the slave source nodes and ℎ

𝑆𝐷
denotes the channel

response from cooperating source nodes to the destination
node, and 𝑛

𝑆𝑆
and 𝑛
𝑆𝐷

are the observation noise at each link.
𝐶
𝑅
denotes required channel capacity of the system and 𝑊

0

denotes bandwidth per channel.
In our study environment, Johnson-Nyquist noise and

receiver noise have a lot of parts in the noise. Therefore,
we focus on both of them. Johnson-Nyquist noise can be
represented as

𝑃noise = 𝑘
𝐵
∗ 𝑇 ∗𝑊, (11)

where 𝑃noise denotes the thermal noise power, 𝑘
𝐵
denotes

Boltzmann’s constant, and 𝑇 denotes the resistor’s absolute
temperature.

By using formula (9), noise power in dBm at the temper-
ature 𝑇 is presented as

𝑃dBm = 10 ∗ log
10
(𝑘
𝐵
∗ 𝑇 ∗𝑊 ∗ 1000) . (12)

Consider the common scenario of estimated room tempera-
ture (𝑇 = 300K) as

𝑃dBm = −174 + 10 ∗ log
10
(𝑊) . (13)

Therefore, Johnson-Nyquist noise has a power spectral den-
sity of 174 dBm/Hz at 300 Kelvin.

Also, we consider receiver noise which is caused by
components in a radio frequency (RF) signal chain, which
can give us

Noise Figure (dB)

= 10 ∗ log
10
(

Practical noise power
Johnson-Nyquist noise power

) .

(14)

From formula (14), we can calculate practical noise power at
the receiver.

4. Intelligent Transmission Power
Allocation Algorithm

Algorithm 1 shows our proposed Intelligent Transmission
Power Allocation algorithm. Note that we assume our dis-
tributed beamforming system synchronizes the sources by
open-loop master-slave synchronization, one source node
plays a role as the master, and the remaining source nodes
play role as slaves. Through our power allocation algorithm,

we are able to allocate suitable transmission power accord-
ing to the environment when sensor nodes are deployed
considering the maximum transmission power of the nodes.
Also source nodes are able to communicate continually with
the destination when some of source nodes are inoperable.
Furthermore, it can overcome the problem that master node
consumes power rapidly by changing the master periodically
according to the residual energy level. As a result, it can
improve the network life span time.

We estimated RSSI (received signal strength indicator) by
practical wireless sensor nodes on the LOS (line of sight).

Figure 4 shows the result of the test. It is shown that
there are noisy data due to various reasons, such as the
low quality of sensor nodes and random effect of exter-
nal environments [24]. How to remove the noisy data
and achieve clean data is the key issue for the proposed
Intelligent Transmission Power Allocation algorithm since
our Intelligent Transmission Power Allocation algorithm is
based on periodic estimated environment parameters. We
proposed the scheme to get the clean received power data.
Thereby we achieved the representative received power value
fromEWPavg (exponential weighted received power average).
Thus, we can remove the noisy data from the estimated
received power data. Also we can much weight to the recent
estimated received power based on EWPavg.

Step 1. Compute 𝑅avg and its 𝜎. Consider

𝑅avg =
𝑅
𝑡−1

+ 𝑅
𝑡−2

+ ⋅ ⋅ ⋅ 𝑅
𝑡−(𝑘+1)

+ 𝑅
𝑡−𝑘

𝑘
,

𝜎 =
√
∑
𝑡−𝑘

𝑛=𝑡−1
(𝑅
𝑛
− 𝑅avg)

2

𝑘
.

(15)

Step 2. Get an estimated sample 𝑅
𝑡
.

Step 3. Calculate√|𝑅avg − 𝑅
𝑡
|2.

Step 4. If√|𝑅avg − 𝑅
𝑡
|2 ≥ 𝛽∗𝜎,𝑅

𝑡
is rejected and go to Step 1.

Step 5. If√|𝑅avg − 𝑅
𝑡
|2 < 𝛽 ∗ 𝜎, calculate EWPavg:

EWPavg = 𝛼 ∗ (𝑅
𝑡−1

+ (1 − 𝛼) ∗ 𝑅
𝑡−2

+ (1 − 𝛼)
2

∗ 𝑅
𝑡−3

+ ⋅ ⋅ ⋅ + (1 − 𝛼)
𝑘
∗ 𝑅
𝑡−(𝑘+1)

) + (1 − 𝛼)
𝑘+1

∗ 𝑅
𝑡−𝑘

.

(16)

Step 6. Calculate the parameter value 𝑔
𝑖
:

𝑔
𝑖
=

EWPavg ∗ (4𝜋𝑅)
2

𝑁2 ∗ 𝑃
𝑇
∗ 𝐺
𝑇
∗ 𝐺
𝑅
∗ 𝜆2

. (17)

𝑅
𝑡
is estimated received power at time 𝑡, 𝛼 is the weight value

for the recent data, and𝛽 is the parameterwhich distinguishes
noise data from the estimated original data. Therefore the
affordable range of EWPavg is [𝑅avg−𝜎∗𝛽, 𝑅avg+𝜎∗𝛽]. From
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INIT
Input required channel capacity (𝐶

𝑅
), bandwidth per channel (𝑊), distance (𝑅), transmit antenna gain (𝐺

𝑇
),

receive antenna gain (𝐺
𝑅
), noise power (𝑃noise), undefined attenuation parameter (𝑔

𝑖
)

𝛼 =
(2
𝐶𝑅/𝑊 − 1) ∗ 16𝜋

2
∗ 𝑅
2
∗ 𝑃noise

𝑔
𝑖
∗ 𝐺
𝑇
∗ 𝐺
𝑅
∗ 𝜆2

Count = 0
WHILE Count = 0 DO
Heartbeat = (Node ID∪Residual Energy level)
Broadcast its Heartbeat
Determine the number of neighbor active nodes, N = the number of neighbor active nodes
To be the Master node itself
FOR M= 1 to Number of active node− 1 DO

IF (Master Node residual energy level < M residual energy level) THEN
Mater node =𝑀

END IF
END FOR
Set to be Slave node except node M

𝜔 = [
1

(𝑁 + 1)
2
∗ 𝛼]

IF 𝜔 > [Maximum transmission power] THEN
Transmission power = [Maximum transmission power]
ELSE

Transmission power =[ 1

(𝑁 + 1)
2
∗ 𝛼]

END IF
Count = count for next Heartbeat
WHILE Count > 0 DO
Master send its data to the slave nodes
Source nodes transmit as a distributed beamformer
Subtract 1 to Count
ENDWHILE
ENDWHILE

Algorithm 1: Intelligent Transmission Power Allocation algorithm pseudocode.
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Figure 4: Estimated RSSI at the receiver.

the proposed scheme, we can achieve the reliable parameter
value 𝑔

𝑖
which indicates undefined attenuation parameter.

It can help Intelligent Transmission Power Allocation algo-
rithm to adapt to the changeable wireless channel states.

Figure 5 shows the received power data after removing
the noisy data. Our proposed scheme is able to eliminate
the noise and more weightage to the present estimated data
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Figure 5: Estimated RSSI with EWPavg.

efficiently. As shown by the result, we are able to achieve clean
received power data using our proposed scheme.

5. Performance Evaluation

For the specific numerical performance evaluation, the
circuit-related parameters need to be defined first. Our
performance evaluation parameters are shown in Table 1.
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Table 1: Performance evaluation parameters.

Parameter Value
Carrier frequency 3GHz
Channel model Rician fading
Rician factor −40 dB∼15 dB
Bandwidth 10MHz
Transmit antenna gain 2 dBi
Receiving antenna gain 10 dBi
Transmission power −10 dBm
Attenuation parameter 0.7∼1
Temperature 300 Kelvin
Noise figure 6 dB
Number of source nodes 1∼20
Distance 1000m, 2000m, 3000m
Energy per source node 4 ∗ 10

6mJ
Current consumption (transmit
mode: 𝑃 = −10 dBm) 11mA

Current consumption (receiving
mode) 5mA

Current consumption (idle mode) 426 𝜇A
Transmission period 30 seconds

For generality, we compared our proposed ITPA with
other distributed beamforming schemes, MAX-SINR [24,
25, 29], MMSE [26, 27, 29], Weighted MMSE [26, 28, 29],
which do not consider degradation of channel capacity
when the number of cooperating source nodes is decreased,
to evaluate the transmission power, channel capacity, and
network life span time performance.

As shown in Figure 6, SNR versus number of source
nodes, if parts of cooperating source nodes cannot transmit
signals, SNR is decreased regardless of schemes. Thus, it
causes degradation of channel capacity because 𝑁2-fold
power gain is decreased when the number of cooperating
source nodes is decreased. In addition, it is also shown
that acquired channel capacity is decreased exponentially
when the distance between the average source nodes and
destination increases, because of path loss in terms of wireless
propagation. It is essential that each source node increases
transmission power to compensate the degradation of power
gain to guarantee the required channel capacity considering
the number of cooperating source nodes and the distance
between the average source nodes and destination.

Figure 7 shows the transmission power versus source
nodes that guarantee the channel capacity (50Mbps) of the
system. ITPA required transmission power about−18.62 dBm
at 1000m, −12.50 dBm at 2000m, and −9.38 dBm at 3000m,
respectively, to guarantee the channel capacity when the
number of cooperating source nodes is 20. Each source
node should increase transmission power cooperatively to
compensate degradation of channel capacity, as shown in
Figure 6, considering the maximum transmission power
(0 dBm), when the number of cooperating source nodes is
decreased. Since allocating over the maximum transmission
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Figure 6: SNR versus number of source nodes.
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Figure 7: Transmission power versus number of source nodes.

power is, physically, impossible. And an excessive increase in
transmission power leads to the performance degradation of
network life span time. ITPAalgorithmavoids these problems
and allocates an appropriate transmission power to the source
nodes based on its computation. On the other hand, the
system with previous distributed beamforming schemes is
not capable of power control considering the number of
cooperating source nodes. MAX-SINR does not provide
power control. Thus, it just transmits by default transmission
power (−10 dBm). MMSE provides power control which
only adapts channel statement. And Weighted MMSE also
provides power control and it computes additionally for sum
rate objectivity compared with MMSE. Therefore, Weighted
MMSE could improve the channel capacity performance
compared with MMSE. However, as mentioned above, these
previous schemes have limitations, since they cannot adapt
to the number of cooperating source nodes and the distance
between the average source nodes and destination.
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Table 2: Minimum number of source nodes for the required channel capacity.

1000m 2000m 3000m

ITPA MAX-SINR MMSE Weighted
MMSE ITPA MAX-SINR MMSE Weighted

MMSE ITPA MAX-SINR MMSE Weighted
MMSE

10Mbps 1 1 1 1 1 3 3 3 2 4 4 4
30Mbps 2 4 4 3 3 8 7 7 4 11 11 9
50Mbps 3 7 7 6 5 14 12 12 7 21 21 18
70Mbps 5 14 13 13 9 28 28 26 14 30 29 27
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Figure 8: Channel capacity versus number of source nodes.

Figure 8 shows the channel capacity versus the number
of source nodes. Channel capacity is decreased rapidly
with previous schemes (MAX-SINR, MMSE, and Weighted
MMSE) when the number of cooperating source nodes
is decreased. On the other hand, the channel capacity is
guaranteed (50Mbps) with ITPA since ITPA can control
transmission power of each source node according to the
number of the cooperating source nodes and the distance
between the average source nodes and destination. However
ITPA also cannot guarantee the channel capacity when the
required transmission power is over the maximum trans-
mission power. In the section where the number of source
nodes is 0∼6, as shown in Figure 8, we can find this problem.
Therefore, it is important to study the minimum number of
source nodes for the required channel capacity when ITPA is
used.

As shown in Table 2, ITPA guarantees the required
channel capacity with the fewer source nodes than the other
previous beamforming schemes (MAX-SINR, MMSE, and
Weighted MMSE). At 1000m, the number of cooperating
source nodes, that ITPA needs, is 1, 2, 3, and 5, to guarantee
the channel capacity of 10Mbps, 30Mbps, 50Mbps, and
70Mbps, respectively. And at 2000m, the number of coop-
erating source nodes is 1, 3, 5, and 9, to guarantee the chan-
nel capacity of 10Mbps, 30Mbps, 50Mbps, and 70Mbps,
respectively. At 3000m, the number of cooperating source
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Figure 9: ITPA’sminimumnumber of source nodes versus distance.

nodes is 2, 4, 7, and 14, to guarantee the channel capacity of
10Mbps, 30Mbps, 50Mbps, and 70Mbps, respectively. The
minimum number of source nodes is increased when the
distance between the average source nodes and destination
is increased or the required channel capacity is increased,
since each source node cannot transmit over its maximum
transmission power.

Figure 9 shows ITPA’s minimum number of cooperating
source nodes versus distance to guarantee the channel capac-
ity. As mentioned above, each node has a limit of maximum
transmission power in the practical nodes of WSNs. Thus
we studied the minimum number of cooperating source
nodes when the maximum transmission power is 0 dBm, in
theory.Theminimumnumber of cooperating source nodes is
different according to the required channel capacity and the
distance between the average source nodes and destination.
From that result, we are able to improve ITPA feasibility in
practical WSNs.

Figure 10 shows the network life span time versus the
number of nodes when the required channel capacity is
50Mbps. We assume the environment where the number
of power constrained sources is 20 at first. Our proposed
ITPA algorithm has more networks life span time compared
with previous schemes (MAX-SINR, MMSE, and Weighted
MMSE) at 1000m, 2000m, since ITPA can allocate suit-
able transmission power (under −10 dBm) to guarantee the
required channel capacity considering the number of coop-
erating source nodes and the distance between the average
source nodes and destination. Moreover ITPA changes the
master node periodically based on the residual energy of
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Figure 10: Network life span time versus number of nodes.

the source nodes. Thus, it can decrease the transmission
power and save the energy of cooperating source nodes.
At 3000m, it is impossible theoretically to guarantee the
channel capacity with default transmission power (−10 dBm)
where the maximum number of sources is 20. However the
other schemes just allocate around −10 dBm transmission
power. On the other hand, ITPA allocates the transmission
power which is over the default transmission power. As a
result, ITPA consumes little more power than without ITPA
at 3000m. However the other schemes cannot guarantee
the required channel capacity. Moreover ITPA has more
network life span time than the other schemes if there are the
unexpected situations that make source nodes inoperable.

6. Conclusion

Distributed beamforming can achieve the transmission gain
by emulating an antenna array of a source. However, there are
problems because of the source nodes which are deployed in
distributed manner. We focused on the channel capacity of
the systemwhich is decreased when the parts of source nodes
cannot transmit signal. It causes a critical problem when the
system supports multimedia services. Therefore, we propose
ITPA algorithm considering the changeable channel state,
the number of cooperating source nodes, and the distance
between the average source nodes and destination. ITPA
can allocate suitable transmission power to the source nodes
by adapting the changeable environment by itself. Thus, it
can guarantee the required channel capacity and improve
the network life span time largely. It will be useful in the
practical environment where the distributed beamforming
systems should be operated by the sources themselves.
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Multipoint relays (MPRs) are used for flooding topology control messages and finding the shortest paths for unicast
communications in the optimized link state routing protocol (OLSR). In this paper, we propose a method for achieving more
efficient MPR selection in moderately dense wireless multihop networks (including sensor networks) than the conventional MPR
selection. First, we analyzemoderately dense networks to show that a node close to the two-hop border has little probability of being
a two-hop neighbor. Second, we explain that there is a chance of the node’s MPRs being shared with its neighbors. Tomaximize this
chance, we propose using sharedMPR sets.These sets minimize theMPR ratio, which is defined as the number of nodes selected as
MPRs by at least one neighbor divided by the total number of nodes in the network. Simulations are used to confirm the efficiency
of using shared MPR sets. A centralized heuristic algorithm shows an MPR ratio redundancy in moderately dense networks that is
about 10% of that obtained through conventional MPR selection.

1. Introduction

Multipoint relays (MPRs) [1, 2] support the efficient flooding
of topology control (TC) messages in the optimized link state
routing protocol (OLSR) [3] and are used to find the shortest
path to any pair of nodes for unicast communications in
OLSR. Although OLSR is designed as a routing protocol for
mobile ad hoc networks (MANETs), it can also be used for
sensor networks. OLSR is a proactive routing protocol on
which each node regularly exchanges topology information
with other nodes.

MPR is the key concept used in OLSR. Each node selects
a subset of its neighbors as its MPR set. According to the RFC
7181 [4], the MPR set is selected to satisfy two properties: (1)
if a node V sends a message and that message is successfully
forwarded by all MPRs of V, then all 2-hop neighbors of V will
receive that message and (2) keeping the MPR set small ensures
that the overhead of the protocol is kept at a minimum.

The nodes that have been selected as MPRs have two
roles: generating and forwarding TCmessages into the entire
network and acting as routers. Each TCmessage generated by

a node 𝑤 advertises the link state information between itself
and a node V during V’s selection of 𝑤 as one of its MPRs.
In contrast, non-MPR nodes (none of which is selected as
an MPR by a neighbor) do not generate or forward TC
messages except to enable anOLSR redundancy option called
TC REDUNDANCY. Thus, it is implied that non-MPR nodes act
as edge nodes; that is, they do not act as routers. The path
constructed with a sequence of links between anMPR and its
selector is the shortest path.

We analyze the density of MPRs in moderately dense
wireless multihop networks including sensor networks and
present two issues that arise with conventional MPR selec-
tion: high MPR density and redundancy. First, the highMPR
density issue implies that many TC messages are generated
and flooded.Wu et al. [5] have already proven the asymptotic
property that the average number of MPRs in a finite region
is infinite when the network is extremely dense. However, we
analyzemoderately dense networks for additional insight into
their nonasymptotic properties. Our concern is the distance
from a node to its two-hop neighbor.
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The second issue—redundancy of the conventional MPR
selection—causes redundancy in dense networks because
it minimizes the number of MPRs selected by each node
using a fully distributed manner. Therefore, we propose a
concept called “sharedMPR sets” to reduce routing overhead.
Through a simulation with a heuristic shared MPR selection
algorithm, which is not distributed, we confirm the redun-
dancy of conventional MPR selection in moderately dense
networks.

For sensor networks, it is important to conserve the
spectrum and energy. A way to achieve this is to improve the
efficiency of OLSR by reducing TC messages. Our goal is to
explain the following properties of moderately dense wireless
multihop networks.

(i) Each node has a chance to share its MPRs with its
neighbors (Section 3).

(ii) If MPR sharing is achieved well, OLSR’s routing
overhead is reduced (Section 4).

In this paper, we only discuss the existence of sharedMPR sets
with a centralized algorithm (the effectiveness of this method
is shown through simulations); we do not discuss a feasible
algorithm for finding shared MPR sets in a distributed
manner. A preliminary version of this study appeared in [6].
Developing an efficient distributed algorithm is ourmain goal
for future work. Several distributed heuristic algorithms have
been proposed by Yamada et al. [7], Maccari and Lo Cigno
[8], and ourselves [9]. However, the efficiency of those
proposed algorithms has not yet been fully analyzed.

The rest of the paper is organized as follows. Related
work is described in Section 2; this includes studies regarding
OLSR, MPRs, and connected dominating sets (CDSs). In
Section 3, we analyze the distance from a node to its two-hop
neighbor, which is associated with conventional MPR selec-
tion, and introduce the concepts of MPR sharing and shared
MPR sets. In Section 4, we provide a heuristic algorithm for
shared MPR selection and provide the simulation results for
dense wireless multihop networks. Based on those results, we
confirm that routing overhead is reduced when shared MPR
sets are used. Finally, we conclude this paper in Section 6.

2. Related Work

2.1. OLSR. OLSR [3] is a proactive routing protocol for
MANETs. OLSR maintains neighborhood information and
topology information in each node and can find the shortest
path between any pair of nodes with relatively less control
traffic.

We briefly review these two types of information and two
types of messages. We denote a node by V,𝑤, or 𝑢. Regarding
neighborhood information, node V stores the partial two-hop
information 𝐺

𝑃2
(V) = (𝑁(V) ∪ 𝑁

2
(V), 𝐸
𝑃2
(V)), MPRs 𝑀(V),

and MPR selectors 𝑀−1(V). The node sets 𝑁(V) and 𝑁
2
(V)

are sets of one-hop neighbors and strict two-hop neighbors,
respectively. The edge set 𝐸

𝑃2
(V) is a set of symmetric links

between one-hop neighbors and two-hop neighbors. Note
that 𝐸

𝑃2
(V) does not contain links between strict two-hop

neighbors.

Neighborhood information is updated when node V
receives a HELLO message. HELLO messages are broad-
casted by all nodes periodically but are never forwarded.
When node V receives a HELLO message from node 𝑤, V
recognizes that 𝑤 is a one-hop neighbor of V and adds 𝑤 to
𝑁(V).

The HELLO message of 𝑤 includes one-hop neighbors
𝑁(𝑤) and MPRs𝑀(𝑤). When V receives a HELLO message
of 𝑤, for each node 𝑢 ∈ 𝑁(𝑤), V adds 𝑢 and (𝑤, 𝑢) in 𝑁

2
(V)

and 𝐸
𝑃2
(V), respectively. Node V also adds 𝑤 in 𝑀

−1
(V) if

V ∈ 𝑀(𝑤). Afterward, node V computes its MPRs 𝑀(V)
by using the MPR selection algorithm [3] with updated
𝑁(V), 𝑁

2
(V), and 𝐸

𝑃2
(V) (The MPR selection algorithm is

described in Section 2.2). Note that if node 𝑢 ∈ 𝑁
2
(V) is also

in 𝑁(V), then node 𝑢 is removed from 𝑁
2
(V). After several

HELLOmessages are exchanged, the neighborhood informa-
tion satisfies

𝑁(V) = {𝑤 | 𝑑 (V, 𝑤) < 𝑟}

𝑁
2
(V) = {𝑢 | 𝑢 ∈ 𝑁 (𝑤) , 𝑤 ∈ 𝑁 (V) , 𝑢 ∉ 𝑁 (V) , 𝑢 ̸= V}

𝐸
𝑃2
(V) = {(𝑤, 𝑢) | 𝑤 ∈ 𝑁 (V) , 𝑢 ∈ 𝑁 (𝑤)}

𝑀 (V)

⊆ 𝑁 (V)

such that ∀𝑢 ∈ 𝑁
2
(V) , ∃𝑤 ∈ 𝑀(V) , (𝑤, 𝑢) ∈ 𝐸

𝑃2
(V)

𝑀
−1
(V) = {𝑤 | V ∈ 𝑀 (𝑤)} .

(1)

Note that 𝑑(V, 𝑤) is the distance between V and 𝑤 and 𝑟 is the
radio range.

The topology information for each node, denoted by 𝑢, is
a directed subgraph of the network𝐺.The directed subgraph,
denoted by 𝐺󸀠(𝑢) = (𝑉

󸀠
(𝑢), 𝐸

󸀠
(𝑢)), includes all reachable

nodes and partial directed links. 𝐺󸀠(𝑢) is generated on the
basis of the received TC messages. A TC message is period-
ically generated by every MPR, denoted by 𝑤, and includes
𝑀
−1
(𝑤).𝑀−1(𝑤) is called an MPR selector set. TC messages

are flooded into the entire network, and each of it informs the
links between 𝑤 and each of𝑀−1(𝑤). When node 𝑢 receives
a TC message generated by 𝑤, for each V ∈ 𝑀

−1
(𝑤), node

𝑢 adds V and (𝑤, V) in 𝑉
󸀠
(𝑢) and 𝐸󸀠(𝑢), respectively. Node

𝑢 also adds 𝑤 in 𝑉󸀠(𝑢).
The routing table of node 𝑢 is constructed using 𝐺

𝑃2
(𝑢)

of the neighborhood information and 𝐺󸀠(𝑢) of the topology
information. By using these two types of information, node 𝑢
can find the shortest path to any other node in the network
for unicast communications.

OLSRv2 [4] has already released in April 2014. Therefore,
the discussion here is applicable to OLSRv2. In OLSRv2,
nodes can freely interoperate regardless of whether they use
the sameMPR selection algorithm; an example algorithm for
calculating MPRs is available in appendix B of OLSRv2 [4].
OLSRv2 defines two MPR sets (flooding MPR and routing
MPR) and adopts neighborhood discovery protocol (NHDP)
[10] to acquire neighborhood information.
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2.2. Multipoint Relays. Multipoint relaying has been pro-
posed byQayyumet al. [1, 2] for efficiently flooding broadcast
messages in mobile wireless networks. The concept of multi-
point relaying is to reduce the number of duplicate retrans-
missions while forwarding a broadcast message.

Each node V selects a small subset of its neighbors 𝑁(V)
as MPRs𝑀(V). When node V transmits a broadcast message
generated either by itself or another node, each node 𝑤 ∈

𝑀(V) retransmits the message only once; other neighbors do
not retransmit it.

In MANETs, for proactive and reactive protocols, flood-
ing is used to find a path to the destination. OLSR [3] also
adopts the use of MPRs to disseminate TC messages.

Qayyum et al. [2] analyze MPRs and propose a heuristic
MPR set selection algorithm. They prove that the following
MPR problem is NP-complete: given a network (i.e., the set of
one-hop neighbors for each node), a node V of the network, and
an integer 𝑘, is there a multipoint relay set for V of size less than
𝑘?

The heuristic algorithm proposed by Qayyum et al. pro-
vides a near-optimal MPR set. They prove that the MPR set
computed by that heuristic contains at most log 𝑛 times more
nodes than the optimalMPR set [2], where 𝑛 is the number of
nodes in the network. The input of the heuristic is the partial
two-hop information 𝐺

𝑃2
(V), and the output of the heuristic

is the MPR set 𝑀(V). The heuristic algorithm is stated as
follows:

(1) Start with an empty MPR set𝑀(V).
(2) First, select asMPRs those one-hop neighbors in𝑁(V)

that are only neighbors of some node in 𝑁
2
(V); add

these one-hop neighbors to𝑀(V).
(3) While there still exists some node in𝑁

2
(V) that is not

covered by𝑀(V), one has the following:

(a) For each node in𝑁(V) that is not in𝑀(V), com-
pute the number of nodes that it covers among
the uncovered nodes in𝑁

2
(V).

(b) Add the node of 𝑁(V) in 𝑀(V) for which this
number is maximum.

Jacquet et al. [11] have analyzed OLSR MPR flooding
in two network models: the random graph model and the
random unit disk graph model. These two models are used
for indoor and outdoor networks, respectively. In the two-
dimensional random unit disk graph model, Jacquet et al.
prove that the average size of theMPR sets tends to be smaller
than 3𝜋(𝑛󸀠/3𝜋)1/3, where 𝑛󸀠 is defined by (3) in Section 3.1
below.

Busson et al. [12] have analyzed the conventional MPR
selection in random unit disk graphs. They did not analyze
sharing MPRs with neighbors; however, they do show that
approximately 75% of MPR sets are selected in step 2 of
the heuristic algorithm above, which implies that only the
remaining 25% have a chance of sharing MPRs with their
neighbors. The starting point of their analysis also uses (4),
shown in Section 3.2 below. Our analysis in Section 3.2 is
similar to theirs; however, unlike their research, we go on to
analyze MPR sharing (Sections 3.3 and 3.4).

The motivation behind Maccari and Lo Cigno’s research
[8] is the same as ours. They describe the size of the global
MPR set 𝑀

𝐺
= ⋃V∈𝑉𝑀(V) as the objective function that

needs to beminimized; this objective function also appears in
[6]. They have carefully revised the MPR selection algorithm
and addressed implementation issues associated with that
algorithm. Furthermore, they propose using the selector set
tie breaker (SSTB) distributed strategy to minimize 𝑀

𝐺
.

Unlike us, their strategy for finding shared MPR sets is to
use distributed algorithms; we use the centralized algorithm
instead. However, we believe that the size of the global MPR
set, which is calculated by the centralized algorithm, can be
referred to as a type of numerical lower bound.

2.3. Connected Dominating Set. A connected dominating set
(CDS) is a subset of nodes. Each node in a CDS has a path
only through other nodes in the CDS, and every node in the
network has at least one node in the CDS as a neighbor.

A small CDS is another candidate to reduce the number
of forwarding nodes during the flooding process [13]. Instead
of MPRs, a CDS can be used to flood messages to the entire
network, and the nodes that are not there in CDS do not need
to relay messages to flood. A small CDS will have less control
traffic thanMPRs. Furthermore, if the shortest path for every
node is not a mandatory routing requirement, a small CDS
can also be used for routing instead of MPRs.

A CDS does not have the (1) property of MPR sets that
is described in Section 1. In other words, the use of MPRs
guarantees the shortest path between any pair of nodes; CDS
does not guarantee it. Furthermore, the time and message
complexities of CDS schemes are slightly higher than those
of MPR schemes. Perhaps for these reasons, unfortunately,
CDSs are not currently employed in major MANET routing
protocols.

Wu et al. [5] have explained several extensions designed to
generate smaller CDSs using complete two-hop information.
The complete two-hop information of node V is denoted by
𝐺
𝐶2
(V) = (𝑁(V) ∪ 𝑁

2
(V), 𝐸
𝐶2
(V)). The difference between

𝐺
𝐶2
(V) and 𝐺

𝑃2
(V) is the sets of links. 𝐸

𝐶2
(V) includes all

links in 𝐸
𝑃2
(V) as well as links between any pair of two-hop

neighbors𝑁
2
(V). Consider

𝐸
𝐶2
= 𝐸
𝑃2

∪ {(𝑤
1
, 𝑤
2
) | 𝑤
1
, 𝑤
2
∈ 𝑁
2
(V) , (𝑤

1
, 𝑤
2
) ∈ 𝑉} .

(2)

To construct𝐺
𝐶2
(V) in V, node V has to receive one-hop neigh-

bor information 𝑁(𝑢) from each of its two-hop neighbor
𝑢 ∈ 𝑁

2
(V). Because node 𝑢’s HELLO messages have to reach

all of 𝑢’s two-hop neighbors, it implies that constructing 𝐺
𝐶2

requires higher communication overhead than constructing
𝐺
𝑃2
.
Wu et al. have proved that the extended MPR has a con-

stant local approximation ratio rather than the logarithmic
local ratio associated with the original MPR [5].

3. Analysis of MPRs in Dense Networks

3.1. Notation. We model a network as a unit disk graph 𝐺 =

(𝑉, 𝐸), where 𝑉 is a set of nodes in the network and 𝐸 is
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there is no node ∈ 𝑊

Figure 1: Determining whether 𝑢 is a two-hop neighbor of V.

a set of available links between nodes. Each node knows par-
tial information of 𝐺 by receiving HELLO and TC messages.
The total number of nodes in the network is denoted by 𝑛 (=
|𝑉|). For simplicity, we assume that the transmission range
𝑟 of each node is uniform. There is an edge (V, 𝑤) ∈ 𝐸 if
and only if 𝑑(V, 𝑤) < 𝑟, where the function 𝑑( ) is a distance
between two nodes. A region𝐷(V, 𝑥) is defined as a disk with
radius 𝑥 that centers V.𝐷(V, 𝑟) is called a unit disk of V. A node
in the unit disk𝐷(V, 𝑟) is called a one-hop neighbor of V.

Our analysis assumes that nodes are placed uniformly in
a two-dimensional region. The expected number of nodes in
a one-hop region is denoted by 𝑛󸀠. For example, if the region
is a square of side 𝑅 and the number of nodes in the region is
𝑛, then

𝑛
󸀠
= 𝜋𝑟
2 𝑛

𝑅 × 𝑅
. (3)

We use the term “density” (defined as 𝑛󸀠) instead of the num-
ber of nodes in a unit square, that is, 𝑛/𝑅2, for convenience.

3.2. Distance to Two-Hop Neighbors. Suppose that there are
two nodes V and 𝑢 such that 𝑑(V, 𝑢) = 2𝑟 − 𝛿 ≤ 2𝑟, as shown
in Figure 1(a). We discuss the condition where 𝑢 is a two-hop
neighbor of V. Obviously, node 𝑢 is a two-hop neighbor of V if
and only if there is at least one node𝑤 that satisfies𝑑(V, 𝑤) ≤ 𝑟
and 𝑑(𝑤, 𝑢) ≤ 𝑟. In other words, 𝑑(V, 𝑢) ≤ 2𝑟 is a necessary
but insufficient condition for 𝑢 being a two-hop neighbor of
V.

The region𝑊 is defined as𝑊 = 𝐷(V, 𝑟)∩𝐷(𝑢, 𝑟), as shown
in Figure 1(b). Node 𝑢 is a two-hop neighbor of V if and only
if there is at least one node 𝑤 ∈ 𝑊. The size of region𝑊 is
denoted by 𝑆(𝑊) and expressed as follows:

𝑆 (𝑊) = 2(𝜋𝑟
2
⋅
2𝜃

2𝜋
− 𝑟
2 sin 𝜃 cos 𝜃)

= 𝑟
2
(2𝜃 − sin 2𝜃) ,

(4)

where 𝜃 = 𝜃(𝛿) = arccos((2𝑟−𝛿)/2𝑟). We define a probability
function𝑝(𝛿, 𝑛󸀠) that expresses the probability that 𝑢 is a two-
hop neighbor of V when 𝑢 is 2𝑟 − 𝛿 away from V. Suppose that

node 𝑤 is a two-hop neighbor of V. The probability that 𝑤 is
not in the region 𝑊 is (𝜋𝑟2 − 𝑆(𝑊))/𝜋𝑟

2. Node 𝑢 is a two-
hop neighbor of V if there is at least one one-hop neighbor
of V in 𝑊. Therefore, in uniformly distributed networks, we
approximate

𝑝 (𝛿, 𝑛
󸀠
) = 1 − (

𝜋𝑟
2
− 𝑆 (𝑊)

𝜋𝑟2
)

𝑛
󸀠

, (5)

where 𝑛󸀠 is the average number of a node’s one-hopneighbors.
We try to expect the number of two-hop neighbors of V

in various densities. First, we denote the expected number of
nodes in𝐷(V, 2𝑟) by 𝑓(2𝑟) = 𝜋(2𝑟)2 ⋅ 𝑛󸀠/𝜋𝑟2 = 4𝑛󸀠. Note that
𝑓(2𝑟) includes the number of one-hop neighbors in 𝐷(V, 𝑟).
We suppose that 𝑓󸀠(𝑥) = 2𝑛

󸀠
𝑥/𝑟
2 is the derivative of 𝑓(𝑥).

We denote the expected number of two-hop neighbors of V
by 𝐸[|𝑁

2
(V)|]. We derive 𝐸[|𝑁

2
(V)|] using a function 𝑔(𝑥, 𝑛󸀠),

which is the expected number of two-hop neighbors of V in a
disk𝐷(V, 𝑥)with the radius 𝑥 (𝑟 ≤ 𝑥 ≤ 2𝑟) and the density 𝑛󸀠.
The function 𝑔(𝑥, 𝑛

󸀠
) is derived using 𝑓󸀠(𝑥) and 𝑝(𝛿, 𝑛

󸀠
).

Consider

𝐸 [
󵄨󵄨󵄨󵄨𝑁2 (V)

󵄨󵄨󵄨󵄨] = 𝑔 (2𝑟, 𝑛
󸀠
) (6)

𝑔 (𝑥, 𝑛
󸀠
) = ∫

𝑥

𝑟

𝑓
󸀠
(𝑦) ⋅ 𝑝 (2𝑟 − 𝑦, 𝑛

󸀠
) 𝑑𝑦. (7)

Figure 2 shows the numerical results of 𝑔(𝑥, 𝑛󸀠) with var-
ious radii 𝑥 and densities 𝑛󸀠 = ∞, 80, 40, 20, 10, and 5. From
these results, we confirm that nodes close to the border of
𝐷(V, 2𝑟) are rarely a two-hop neighbor of V under moderately
high-density conditions.

To ensure the rareness of two-hop neighbors close to
the border of 𝐷(V, 2𝑟) in moderately dense networks, Table 1
shows the radius 𝑥 of a disk covering 𝑞 = 70%–95% of
two-hop neighbors. The radius 𝑥 satisfies (𝑞/100)𝑔(2𝑟, 𝑛󸀠) =
𝑔(𝑥, 𝑛

󸀠
) for each 𝑞 and 𝑛

󸀠. We conclude that, even when
density 𝑛󸀠 = 80 (a very high density where the expected
number of two-hop neighbors is 214), 95% of the two-hop
neighbors (nearly 203 nodes) have 𝛿 > 0.10𝑟 = (2 − 1.90)𝑟,
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Table 1: The radius 𝑥 of a disk that covers 𝑞% of two-hop neighbors on various density 𝑛󸀠.

𝑞 𝑛
󸀠
= ∞ 80 40 20 10 5

70% 1.76𝑟 1.69𝑟 1.66𝑟 1.61𝑟 1.55𝑟 1.51𝑟

80% 1.84𝑟 1.77𝑟 1.74𝑟 1.69𝑟 1.64𝑟 1.59𝑟

90% 1.92𝑟 1.85𝑟 1.82𝑟 1.78𝑟 1.74𝑟 1.70𝑟

95% 1.96𝑟 1.90𝑟 1.87𝑟 1.84𝑟 1.81𝑟 1.78𝑟
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Figure 2: The expected number of two-hop neighbors in a disk of
radius 𝑥.

𝜃 > 0.32 = 18
∘. In a moderately dense network, such as

𝑛
󸀠
= 20 (where the expected number of two-hop neighbors is

44), 90% of two-hop neighbors (40 nodes) have 𝛿 > 0.22, 𝜃 >
0.47 = 27

∘, and 70% of two-hop neighbors (31 nodes) have
𝛿 > 0.39, 𝜃 > 0.64 = 36

∘. From this observation, we expect
that some small number of MPRs can cover all of a node’s
two-hop neighbors in moderately dense wireless multihop
networks. This expectation is confirmed by the simulation
illustrated in Figure 7 of Section 4.

3.3. Conventional MPR Selection of a Node. Here, we review
OLSR’s conventional MPR selection in which any node
selects its MPR set independently of its neighbors’ MPR sets.
Understanding the symmetric property of this conventional
selection will be helpful in understanding how MPRs can be
shared as described in Section 3.4.

Suppose that there are two nodes 𝑢
1
and 𝑢

2
that satisfy

𝑑(V, 𝑢
1
) = 2𝑟−𝛿

1
and 𝑑(V, 𝑢

2
) = 2𝑟−𝛿

2
and that they are node

V’s two-hop neighbors, as shown in Figure 3. We assume that
𝑢
1
and 𝑢

2
are closer to each other than to other V’s two-hop

neighbors.
The regions 𝑊

1
and 𝑊

2
are defined similar to 𝑊 in

Section 3.2. Consider

𝑊
1
= 𝐷 (V, 𝑟) ∩ 𝐷 (𝑢

1
, 𝑟)

𝑊
2
= 𝐷 (V, 𝑟) ∩ 𝐷 (𝑢

2
, 𝑟) ,

(8)

𝛿1

𝛿2

u1

u2

W1

W2

𝜃1

𝜃2𝜙

�

Figure 3: Covering two two-hop neighbors.

where 𝑢
1
(or 𝑢
2
) is a two-hop neighbor of V if and only if there

is at least one node 𝑤
1
∈ 𝑊
1
(or 𝑤
2
∈ 𝑊
2
). The angles 𝜃

1
and

𝜃
2
are defined as 𝜃

1
= 𝜃(𝛿
1
) and 𝜃

2
= 𝜃(𝛿
2
), respectively.

The following discussion assumes that there are multiple
nodes in 𝑊

1
and 𝑊

2
; this avoids the case of having only

one node in 𝑊
1
and 𝑊

2
, in which case, the nodes must be

added toMPR set𝑀(V) in step 2 of the heuristic described in
Section 2.2.

If there is at least one node 𝑤 in 𝑊
1
∩ 𝑊
2
, which is the

hatched region in Figure 3, then 𝑢
1
and 𝑢

2
can be covered by

single node 𝑤 (= 𝑤
1
= 𝑤
2
). If there is no node in𝑊

1
∩ 𝑊
2
,

there must be at least one node 𝑤
1
∈ 𝑊
1
∩ 𝑊
2
and the other

node must be 𝑤
2
∈ 𝑊
1
∩𝑊
2
to cover 𝑢

1
and 𝑢

2
, respectively.

We denote ∠𝑢
1
V𝑢
2
by 𝜙 and suppose that 𝛿

1
≥ 𝛿
2
; that

is, 𝜃
1
≥ 𝜃
2
. The inclusion relation between 𝑊

1
and 𝑊

2
is

divided into the following three cases, where 𝑆( ) is the size
of the region:

(1) 𝜙 > 𝜃
1
+ 𝜃
2
; that is, 𝑆(𝑊

1
∩𝑊
2
) = 0.

(2) 𝜃
1
+𝜃
2
≥ 𝜙 and 𝜙 > 𝜃

1
−𝜃
2
, as shown in Figure 3; that

is, 𝑆(𝑊
1
∩𝑊
2
) > 0.

(3) 𝜃
1
+ 𝜃
2
≥ 𝜙 and 𝜃

1
− 𝜃
2
≥ 𝜙; that is,𝑊

2
⊆ 𝑊
1
.

In the first case, two nodes 𝑤
1
∈ 𝑊
1
and 𝑤

2
∈ 𝑊
2
are

selected as MPRs of V to cover 𝑢
1
and 𝑢

2
, respectively. Two

nodes 𝑤
1
and 𝑤

2
are selected independent of each other.

In the second case, if there is at least one node 𝑤 ∈ 𝑊
1
∩

𝑊
2
, the optimal or heuristic MPR selection algorithm selects

𝑤 as an MPR of V. However, this selection depends on the
existence of other two-hop neighbors. The nodes in V’s MPR
set are either a single node𝑤 or two nodes𝑤

1
∈ 𝑊
1
∩𝑊
2
and

𝑤
2
∈ 𝑊
2
∩𝑊
1
.
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Figure 4: Covering two two-hop neighbors.

In the third case, if the optimal or heuristicMPR selection
algorithm selects a node𝑤

2
∈ 𝑊
2
as anMPR to cover 𝑢

2
, then

node 𝑤
2
also covers 𝑢

1
.

The number of MPRs of node V changes by selecting the
second case. Each iteration of step 3 in the heuristic greedily
adds a node in 𝑀(V); thus, the algorithm covers the maxi-
mum number of uncovered nodes in𝑁

2
(V).

3.4. Sharing an MPR with a Neighbor. Considering the
symmetric property of conventional MPR selection (see
Section 3.3), we explain how sharing MPRs with a neighbor
is possible. Suppose that there are two nodes V

1
and V
2
, each

of which is a one-hop neighbor of the other. Sharing MPRs
means that V

1
and V
2
select the same node as their MPR.

First, we discuss the condition in which sharing MPRs
is not allowed. As shown in Figure 4(a), if V

1
has a two-hop

neighbor 𝑢 such that 𝑢 is not a two-hop neighbor of V
2
, then

V
2
has no one-hop neighbor in𝑊

1
. In this condition, V

1
and

V
2
cannot share an MPR to cover 𝑢.
However, if there is a node 𝑢 such that 𝑢 is a two-hop

neighbor of both V
1
and V
2
, as shown in Figure 4(b), and there

is at least one node 𝑤 ∈ 𝑊
1
∩𝑊
2
, then V

1
and V
2
can select a

node 𝑤 as an MPR to cover 𝑢, thus sharing an MPR.
The sharable condition discussed above is symmetrical

to the second case of conventional MPR selection, which is
described in Section 3.3. However, the optimal and heuristic
MPR selection described in Section 2.2 does not consider
such sharing.

Note that the two-hop coverage of V
1
and V
2
’s MPR set is

maintained regardless of whether theMPR is shared between
them. The MPR is still guaranteed to construct the shortest
path between any pair of nodes in the network, in contrast to
CDSs, which do not guarantee the shortest path.

3.5. The Proposed Shared MPR Sets. The concept of shared
MPR sets was first introduced by Yamada et al. [7]. They call
the concept anMPR selection “redundancy,” which is defined
as follows: for a combination of MPR sets of all nodes, if the
number of MPRs in the network is greater than that of other
combinations of MPR sets, the combination of MPR sets is
redundant.

Wedefine theMPR ratio tomeasure the degree of sharing.
The ratio for shared MPR selection will be less than that
for conventional MPR selection. We also define the number
of MPRs per node to compare the average size of each
node’s MPR sets; this number will be constant for shared and
conventional MPR selections. The MPR ratio and number of
MPRs per node are defined as follows:

the MPR ratio =
󵄨󵄨󵄨󵄨⋃V∈𝑉𝑀(V)󵄨󵄨󵄨󵄨

𝑛
,

the number of MPRs per node =
∑V∈𝑉 |𝑀 (V)|

𝑛
,

(9)

where𝑉 is the set of nodes in the network,𝑀(V) is anMPR set
of node V, and 𝑛 is the number of nodes in the network (i.e.,
𝑛 = |𝑉|). The MPR ratio shows the number of nodes selected
asMPRs by at least one neighbor in the network. If the ratio is
1, then all nodes are selected as MPRs. The number of MPRs
per node shows the average number of MPRs selected by a
node.

To compute𝑀(V) for all nodes, we define a bipartite graph
G = (N∪N

2
,E), whereN is the union of one-hop neighbor

sets𝑁(V) of all V ∈ 𝑉 andN
2
is the target pairs set derived by

𝑁
2
(V) of all V ∈ 𝑉. Consider

N = ⋃

V∈𝑉
𝑁(V) (10)

N
2
= {(V, 𝑢) | V ∈ 𝑉, 𝑢 ∈ 𝑁

2
(V)} (11)

E = {(𝑤, 𝑝) | 𝑤 ∈N, 𝑝 = (V, 𝑢) ∈N
2
, 𝑤 ∈ 𝑁 (V) , 𝑢

∈ 𝑁 (𝑤)} ,

(12)

where (𝑤, 𝑝) = (𝑤, (V, 𝑢)) ∈ Emeans that there are two links
(V, 𝑤) and (𝑤, 𝑢);N andN

2
satisfy the conditions of |N| ≤ 𝑛

and |N
2
| = ΣV∈𝑉|𝑁2(V)|.

To achieve the smallest MPR ratio, we need to find the
smallest subset of N that covers all of N

2
. We define the

coverage that 𝑤 ∈ N covers as (V, 𝑢) ∈ N
2
if and only if

𝑤 ∈ 𝑁(V) and 𝑢 ∈ 𝑁(𝑤); that is, (𝑤, 𝑝) ∈ E. In conventional
MPR selection, the coverage is defined for each node V as𝑤 ∈

𝑁(V) covers 𝑢 ∈ 𝑁
2
(V) if and only if 𝑢 ∈ 𝑁(𝑤); that is,

(𝑤, 𝑢) ∈ 𝐸
𝑃2
.
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LetM be a subset ofN. The setM is called a global MPR
set if a subsetM covers all pairs ofN

2
. For every node V ∈ 𝑉,

each node 𝑢 ∈ 𝑁
2
(V) has one or more one-hop neighbors in

a global MPR set. Then, 𝑁(V) ∩M can be a candidate MPR
set of V. Each node can select 𝑁(V) ∩M or its subset as the
shared MPR set. The MPR ratio is given by |M|/𝑛.

The computational complexity of finding the sharedMPR
sets that minimize the MPR ratio is expected to be NP-
complete, because the basic structure of the problem is the
same as the MPR problem [1] described in Section 2.2. Then,
we use a heuristic shared MPR selection algorithm, which is
discussed in the next section.

4. Experiments of Sharing
MPRs with Neighbors

4.1. A Heuristic Shared MPR Selection Algorithm. We use the
following algorithm in our experiment to show that shared
MPR sets can reduce the routing overhead, especially the
number of TC messages; however, note that because it is a
centralized algorithm, it is not directly applicable to OLSR or
other MANET routing protocols.

The algorithm adopts the greedy heuristic proposed by
Qayyum et al. [1]. The primary difference between it and the
conventional OLSR algorithm is that this algorithm runs on
a whole network (i.e., is nondistributed) rather than on each
node. Only the final step (4) runs on each node.

The input of this algorithm isG as defined in Section 3.5,
and the output is the MPR sets 𝑀(V) for all nodes. The
heuristic algorithm is as follows:

(1) Start with an empty global MPR setM.
(2) First, select, as global MPRs, those nodes in N that

are the only neighbors of pairs in N
2
, and add these

nodes toM.
(3) While there exists at least one pair in N

2
that is not

covered byM, one has the following:

(a) For each node in N that is not in M, compute
the number of pairs that it covers among the
uncovered pairs inN

2
.

(b) Add the node ofN inM for which this number
is maximum.

(4) For each node V, run the heuristic described in
Section 2.2 to compute 𝑀(V). However, 𝑁(V) ∩ M
is used instead of 𝑁(V) as the heuristic’s input. The
heuristic outputs the MPR set𝑀(V) for each V.

4.2. Metrics and Method. We use five metrics to explain our
simulation results. The first two metrics concern the number
of MPRs: the MPR ratio and the number of MPRs per node
(described in (9)).

The remaining three metrics concern the routing proto-
col’s communication overhead: the number of TC messages,
the number of OLSR packets, and the total size of OLSR
packets (in bytes). These three metrics are measured at the
data link layer using a simulator log and are normalized by

dividing the number of nodes and the simulation duration.
Note that we count TCmessages that are generated by a node
and are forwarded by other nodes.

Moreover, to clearly show the redundancy of conven-
tional MPR selection, the MPR ratio and number of TCmes-
sages in conventional MPR and shared MPR selections are
compared. We define the MPR redundancy of conventional
MPR selection as

󵄨󵄨󵄨󵄨⋃V∈𝑉𝑀(V)󵄨󵄨󵄨󵄨 of conventional MPR selection
󵄨󵄨󵄨󵄨⋃V∈𝑉𝑀(V)󵄨󵄨󵄨󵄨 of shared MPR selection

− 1. (13)

We define the TCmessage redundancy of conventional MPR
selection as

# of TC messages of conventional MPR selection
# of TC messages of shared MPR selection

− 1.

(14)

We use the ns-2 simulator (ver. 2.29) with UM-OLSR
v0.8.8 [14]. The simulation is set so that each node has an
IEEE 802.11 interface, the transmission range is 𝑟 = 250

meters, and all nodes are distributed randomly in a region of
2000 × 2000meters2 (i.e., an 8𝑟 × 8𝑟 region); the HELLO and
TC message intervals are set to 2 and 5 s, respectively, and all
nodes are set to will default willingness. The simulation
for each scenario runs for 100 s, and the number ofmessages is
counted during the last 80 s of each simulation.

For the simulation, we assume that nodes do not move.
We show the results of conventional MPR selection adopted
inOLSR aswell as sharedMPR selection (which are described
in Section 4.1). The number of nodes 𝑛 in the network varies
from 20 to 300. For each number of nodes, fifty different node
topologies are simulated; the average results are shown in
Section 4.3. Note that some topologies with small numbers of
nodes are not fully connected graphs.

Regarding communication overhead, we describe how
OLSR is modified to evaluate the heuristic sharedMPR selec-
tion algorithm. Communication overhead caused by aggre-
gatingG to a virtual server and informing the globalMPR set
M from the virtual server is ignored. If it is included, the last
two metrics (the number of OLSR packets and the total size
of OLSR packets (in bytes)) increase, but the other three do
not change. To suppress the increase in the first two metrics,
we need to consider using a distributed algorithm; this is the
most important goal of our future study. In our simulation,
there is no difference in the number of HELLO messages
when conventional MPR selection in OLSR is used and when
shared MPR selection is used; in other words, HELLO mes-
sages are used to create partial two-hop neighbor information
𝐺
𝑃2
(V) for each node V, and MPR set𝑀(V) is broadcasted to

the neighbors of V using HELLO messages.
We assume that the wireless multihop network is mod-

erately dense (meaning that each node has about 5 to 10
one-hop neighbors). Statistically, the number of one-hop
neighbors for each node, except for those close to the border
of the 8𝑟 × 8𝑟 region, is 𝑛󸀠 = 𝜋 × 250

2
× 𝑛/(2000 × 2000)

as defined in (3). The number of strict two-hop neighbors is
expected to be 𝐸[|𝑁

2
(V)|] based on (6). In networks of 300
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Figure 6: MPR and TC message redundancy.

nodes, there are statistically 14.7 one-hop neighbors and 34.2
strict two-hop neighbors for each node.

4.3. Simulation Results. Figures 5–10 show the simulation
results for each metric. In each figure (except Figure 6), the
results of conventionalMPR selection and sharedMPR selec-
tion are shown with the labels “Conventional” and “Shared,”
respectively.

The plot in Figure 5 shows that the MPR ratio for
conventionalMPR selection increases as the number of nodes
increases (which is also discussed in Section 3.2). Wu et al.
[5] have proved that this ratio will eventually increase to 1;
however, the speed of increase shown in Figure 5 is rather
slow.

By comparing theMPR ratios of conventionalMPR selec-
tion with those of shared MPR selection (in Figure 5), we see
that conventional MPR selection has over 10% redundancy
in networks containing 100 or more nodes. Figure 6 charts
MPR redundancy, which is defined in (13), thereby showing
the redundancy more clearly. Based on the results shown
in Figure 6, we determine that there is little redundancy in
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Figure 7: Number of MPRs per node.
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Figure 8: Number of TC messages per node per second.

the low density networks of less than 50 nodes and large
redundancy in moderately dense networks of over 100 nodes.
In other words, when the average number of one-hop neigh-
bors is greater than 5 (𝑛󸀠 = 4.9 when 𝑛 = 100), there is 10%
redundancy in conventional MPR selection.

Figure 7 shows the average number of MPRs per node.
Conventional MPR and shared MPR selection have almost
the same results.The number of MPRs increases slowly when
the number of nodes in the network increases. Even when
𝑛 = 300 (𝑛󸀠 = 14.7), no more than an average of 4.5 nodes are
selected as MPRs by a node.

Figures 8 to 10 show the routing overhead results. These
results are averaged per node and per second. Comparing
conventionalMPR selection to sharedMPR selection, we find
that, in all three metrics, shared MPR selection is able to
reduce routing overhead in networks with 100 ormore nodes.

When the number of nodes is greater than or equal to
80, the reduction ratio of shared MPR selection relative to
conventionalMPR selection is around 9%–12% in the number
of TC messages (see Figure 8). More importantly, when the
number of nodes is between 140 and 260, the reduction ratio
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Figure 9: Number of OLSR packets per node per second.
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Figure 10: Size of OLSR packets (in bytes) per node per second.

is around 11%-12%. These results are also shown as TC mes-
sage redundancy (defined in (14)) in Figure 6. From Figure 6,
we observe that TC message redundancy is nearly propor-
tional toMPR redundancy in networks of less than 200nodes;
however, we observe a different trend in networks of over 200
nodes.The reason for this different trend in high-density net-
works cannot be clearly explained, but it is possible that TC
message redundancy decreases as networks increase in den-
sity. Future studies will examine this trend in greater detail
to determine its cause.

Shared MPR selection also reduces the number of OLSR
packets, depicted in Figure 9, and the reduction ratio here is
even lower than that of the number of TC messages. Most
likely, the ability to piggyback several messages into one
packet causes the number of packets to decrease. The reduc-
tion ratio is around 9%-10% when the number of nodes is
between 140 and 260 and around 5%–9%when the number of
nodes is between 80 and 120.

Shared MPR selection also decreases the total size of
OLSR packets (in bytes), as depicted in Figure 10, and the
reduction ratio here is even lower than that of the number

of TC messages and the number of OLSR packets. Although
the headers of UDP, IP, and MAC will affect these results, the
reduction ratio is around 7% when the number of nodes is
between 140 and 260 and 4%–6% when the number of nodes
is between 80 and 120.

To summarize the simulation results, we see that theMPR
ratio increases slowly as the number of nodes in the network
also increases, shared MPR selection maintains smaller MPR
ratios and less routing overhead than does conventionalMPR
selection, and conventional MPR selection has room for
improvement.

4.4. Comparison with CDS. To compare the MPR ratio with
the CDS ratio, we refer to some results reported by Wu et al.
[5]. Their evaluation simulates CDS within a 4𝑟 × 4𝑟 region.
We increase the size of the CDS as the number of nodes in the
network also increases. For networks of 30, 50, and 80 nodes,
the CDS sizes are around 15 (50%), 20 (40%), and 25 (30%),
respectively. The CDS ratio shown in parentheses is obtained
by dividing theCDS size by the number of nodes in a network.
Comparing the density of nodes in their 4𝑟 × 4𝑟 region with
that in our 8𝑟 × 8𝑟 region, 30, 50, and 80 nodes in the former
region have similar densities to 120, 200, and 300 nodes in the
latter region.

In high-density networks (e.g., in our simulation, net-
works of 300 nodes), the MPR ratios of conventional MPR
and shared MPR selection are 72% and 64%, respectively,
and the CDS ratio of the corresponding network is only 30%.
Thus, both MPR ratios in Figure 5 are higher than the CDS
ratio.

In moderately dense networks of 200 nodes (see
Figure 5), the MPR ratio of conventional MPR selection is
65% (that of sharedMPR selection is 57%), and the CDS ratio
is 40% in a network of similar density.

When the network is not so dense, the difference between
the MPR and CDS ratios is small. In low-density networks
(e.g., in our simulation, the network of 120 nodes (𝑛󸀠 = 5.9)),
the MPR ratio of conventional MPR selection is 57% (that of
shared MPR selection is 52%), and the CDS ratio is 50% in a
network of similar density.

Consequently, if there is a feasible solution for calculating
a CDS in a distributed manner and the network is dense,
then the CDS will perform better than MPRs; however, the
CDS does not guarantee the shortest path between any pair
of nodes. Therefore, the next best choice is to find a feasible
method for calculating sharedMPRs in a distributedmanner.

Comparing the MPR ratio with the CDS ratio, we see
that the CDS achieves the smallest ratio and that sharedMPR
selection achieves the next smallest ratio.

5. Discussion

There are several distributed heuristic algorithms for calculat-
ing shared MPR sets, such as those put forth by Yamada et al.
[7], Maccari and Lo Cigno [8], and ourselves [9]. However,
in those studies, the sharing mechanism of MPR is not well
analyzed and no bound is shown.

In Section 4, we simulate only a static environment; that
is, nodes do not move in the simulation area. This limitation
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is the result of the high computational complexity associated
with the centralized algorithmdescribed in Section 4.1, which
exists because the structure of the problem solved by the
centralized algorithm is the same as the local MPR computa-
tion, which is an NP-complete problem [1]. Furthermore, the
problem size increases; for example, |N| of (10) is larger than
|𝑁(V)| if the graph 𝐺 = (𝑉, 𝐸) is not a complete graph, and
|N
2
| of (11) is about |𝑉| times larger than |𝑁

2
(V)|.

We employ the unit disk graph model for analysis and
simulation.This model is valuable for theoretical discussions
but does not represent the real environments of wireless com-
munication. For an explanation of the differences between the
model and real environments, we refer to the communication
gray zones introduced by Lundgren et al. [15].These zones are
defined as areas where data messages cannot be exchanged—
although HELLO messages indicate neighbor reachability—
for various reasons including bit error rate, variable trans-
mission rate, packet size, and different MAC layer handling
between broadcast and unicast packets. To create simulations
close to real environment, Chen et al. [16] and Pei and
Henderson [17] have redesigned or tuned the IEEE 802.11
WLAN simulation model. More realistic evaluations can be
performed with these models than with previous models.
Furthermore, when we evaluate urban environments in our
future study, obstacles should be modeled; for example,
Sommer et al. [18] have proposed an empirical model of IEEE
802.11p path loss, including the attenuation of obstacles. For
more realistic simulations, especially with mobile scenarios,
these models will be valuable.

If nodes are allowed to move, then node mobility will be
another important aspect to be considered in wireless mul-
tihop networks. Maccari and Lo Cigno [8] have proposed a
stability-driven MPR choice strategy to minimize changes in
the MPR selector sets in mobile scenarios. Minimizing these
changes implies reducing the routing table calculation in each
node.Musolesi andMascolo [19] have also proposed amobil-
ity model; theirs is based on community such as family mem-
bers sharing a home or colleagues sharing an office. When
mobile nodes are carried by humans, the community struc-
tures of humans strongly affect the dynamics of the mobile
nodes. Therefore, the model put forth by Musolesi and Mas-
colo assigns each square area to a community.Theyhave com-
pared their mobility model with the Intel trace [20] and ran-
dom waypoint mobility model in terms of intercontact times
and contact durations. Our future work will include finding
a suitable mobility model for evaluation.

6. Conclusion

In this paper, we exploredMPR selection inmoderately dense
wireless multihop networks.

We have analyzed the distance to a two-hop neighbor
in moderately dense networks and explained that nodes
close to the border of a two-hop disk 𝐷(V, 2𝑟), where 𝑟 is a
transmission range, have little probability of being a two-hop
neighbor of V. From this observation, we expected that some
small number ofMPRs could cover all two-hopneighbors of a
node, even in moderately dense wireless multihop networks.

This expectation was confirmed by the simulation of up to
300 nodes in an 8𝑟 × 8𝑟 region.

We have also demonstrated the redundancy of conven-
tionalMPR sets anddescribed a definition of sharedMPR sets
that minimizes the MPR ratio. We then provided a heuristic
algorithm to select shared MPR sets. This heuristic is not
applicable to theOLSRprotocol, because it is not a distributed
algorithm; however, the heuristic is valuable for showing the
redundancy of conventionalMPR selection.With this heuris-
tic, we simulated some network topologies and measured the
MPR ratio and routing overhead. Simulation results show
that the redundancy in the number of TC messages, the
number of OLSR packets, and the total size of OLSR packets
is up to 12%, 10%, and 7%, respectively. We will continue to
explore the feasibility of sharedMPR selection as well as CDS
schemes.
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We propose and analyse a medium access control (MAC) protocol for low energy critical infrastructure monitoring (LECIM)
networks. As the packet drop probability plays crucial role in LECIM applications, we propose framed slotted aloha basedMAC for
LECIM using linearly increased contention window size to reduce the packet drop probability.We present a mathematical model of
our proposedMAC under both saturated and nonsaturated traffic scenarios.We use probabilistic approach to find the performance
metrics such as collision probability, packet drop probability, throughput, and energy consumption. Also, we obtain the probability-
generating function of the head-of-line (HoL) delay of packet. The analytical results match with simulations. Our results can be
used in the design of a system by providing the optimum system parameters for endpoints satisfying the given quality of service
requirements on packet drop probability, energy consumption, and delay.

1. Introduction

Critical infrastructure is a term used by governments to
describe assets that are essential for the functioning of a
society. Border surveillance, medical alerts for at-risk pop-
ulations, first-responder tracking, soil monitoring, oil and
gas pipeline monitoring, public transport tracking, cargo
container monitoring, and railroad conditionmonitoring are
some of the applications and facilities that are associated with
LECIM networks. Here, we describe in detail two service
applications—railway track conditionmonitoring and oil and
gas pipeline monitoring.

The railway network is the most important system in
the transportation infrastructure of a nation. It helps to
sustain commerce in almost every sector of the national
economy and is used for both pleasure and necessity by

almost every citizen.Maintaining this system at a high perfor-
mance level is vital for public safety, societal well-being, and
economic productivity and growth. Railway tracks comprise
significant and critical discrete links in the transportation
system. Clearly, the job of monitoring the condition of rail
infrastructure assets has become increasingly important over
the last few years, for reasons of performance optimization
to facilitate growth in traffic intensity, cost reduction in
maintenance processes, railway patrolling staff role, cheaper
measurement and data storage, and analysis capability. The
preventive maintenance of railway tracks and structures has
long centered in traditionalmethods for the early detection of
potentially catastrophic faults. Such methods include visual
inspections, which require a degree of experience to obtain
results that are still subjective in interpretation. Further, such
tests are invariably time-consuming and tedious to perform.
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They are qualitative in nature and can only assess outward
appearance. Any internal damage may go unnoticed for a
long period of time. With the relentless aging of the railway
track infrastructure, an effective railway track monitoring
system has become imperative.

Oil and gas installations are assets of high importance
and value. To move oil and gas from producing sites to
refineries and from there to the markets for distribution,
immense networks of pipeline are used. These pipelines are
installed through densely populated urban areas, in some
cases, over the surface of the earth, whereas in some cases
they are located underground. Pipeline faces threats of leaks,
damage, and breaks, which can be caused by terror attacks
or due to aging equipment, extreme weather, earthquake,
and so on. These threats lead to huge revenue losses, bedlam
on international oil markets, and environmental pollution
problems [1].

An ever increasing number of works are dealing with
the protection of the sensed data in critical infrastructure
monitoring applications; but accessing the shared medium
in such networks has received comparatively little attention.
The survey in [2] covers the general ideas about using
WSN (wireless sensor network) to ensure the protection
of critical infrastructure. In [3], the authors provide an
overview of the main challenges and open research issues on
critical information infrastructure security. In [4], the authors
identify the precise security requirements for distributing the
symmetric keys along the one-dimensional WSN used for
monitoring an extended piece of linear infrastructure such
as a pipe. The authors in [4] also propose lightweight key
distribution schemes which could benefit applications like
perimeter surveillance and pipeline monitoring. In [5], the
authors make two contributions. First, they propose a model
to maximize the amount of monitoring-related data that can
survive after a portion of the critical infrastructure suffers
a disaster. Second, they address the distribution of sensors
in a specific application like oil pipeline so that an optimal
placement of sensors could be achieved, while satisfying
deployment constraints. The IEEE TG4k was formed to
facilitate low energy operations for multiyear battery life and
a simple and low cost communication environment with
reliable data transfer. For this purpose, several proposals and
MAC protocols were presented in [1, 6–13]. In [6], authors
presented a MAC protocol for downlink communication
using wake-up radio. In [1], Ullah et al. proposed multihop
MAC for LECIM networks using wake-up radio. In [8], we
proposed a MAC protocol based on a framed slotted aloha
for LECIM network. In [8], we presented basic collision
resolution approach, in which endpoints choose a slot for
transmission in a super frame of size M. As the packet
drop probability plays an important role in many LECIM
applications such as oil/gas pipeline monitoring, railroad
condition monitoring, and bridge condition monitoring, we
propose a framed slotted aloha based MAC for LECIM using
linearly increased contention window size to reduce packet
drop probability. We call this mechanism enhanced collision
resolution approach. In this approach, the endpoints increase
the contention window (CW) linearly after collision instead
of retransmitting the packet in the just next super frame.

In this paper, we present the mathematical analysis of
our proposedMAC under both saturation and nonsaturation
traffic scenarios. For nonsaturation case, we only consider
CASE II (packets arrive to and queue in the buffer). We
use probabilistic approach to find the performance metrics
such as collision probability, packet drop probability, HoL-
delay, and energy consumption for both saturation and
nonsaturation traffic scenarios.The analytical results are then
verified for accuracy by detailed comparison to simulation.
Our results can be used to find the optimal number of
endpoints while satisfying the QoS (quality of service) on the
packet drop probability, energy consumption, andHoL-delay.

The rest of the paper is structured as follows. In
Section 2, we discuss our basic collision resolution approach.
In Section 3, we discuss the enhanced collision resolution
scheme. In Section 4, we describe analytical model under sat-
urated load. Section 5 gives analyticalmodel for nonsaturated
traffic scenario. We present analytical and simulation results
in Section 6 followed by the conclusions.

2. Basic Collision Resolution Scheme

In the basic approach after packet arrival, the endpoints wait
for the beacon. After listening to the beacon, the endpoints
then choose a slot randomly using uniform distribution on
[1, M] and then transmit in the slot. After collision, the
endpoints choose a slot in the same manner in the just next
super frame of size M. The packet gets dropped when the
maximum retransmission limit R is reached (see Figure 1).

3. Enhanced Collision Resolution Approach

Unlike the basic approach, in the enhanced approach, the
endpoints increase their contention window in linear order
after collision. At the first transmission attempt, endpoints
choose a random number in the interval [1,𝑀] using
uniform distribution, where 𝑀 is the size of the super
frame representing the minimum CW. The size of the CW
depends on the number of failed transmission attempts. After
each collision, endpoints increase their CW linearly up to a
maximum value of 𝑚𝑀, where 𝑚 is the maximum back-off
stage. Once the CW reaches 𝑚𝑀, the endpoints retain this
value until it is reset back to𝑀 (see Figure 2). The endpoints
reset the CW either after successful transmission or after
packet drop. Endpoints drop the packet after 𝑅 unsuccessful
retransmission attempts. The CW can be calculated as fol-
lows:

CW
𝑖
= 𝑖 ∗𝑀 if 1 ≤ 𝑖 < 𝑚

= 𝑚𝑀 if 𝑚 ≤ 𝑖 ≤ 𝑅.
(1)

4. Performance Analysis under Saturated Load

In saturation condition, endpoints’ queue never empties and,
just after the completion of a transmission, endpoints take
another packet from the buffer and start the transmission
process. In the case of collision, the collided endpoints
handle the collision as discussed above. The flowchart in



International Journal of Distributed Sensor Networks 3

Sleep

Wake up till beacon slot

Choose a slot randomly using
uniform distribution between

Transmit in chosen slot and go to 
idle mode

ACK 

No

Yes No

Is buffer

Yes

Drop the packet

No

Go to idle mode until the 
chosen slot

Packet arrival

1 and 

Rcvd? empty?

Retry <

limit

M

Yes

Figure 1: Flowchart describing the basic collision resolution
scheme.

Figure 2 describes the proposed collision resolution scheme
under saturated traffic condition.

A transmission of the tagged endpoint is said to be
successful if no other endpoint will select the slot chosen by
the tagged endpoint. The probability of success 𝑃

𝑆
and the

probability of collision 𝑃
𝐶
can be expressed as

𝑃
𝑆
= (1 −

1

𝑀
)

𝑁−1

𝑃
𝐶
= 1 − 𝑃

𝑆
.

(2)

4.1. Packet Drop Probability. In our proposed approach, the
tagged endpoint drops the packet and takes another packet
from the buffer if the packet reaches specified retransmission

[1 , cM ] 

Choose a slot randomly using
uniform distribution in the interval

wait for the G
Attempt =

Yes

Yes

No

No

Drop the packet

No

c = c+

[1 , mM ] 

Choose a slot randomly using
uniform distribution in the interval

Yes

Start

Take a packet from the buffer,
c = 1, attempt = 0

Attempt > R?

c < m?

c = c + 1

ACK
Rcvd?

Transmit in chosen slot and
wait for the G-ACK,

attempt = attempt + 1

[1, cM] and go to low power mode

[1, mM] and go to low power mode

Figure 2: Flowchart depicting the transmission in saturated mode
using enhanced collision resolution scheme.

limit.Thepacket drop probability𝑃drop of the tagged endpoint
can be written as

𝑃drop = {1 − (1 −
1

𝑀
)

𝑁−1

}{1 − (1 −
1

2𝑀
)

𝑁−1

}

⋅ ⋅ ⋅ {1 − (1 −
1

(𝑚 − 1)𝑀
)

𝑁−1

}

⋅ ({1 − (1 −
1

𝑚𝑀
)

𝑁−1

})

𝑅−𝑚+1

.

(3)

The first factor in (3) shows the failure probability of the
tagged endpoint on the first attempt in a super frame of size
𝑀. The second factor describes the failure probability of the
tagged packet in a super frame of size 2𝑀. Similarly, the last
factor accounts for the fact that the tagged endpoint did not
succeed in a super frame of size 𝑚𝑀 and will attempt to
transmit in the super frame for 𝑅 − 𝑚 + 1 times.

4.2. HoL-Delay. TheHoL-delay is defined as the time interval
from the time when the packet is at the head of the queue
ready to be transmitted until an acknowledgement for the
packet is received or the packet is dropped.
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Figure 3: Head-of-line delay of the tagged packet.

Using Figure 3, the average HoL-delay of packet, 𝐸[𝐷],
can be derived as follows.

Let

𝑃
𝑆1
= (1 −

1

𝑀
)

𝑁−1

,

𝑃
𝑆2
= (1 −

1

2𝑀
)

𝑁−1

⋅ ⋅ ⋅ 𝑃
𝑆𝑚
= (1 −

1

𝑚𝑀
)

𝑁−1

𝑃
𝑐1
= 1 − (1 −

1

𝑀
)

𝑁−1

, . . . , 𝑃
𝑐𝑚
= 1 − (1 −

1

𝑚𝑀
)

𝑁−1

𝑇
𝑐
= 𝑃
𝐶1
𝑃
𝐶2
⋅ ⋅ ⋅ 𝑃
𝐶(𝑚−1)

(
1

𝑚
𝑃
𝑆𝑚
) , 𝑇

𝑚
=
𝑚 (𝑚 − 1)

2
,

𝑇
𝑛
= ((3𝑅 − 𝑅) 𝛿) 𝑃

𝑅𝑋
+ (𝑅 ∗ 𝛿) 𝑃

𝑇𝑋
.

(4)

The 𝐸[𝐷] can be expressed as

𝐸 [𝐷] = 𝑃
𝑆1
𝑇SF + 𝑃𝐶1 (

1

2
𝑃
𝑆2
) (2𝑇SF) + 𝑃𝐶1 (

1

2
𝑃
𝑆2
) (3𝑇SF)

+ 𝑃
𝐶1
𝑃
𝐶2
(
1

3
𝑃
𝑆3
) (4𝑇SF)

+ 𝑃
𝐶1
𝑃
𝐶2
(
1

3
𝑃
𝑆3
) (5𝑇SF) + ⋅ ⋅ ⋅ + 𝑇𝑐 (𝑇𝑚 + 1) 𝑇SF

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
(𝑇
𝑚
+ 𝑚)𝑇SF

+ 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚

(𝑇
𝑚
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF

+ 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚

(𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF

+ 𝑇
𝑐
((𝑃
𝐶𝑚
)
𝑅−𝑚+1

) (𝑇
𝑚
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
((𝑃
𝐶𝑚
)
𝑅−𝑚+1

)

⋅ (𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF.

(5)

4.3. Energy Consumption. Energy consumption is one of
the most important performance metrics in LECIM. Using
symbols 𝑃I, 𝑃RX, 𝑃TX, and 𝑃SLEEP for power consumption in
idle, receive, transmit, and sleep modes, respectively, while 𝛿
for slot length and 𝑇SF for the super frame length, we can
derive the formula for energy consumption as follows:

𝐸AVG = 𝑃𝑆1 {(𝑇SF − 3𝛿) ∗ 𝑃I + (2𝛿) ∗ 𝑃RX + 𝛿 ∗ 𝑃TX}

+ 𝑃
𝐶1
(
1

2
𝑃
𝑆2
) {(2𝑇SF − 6𝛿) ∗ 𝑃I + (4𝛿) ∗ 𝑃RX

+ 2𝛿 ∗ 𝑃TX} + 𝑃𝐶1 (
1

2
𝑃
𝑆2
)

⋅ {(3𝑇SF − 6𝛿) ∗ 𝑃I + (4𝛿) ∗ 𝑃RX + 2𝛿 ∗ 𝑃TX}

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
{((𝑇
𝑚
+ 1) 𝑇SF − 3𝑚 ∗ 𝛿) 𝑃I + 𝑇𝑛}
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+ ⋅ ⋅ ⋅ + 𝑇
𝑐
{((𝑇
𝑚
+ 𝑚)𝑇SF − 3𝑚 ∗ 𝛿) ∗ 𝑃I + 𝑇𝑛}

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚

⋅ {((𝑇
𝑚
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF

− 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛} + ⋅ ⋅ ⋅ + 𝑇𝑐 (𝑃𝐶𝑚)
𝑅−𝑚

⋅ {((𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF

− 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛} + 𝑇𝑐 (𝑃𝐶𝑚)
𝑅−𝑚+1

⋅ {((𝑇
𝑚
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF − 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛}

+ 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚+1

⋅ {((𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF − 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛} .

(6)

We know that duration of beacon packet, acknowledgement
(ACK) packet, and data packet is equal to one slot time, and
therefore in (6)we use 𝛿 instead of using the individual packet
names explicitly.

5. Performance Analysis under
Nonsaturated Load

Nonsaturation mode means that endpoints sometimes have
no packets to transmit. Nonsaturated mode can be classified
into two cases. Case I refers to the situation where a new
packet is not generatedwhen the previous packet is in service.
Case II is that packets arrive to (e.g., according to a Poisson
process) and queue in a buffer at the endpoints even during
the service of the preceding packet. We consider here Case
II of nonsaturated mode, because in LECIM the chances of
packets arrival during the processing of the existing packets
are high. For analysis, we assume the tagged endpoint as
𝑀/𝐺/1 queue with exceptional first service 𝐷

0
and ordinary

service time 𝐷 which can be represented in the busy period
by the formula𝐷 = 𝐷

0
− 𝑌 (see Figure 4).

In Figure 4, we see the packet that arrives to an empty
queue has to wait till the beacon (this waiting time is denoted
by 𝑌) and after listening to the beacon the transmission
process will start, while the subsequent packets (i.e., those
that arrive during the service of the first packet) start
their transmission process just after the transmission of the
preceding packet. They need not to wait for 𝑌.

Thus, 𝐸[𝐷] can be written as

𝐸 [𝐷] = 𝐸 [𝐷0] − 𝐸 [𝑌] . (7)

The HoL-delay, 𝐷
0
, is made up of waiting time until the

first beacon followed by possibly zero or more colliding
transmission attempts until success or packet drop.

The expression for𝐷
0
can be written as

𝐷
0
= 𝑌 +

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{

{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{{
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.
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.

.

.
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,

(8)

where 𝑌 is uniformly distributed over [1,𝑀].
The 𝐸[𝐷

0
] can be expressed as

𝐸 [𝐷
0
] =
𝑇SF
2
+ 𝑃
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𝑐
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+ 𝑇
𝑐
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𝑅−𝑚

(𝑇
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+
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𝑃
𝐶2
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⋅ (𝑇
𝑐
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF

+ ⋅ ⋅ ⋅ +
1

𝑚
(𝑃
𝐶1
𝑃
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⋅ ⋅ ⋅ (𝑃
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𝑐
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(9)

It is known [14, Equation (5.153)] that mean busy period
(BP) for𝑀/𝐺/1 queue with exceptional service time is BP =
𝐸[𝐷
0
]/(1−𝜆𝐸[𝐷]).Thus, by renewal theory, 𝜌 can be written

as

𝜌 =
BP

1/𝜆 + BP
. (10)
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Using the law of total probability, the probability of
success 𝑃

𝑆1
at the first transmission attempt can be calculated

as (see Figure 5)

𝑃
𝑆1
=

𝑁−1

∑

𝑘=0

((1 −
1

𝑀
)

𝑘

𝑃 (𝑋 = 𝑘))
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∑

𝑘=0

(1 −
1

𝑀
)

𝑘

(
𝑁 − 1

𝑘
)𝜌
𝑘
(1 − 𝜌)

𝑁−1−𝑘

,

since 𝑋 ∼ 𝐵 (𝑁 − 1, 𝜌)
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𝑁 − 1

0
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𝑀
)

0
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(11)

After simplification, we get

𝑃
𝑆1
= [(1 −

1

𝑀
)𝜌 + (1 − 𝜌)]

𝑁−1

. (12)

Thus, 𝑃
𝐶1

can be written as 𝑃
𝐶1
= 1 − 𝑃

𝑆1
.

Similarly, we can derive the formulas for 𝑃
𝑆2
, . . . , 𝑃

𝑆𝑚
as

𝑃
𝑆2
= [(1 −

1

2𝑀
)𝜌 + (1 − 𝜌)]

𝑁−1

⋅ ⋅ ⋅

𝑃
𝑆𝑚
= [(1 −

1

𝑚𝑀
)𝜌 + (1 − 𝜌)]

𝑁−1

.

(13)
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Figure 5: Flowchart depicting the transmission in nonsaturated
case.

The success probability 𝑃
𝑆
, collision probability 𝑃

𝐶
, and

packet drop probability 𝑃drop of the tagged endpoint in this
case can be represented by (14), (15), and (16), respectively:

𝑃
𝑆
= 𝑃
𝑆1
+ 𝑃
𝐶1
𝑃
𝑆2
+ ⋅ ⋅ ⋅ + 𝑃

𝐶1
𝑃
𝐶2
⋅ ⋅ ⋅ (𝑃
𝐶𝑚
)
𝑅−𝑚

𝑃
𝑆𝑚

(14)

𝑃
𝐶
= 1 − 𝑃

𝑆 (15)

𝑃drop = 𝑃𝐶1𝑃𝐶2 ⋅ ⋅ ⋅ 𝑃𝐶(𝑚−1) (𝑃𝐶𝑚)
𝑅−𝑚+1

. (16)
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Solving (7), (9), and (10) simultaneously, we can obtain the
value of 𝐸[𝐷] and can then find 𝜌, 𝑃drop along with other
performance metrics.

5.1. PGF of D
0
and D. The tagged packet is transmitted

successfully with probability 1 − 𝑃drop or is dropped with
probability 𝑃drop. Let 𝐷1 be the HoL-delay of packet being
transmitted successfully and let 𝐷

2
be the HoL-delay of

packet being dropped after the maximum retransmission
limit.

The PGF 𝐸[𝑧𝐷0] of HoL-delay𝐷
0
can be expressed as

𝐷
0 [𝑧] = 𝐸 [𝑧

𝐷0] = 𝐸 [𝑧
𝐷1] + 𝐸 [𝑧

𝐷2] (17)

The 𝐸[𝑧𝐷1] and 𝐸[𝑧𝐷2] can be calculated as

𝐸 (𝑧
𝐷1) = [(

1

𝑀
∗

𝑧 (1 − 𝑧
𝑀−1
)

1 − 𝑧
)

∗ {𝑃
𝑆1
𝑧
𝑀
+ 𝑃
𝐶1
{(
1

2
𝑃
𝑆2
) (𝑧
2𝑀
)

+ (
1

2
𝑃
𝑆2
) (𝑧
3𝑀
)}

+ 𝑃
𝐶1
𝑃
𝐶2
{(
1

3
𝑃
𝑆3
) (𝑧
4𝑀
) + (

1

3
𝑃
𝑆3
) (𝑧
5𝑀
)

+ (
1

3
𝑃
𝑆3
) (𝑧
6𝑀
)}

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚

⋅ {(𝑧
(𝑇𝑚+(1+(𝑅−𝑚)𝑚))𝑀)

+ ⋅ ⋅ ⋅ + (𝑧
(𝑇𝑚+(𝑚+(𝑅−𝑚)𝑚))𝑀)}}]

𝐸 (𝑧
𝐷2) = [𝐸 [𝑧

𝑌
] (𝑃
𝐶1
⋅ ⋅ ⋅ (𝑃
𝐶𝑚
)
𝑅−𝑚+1

)

⋅ 𝑧
(1+⋅⋅⋅(𝑇𝑚+(1+(𝑅−𝑚)𝑚)))𝑀] ,

(18)

where 𝐸[𝑧𝑌] = ((1/𝑀) ∗ (𝑧(1 − 𝑧𝑀−1)/(1 − 𝑧))).
As𝐷 = 𝐷

0
−𝑌, therefore, by excluding 𝐸[𝑧𝑌] = ((1/𝑀)∗

(𝑧(1 − 𝑧
𝑀−1
)/(1 − 𝑧))) from (18), we can find𝐷[𝑧] = 𝐸[𝑧𝐷].

The mean HoL-delay of packet 𝐸[𝐿] can be written as

𝐸 [𝐿] = (1 − 𝜌)𝐷
󸀠

0
[1] + 𝜌𝐷

󸀠
[1] . (19)

5.2. Energy Consumption. We use (20) to find the energy
consumption of the tagged endpoint using our enhanced
collision resolution scheme:

𝐸AVG =
1 ⋅ 𝐸
𝐷0
+ (1/(1 − 𝜆𝐸 [𝐷

0
]) − 1) 𝐸

𝐷
+ 𝐸
𝑆LEEP

𝐸 [𝐷
0
] / (1 − 𝜆 ⋅ 𝐸 [𝐷]) + 1/𝜆

. (20)

Here𝐸[𝐷], 𝐸[𝐷
0
], 𝐸
𝐷
, 𝐸SLEEP, and𝐸𝐷0 representmean ordi-

nary service time, mean exceptional first service time, energy

consumption during ordinary service time, energy consump-
tion during sleep time, and energy consumption during
exceptional first service time, respectively. Their values can
be computed as

𝐸
𝐷
= 𝐸
𝐷0
− 𝑃RX ∗

𝑇SF
2
,

𝐸 [𝐷] = D󸀠 [1] , 𝐸 [𝐷
0
] = 𝐷

󸀠

0
[1] ,

𝐸SLEEP =
1

𝜆
∗ 𝑃SLEEP.

(21)

To derive the formula for 𝐸
𝐷0
, let us assume that

𝐸
𝐷0
= 𝑃RX ∗

𝑇SF
2

+ 𝑃
𝑆1
{(𝑇SF − 3𝛿) ∗ 𝑃I + (2𝛿) ∗ 𝑃RX + 𝛿 ∗ 𝑃TX}

+ 𝑃
𝐶1
(
1

2
𝑃
𝑆2
) {(2𝑇SF − 6𝛿) ∗ 𝑃I

+ (4𝛿) ∗ 𝑃RX + 2𝛿 ∗ 𝑃TX}

+ 𝑃
𝐶1
(
1

2
𝑃
𝑆2
) {(3𝑇SF − 6𝛿) ∗ 𝑃I

+ (4𝛿) ∗ 𝑃RX + 2𝛿 ∗ 𝑃TX}

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
{((𝑇
𝑚
+ 1) 𝑇SF − 3𝑚 ∗ 𝛿) 𝑃I

+ ((3𝑚 − 𝑚) 𝛿) 𝑃RX + (𝑚 ∗ 𝛿) 𝑃TX}

+ 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚

{((𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF

− 3𝑅 ∗ 𝛿) ∗ 𝑃I + 𝑇𝑛}

+ 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚+1

⋅ {((𝑇
𝑚
+ (1 + (𝑅 − 𝑚)𝑚)) 𝑇SF − 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛}

+ ⋅ ⋅ ⋅ + 𝑇
𝑐
(𝑃
𝐶𝑚
)
𝑅−𝑚+1

⋅ {((𝑇
𝑚
+ (𝑚 + (𝑅 − 𝑚)𝑚)) 𝑇SF − 3𝑅 ∗ 𝛿) 𝑃I + 𝑇𝑛} .

(22)

6. Results and Discussions

In this section, we present analytical results of both the
saturated and nonsaturated traffic scenarios to evaluate the
performance metrics. We set the length of a super frame to
be 64, 128, and 256 slots long. The data rate is 40Kbps. We
assume a fixed size packet of length 80 bytes. The power
consumption parameters are [15]

𝑃I = 0.00005673mJ/ms,

𝑃SLEEP = 0.00000016mJ/ms,

𝑃RX = 0.0113472mJ/ms,

𝑃TX = 0.0100224mJ/ms.

(23)
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Figure 6: Packet drop probability.

Figure 6 shows the packet drop probability in saturated
case for different values of 𝑅 and 𝑀. In the figure, we see
rapid increase in the packet drop probability as the number of
endpoints increases for small values of 𝑅 and𝑀 (e.g., 𝑅 = 5
and 𝑀 = 64). It is due to the fact that as the number of
endpoints increases, the collision probability for small𝑀 and
𝑅 values also increases quickly.

In the case of large super frame size and 𝑅 values, the
packet drop probability is quite low (e.g., for 𝑅 = 7 and
𝑀 = 128, the packet drop probability is less than 18% even
for large value of𝑁; i.e.,𝑁 = 480).

Figure 7 depicts the HoL-delay of packet. Unlike packet
drop probability, the HoL-delay increases with the increase
of 𝑅 and 𝑀 values. As the number of endpoints increases,
collision among the packets also increases which causes the
endpoints to increase the length of the contention window.
The large contention window size causes more HoL-delay of
packet and small packet drop probability. For example, we see
in Figures 6 and 7, for small values of𝑅 and𝑀, the delay is low
but the packet drop probability is high, while for large values
of the same parameters the delay is high and the packet drop
probability is low.

Figure 8 depicts the average energy consumption (mJ).
We see in the figure that, due to the high ratio of collisions
in a super frame with small values of 𝑀 than large values
of𝑀, more transmission attempts are needed, which results
in more energy consumption. We see less amount of energy
consumption for the longer super frame sizes (e.g.,𝑀 = 256)
at the cost of some delay. In order to keep the delay as well
as energy consumption in balance, we propose to use the
value of 𝑅 = 7 and𝑀 = 128. Optimal values of parameters
can be chosen depending on the needs of each application.
For example, given the number of endpoints equal to 400,
𝑃drop ≤ 20%, and energy consumption (mJ) ≤ 3 × 10−4, the
optimal size of NAP is 128.
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Figure 7: Head-of-line delay of packet.
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Figure 8: Average energy consumption.

Figures 9 and 10 depict the performance comparison
in terms of packet drop probability and HoL-delay of
the enhanced collision resolution scheme against the basic
scheme under saturated traffic conditions. According to
our intuition, we see the reduction in the packet drop
probability in the enhanced approach as compared to the
basic approach. As in the enhanced approach, the endpoints
increase their contention window after collision; therefore,
the delay increases and the packet drop probability decreases.

Figure 11 shows the average energy consumption against
the number of endpoints in the basic as well as in the
enhanced methods for different values 𝑀 and a fixed value
of 𝑅 which is equal to 7. In the figure, we see that, for
the small number of endpoints, the energy consumption
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Figure 9: Packet drop probability comparison between the basic
and enhanced approaches.
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Figure 10: Delay comparison of the basic and enhanced approach.

of both methods is almost same and when the number of
endpoints increases, the enhanced method dominates the
basic method in terms of energy efficiency. The decrease in
energy consumption of the enhanced method is due to the
reduction of packet collision probability.

Figures 12 and 13 show the comparison of packet drop
probability and HoL-delay of packet for different arrival rates
under nonsaturated traffic condition. We see that, for small
number of endpoints and low arrival rates, the packet drop
probability and HoL-delay in both methods is very close to
each other. For large number of endpoints, the enhanced
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Figure 11: Energy consumption comparison under saturated traffic
conditions between the basic and enhanced approaches.
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Figure 12: Packet drop probability under nonsaturated case. Dotted
curves represent enhanced approach; solid curves represent basic
approach.

approach performs well in terms of packet drop probability
as compared to the basic approach. Although the delay in
the enhanced approach is more than the basic approach,
this small increase in delay has fewer effects on the overall
performance of the protocol.

Figure 14 displays the comparison of both methods in
terms of average energy consumption for different values
of 𝜆. The gap between the energy consumption curves for
the same arrival rates of both the methods increases slowly
as the number of endpoints increases. In the case of low
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Figure 13: HoL-delay under nonsaturated case. Dotted curves
represent enhanced approach; solid curves represent basic approach.
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Figure 14: Comparison of energy consumption between the basic
and enhanced collision resolution schemes. Dotted curves represent
enhanced approach; solid curves represent basic approach.

arrival rates, due to fewer collisions, the gap between the
curves is very small (e.g., for 𝜆 = 0.00001). We see large
gap between the curves for 𝜆 = 0.00002 when the number
of endpoints increases. The more energy consumption in the
basic approach happens due to the large number of collisions
and retransmission attempts compared to the enhanced
approach.The energy consumption converges to a fixed value
as the number of endpoints tends to infinity.

7. Conclusion

In this paper, we presented our proposed enhanced collision
resolution scheme for uplink communication in LECIM
networks. We investigated packet drop probability, HoL-
delay, and average energy consumption under both saturated
(endpoints always have data to transmit to the coordinator)
and nonsaturated (endpoints sometimes have no data to
send) traffic conditions. We considered Case II (packets
arrive to and queue in the buffer) of nonsaturation traffic
scenario.

We compared our enhanced collision resolution approach
with the basic approach and found that the new approach
performs better than the basic approach in terms of packet
drop probability and energy consumption. Optimal values of
parameters can be chosen depending on the needs of each
application. For example, given the number of endpoints
equal to 400, 𝑃drop ≤ 20%, and energy consumption (mJ)
≤ 3 × 10

−4, the optimal size of NAP is 128.
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Multihop data delivery between vehicles is an important technique to support the implementation of vehicular ad hoc networks
(VANETs). However, many inherent characteristics of VANETs (e.g., dynamic network topology) bring great challenges to the data
delivery. In particular, dynamic topology and intermittent connectivity make it difficult to design an efficient and stable geographic
routing protocol for different applications of VANETs. To solve this problem, the paper proposes an adaptive routing protocol based
onQoS and vehicular density (ARP-QD) in urbanVANETs environments.The basic idea is to find the best path for end-to-end data
delivery, which can satisfy diverse QoS requirements by considering hop count and link duration simultaneously. To reduce the
network overhead furthermore, ARP-QD adopts an adaptive neighbor discovery algorithm to obtain neighbors’ information based
on local vehicular density. In addition, a recovery strategy with carry-and-forward is utilized when the routing path is disrupted.
Numerical simulations show that the proposedARP-QDhas higher delivery ratio than twoprominent routing protocols inVANETs,
without giving large compromise on delivery delay. The adaptivity of ARP-QD is also analyzed.

1. Introduction

With the development of wireless technologies and dedicated
short-range communication technologies, vehicular ad hoc
networks (VANETs) have been paid increasing attention [1].
In vehicular settings, the availability of navigation system,
global positioning system (GPS), and other sensors that
can perceive the vehicle speed, location, and other useful
information makes it possible to exploit many applications,
such as intelligent transportation system (ITS) applications
and infotainment applications [2, 3]. ITS applications include
cooperative traffic monitoring, traffic control, blind crossing,
collision prevention, nearby information services, and real-
time detour route computation [4], which have attracted
attention from many car manufacturers, research institutes,
and national transportation departments. Vehicle communi-
cations [5, 6] are the basic foundation of the above applica-
tions of VANETs.

Unfortunately, the traditional wireless technologies can-
not be applied for VANETs directly, since they have some
inherent characteristics, such as dynamic radio environments

and frequent topology changes, which cause the network
disconnection from time to time. Due to high speeds of
vehicular movements, link duration between two vehicles is
hard to keep stable for a period of time. As communication
relays or information broadcasters, the equipment of road-
side-units (RSUs) can help improve the vehicle communica-
tions. However, the RSUs usually have high costs. Therefore,
the dynamic network topology is the most critical issue in
VANETs. In particular, it brings significant challenges for
designing an efficient and stable geographic routing protocol.

The existing routing protocols lack the friendly adapta-
tion to diverse QoS requirements of different applications.
The objectives of the current routing protocols focus on either
the fastest path with the minimum hop count or the most
stable path with the longest link duration or connectivity
but neglect the adaptive balance of the routing protocol with
consideration of path efficiency and path stability. In this
paper, we propose an adaptive routing protocol based on
QoS and vehicular density (ARP-QD) over urban VANETs. It
balances the path efficiency and path stability by an optimal
forwarding algorithm and an adaptive neighbor discovery
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algorithm with friendly adaptation to different QoS require-
ments and urban VANETs environments. The main intellec-
tual contributions of this paper are summarized as follows.

(1) For describing the dynamic link quality in VANETs,
we define two new metrics, named product of con-
nectivity and distance (CDP) and segment selection
weight (SSW), by considering the hop count and link
duration simultaneously.

(2) We present an optimal forwarding algorithm based
on CDP and SSW, which can obtain a qualified path
to satisfy the diverse QoS requirements of different
applications by balancing the path efficiency and path
stability. As an essential part, a quick recovery strategy
with carry-and-forward is also provided when the
routing path is disrupted.

(3) To reduce the network overhead and improve
resource usage, we propose an adaptive neighbor
discovery algorithm to obtain the neighbors’ infor-
mation based on local vehicular density.

(4) The extensive simulation results show that the pro-
posed ARP-QD has higher delivery ratio than two
prominent routing protocols in VANETs, without
giving large compromise on the delivery delay. The
adaptivity of ARP-QD is also analyzed.

The remainder of the paper is organized as follows.
Section 2 briefly reviews related routing mechanisms pro-
posed in VANETs and details the motivation of this paper.
In Section 3, we design two metrics combining hop count
and link duration for forwarding optimization. The adaptive
neighbor discovery algorithm is also presented as well as
the recovery strategy to improve the robustness of ARP-
QD. Numerical simulations and the results are analyzed in
Section 4. We conclude the paper and list some possible
future works in Section 5.

2. Related Works

Generally, path efficiency and path stability are two important
criterions in designing routing protocol for VANETs. To
achieve high efficiency, the shortest (generally fastest) path
with minimum hop count is usually selected as the best path.
To pursue high stability, the path with the longest duration is
considered as the best candidate. However, most of existing
researches focus on either efficiency or stability. We review
related works in both directions as follows.

Path Efficiency. One objective of a routing protocol in
VANETs is to find an efficient (or a fast) pathwith the shortest
number of hops for data delivery [5, 7–10]. Greedy Perimeter
Stateless Routing (GPSR) algorithm uses the positions of
routers and a packet’s destination to make packet forwarding
decisions [7]. It chooses the nearest node to the destination
as the next hop within communication range, which will
increase the link loss because of high mobility and radio
obstacles. Like GPSR, Geographic Source Routing (GSR)
[8] is also a position based routing protocol. The weakness
of GSR is not flexible to the sparse network, since GSR

works on the foundation of end-to-end connectivity. Another
similar method of GPSR is Greedy Perimeter Coordinator
Routing (GPCR) [9], which assigns the routing decision to
the nodes located at the street intersections and uses the
greedy forwarding strategy to route the packet path between
the street intersections. However, GPCR does not take the
link connectivity into consideration to select the best path.An
improved Greedy Traffic Aware Routing Protocol (GyTAR)
has been presented in [5], which is based on the geographical
intersection information to find robust and optimal routes
within urban environments. In [10], a two-stage routing
algorithmhas beenpresented to findout the practically fastest
route to a destination at a given departure time in terms of taxi
drivers’ intelligence learned from a large number of historical
taxi trajectories.

In short, most of the above researches regard the shortest
path, but fail to concern the diverse QoS requirements of
different applications. Some applications require more stable
path for high delivery ratio, while the link connectivity
between the current and farthest neighbor node is always
most vulnerable, which may cause shorter link duration than
other links. Hence, the above protocols are not suitable for
applications which require high delivery ratio.

Path Stability. One of the simple but efficient methods to
improve the path stability is to find the next hop with the
longest link duration (or themost stable connectivity) [11–15].
A Receive On Most Stable Group-Path (ROMSGP) scheme
[11] has been designed to choose the most stable path with
the longest link expiration time. However, ROMSGP only
broadcasts specific andwell-defined packets, whichwill result
in the loss of other packets. The goal of [12, 13] is to find the
routing path with the least probability of network disconnec-
tion and avoid carry-and-forward delay. However, the links
with good connectivity usually have short distance, which
makes the selected paths include more hops and therefore
brings longer delivery delay. A stable VANETs routing pro-
tocol [14] has been proposed to provide fast and reliable mes-
sage delivery based on the real-time road vehicular density.
However, the real-time update of density information incurs
a large number of communication overheads, which results in
its performance deterioration with the augment of network
scale. An intersection-based geographical routing protocol
has been proposed in [15], which aims to find the path with
high connectivity probability and other QoS constraints.

In a word, all aforementioned researches mainly focus on
the link connectivity and make less use of the geographical
distance information among vehicles, such that the selected
paths may have unnecessary loops, which causes longer
delivery delay. Thus, the above protocols are not suitable for
the applications which require low delivery delay.

Some researches, like [16, 17], take the link state and hop
count into account. In [16], the authors have presented an
Optimized Link State Routing (OLSR) algorithm to provide
optimal routes. However, the link state is only used to obtain
the neighbors’ information and OLSR provides the path with
minimum hop count as the best path. Moreover, OLSR is a
topology-based routing algorithm, which consumes a large
amount of topology control messages. To improve GPSR,
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[17] uses the vehicle speed and position to find relatively
stable links, which is based on the forecast of the speed
fluctuations. However, the above works failed to adaptively
trade off the path efficiency and path stability for diverse QoS
requirements in different scenarios and could not achieve the
purpose of friendly communications.

To the best of our knowledge, there is no prior work
that has thoroughly researched the adaptive routing protocol
which can balance the path efficiency and stability based
on diverse QoS requirements of different applications. In
this paper, based on the information of intersection location,
vehicle speed, and position, we take the hop count and link
duration into consideration and propose a novel optimal for-
warding algorithm to trade off the path efficiency and stability
with friendly adaptation to different QoS requirements of
applications. Furthermore, we present an adaptive neighbor
discovery algorithm, which exploits different ways to acquire
the neighbors’ information according to the local vehicular
density. Based on the above twomain algorithms,we build the
adaptive routing protocol based onQoS and vehicular density
(ARP-QD), which has higher delivery ratio and reasonable
delivery delay.

3. The Proposed Adaptive Routing
Protocol (ARP-QD)

In this section, we first introduce the system model used
for urban VANETs. Then we present the optimal forwarding
algorithm which adaptively balances the path efficiency
and stability based on QoS requirements, as well as the
adaptive neighbor discovery algorithmbased on the real-time
vehicular density. To improve the robustness of ARP-QD, the
recovery strategy with carry-and-forward is adopted when
the routing path is disrupted. Finally, an example is given to
illustrate how the proposed ARP-QD works.

3.1. System Model. As shown in Figure 1, we consider a
VANET road environment with intersections and segments
within two intersections, which is a typical scenario in urban
areas. The circle with the intersection ID inside denotes the
intersection. ⃗V and ⃗𝑝 indicate the moving directions of the
vehicle and the packet, respectively. The yellow arrow means
the moving direction of vehicles on that road segment. The
purple arrow with a right angle denotes the candidate path
of the packet from the source node 𝑆 to the destination 𝐷.
Vehicles move through the segments in the same or opposite
direction, while, whenmoving into the intersection, they will
find their neighbors moving in various directions.

Since the RSUs are costly, the paper focuses on the rout-
ing protocol for vehicle-to-vehicle (V2V) communications
without RSUs. We assume that all vehicles are equipped
with onboard navigation system andwireless communication
capability as described in [18]. Each vehicle has a digital street
map of the area using the onboard navigation system to deter-
mine the positions of its neighboring intersections. Mean-
while, it can acquire a landscape of the road environment,
including the vehicular velocity and density on each road.
The above information can be obtained through the commer-
cialized applications [19]. Furthermore, through the periodic
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Figure 1: System illustration (𝑆: the source node;𝐷: the destination).

information exchange, each vehicle knows its neighbors’
information including the positions and velocities, which is
maintained in its neighbor table. For easy illustration, we
assume that all vehicles have the same transmission range. In
addition, the location service can make the source node have
the knowledge of destination position in real time.The above
assumptions are the same as the previous works [4, 20, 21].

3.2. Optimal Forwarding Algorithm. Asmentioned above, the
real road environment contains two parts: intersections and
segments within two intersections. Many vehicles, which are
regarded as mobile nodes, move along the road as shown in
Figure 1. We aim to find the best path hop by hop from the
source node 𝑆 which creates the packets to the destination
𝐷. 𝐷 can be the nearest Internet gateway or data collection
center. Thus, we assume the destinations are always located
in the intersections. The proposed ARP-QD is a geographic
routing protocol including optimal forwarding decision,
adaptive neighbor discovery, and robust route recovery. It
selects the whole path hop by hop from 𝑆 to 𝐷, and each
sender decides its next hop locally. It is easy to observe that
a node traveling in the segment or intersection should use
different tactics to calculate themetric to choose the next hop.
For a node in the segment, it only chooses its next hop in
the parallel directions, while for a node in the intersection it
should first choose the next segment and then decide the next
hop within the selected segment. Therefore, we define a new
metric, that is, product of connectivity and distance (CDP),
in two cases, respectively.

3.2.1. Metric Design in the Segment Case. Two seemingly
contradictory, yet related, objectives of routing performance
exist: improving the path efficiency with less hop count and
improving the path stability with longer link duration. In
general, the longer the link distance is, the smaller the hop
count is. In contrast, the shorter the link distance is, the more
stable the link is.We aim to design a novelmetric for selecting
the best next hop on the road segment, which can balance
the requirements of the path efficiency and stability. We first
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consider the one lane case and later show that the case of
multiple lanes has the same result. In the one-lane case, we
just consider that all vehicles drive in the same direction, and
the result in the opposite direction can be easily induced in
the same way. To formally design the metric, that is, CDP,
the notations used in the following analysis are described in
Notations.

We regard a neighbor node 𝑛 with PL
𝑛
< PL
𝑠
as a candi-

date neighbor. Note that the path length means the distance
along the selected roads.

First, we discuss the case of one lane. As depicted in
Figure 2(a), we can obtain

𝑅
𝑛
+ 𝐿
𝑛
= 𝑅. (1)

Since PL
𝑛
< PL
𝑠
,

𝑅
𝑛
= PL
𝑠
− PL
𝑛
> 0. (2)

It can be observed that the neighbor node 𝑛, which is closest
to the destination, has the largest 𝑅

𝑛
.

We define𝑇
𝑛
in (3) to denote the link connection duration

time between candidate neighbor node 𝑛 and the sender 𝑠:

𝑇
𝑛
=

{{{{{{

{{{{{{

{

𝐿
𝑛

(V
𝑛
− V
𝑠
)
, V
𝑛
> V
𝑠
,

𝐾, V
𝑛
= V
𝑠
,

(2𝑅 − 𝐿
𝑛
)

(V
𝑠
− V
𝑛
)
, V
𝑛
< V
𝑠
,

(3)

where 𝐾 is a default constant set by the VANETs system. In
order to improve the path efficiency and stability, we prefer to
choose the neighbor node with the largest product of 𝑇

𝑛
and

𝑅
𝑛
as the next hop. Hence, the basic CDP of a neighbor node

𝑛 is defined as

CDP𝑏
𝑛
= 𝑅
𝑛
𝑇
𝑛
=

{{{{{{

{{{{{{

{

𝑅
𝑛
𝐿
𝑛

(V
𝑛
− V
𝑠
)
, V

𝑛
> V
𝑠
,

𝑅
𝑛
𝐾, V

𝑛
= V
𝑠
,

𝑅
𝑛
(2𝑅 − 𝐿

𝑛
)

(V
𝑠
− V
𝑛
)

, V
𝑛
< V
𝑠
.

(4)

As we can see, the CDP value depends on the relative
speed and distance between the sender 𝑠 and candidate neigh-
bor node 𝑛. Indeed, for a given lane with some nodes, the
CDP function combines the factors of the distance from 𝑛 to 𝑠

and the link connection duration. Since larger 𝑅
𝑛
means less

hop count and larger 𝑇
𝑛
means longer link duration, larger

CDP is preferred. The node with the largest CDP among
the candidates is selected to be the next hop. Figure 2(a)
shows an example of vehicles driving on one lane. In this
scenario, once the sender 𝑠 obtains the information of
neighbors’ positions and velocities, it computes the CDP
value of each neighboring vehicle. Considering its path length
to the destination and the link duration with 𝑠, neighboring
vehicle 1 (i.e., node 1) is assumed to get the maximum value
of CDP. It is then chosen as the next hop. Note that if there
are multiple neighbor nodes with the same largest CDP, 𝑠will
randomly pick up one as the next hop.

Then,wewill discuss the case ofmultiple lanes as depicted
in Figure 2(b).The relation is changed as shown in the follow-
ing:

𝑄
𝑛
+ 𝐿
𝑛
= √𝑅2 − (𝑘𝑙)

2
. (5)

Here it is assumed that a sender 𝑠 drives in lane 2 and the can-
didate neighbor node 𝑛 drives in lane 𝑘+2, where 𝑘 indicates
the number of interval lanes. Although transmission range 𝑅

is more than 100m, 𝑙 is usually less than 3m.We can get𝑄
𝑛
≈

𝑅
𝑛
and √𝑅2 − (𝑘𝑙)

2
≈ 𝑅. Consequently, (5) can be simpli-

fied to

𝑅
𝑛
+ 𝐿
𝑛
≈ 𝑅. (6)

No matter where the vehicles drive in one lane or multiple
lanes, their basic CDP can be calculated by (4).

Next, we modify the definition of CDP to satisfy diverse
QoS requirements of different applications. In this paper,
two prominent QoS requirements, that is, delivery delay and
delivery ratio, are considered. For real-time applications such
as video on demand, which require high priority on delivery
delay, they need to find the efficient path with minimum hop
count, while, for other applications such as file transmissions,
which require the reliable transmission with high delivery
ratio, they need to find the stable path with longest link
duration. We use adaptive factors 𝛼 and 𝛽 to represent
diverse QoS requirements of different applications, where 𝛼

implies the priority weight of hop count, while 𝛽 means the
importance of link duration under the condition of 𝛼+𝛽 = 1.
To friendly adapt to diverse QoS requirements of different
applications, 𝛼 and 𝛽 will be set according to the application
requirements on delivery delay and delivery ratio. It is easily
obtained that the larger 𝛼 makes higher priority on delivery
delay, which requires finding a path with smaller hop count.
Therefore, the advanced CDP is defined as

CDP𝑎
𝑛
= 𝑅
𝛼

𝑛
𝑇
𝛽

𝑛
=

{{{{{{{{

{{{{{{{{

{

𝑅
𝛼

𝑛
⋅ (

𝐿
𝑛

(V
𝑛
− V
𝑠
)
)

𝛽

, V
𝑛
> V
𝑠
,

𝑅
𝛼

𝑛
𝐾
𝛽
, V

𝑛
= V
𝑠
,

𝑅
𝛼

𝑛
⋅ (

(2𝑅 − 𝐿
𝑛
)

(V
𝑠
− V
𝑛
)
)

𝛽

, V
𝑛
< V
𝑠
.

(7)

From (1) and (7), we can obtain an optimal value of CDP𝑎
𝑛

among different neighbors.
ARP-QD will select the one with the maximum CDP𝑎

𝑛

among all candidate neighbor nodes as the best next hop. In
conclusion, using the metric CDP𝑎

𝑛
defined in (7), ARP-QD

can friendly adapt to diverse QoS requirements when packets
are delivered on the segment areas.

3.2.2. Metric Design in the Intersection Case. This part dis-
cusses how to design a new metric expression for the best
next hop selection in the intersection by taking hop count and
link duration into consideration. There are two stages for the
sender in the intersection to choose the best next hop. First,
the sender needs to choose which segment the packet will be
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Figure 2: Road segment illustration.

delivered. Then, based on the selected segment, the sender
computes the best next hop located in that segment.

Segment Selection. Obviously, the segment selection for a
sender in the intersection is to find the best next intersection.
Candidate intersections are defined as the adjacent inter-
sections whose path lengths are shorter than the current
intersection. The mobile vehicles moving along the roads
are formalized to form a mobile ad hoc vehicular network.
To find an efficient routing path, we prefer to choose the
connected one. The reason is that the disconnection brings
in the vehicle carrying the packet until it connects to
another vehicle, but the vehicle’smoving speed is significantly
slower than that of wireless communications. Thus, we aim
to find the next intersection which is connected to the
current intersection through these mobile nodes. We define
a binary parameter, named 𝑈

𝑗
, to indicate the connectivity

of intersection 𝑗. 𝑈
𝑗

= 1 means that the intersection 𝑗 is
connected with the current intersection. Otherwise, 𝑈

𝑗
= 0.

The formal expression can be illustrated as follows:

𝑈
𝑗
=

{

{

{

1, 𝑗 can be connected,

0, 𝑗 cannot be connected.
(8)

With the precondition of intersection connectivity, we
aim to combine the hop count and link duration time into
the metric design. On the one hand, we want to choose the
path with the shortest path length, which means minimum
hop count. On the other hand, in order to choose the next hop
with long link duration, we tend to choose the neighbors in
the same moving direction as the sender. Hence we prefer to
select the segment with smaller 𝜃, which is the angle between
candidate segment and movement direction of the current
sender. Based on the above analysis, we define a metric,
named segment selection weight (SSW), to select the best
next intersection. The SSW of the intersection 𝑗 is

SSW
𝑗
= 𝛼

PL
𝑠𝑗

PL
+ 𝛽

(1 − cos 𝜃)
2

+ [1 − 𝑈
𝑗
] , (9)

where PL
𝑠𝑗
indicates the path length of packet delivery from

the sender 𝑠 to the destination through the intersection 𝑗.
PL is the summed length of paths through all candidate
intersections, formally shown as PL = ∑PL

𝑠𝑗
, where 𝑗

represents the IDof candidate intersections. PL
𝑠𝑗
is divided by

PL for normalization. For the sender in a given intersection,
PL is fixed and the pathwith smaller PL

𝑠𝑗
is preferred. In order

to satisfy diverse QoS requirements of different applications,
we also use the adaptive factors 𝛼 and 𝛽 to represent the
weight of hop count and link duration, respectively, in (9).
ARP-QD will select the one with the minimum SSW among
all candidate intersections as the best next intersection.

Next Hop Selection. Once the next segment is selected, the
direction of packet delivery is determined. In the following
we give the process to select the next hop among the selected
segments, which can be classified into two cases.

(1) 𝜃 = 0: in this case, the sender’smoving direction is the
same as the next hop’s. Hence, we can use the same
method to select the best next hop as that used in the
segment case.

(2) 𝜃 ̸= 0: in this case,𝑅
𝑛
+𝐿
𝑛

̸= 𝑅.We need to obtain new
CDP equations. As shown in Figure 3, we assume that
both the sender 𝑠 and the candidate neighbor node
𝑛 are moving in constant speed, which are noted as
V
𝑠
and V

𝑛
, respectively. Using the cosine law, we can

obtain the equation as follows:

𝑅
2
= (𝑅
𝑛
+ V
𝑛
𝑇
𝑛
)
2

+ (V
𝑠
𝑇
𝑛
)
2

− 2V
𝑠
𝑇
𝑛
(𝑅
𝑛
+ V
𝑛
𝑇
𝑛
) cos 𝜃.

(10)

From (10), we can compute 𝑇
𝑛
as follows:

𝑇
𝑛
=

𝑅
𝑛
(V
𝑠
cos 𝜃 − V

𝑛
)

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

+

√𝑅2 (V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃) − 𝑅2

𝑛
V2
𝑠
sin2𝜃

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

,

(11)
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where 𝑅
𝑛
is the Euclidean distance from the sender 𝑠 to its

candidate neighbor 𝑛 and 𝜃 is the angle between candidate
segment and movement direction of the current sender.
Hence, the basic CDP is defined as

CDP𝑏
𝑛
= 𝑅
𝑛

⋅ (
𝑅
𝑛
(V
𝑠
cos 𝜃 − V

𝑛
)

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

+

√𝑅2 (V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃) − 𝑅2

𝑛
V2
𝑠
sin2𝜃

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

) .

(12)

Accordingly, the advanced CDP is obtained as

CDP𝑎
𝑛
= 𝑅
𝛼

𝑛

⋅ (
𝑅
𝑛
(V
𝑠
cos 𝜃 − V

𝑛
)

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

+

√𝑅2 (V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃) − 𝑅2

𝑛
V2
𝑠
sin2𝜃

V2
𝑛
+ V2
𝑠
− 2V
𝑛
V
𝑠
cos 𝜃

)

𝛽

.

(13)

The sender 𝑠 chooses its candidate neighbor with the
maximumCDP𝑎

𝑛
in (13) as the best next hop, which is located

in the selected segment.

3.2.3. Optimal Forwarding Algorithm. In this part, we present
a novel optimal forwarding algorithm, as described in
Algorithm 1, to choose the best next hop for multihop packet
delivery.Thebest next hop is selected from the sender’s neigh-
bor list, which is obtained by neighbor discovery algorithm
(described in Section 3.3). Note that neighbor list contains

the information of neighbors’ IDs and CDP𝑎
𝑛
values, while

neighbor table is composed of neighbors’ IDs, velocities, and
positions. Each CDP𝑎

𝑛
value in the neighbor list is computed

by (7) or (13) using the information in the neighbor table.
As mentioned above, there are two cases to analyze the next
hop selection. On the one hand, when the sender 𝑠 is moving
along a road segment, it will choose the candidate neighbor
with the maximum CDP𝑎

𝑛
value, from its neighbor list, as

the best next hop. On the other hand, when 𝑠 approaches an
intersection, it needs to firstly find the best next intersection
with the minimum SSW and then choose the best next hop
located in the selected segment.

To find the best next intersection (or segment), 𝑠 needs to
get the information of which intersection is connected with
the current intersection. Hence, 𝑠 broadcasts a beacon packet,
which contains a connectivity probe request (CP REQ) and
its own information as shown in Figure 4. CP REQ includes
the current intersection ID, source and destination of the
data, request time, and expired time. It is used to probe
the connectivity of each candidate intersection, which is
indicated by 𝑈

𝑗
. If a candidate intersection 𝑗 is connected

to the current intersection by mobile nodes (i.e., vehicles)
moving between the current intersection and candidate
intersection 𝑗, the sender 𝑠 will receive a responding packet
from its neighbor node before the expired time; then 𝑈

𝑗
=

1; otherwise 𝑈
𝑗

= 0. The responding packet contains a
connectivity probe reply (CP REP) and neighbor’s informa-
tion as shown in Figure 4. CP REP includes the candidate
intersection ID, source and destination of the data, reply
time, and expired time. Neighbor’s information includes its
ID, velocity, and position used for calculation of SSW and
CDP𝑎
𝑛
. The beacon will be dropped if the expired time is over.

Based on the received responding packets, 𝑠 calculates values
of SSW according to (9) for all candidate intersections and
then picks out the candidate intersection with the minimum
SSW as the next intersection.Thus, the next delivery segment
is selected accordingly. Finally, to find the best next hop, 𝑠
chooses the candidate neighbor with the maximum CDP𝑎

𝑛

value as the best next hop from its neighbor list.
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Input: The information of sender 𝑠 and destination 𝐷

Output: The next hop of the delivered packet
(1) if 𝑠 approaches the intersection then
(2) Broadcast a beacon packet with CP REQ to each candidate intersection and active the Time 1 (expired time).
(3) repeat
(4) Receive responding packets with CP REP and neighbors’ information
(5) until Timer 1 expires
(6) if 𝑠 receives a responding packet with CP REP and neighbor’s information from intersection 𝑗 then
(7) 𝑈

𝑗
= 1.

(8) else
(9) 𝑈

𝑗
= 0

(10) Compute SSW of each candidate intersection.
(11) Select the next intersection with the minimum SSW.
(12) Select the next hop with the maximum CDP𝑎

𝑛
based on (7) or (13).

(13) else
(14) Choose the next hop with the maximum CDP𝑎

𝑛
according to (7).

Algorithm 1: The optimal forwarding algorithm.

CP_REQ

src dst
Intersection REQ 

time
Expired ID Velocity Position

Node information

ID time

(a) Beacon packet

CP_REP Neighbor information

src dst
Intersection REP 

time
Expired ID Velocity PositionID time

(b) Responding packet

Figure 4: Packet format.

3.3. Adaptive Neighbor Discovery Algorithm. The neighbor
list of each node is updated at fixed intervals to keep neigh-
bors’ information in real time, which is the precondition of
the optimal forwarding algorithm. Vehicular density has a
tremendous impact on the network performance, and high
density incurs serious congestions during the update process
of neighbors’ information. In other words, heavy periodic
beacons for neighbor discovery will decrease the average
throughput of network, which causes negative influence on
the end-to-end data delivery. In this section, we aim to
design an adaptive neighbor discovery algorithm based on
the vehicular density to obtain the neighbor list.

The proposed neighbor discovery algorithm can adap-
tively reduce the communication overhead according to the
local vehicular density, which is defined as the number of
nodes in transmission range of node 𝑖, denoted as 𝑑

𝑙
. We set a

density threshold 𝑑th to evaluate the local vehicular density
𝑑
𝑙
. The basic principle of the adaptive neighbor discovery

algorithm is to choose a centralizedway to discover neighbors
and update neighbor list when 𝑑

𝑙
is lower than 𝑑th, while

using a distributed fashion on the opposite. The detailed
process of neighbor discovery is illustrated in Algorithm 2.

In the centralized way, node 𝑖 first broadcasts a start
beacon to request all neighbors’ information. Next each
neighbor answers to the beacon with the information of

its own position and velocity. Based on the neighbors’
information of positions and velocities, node 𝑖 can compute
CDP𝑎
𝑛
value of each neighbor 𝑛 by (7) or (13). Thus the

neighbor table and neighbor list of node 𝑖 are updated. The
optimal forwarding algorithm will select the best next hop
from this neighbor list, as mentioned in Section 3.2. Since
the destination of all neighbors’ answers is node 𝑖, they adopt
distributed coordination function in IEEE 802.11 to avoid
the transmission collision. Request to send (RTS) and clear
to send (CTS) control frames are used to reserve channel
bandwidth and tominimize the amount of wasted bandwidth
when collision occurs [22]. Since 𝑑

𝑙
is lower than 𝑑th, such

a centralized way for neighbor discovery will not result in
heavy communication overheads.

In the distributed fashion, we propose a receiver-based
approach for neighbor discovery. Node 𝑖 broadcasts a start
beacon that informs its neighbors about its position and
velocity. Each receiver computes its own CDP𝑎

𝑛
value by (7)

or (13). In order to reduce the communication overhead, it
can only answer to the beacon after a waiting time based on
its CDP𝑎

𝑛
value by a uniform rule as defined in the following:

𝑇
𝑛
=

𝑇
∗

CDP𝑎
𝑛

, (14)

where 𝑇
∗, set by the VANETs system, is a time parameter to

control the relation between CDP𝑎
𝑛
value and waiting time

of receiver 𝑛. 𝑛 means the node which can receive the start
beacon from node 𝑖, which is node 𝑖’s neighbor. The waiting
time of neighbor 𝑛 is inverse correlation with the value of
CDP𝑎
𝑛
calculated by (7) or (13). It is easily observed that the

neighbor with the maximum CDP𝑎
𝑛
has the smallest waiting

time; therefore it will answer to node 𝑖 at the first time. Once
node 𝑖 hears this answer, it will broadcast a stop message to
all neighbors to terminate the current neighbor discovery.
Thus the neighbor list of node 𝑖 will have only one node. If
node 𝑖 has not received any answers before the expired time,
its neighbor list will be empty at current time. The optimal
forwarding algorithm will select the best next hop from this
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Input:The local vehicular density 𝑑
𝑙
of node 𝑖, the vehicular density threshold 𝑑th

Output:The neighbor list of node 𝑖

(1) if 𝑑
𝑙
< 𝑑th then

(2) Use the centralized way to obtain the neighbor list of node 𝑖 based on CDP𝑎
𝑛
.

(3) else
(4) Use the distributed way to obtain the neighbor list of node 𝑖 based on CDP𝑎

𝑛
.

Algorithm 2: The adaptive neighbor discovery algorithm.

neighbor list, as mentioned in Section 3.2. Since 𝑑
𝑙
is higher

than 𝑑th, such a distributed way for neighbor discovery will
significantly reduce the communication overheads.

This adaptive neighbor discovery algorithm requires each
node to previously know the local vehicular density, which is
easily to be obtained by the current commercial applications
[19], as mentioned before. Intuitively, this adaptive approach
will increase the average data delivery ratio by reducing the
communication overheads during the neighbor discovery in
dense networks, while decreasing the delay by reducing the
waiting time in sparse networks.

Remark. The adaptive neighbor discovery algorithm still
works when the update of neighbor list is triggered by the
forwarding event.

3.4. Routing Path Recovery Strategy. In the dynamic wireless
environment, it is inevitable that the routing path fails
or breaks. Once a selected link breaks, a local recovery
procedure takes place. To improve the robustness ofARP-QD,
the adopted recovery strategy is based on the idea of carry-
and-forward [23]. The sender which detects the broken link
will explore the one-hop neighbors to find a backup link. If
the sender has no one-hop neighbor, it will carry the packet
until another node moves into its transmission range to
transfer the packet. Furthermore, such a carry-and-forward
strategy guarantees loop-free routing and avoids endlessly
forwarding loop by marking the previous hops.

3.5. A Walk-Through Example. The whole ARP-QD contains
the two main novel algorithms proposed above: optimal
forwarding algorithm and adaptive neighbor discovery algo-
rithm. In order to improve the robustness of ARP-QD, the
carry-and-forward strategy for routing path recovery is also
complemented. We use the following example, depicted in
Figure 5, to illustrate how ARP-QD works. According to
the QoS requirement of certain application, the adaptation
factors 𝛼 and 𝛽 are set for computation of CDP𝑎

𝑛
and SSW

𝑗
.

With the help of onboard GPS, navigation system, and digital
map, the source node 𝑆 can obtain the position of destination.
The dotted parallel lines denote the transmission range of
the source node 𝑆. We assume all nodes have the same
transmission range.

(1) The source node is in the segment area, and the local
vehicular density around 𝑆 is smaller than the certain
density threshold 𝑑th. Thus, 𝑆 exploits the centralized
way to discover neighbors and compute the CDP𝑎

𝑛

value of each candidate neighbor. After collecting the
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Figure 5: A walk-through example.

CDP𝑎
𝑛
information, 𝑆 chooses the one with maximum

CDP𝑎
𝑛
as the best next hop, which is 𝑠

1
in this case. For

the same way, 𝑠
2
is selected to be the best next hop of

𝑠
1
.

(2) The sender 𝑠
2
approaches the intersection 𝐼

5
. First,

𝑠
2
needs to choose the best next intersection with

the minimum value of SSW. 𝑠
2
broadcasts a beacon

with CP REQ to request the information of connec-
tivity from the current intersection to all candidate
intersections. It aims to find the intersection with
the shortest path length PL

𝑠𝑗
, the least direction

change angle 𝜃, and the connectivity with the current
intersection. In this example, when 𝑠

2
traveling to 𝐼

2

arrives at 𝐼
5
, it has two candidate intersections, that is,

𝐼
4
and 𝐼
8
. Note that ⃗V and ⃗𝑝 are the moving directions

of sender 𝑠
2
and the delivered packet, respectively. 𝑠

2

computes SSW
4
and SSW

8
according to (9). It is easy

to get that 𝑈
4

= 1 and 𝑈
8

= 0 because there are
no vehicles between intersections 𝐼

5
and 𝐼
8
. Hence,

𝑠
2
chooses 𝐼

4
with the minimum SSW as its next

intersection. Next, 𝑠
2
selects its best next hop. Assume

that the local vehicular density of 𝑠
2
is smaller than

the density threshold 𝑑th. 𝑠2 uses the centralized way
to compute the CDP𝑎

𝑛
values of candidate neighbors

located in the selected segment. Assuming that 𝑠
3
has

the maximum CDP𝑎
𝑛
, it is selected to be the next hop.
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(3) The local vehicular density of 𝑠
3
is higher than the

density threshold 𝑑th; therefore 𝑠
3
adapts to the dis-

tributed fashion to discover neighbors. 𝑠
3
broadcasts

a start beacon to inform its neighbors about its
position and velocity. Each neighbor which received
the beacon will compute its unique waiting time for
sending answer to 𝑠

3
based on (14). In this case, we

assume 𝑠
4
is the one which first replies and then 𝑠

4
is

selected to be the best next hop of 𝑠
3
.

(4) If the link fails when 𝑠
4
is sending packets, the recov-

ery mode of routing path is active. 𝑠
4
will notice its

neighbors and find a backup link from its current
neighbors. If 𝑠

4
has no neighbor to deliver packets, it

will carry them until some appropriate nodes move
into its transmission range. The following process of
packet forwarding is the same as the above illustrated
until the packet is delivered to its destination𝐷.

4. Performance Evaluation

To evaluate the performance of the proposed ARP-QD, we
simulate the protocol on a variety of data transmission rates
and network densities. To compare the performance of ARP-
QD with the previous works in VANETs routing, we also
simulate basic GPSR [7], which aims to find a path with
minimumhop count, and ROMSGP [11] which can guarantee
a high level of stable communication to some extent. Note
that most of geographic VANET routing protocols are based
on GPSR with little differences in essence. ROMSGP is a
classical stable VANET routing protocol for comparison.

4.1. Simulation Environment. We simulate ARP-QD in the
vehicle traffic model using the standard NS2 simulator [24],
which offers full simulation of the IEEE 802.11 physical and
MAC layers. In our simulation, network size is set to be
50, 100, 150, 200, and 250 nodes with 802.11 WaveLAN
radios. The assumptions are that all vehicles have the same
transmission range of 250m and all packets have the same
size of 512 bytes. We simulate 20 constant bit rate (CBR)
traffic flows to destinations, and sources and destinations
are picked up randomly. The transmission rate of each CBR
flow is set to be 0.5, 1.0, 1.5, 2.0, 2.5, and 3.0 packets per
second (p/s). Each simulation lasts for 1000 seconds. Table 1
summarizes the key parameters in the simulation.

4.2. Mobility Model. The mobility model has a great impact
on the studied protocol behavior in the simulation and the
corresponding results [25]. For evaluating protocol perfor-
mance accurately in such a complex and dynamic vehic-
ular environment, we use VanetMobiSim [25] to initially
place nodes uniformly at random and generate the random
movement of the nodes within a 10 × 10 km2 rectangular
region with a maximum speed of 30m/s. Figure 5 shows the
simulation scenario, including 9 intersections and 12 road
segments. We assume that a road segment composes two
lanes without traffic signals. When a node approaches the
intersection, it will randomly choose a road segment to turn
its direction without pause.

Table 1: Simulation parameters.

Parameter Value
Number of lanes 2
Number of nodes 50, 100, 150, 200, 250
Velocity 10–30m/s
Simulation duration 1000 s
Simulation area 10 × 10 km2

Channel capacity 2Mbps
Wireless communication range 250m
Mac protocol 802.11 DCF
Beacon interval 0.5 s
Data packet size 512 bytes
CBR rate 0.5, 1.0, 1.5, 2.0, 2.5, 3.0 p/s
Routing protocol ARP-QD, GPSR, ROMSGP

4.3. Simulation Results. We focusmainly on the performance
of delivery ratio and delivery delay in the simulation. (1)
Delivery ratio is measured as the ratio of the number of
successfully delivered data packets to the total number of
transmitted data packets. The packet will be dropped when
it fails to be delivered, without retransmission rule. (2)
Delivery delay is measured as the average time elapsed from
sending the packet by the source node to receiving it by
the destination. Without loss of generality, we first fix the
adaptive weigh factors (𝛼, 𝛽) at (0.5, 0.5) to evaluate the
impact of transmission rate and network density. Next, we fix
the transmission rate at 1.5 p/s and the number of nodes at
150 to observe the impact of adaptive weight factors 𝛼 and 𝛽.

4.3.1. Delivery Ratio. The number of nodes is set to 150when
we study the impact of transmission rate, while the transmis-
sion rate is fixed at 1.5 p/s when we focus on the impact of
network density. Figures 6 and 7 show the delivery ratio with
respect to varied transmission rate and the number of nodes,
respectively.The twofigures show that the proposedARP-QD
has higher delivery ratio compared with that of GPSR and
ROMSGP in all cases. The reason is that ARP-QD considers
the whole path based on the SSW metric, while GPSR works
on the vehicle-by-vehicle forwarding and ROMSGP makes
the vehicles with the same moving direction into groups,
which only considers the local segment, rather than the
whole path. Another reason is that the adaptive neighbor
discovery algorithm reduces the communication overheads.
Furthermore, from Figure 6 we can see that the delivery ratio
of ARP-QD does not change much as the transmission rate
is increased, while that of GPSR and ROMSGP deteriorates.
This comes from the fact that the routing paths found by
ARP-QD are more tolerant to the high network load due to
the adaptive neighbor discovery algorithm. The main reason
is that the adaptive neighbor discovery algorithm largely
reduces the beacon cost to require neighbors’ information,
which reserves more bandwidth for data delivery. Thus, the
network load is still tolerable when the transmission rate
rises up to 3.0 p/s. From Figure 7 we can observe that the
delivery ratio increases with the rise of the number of nodes
but decreases when the number of nodes goes up to 200.
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Figure 6: Delivery ratio versus transmission rate.
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Figure 7: Delivery ratio versus the number of nodes.

The reason is that before the number of nodes reaches 150

or other values less than 200, the increased network density
becomes higher than the density threshold and the enhanced
connectivity and the reduced communication overheads dur-
ing the neighbor discovery procedure improve the delivery
ratio. With the continuous increase of node density, the
overheads increase for updating all nodes’ neighbor list.Thus
the performance of delivery ratio diminishes.

4.3.2. DeliveryDelay. As shown in Figure 8, the delay ofARP-
QD is the same as that of GPSR but is lower than that of
ROMSGP at lower transmission rate. That is because the
collisions are rare to happen when the transmission rate is
lower and ROMSGP tends to choose the path withmore hops
for stability. However, when the transmission rate increases,
the performance of ARP-QD deteriorates in terms of delivery
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Figure 8: Delivery delay versus transmission rate.
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Figure 9: Delivery delay versus the number of nodes.

delay. That is because high transmission rate makes the
sender fail to find a backup neighbor quickly; when the link
breaks, the time of carry-and-forward procedure prolongs
the delivery delay. In brief, ARP-QD is not suitable for the
applications with high QoS requirement on delivery delay
when the network load is higher. Figure 9 shows that the
delay of all protocols decreases along with the increase of the
number of nodes. The reason is that packets can be delivered
quickly with less caching time when the network density is
high. Moreover, ARP-QD only has little difference on the
delivery delay compared with the other two protocols when
the number of nodes increases, which means ARP-QD does
not give high compromise on the delivery delay.

4.3.3. The Impact of Adaptive Factor 𝛼. In order to evaluate
the impact of weight factors 𝛼 and 𝛽 for different QoS
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Figure 11: Delivery delay versus 𝛼.

requirements, we obtain the simulation results of delivery
ratio and delivery delay when 𝛼 increases from 0.1 to 0.9with
the interval of 0.2. In Figures 10 and 11 where the transmission
rate is set to 1.5 p/s, the four curves represent different number
of nodes. In Figures 12 and 13 where the number of nodes is
set to 150, the six curves represent different transmission rate.

FromFigures 10, 11, 12, and 13, we can draw the conclusion
that the delivery ratio declines, while the delivery delay goes
down along with the increase of 𝛼. That is because the link
efficiency has larger weight and the link stability has smaller
weight accordingly when the factor 𝛼 is increased. The link
has more probability to break down along with the rise of
𝛼; thus the delivery ratio turns worse. At the same time, the
number of hops for each path is decreased with the higher
requirements on link efficiency; thus the delivery delay is
improved. In addition, from Figure 12, we can observe that
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Figure 12: Delivery ratio versus 𝛼.
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Figure 13: Delivery delay versus 𝛼.

the delivery ratio of ARP-QD does not vary much when
the transmission rate changes, which is the same as that
observed in Figure 6. Figure 13 shows that the delivery delay
of ARP-QD varies much when the network density changes
as analyzed in Figure 8. These results show that the weight
factor 𝛼 can adaptively satisfy the diverse QoS requirements
of different applications.

5. Conclusion

In this paper, the proposed adaptive routing protocol based
on QoS and vehicular density (ARP-QD) is capable of
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finding a fast and reliable path for end-to-end data delivery
within urban VANETs environments according to diverse
QoS requirements of different applications. To reduce the
communication overheads furthermore, ARP-QD adopts
the adaptive fashion to obtain the neighbors’ information
based on local vehicular density and recovers quickly when
the routes are disrupted. Numerical simulations showed
that ARP-QD has a higher delivery ratio than GPSR and
ROMSGP, without giving large compromise on the delivery
delay. In the future, we shall take the real data trace into
consideraion to validate ARP-QD protocol and combine the
link correlations to estimate link quality.

Notations

𝑛: The neighbor node
𝑠: The current sender
𝑆: The source node
𝐷: The destination
𝑅: The vehicular transmission range
𝑙: The distance of two adjacent lanes
𝑅
𝑛
: The Euclidean distance between the

neighbor node 𝑛 and the sender 𝑠
𝐿
𝑛
: The distance that the neighbor node 𝑛

moves out the transmission range of the
sender 𝑠

𝑄
𝑛
: The projection of 𝑅

𝑛
in the road direction

PL
𝑛
: The path length between the neighbor
node 𝑛 and the destination𝐷

PL
𝑠
: The path length between the sender 𝑠 and
the destination𝐷

V
𝑛
: Velocity of the neighbor node 𝑛

V
𝑠
: Velocity of the current sender 𝑠

𝑇
𝑛
: The link duration time between the

neighbor node 𝑛 and the sender 𝑠.
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The peer-to-peer-based video resource dissemination is important for handling extreme conditions such as flash crowds which
severely break the balance between supply and demand of video content and bring negative effects for quality of service (QoS). In
this paper, we propose a novel interest detection-based video dissemination algorithm under flash crowd inmobile ad hoc networks
(IDVD). IDVD classifies the user behavior of requesting video content in terms of the popularities and playback time of video and
considers the demand of popular video as the cause of flash crowd. IDVD makes use of the prediction of necessary bandwidth
and period time of intensive request to be aware of period time and scale of flash crowd. IDVD employs a resource dissemination
algorithm which can fast discover interested nodes and achieve the on-demand dissemination of video resources in neighboring
geographical area, in order to handle imbalance between supply and demand. IDVD uses the epidemic model to describe the state
transition of nodes and define the convergence condition of resource dissemination algorithm. Extensive tests show how IDVD
achieves much better performance results in comparison with other state of the art solutions.

1. Introduction

Themobile ad hoc networks (MANETs) rely on packets hop-
ping between nodes which act as hosts and routers to achieve
communication of nodes, so they are well known for flexible
architectures and rapid deployment [1, 2]. The multimedia
streaming services are more popular applications in Internet
andmobile Internet [3–10].The deployment of video services
in MANETs supports ubiquitous access for the mobile users,
enhancing user experience [11, 12]. P2P technologies provide
the solution for large-scale video sharing in wireless networks
such as MANETs and wireless sensor networks (WSNs), so
that themobile users conveniently fetch desired video content
from the peers [13–17]. The video with wonderful content
always attractsmass peers to seek anddownload the resources
from other peers or the media server. However, the relatively
limited network bandwidth and capacities of mobile nodes
cannot afford traffic requirement caused by intensive resource
request, reducing quality of service (QoS). Therefore, a

solution based on green communication requirement, which
can understand behavior of pursuing popular video content,
fast discover the nodes of cooperatively caching resources,
and efficiently spread video content should be considered for
video streaming system in MANETs.

The flash crowds lead to serious imbalance between sup-
ply and demand for video streaming resources and bring neg-
ative influence in the scalability and QoS of video streaming
systems. For instance, the blowout of video resource request
results in the long delay of response and network congestion.
The mass researchers recently focus on the study of flash
crowd in order to improve QoS of video streaming system
and reduce the cost of system deployment [18–20]. A fluid-
based model for P2P live streaming systems was proposed
in [18], which describes the relationship between the system
capacity, peer startup latency, and system recovery time
with and without admission control. A mathematical model
proposed in [19] captures the relationship between time and
scale in P2P live streaming systems and designs a principle
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of scale control. A model proposed in [20] predicts the
scalability of system with increasing number of nodes and
provides enough upload bandwidth for sudden resource
request according to the estimation of server bandwidth, so as
to ensure high QoS. The aforementioned solutions focus on
modeling the living streaming systems to address the influ-
ence of flash crowd and are unsuitable for the mobile envi-
ronment with limited network resources and high mobility
of mobile nodes. The high-efficiency video resource sharing
in wireless networks also is important solution for handling
flash crowd. The management of video resources regulates
distribution of resources in terms of dynamic user demand,
which fast perceives and responds to the variation of video
resource demand. The video resource dissemination strate-
gies can fast spread requested resources in overlay networks,
which reduce recovery time of balance between supply and
demand. Therefore, an efficient solution based on dynamic
balance between supply and demand, which supports fast
video resource dissemination and efficiently prevents the
degraded QoS should be considered for P2P-based video
streaming systems over wireless mobile networks.

In this paper, we propose a novel interest detection-based
video dissemination algorithm under flash crowd in mobile
ad hoc networks (IDVD). By the analysis of resource request
behavior of users and the estimation of the popularities of
video resources, IDVD constructs a novel “H”-model to
explain that the intensive request of popular video content is
the main cause of the flash crowd in multimedia streaming
system. IDVD makes use of the historical information (e.g.,
bandwidth and period time) of large-scale request for popular
video content to predict the period time and scale of flash
crowd. IDVD designs a novel resource dissemination algo-
rithm which can fast spread resources to meet the demand
of upload bandwidth. In order to reduce the cost of resource
dissemination, the resource carriers only search and spread
the interestedmobile nodes in neighboring geographical area
and dynamically regulate range of dissemination in terms
of predicted necessary bandwidth and capacities of carriers.
IDVDuses the epidemicmodel to describe the dissemination
process of resources and state transition of nodes and define
convergence condition of spreading process. Simulation
results show how IDVD achieves much better performance
results in comparison with other state of the art solutions.

2. Related Work

The video system models under flash crowd have attracted
increasing research interests from various researchers. For
instance, a fluid-based model for P2P live streaming systems
was proposed in [18], which studies the relationship between
capacity and recovery time of system and peer startup latency
with and without admission control for flash crowds. In
the systems without admission control, this paper finds that
there is an independent relationship between the capacity
and initial state of system while power law decreases with
the departure rate of stable peers. The paper also shows that
the admission control can help the system relieve the large
flash crowds in the systems with admission control and pro-
posed the flash crowd handling strategies in order to satisfy

the peer startup performance under various circumstances.
The mathematical framework in [19] researches the inherent
relationship between time and scale of P2P live streaming sys-
tem during a flash crowd. The population control procedure
improves the system scale by trading peer startup delays.This
paper also analyzed the effects of partial knowledge of peers
and the competition of limited upload bandwidth resources
between peers.Moreover, an analyticalmodel in [20] for flash
crowds is based on the evolution of the utilization of available
bandwidth at peer side in order to investigate impact of the
utilization of available bandwidth. The model can predict
the system scalability with increasing number of nodes and
provide necessary bandwidth for sudden request.

Recently, some researchers focus on the resource man-
agement strategies in order to optimize resource distribution
and make the balance between supply and demand. Kozat
et al. proposed a hybrid P2P video-on-demand architecture,
which improves transmission efficiency of popular videos
[21]. In this architecture, each systemmember caches a video
chunk and makes use of surplus upload bandwidth to serve
other nodes. The server schedules the video resources in the
system to respond to the request of nodes and provide reliable
streaming service. In order to balance the load between server
and systemmembers, the architecture considered the caching
problem as a utility optimization problem based on supply
and demand and used the multiple caching mechanisms
to optimize the performance of system. PECAN in [22]
proposed a peer cache adaptation strategy, in which each peer
dynamic regulates the local storage capacity to improve the
scalability of system. PECAN employs a cache replacement
algorithm to improve the resource distribution in terms of
the popularities of video chunk and show that the storage
capacities of peers are corresponding to the request rate of
resources. PECAN designed a distributed reputation and
monitoring system to discover selfish peers.

Moreover, some file (video) resource dissemination algo-
rithms recently are proposed. For instance, Mokhtarian and
Hefeeda show that the problem of allocating the seed server
capacity is NP-complete and proposed a seeding capac-
ity allocation algorithm to address the optimal allocation
problem [23]. The paper proposed an analytical model to
predict the performance of P2P-based video system by
using an allocation algorithm, which estimates the long-
term network throughput according to video quality and
total served bitrate. Venkatramanan and Kumar analyzed
the evolution process of the interest in the content under
the linear threshold model and made use of an epidemic
spread model to control the content copying process [24].
This paper modeled the coevolution process of popularity
and delivery of video content according to homogeneous
influence linear threshold model. This paper used fluid limit
ordinary differential equations to provide the selection of
parameters for the control of content suppliers and address
optimization problems for content delivery. Altman et al.
proposed an extensional epidemic model to characterize file
sharing behavior in P2P networks including free-riding peers
[25].This papermodeled P2P network dynamics by aMarkov
chain, where the state of P2P system evolves from branching
process to a supercritical P2P swarmwith increasing network
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size. The paper shows that there are the phase transitions;
the small change of parameters causes a large change in the
network behavior for twomodels of epidemic and branching.

3. IDVD Detailed Design

3.1.Media Server. Thevideo resources are stored at themedia
server in order to provide original video data for all mobile
nodes in MANETs; namely, a video file set is defined as 𝑆

𝑉
=

(𝑓
1
, 𝑓
2
, . . . , 𝑓

𝑛
). When the server receives a request message,

it assigns a candidate supplier which caches the requested file
for the requester and adds the information of requester into
local node set 𝑆

𝑁
= {(𝑛
1
, 𝑓
𝑎
, 𝑡
1
), (𝑛
2
, 𝑓
𝑏
, 𝑡
2
), . . . , (𝑛

𝑚
, 𝑓
ℎ
, 𝑡
𝑚
)}

where 𝑓 denotes the requested video file and 𝑡 is the
timestamp of joining system of nodes.The nodes also contact
other system members to obtain desired resources, which
is detailed next. A system member which leaves system
sends a quit message containing the information of played
files and corresponding playback start-stop timestamp (local
system time of node) to the server. The server considers this
information as playback logs and analyzes these logs to be
aware of the condition of request and playback of resources
such as the file popularity and the mean playback time of
video files. The popularities of items in 𝑆

𝑉
follow a Zipf

distribution [26, 27] and the popularity value of each file 𝑓
𝑖

can be obtained according to

pop
𝑖
=

𝛾
𝑖

∑
𝑛

𝑐=1
𝛾
𝑐

, (1)

where 𝛾
𝑖
is the access frequency of 𝑓

𝑖
and ∑𝑛

𝑐=1
𝛾
𝑐
is the total

access frequency of all files. The mean playback time ratio of
video file 𝑓

𝑖
is defined as

𝑙
𝑖
=
∑
𝑁𝑢

𝑐=1
𝑙
𝑐

𝑁
𝑢
× 𝐿
𝑖

, (2)

where 𝑙
𝑐
is playback time of 𝑐th user, 𝐿

𝑖
is the length of video

𝑓
𝑖
, and 𝑁

𝑢
is the total number of users which have watched

𝑓
𝑖
. We use the mean playback time ratio of 𝑓

𝑖
as weight value

of popularities, so the weighted popularities of 𝑓
𝑖
can be

defined as pop𝑤
𝑖
= 𝑙
𝑖
× pop

𝑖
. The files whose weighted pop-

ularities are larger/less than (1/𝑛)∑𝑛
𝑐=1

pop𝑤
𝑐
(average value

of weighted popularities of 𝑛 files) are popular/unpopular.
In terms of the fetched content, the user playback behavior
can be classified as (1) the users which are watching popular
files request popular files; (2) the users which are watching
unpopular files request popular files; (3) the users which are
watching unpopular files request unpopular files; (4) the users
which are watching popular files request unpopular files.
As Figure 1 shows, the popular/unpopular files and channels
between them form an “H”-model”.The first and second kind
behaviors generate the traffic to the popular files, namely, the
channel 𝐶

𝑝
; the third and fourth kind behaviors form the

traffic of channel 𝐶
𝑢
. The popular content always can attract

more users, namely, the traffic value in 𝐶
𝑝
is far greater than

that in 𝐶
𝑢
. The less active system members in 𝐶

𝑢
do not

requiremass upload bandwidth, but this leads to the shortage
of available resources. For instance, if there are less nodes

Cu
Cp

Popular files

Unpopular files

Figure 1: “H” model.

which cached these files and have the asynchronous playback
point with the requesters in overlay networks, this leads
to fragile logical link between suppliers and requesters due
to dynamic resource demand. The requesters need to fetch
desired resources from the server. If there are no requested
resources in overlay networks, the server needs to provide
the initial streaming data for the requesters. Therefore, the
shortage of available resources causes too much intervention
of server for scheduling resources, which increases the load of
server.Wemake use of distributed hash table (DHT) to group
these system members in 𝐶

𝑢
[28] and optimize the resource

distribution according to cooperative cache strategies [29,
30], which can improve the efficiency of sharing resources
and reduce the load of server.

The demand from the large number of nodes for popular
video is one of the main causes of flash crowd in 𝐶

𝑝
.

The transient large-scale request breaks the balance between
supply and demand for upload bandwidth, which results in
high serving delay and the overload of server. The server
needs to be aware of the bandwidth requirement level and
period time of intensive request in advance. The huge traffic
in 𝐶
𝑝
usually is the main reason for the system bottleneck,

so we introduce the traffic prediction scheme for any popular
video 𝑓

𝑖
in 𝐶
𝑝
. The length of 𝑓

𝑖
is defined as a period time.

We use an average value of traffic during each period time to
define the channel traffic set; namely, 𝑆

𝑓𝑖
= (𝑏
𝑡1
, 𝑏
𝑡2
, . . . , 𝑏

𝑡𝑚
)

where any average traffic value can be obtained by

𝑏
𝑡𝑐
=

∑
𝑢

𝑗=1
𝑏
𝑗

𝑡
𝑐

, (3)

where 𝑢 is the number of request bandwidth values in𝐶
𝑝
dur-

ing 𝑡
𝑐
. 𝑆
𝑓𝑖
is considered as the original series 𝑆(𝑂)

𝑓𝑖
and is pro-

cessed to an accumulated series 𝑆(𝐴)
𝑓𝑖

= (𝑏
(𝐴)

𝑡1
, 𝑏
(𝐴)

𝑡2
, . . . , 𝑏

(𝐴)

𝑡𝑚
),

according to

𝑏
(𝐴)

𝑡𝑘
= {

𝑘

∑

𝑐=1

𝑏
𝑡𝑐
| 𝑘 = 1, 2, . . . , 𝑚} . (4)
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Because the random traffic values are difficult to form a
stable predictable variation trend, we make use of the Grey
Forecast Model GM(𝑏(𝐴)) [31, 32]; the first-order differential
equation of GM(𝑏(𝐴)) is defined as

𝑑𝑏
(1)

𝑑𝑡
+ 𝑟𝑏
(1)
= ℎ, (5)

where 𝑡 is the time series variable and 𝑏 is the series
variable of traffic accumulation with increasing time interval.
𝑟 and ℎ denote the grey level of development and control,
respectively.We use the ordinary least squaremethod to solve
the values of 𝑟 and ℎ according to

𝑈̂ = [

𝑟

ℎ̂

] = (𝐷
𝑇
𝐷)
−1

𝐷
𝑇
𝑦, 𝐷 =

[
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[
[

[

1

2
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(𝐴)

𝑡2
+ 𝑏
(𝐴)

𝑡1
] 1

⋅ ⋅ ⋅

1

2
[𝑏
(𝐴)

𝑡𝑚
+ 𝑏
(𝐴)

𝑡𝑚−1
] 1

]
]
]
]
]

]

,

(6)

where 𝑟 and ℎ̂ are the solutions of 𝑟 and ℎ, respectively. 𝐷𝑇

is the transposition matrix of 𝐷 and 𝑦 = (𝑏
𝑡2
, 𝑏
𝑡3
, . . . , 𝑏

𝑡𝑚
)
𝑇.

Equation (7) denotes the solution of (5) by using 𝑟 and ℎ̂:

𝑏̂ (𝑘 + 1) = (𝑏
𝑡1
−
ℎ̂

𝑟
) 𝑒
−𝑟𝑘
+
ℎ̂

𝑟
. (7)

𝑏̂(𝑘 + 1), 𝑘 ≤ 𝑚, is the fitting value; 𝑏̂(𝑘 + 1), 𝑘 > 𝑚, is
the forecast value; namely, we compare 𝑏̂(𝑘 + 1), 𝑘 > 𝑚, with
the upper limit of server load to make a decision whether to
spread 𝑓

𝑖
in networks. We use a posteriori variance ratio 𝑅(𝑃)

and an occurrence probability 𝑃(𝑃) to ensure the confidence
level of prediction values. 𝑅(𝑃) and 𝑃(𝑃) are defined as

𝑅
(𝑃)
=
𝐹

𝜎
, 𝑃

(𝑃)
= 𝑃 {

󵄨󵄨󵄨󵄨󵄨
𝐶 (𝑘) − 𝐶

󵄨󵄨󵄨󵄨󵄨
< 0.6745𝜎} , (8)

where𝐶(𝑘) is the residual value; namely,𝐶(𝑘) = 𝑏
𝑡𝑘
−𝑏̂(𝑘), 𝑘 =

2, 3, . . . , 𝑚.𝐶 and 𝐹 are the residual mean value and variance,
respectively, according to

𝐶 =
∑
𝑚

𝑐=2
𝐶 (𝑐)

𝑚 − 1
, 𝐹 =

√
∑
𝑚

𝑐=1
(𝐶 (𝑐) − 𝐶)

2

𝑚 − 1
.

(9)

𝜎 and 𝑏mean are the variance and mean value of items in
𝑆
(𝑂)

𝑓𝑖
according to

𝜎 =
√
∑
𝑚

𝑐=1
(𝑏
𝑡𝑐
− 𝑏mean)

2

𝑚
, 𝑏mean =

∑
𝑚

𝑐=1
𝑏
𝑡𝑐

𝑚
.

(10)

𝑅
(𝑃) and𝑃(𝑃) can reflect the confidence level of prediction

values of channel traffic, so we make use of two threshold
values 𝑇(𝑅) and 𝑇(𝑃) in terms of the Grey Forecast Model to
measure the confidence level. If 𝑅(𝑃) ≥ 𝑇(𝑅) and 𝑃(𝑃) ≥ 𝑇(𝑃),
the prediction value is credible. When the prediction value
𝑏̂(𝑢), 𝑢 > 𝑚 − 1, is credible and is larger than the summation
of upload bandwidth known by the server (total bandwidth
of the server and items in 𝑆

𝑁
), the server sends a message

containing 𝑏̂(𝑢) to the nodes which store𝑓
𝑖
in 𝑆
𝑁
and are con-

sidered as the carriers of 𝑓
𝑖
. These carriers return a statistical

information about available upload bandwidth to the server
by collecting the upload bandwidth from the nodes which
are downloading 𝑓

𝑖
from the carriers. If 𝑏̂(𝑢) still is larger

than the summation of upload bandwidth, the server requires
these nodes to fast disseminate 𝑓

𝑖
in order to cope with

intensive request.

3.2. Resource Disseminate Model. In order to reduce the load
of server, the server only sends a message containing neces-
sary upload bandwidth 𝑏̂(𝑢) and a carrier list to each carrier.
The carriers are responsible for controlling the dissemination
process by the message exchange. We use a token-based
message exchange strategy to achieve the synchronization of
information between carriers. Each item in the carrier list
has a random number and successively sends the message to
other carriers according to the value of number. For instance,
the number of items in the list is 𝑘. The 𝑘 − 1 carriers send
collected information (e.g., the number of discovered nodes
which are interested in the resources) to 𝑘th carrier 𝑛

𝑠
which

has the token. After 𝑛
𝑠
handles these received messages, it

returns a message containing the calculation results to other
carriers. Meanwhile, 𝑛

𝑠
turns the token over to 𝑘−1th carrier.

After the carrier with the smallest number return message to
other carriers, it returns the token over to 𝑛

𝑠
.The token-based

exchange strategy can balance the load between carriers and
does not cause high message overhead.

When these carriers receive the request of spreading
𝑓
𝑖
from the server, they start to discover interested nodes

(INs) and require INs caching 𝑓
𝑖
. The INs include two

types of nodes: the interested mobile nodes (IMNs) and the
interested system members (IMs) which are playing other
videos. The carriers also are considered as the inquirers due
to searching the INs. In order to reduce the cost of spreading
𝑓
𝑖
, we employ a guidance-based dissemination strategy to

implement geographic region-based file diffusion.
Each inquirer 𝑛

𝑗
makes use of cross-layer method to add

the information of viewing file (current playback state) to
one-hop multicast message at the MAC layer. If there are the
system members in the one-hop neighbor nodes of 𝑛

𝑗
, these

members return the information of current played video file.
Moreover, if the one-hop neighbor nodes are interested in
𝑓
𝑖
, they also add an interest mark into the return messages.

When 𝑛
𝑗
has exchanged messages with the one-hop nodes,

it records the information of played content of one-hop
nodes and stores the information of INs. We set a variable
period time 𝑈𝑇 for the above neighbor node discovery
process according to our previous work in [33]. The nodes
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dynamically change their own 𝑈𝑇 in terms of the variation
level of mobility of one-hop nodes.

𝑛
𝑗
needs to select an IMs 𝑛

𝑝
from an encountered

node list 𝐿
𝑗

during recent 𝑝 update period as a
cooperative inquirer. The list is defined as 𝐿

𝑗
=

{(𝑛
1
, 𝑡
1
, 𝑓
𝑎
), (𝑛
2
, 𝑡
2
, 𝑓
𝑏
), . . . , (𝑛

𝑢
, 𝑡
𝑢
, 𝑓
ℎ
)} where 𝑡 is the

encountered timestamp and 𝑓 denotes the viewing file in
the process of encounter. 𝑛

𝑝
has the nearest encountered

timestamp and does not cache 𝑓
𝑖
. 𝑛
𝑗
requires that 𝑛

𝑝

continues to search the INs from its one-hop nodes and
select next cooperative inquirer from 𝐿

𝑝
. 𝑛
𝑗
sends a message

containing the condition of convergence of iterative search
to 𝑛
𝑝
(for instance, the number of iteration is defined as

𝑞 times). After 𝑛
𝑝
has inquired for its one-hop nodes, 𝑛

𝑝

delivers the collected information of the INs to the selected
next cooperative inquirer. After the 𝑞th cooperative inquirer
has inquired, it directly returns the collected information
of INs to 𝑛

𝑗
. Because the mobile nodes may be inquired by

multiple inquirers or cooperative inquirers, we define the
following rule in order to ensure the accuracy of statistical
information in the process of inquiry. (1) If a node has sent
the interest mark to an inquirer or a cooperative inquirer,
it only return the message containing uninterested mark
after the reception of inquiry message of other inquirers
or cooperative inquirers; (2) a node cannot become the
cooperative inquirer of two carriers in the same process
of inquiry; (3) the carriers cannot become the cooperative
inquirers of other carriers.

After 𝑛
𝑗
receives and stores the collected information of

INs from the 𝑞th cooperative inquirer, it keeps the contact
with discovered INs and forwards the messages to the carrier
𝑛
𝑡
which has the token. When 𝑛

𝑡
receives the information of

discovered INs from all carriers, it estimates needed number
of INs. Wemake use of the epidemic model (SIR) to calculate
needed number of INs. All parameters of the epidemicmodel
are listed in the Notations. The necessary and sufficient
condition of implementing SIR model is defined as𝑁

𝑡
> 𝑁
𝐼
,

𝑁
𝐼
= 𝑏̂(𝑢)/𝑏

𝑝
where 𝑁

𝐼
denotes needed number of nodes

which store𝑓
𝑖
and 𝑏
𝑝
is the transmission rate of𝑓

𝑖
. If𝑁
𝑡
< 𝑁
𝐼
,

𝑛
𝑡
requires that the carriers continue to search more INs.

Once the carriers find the IMs, they transmit the data of 𝑓
𝑖

to the IMs; namely, the IMs can be immediately infected.
However, the IMNs are considered as the potential infected
nodes so that the carriers do not require them to cache 𝑓

𝑖
at

once. The dynamic number of carriers leads to the change of
available upload bandwidth. For instance, the carriers which
have watched the whole video content remove 𝑓

𝑖
from local

buffer. When the inquirers do not discover more IMs to meet
the demand of bandwidth due to the limited detection range,
they require that the IMNs cache 𝑓

𝑖
. The IN discovery rate

DR
𝑗
of any inquirer 𝑛

𝑗
is defined as

DR
𝑗
=

𝑁IN𝑗

𝑁
𝑡

, (11)

where 𝑁IN𝑗 denotes the number of INs discovered by 𝑛
𝑗
.

𝜆 is defined as 𝜆 = 𝑁IM/𝑁𝑡 where 𝑁IM is the number of
discovered IMs. The members which have watched 𝑓

𝑖
are

usually uninterested to view 𝑓
𝑖
again; namely, their state

becomes uninterested.Therefore, the value of 𝜇 is set to 1. We
use a differential equation to denote the SIRmodel as follows:

𝑑𝐼

𝑑𝑡
= 𝜆𝑆𝐼 − 𝜇𝐼,

𝑑𝑆

𝑑𝑡
= −𝜆𝑆𝐼,

𝐼 (𝑡
0
) = 𝐼
0
, 𝑆 (𝑡

0
) = 𝑆
0
.

(12)

We obtain the solution of the above differential equation;
namely, 𝐼 = 𝑆

0
+ 𝐼
0
− 𝑆 + (𝜇/𝜆) ln(𝑆/𝑆

0
). Further, we can

obtain the solution of 𝑆 according to known value of 𝑆
0
,

𝐼
0
, 𝐼, 𝜇, and 𝜆, namely, 𝑆 = 𝑊(−𝜆𝑒

𝜆𝐼−𝜆𝑆0−𝜆𝐼0−ln 𝑆0)/ − 𝜆

where 𝑊 is the Lambert 𝑊 Function and 𝐼 = 𝑁
𝐼
/𝑁
𝑡
. 𝑆 is

the needed number of INs in order to ensure the required
scale of nodes cached 𝑓

𝑖
based on current spreading rate. 𝑛

𝑡

reassigns the needed number of INs for the carriers according
to the collected number of inquired nodes of carriers during
an inquiry period and requires that the carriers continue to
find new INs. The more the number of inquired nodes of
a carrier is, the higher the probability of discovering INs
is. Therefore, the carriers which have more inquired nodes
should be assigned more number of IN discovery. The above
process is considered as an IN discovery period. 𝑛

𝑡
turns the

token to next carrier after a discovery period. If the total
number of discovered INs is equal to or greater than 𝑆, the
carrier which has the token requires that the carriers keep the
state of equalisation during predicted period time 𝑡

𝑢
. After the

system went through 𝑡
𝑢
, the carriers disconnect the contact

with all INs.

4. Testing and Test Results Analysis

We investigate the performance of the proposed IDVD in
comparisonwithHILT-SImodel [24].We chose a 100-second
long video clip 𝑓

𝑖
which is considered as copied content.

IDVD was modeled and implemented in NS-2, as described
in the previous sections.

4.1. Testing Topology and Scenarios. Table 1 lists some NS-2
simulation parameters of the MANET for the two solutions.
We define initial random speed and target location of move-
ment for all mobile nodes. After the mobile nodes arrive at
the target location, they continue tomove according to newly
assigned speed and target location of movement. All mobile
nodes follow the above iteration of moving behavior during
the whole simulation time. The default distance between
server and nodes is set to 6 hops in order to ensure the
consistency of cost of accessing to the server for all mobile
nodes. The variation of default distance can influence the
cost of fetching video content from the server. For instance,
the increase/decrease of default distance brings high/low
transmission delay of video data and packet loss rate. Initially,
there are 200 system members where 20 members play
𝑓
𝑖
and 80 members are uninterested in 𝑓

𝑖
. 50 members

which are viewing another video want to watch 𝑓
𝑖
and 50

members request 𝑓
𝑖
per 0.5 s from 80 s to 105 s. Moreover,
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Table 1: Simulation parameter setting for MANET.

Parameters Values
Area 1000 × 1000m2

Channel Channel/WirelessChannel
Network interface Phy/WirelessPhyExt
MAC interface Mac/802 11
Number of mobile nodes 400
Mobile speed range of nodes [1, 30]m/s
Simulation time 200 s
Signal range of mobile nodes 200m
Default distance between server
and nodes 6 hops

Transmission protocol UDP
Wireless routing protocol DSR
Interface queue CMUPriQueue
Bandwidth of server 20Mb/s
Bandwidth of mobile nodes 10Mb/s
Transmission rate of video data 128 kb/s
Travel direction of mobile nodes random
Pause time of mobile nodes 0 s
𝑝 2
𝑞 3

50 mobile nodes are interested in 𝑓
𝑖
. The INs cache and play

𝑓
𝑖
after they are discovered (influenced).Themembers which

have watched 𝑓
𝑖
quit the system and remove 𝑓

𝑖
from local

buffer. The uninterested nodes do not cache 𝑓
𝑖
during the

whole simulation time. In HILT-SI, each IN is independently
assigned a random infected threshold 𝜃, 0 < 𝜃 < 1 and the
values of Γ and 𝛼 are set to 0.9 and 0.3, respectively.

4.2. Performance Evaluation. The performance of IDVD is
compared with that of HILT-SI in terms of capacity of IN
discovery and content spreading, message overhead, average
data transmission delay, packet loss rate (PLR), and through-
put, respectively.

Capacity of IN Discovery and Content Spreading. The number
of discovered INs (the interestedmembers andmobile nodes)
and carriers (the nodes carry 𝑓

𝑖
) denotes the capacities of

content dissemination for two solutions.
As Figure 2 shows, HILT-SI’s blue curve has slow rise

from 𝑡 = 100 s to 𝑡 = 200 s after fast increase from 𝑡 = 0 s to
𝑡 = 80 s, after IDVD’s red curve also has a slow increase from
𝑡 = 80 s to 𝑡 = 200 s after fast rise from 𝑡 = 0 s to 𝑡 = 60 s.
The increment of HILT-SI curve is larger than that of IDVD
and HILT-SI has a longer increase period time than that of
IDVD; namely, HILT-SI nearly searches all interested nodes.
Figure 3 presents the variation of number of carriers in the
video system with increasing simulation time.The blue curve
corresponding toHILT-SI’s results experiences a fast decrease
from 𝑡 = 120 s to 𝑡 = 200 s after it suddenly reaches the peak
value 143 at 𝑡 = 100 s. IDVD’s red curve also has similar trend;
namely, it has a slow rise, suddenly arrives at the peak value

120

90

60

30

0

N
um

be
r o

f I
N

s

0 20 40 60 80 100 120 140 160 180 200

Simulation time (s)

HILT-SI
IDVD

Figure 2: The number of discovered INs against simulation time.
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Figure 3: The number of carriers against simulation time.

116 at 𝑡 = 100 s, and fast falls from 𝑡 = 120 s to 𝑡 = 200 s.HILT-
SI’s results are both higher values and larger fluctuation than
those of IDVD during whole simulation time.

In HILT-SI, the carriers continually influence the nodes
connected with them according to the given threshold.When
the nodes do not become interested nodes, the influence
values of carriers increase by the accumulation so that the
state of influenced nodes finally becomes interested and these
new interested nodes help the carriers influence other nodes
by making use of its own influence value. Because the server
periodically broadcasts the state of all nodes in the whole
network, all INs and carriers try to influence other potential
INs.The efficiency of INdiscoveryHILT-SI is higher than that
of IDVD.When the potential INs becomenew INs, they cache
and play 𝑓

𝑖
; namely, these new INs immediately become new

carriers after they fetch𝑓
𝑖
. In HILT-SI, the number of carriers

has a slow increase from 𝑡 = 20 s to 𝑡 = 80 s. 50 members
suddenly join the system and request 𝑓

𝑖
from 𝑡 = 80 s to

𝑡 = 105 s, so the number of carriers fast reaches the peak
value. With increasing simulation time, the initial carriers
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Figure 4: Message cost against simulation time.

have watched whole video content and quit the system, so
the number of carriers fast decreases from 𝑡 = 120 s to 𝑡 =
200 s. HILT-SI does not include themechanism of controlling
the range of IN discovery and spreading resources, so it can
fast disseminate the video content to the whole network. In
IDVD, the carriers make use of MAC multicast to invite the
mobile nodes joining INs and inquire recent encountered
system members. IDVD uses 𝑝 and 𝑞 to control detection
range; namely, the carriers search INs in their neighbor
geographic area. IDVD’s capacity of IN discovery is limited
by local search strategy, but IDVD can regulate the speed of
discovery by changing the values of 𝑝 and 𝑞 and dynamically
assign the number of INs discovered in terms of the capacities
of carriers. Moreover, IDVD predicts the needed bandwidth
in the future to control the process of discovery, so that
the number of INs slowly increases in terms of the needed
bandwidth from 𝑡 = 80 s to 𝑡 = 200 s.The variation of number
of carriers is based on the number of INs, so the increment
and decrement of carriers are less than those of HILT-SI.

Message Overhead. The average bandwidth which is used by
the sent messages for the IN discovery is considered as the
message overhead.

As Figure 4 shows, themessage cost values of two systems
have similar changing trend with increasing simulation time.
The curve corresponding to HILT-SI’s results fast decreases
from 𝑡 = 120 s to 𝑡 = 200 s after fast increases from 𝑡 = 20 s
to 𝑡 = 100 s, where the peak value is 4.05 kb/s at 𝑡 = 120 s.
The curve corresponding to IDVD has a slow rise trend from
𝑡 = 20 s to 𝑡 = 100 s, reaches the peak value 2.92 kb/s at 𝑡 =
140 s, and slightly decreases from 𝑡 = 160 s to 𝑡 = 200 s. The
CSPV results are roughly 30% lower than those of HILT-SI,
with increasing simulation time.

In HILT-SI, the server periodically broadcasts the state
of all nodes in network. When the INs and carriers receive
the state information of nodes, they update the state of nodes
and continue to influence other potential INs. In order to
obtain the capacity of fast IN discovery, the server needs
to frequently interact with the INs and carriers. HILT-SI
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Figure 5: Average data transmission delay against simulation time.

needs to consume the large number of network bandwidth to
maintain the process of fast discovery. In IDVD, the carriers
only inquire the small number of systemmembers and detect
the mobile nodes in one-hop range. Moreover, the token-
based message exchange strategy also reduces the message
exchange between carriers. Therefore, IDVD’s message cost
can maintain lower level than that of HILT-SI. By regulating
the values of 𝑝 and 𝑞 to change the range of IN discovery,
IDVD can control the range of resource dissemination and
adapt dynamic network environment.

Average Data Transmission Delay. We calculate the transmis-
sion delay of received video data at application layer during
each time slice according to

𝑑 =
∑
𝑘

𝑐=1
𝑑
𝑐

𝑡
𝑠

, (13)

where 𝑡
𝑠
is the time slice, 𝑘 is the number of all received data

during a time slice, 𝑑
𝑐
denotes the delay of received 𝑐th data,

and ∑𝑘
𝑐=1
𝑑
𝑐
is the sum of delay of all received data during a

time slice. In terms of the settings of simulation time and the
defined strategies of requesting resources, the value of 𝑡

𝑠
is set

to 20 s.
As Figure 5 shows, HILT-SI’s blue curve experiences a

slight fluctuation from 𝑡 = 20 s to 𝑡 = 80 s and fast decreases
from 𝑡 = 140 s to 𝑡 = 200 s after suddenly reaching the
peak value 3.3 s at 𝑡 = 120 s. The red curve corresponding to
IDVD’s results fast reaches the peak value 2.89 s at 𝑡 = 120 s
after having a slow increase from 𝑡 = 20 s to 𝑡 = 80 s and it
falls from 𝑡 = 140 s to 𝑡 = 200 s. IDVD’s delay is roughly 20%
better than the values associated with HILT-SI.

In HILT-SI, the carriers and INs fetch the information
of nodes from the broadcast messages. They make use of
logical connection with the INs to push the video con-
tent. HILT-SI does not consider the geographical location
relationship between carriers and INs, so that the average
data transmission delay maintains higher level than that of
IDVD.Moreover, when the large number of request suddenly
arrives, the nodes do not assume huge network traffic so
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Figure 6: PLR against simulation time.

as to result in the network congestion from 𝑡 = 100 s to
𝑡 = 140 s. Therefore, HILT-SI’s delay is higher than that of
IDVD. In IDVD, themembers andmobile nodes are aware of
resource information by receiving pushmessages of inquirers
and cooperative inquirers. They fetch the video content from
neighbor carriers. The local resource dissemination and the
small number of video streaming relative to HILT-SI (the
number of INs in IDVD is less than that of HILT-SI) do not
consume more bandwidth of other relay nodes. Therefore,
IDVD’s peak value is less than that of HILT-SI and the time of
duration of network congestion is shorter than that of HILT-
SI.

Packet Loss Rate (PLR). The ratio between the number of
packets lost in the process of video data transmission and the
total number of packets of video data sent is defined as PLR.

As Figure 6 shows, the curves corresponding to HILT-SI
and IDVD show a fall after rise with increasing simulation
time. The results of HILT-SI and IDVD maintain low levels
from 𝑡 = 20 s to 𝑡 = 80 s and fast increase from 𝑡 = 100 s to 𝑡 =
120 s and reach the peak values, respectively. The PLR values
of HILT-SI and IDVD fast decrease from 𝑡 = 140 s to 𝑡 =
200 s. IDVD’s PLR values are roughly 15% lower than those of
HILT-SI.

The small number of system members fetching the video
content only consumes less bandwidth, so the PLR values
of HILT-SI and IDVD show slow increase from 𝑡 = 20 s
to 𝑡 = 80 s. With sudden arrival of mass resource request,
the high requirement of network bandwidth introduces the
network congestion, so that HILT-SI and IDVD have high
PLR from 𝑡 = 100 s to 𝑡 = 120 s. When the carriers constantly
quit the system, the decreasing network traffic alleviates the
congestion level. The PLR values of HILT-SI and IDVD fast
decrease from 𝑡 = 140 s to 𝑡 = 200 s. In HILT-SI, the
video data transmission relies on the logical link between
carriers and INs; namely, the geographical distance of the
communicating parties cannot be considered. The long-
distance delivery of video data consumes the large number
of bandwidth of relay nodes. Moreover, the more number
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Figure 7: Throughput against simulation time.

of INs requires much network bandwidth. In IDVD, the
carriers disseminate the message containing the information
of video resources in neighbor geographical area. When the
INs receive the resource information, they can download the
video content from their neighbor carriers. The data only is
forwarded by less relay nodes. Moreover, the small number
of INs fetching video content cannot consume more network
bandwidth. The congestion level of IDVD is lower than that
of HILT-SI, so the PLR values of IDVD are less than those of
HILT-SI.

Average Throughput. The total number of packets received in
the overlay during a certain time period divided by the length
of this time period is defined as the average throughput.

As Figure 7 shows, the average throughput curve ofHILT-
SI experiences severe fluctuation, which fast increases from
𝑡 = 20 s to 𝑡 = 80 s, immediately decreases from 𝑡 = 80 s
to 𝑡 = 140 s, and finally has a fall after rise from 𝑡 = 160 s
to 𝑡 = 200 s. The curve corresponding to IDVD results fast
increases from 𝑡 = 20 s to 𝑡 = 100 s, reaches the peak value at
𝑡 = 100 s, and slowly decreases from 𝑡 = 120 s to 𝑡 = 200 s.

The more number of INs introduces the transmission of
much video streaming data in network. The throughput of
HILT-SI fast increases from 𝑡 = 20 s to 𝑡 = 80 s. When
the intensively arrival of mass resource request leads to the
network congestion, the throughput ofHILT-SI fast decreases
due to the increase in PLR. With the increase in the number
of carriers leaving the system, the decreasing congestion
level enables the throughput rise. When the large number of
carriers quits the system, the throughput fast falls. The more
number of streaming and long-distance delivery result in
high congestion level, so the throughput of HILT-SI severely
jitters. In IDVD, the small number of data transmission
requirement and the neighbor distance between nodes only
introduce low-level congestion. When the congestion occurs
at 𝑡 = 100 s, the throughput of IDVD reaches the peak
value. The congestion influence of IDVD is lighter than that
of HILT-SI.
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5. Conclusion

In this paper, we propose a novel interest detection-based
video dissemination algorithm under flash crowd in mobile
ad hoc networks (IDVD). IDVD prevents the degradation of
QoS and network congestion caused by large-scale sudden
request for popular video content. IDVD constructs an “H”
model to build the categories of user request according to
the popularities of video content and predict the amount
demanded of upload bandwidth and period time of sudden
request. The proposed resource dissemination algorithm
formulates the area coverage of interested node discovery and
resource dissemination and defines the convergence condi-
tion of spreading resources according to the epidemic model.
The results show how IDVD obtains better performance than
HILT-SI.

Notations

The Symbols Used in the Epidemic Model

𝑁
𝑡
: The total number of inquired nodes

𝑁
𝑐
: The number of nodes which store 𝑓

𝑖

𝑁IN: The total number of INs (IMNs and IMs)
𝑁um: The number of uninterested members
𝐼: The ratio of𝑁

𝑐
and𝑁

𝑡

𝑆: The ratio of𝑁IN and𝑁
𝑡

𝑅: The ratio of𝑁um and𝑁
𝑡

𝐼
0
: The initial value of 𝐼

𝑆
0
: The initial value of 𝑆

𝜆: The spreading rate
𝜇: The recovery rate.
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This paper presents an opportunistic reception (OR) algorithm for energy-efficient transmission in cooperative wireless sensor
networks (WSNs), where the characteristics of random linear network coding and the energy consumption property of WSNs
are jointly considered. In OR, the sensor nodes in intermediate cluster generate the independent coding vector through simple
forwarding or decoding-recoding manners opportunistically, so that the number of received packets can be reduced. To evaluate
the algorithm, we derive the average number of received packets, the transmitting nodes, and decoding failure probability under
specific assumption. The obtained theoretical and simulation results verify the effectiveness offered by the proposed approach.

1. Introduction

Due to the wide range of applications, wireless sensor net-
works (WSNs) have attracted numerous research interests in
recent years, such as target tracking [1], military surveillance
[2], and environment monitoring [3]. In most cases, the
sensor nodes in WSNs are equipped with low-complexity
hardware and single antenna, which restrain their com-
munication quality in wireless fading channels. Therefore,
transmission reliability becomes one of the key issues in the
applications of WSNs.

Cooperative communication (CC) [4] is one approach
to improve transmission reliability of single-antenna devices.
A transmitting node that uses CC can share its packet
with neighboring nodes, and then these nodes can transmit
the packet to the intended receiver cooperatively, thereby
creating a virtual multiple-input-multiple-output (MIMO)
system. The intended receiver can obtain diversity gains by
combining the received signals, which brings a signal-to-
noise ratio (SNR) advantage over the single-input-single-
output (SISO) case. Several works have focused on the appli-
cations of CC in WSNs (cooperative WSNs); for example,

Li et al. [5] proposed a space time block code- (STBC-)
based cooperative scheme to improve the bit error rate (BER),
while Cui et al. [6] employed CC to reduce the transmission
energy of the sensor nodes. All these cooperative schemes
require strict synchronization between the nodes; however,
due to the inexpensive hardware and limited resources, strict
synchronization is difficult to be realized in WSNs, which
deteriorates the performance of CC [7].

On the other hand, by means of combining the incoming
packets at intermediate nodes in the networks, network
coding (NC) [8] brings a breakthrough to the transmission
efficiency. As a class ofNC, Li et al. demonstrated that the net-
work throughput can achieve the max-flow-min-cut bound
through linear network coding (LNC) [9]. Furthermore,
Koetter and Médard [10] presented an algebraic framework
to construct the NC coefficient for LNC. On the basis of that,
random LNC (RLNC) [11–13] was proposed to reduce the
complexity and make LNC to be deployed as the distributed
manner. RLNC enables the intermediate nodes to select
combination coefficient randomly from a Galois field of size
𝑞, while the incoming packets are also treated and combined
as a vector over this field. In thisway, RLNCprovides a simple,
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Figure 1: System model of cooperative WSNs.

yet effective, approach to improve the latency [14] and delay-
tolerance [15] in wireless networks.

The distributed deployment and simplicity of RLNC
loose the synchronization requirement, which makes it very
suitable to be deployed in cooperative WSNs. Recent work
[16] has employed RLNC to increase the redundancy of the
original packets, so that the transmission reliability of the
cooperative WSNs can be improved. In [16], the interme-
diate node tries to receive and combine all the incoming
packets to construct its linear independent coding vector
(CV). However, since the sensor nodes are usually deployed
in hostile circumstances and powered by limited batteries,
energy consumption [17, 18] is another important issue in
cooperative WSNs. For popular sensor transceiver today, the
receiving circuit energy consumption of a packet is even
larger than the transmitting one, because decoding is a rather
complex operation requiring a lot of computing power, which
has been a big threat to the lifetime of the networks [19].
Therefore, it indicates that, for cooperative WSNs, not only
transmission reliability [16] but also energy consumption
characteristic should be taken into consideration in RLNC
scheme design.

In this paper, we propose an opportunistic reception (OR)
algorithm to reduce the received packets at the intermediate
nodes. Different from the former work [16], by considering
some characteristics of RLNC, our OR algorithm enables
the intermediate sensor nodes to generate independent CV
through simple forwarding or decode-and-select manners
opportunistically. To examine its performance, the aver-
age number of received packets, the transmitting nodes,
and decoding failure probability are derived under specific
assumption. In this way, our study provides a trade-off
between energy efficiency and transmission reliability for
cooperative WSNs.

The remainder of this paper is organized as follows.
Section 2 describes the system model. The proposed OR
algorithm is presented in Section 3, and the corresponding
performances are theoretically analyzed in Section 4. Simu-
lation results are presented and compared for performance
evaluation in Section 5. Finally, Section 6 concludes the
paper.

2. System Model

We consider multihop clustered WSNs, in which a source
node in the source cluster sends data to a sink with the aid
of several intermediate clusters, as depicted in Figure 1. Each
cluster is composed of 𝑛 sensor nodes, and the operation of

the system is broken into rounds. It is assumed that the source
node has data to send in each round.

The transmission round consists of four phases, as shown
in Figure 2. Phase I is the intrasource cluster broadcasting,
as shown in Figure 2(a); the source node splits the original
data into 𝑚 packets as P = (𝑃

1
, . . . , 𝑃

𝑘
, . . . , 𝑃

𝑚
)
𝑇 and then

broadcasts it to the other nodes in the source cluster, named
as 𝑟
𝑆𝑖
, 𝑖 = 1, . . . , 𝑛. It is assumed that the intracluster

communication is error-free, so 𝑟
𝑆𝑖
randomly selects a 1 × 𝑚

CV V
𝑆𝑖
= (𝑉

(1)

𝑆𝑖
, . . . , 𝑉

(𝑘)

𝑆𝑖
, . . . , 𝑉

(𝑚)

𝑆𝑖
) and combines all the

incoming packets to generate its data as

𝑃
𝑆𝑖
= V
𝑆𝑖
⋅ P. (1)

Note that 𝑃
𝑘
, 𝑉(𝑘)
𝑆𝑖

, and 𝑃
𝑆𝑖
are the elements over Galois field

of size 𝑞 and 𝑉(𝑘)
𝑆𝑖

is randomly selected with probability 1/𝑞.
Phase II is the source-intermediate cluster transmission,

as depicted in Figure 2(b). In this phase, each 𝑟
𝑆𝑖
transmits its

outgoing packet to the intermediate cluster in the next hop.
Note that the outgoing packet encapsulates both CV V

𝑆𝑖
and

data 𝑃
𝑆𝑖
. Each sensor node in the intermediate cluster, named

as 𝑟
𝐼𝑖
, tries to receive all the packets [16] from the source

cluster. After that, it recodes all the successfully received data
as

𝑃
𝐼𝑖
= A
𝐼𝑖
⋅ [. . . , 𝑃

𝑆𝑗
, . . . , 𝑃

𝑆𝑘
]
𝑇

. (2)

A
𝐼𝑖
= (. . . , 𝐴

(𝑗)

𝐼𝑖
, . . . , 𝐴

(𝑘)

𝐼𝑖
) is also a randomly selected 𝐿-length

vector over Galois field, where 𝐿 is the number of successfully
received packets at 𝑟

𝐼𝑖
. With (1), we rewrite the coded data 𝑃

𝐼𝑖

as the product of a CV and P:

𝑃
𝐼𝑖
= V
𝐼𝑖
⋅ P, (3)

where V
𝐼𝑖
= A
𝐼𝑖
⋅ [. . . ,V𝑇

𝑆𝑗
, . . . ,V𝑇

𝑆𝑘
]
𝑇. After that, each 𝑟

𝐼𝑖

reencapsulates V
𝐼𝑖
and 𝑃

𝐼𝑖
into its outgoing packet, and the

recoding and reencapsulation procedure is shown in Figure 3.
Phase III is the inter-intermediate clusters communica-

tions, as shown in Figure 2(c). In this phase, if 𝑟
𝐼𝑖
fails to

receive all the incoming packets in Phase II, it keeps silent.
Otherwise, 𝑟

𝐼𝑖
sends its recapsulated packet to the next cluster.

The remaining intermediate clusters perform the operation
in the same manner as the one in Figure 2(b), so the coded
packets are delivered one by one, until the last cluster near
the sink.

Phase IV is the decoding phase, in which the sink tries to
receive all the packets from the last cluster nearby, as shown
in Figure 2(d). We assume that

P
𝐷
= (𝑃
𝐼
󸀠
1
, . . . , 𝑃

𝐼
󸀠
𝑘
, . . . , 𝑃

𝐼
󸀠
𝑤
)
𝑇 (4)

is the 𝑤 received coded data, and

V
𝐷
= [V𝑇
𝐼
󸀠
1
. . . ,V𝑇

𝐼
󸀠
𝑘
, . . . ,V𝑇

𝐼
󸀠
𝑤
]
𝑇 (5)

is the 𝑤 received CVs, in which 𝑃
𝐼
󸀠
𝑘
and V

𝐼
󸀠
𝑘
are extracted

from the packet of 𝑟
𝐼
󸀠
𝑘
. Thus, (4) can be rewritten as

P
𝐷
= V
𝐷
⋅ P, (6)
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Figure 3: Recoding and recapsulation procedure.

and if no less than 𝑚 out of the CVs in V
𝐷

are linearly
independent, the original data P can be recovered through
Gaussian elimination [11]. Otherwise, the decoding failure
occurs at sink.

3. Opportunistic Reception Algorithm

To facilitate the analysis, we simplify the above model to a
two-hop one, which is the basic building block of more com-
plex multihop networks. Firstly, according to the principle
of RLNC [11], it should be confirmed that the only purpose
of combining all the incoming packets at the sensor nodes
[16] is nothing else but generating linearly independent CV.
From this perspective, the linear combination in (3) can be
replaced by the following twomanners. (1) Forwarding: since

V
𝑆𝑖

and V
𝑆𝑗

are randomly selected by 𝑟
𝑆𝑖

and 𝑟
𝑆𝑗
, ∀𝑖, 𝑗 ∈

{1, . . . , 𝑛}, 𝑖 ̸= 𝑗, it is naturally guaranteed that they are
linearly independent of each other at high probability; in
other words, they can be directly employed as the CV of the
sensor nodes in intermediate cluster. For example, 𝑟

𝐼1
and 𝑟
𝐼2

can simply forward the packets from 𝑟
𝑆1
and 𝑟
𝑆2
, respectively,

without receiving and combining other packets anymore. (2)
Decoding-recoding: if 𝑟

𝐼𝑖
successfully receives𝑚 packets, the

received data can be written as

P
𝐼
= V
𝑆
⋅ P, (7)

in which

P
𝐼
= (𝑃
𝐼1
, . . . , 𝑃

𝐼𝑘
, . . . , 𝑃

𝐼𝑚
)
𝑇

,

V
𝑆
= [V𝑇
𝑆1
, . . . ,V𝑇

𝑆𝑘
, . . . ,V𝑇

𝑆𝑚
]
𝑇

.

(8)

𝑟
𝐼𝑖
can decode P by solving (7), and, then, it locally recodes P

as

𝑃
𝐼𝑖
= A
𝐼𝑖
⋅ P. (9)

In thisway, 𝑟
𝐼𝑖
successfully generates linearly independentCV

while further reception is also avoided.
By considering the above two characteristics, we propose

a reception algorithm for the nodes in intermediate cluster
to reduce the received packets. Let 𝐿

𝑗
be the number of

successfully received packets at 𝑟
𝐼𝑗
. Φ
𝑈
is the index set of

the nodes which fail to generate independent CV, while Φ
𝑆1

and Φ
𝑆2

are those which generate independent CV due to
forwarding and decoding-recoding, respectively.𝐹

𝑗
is the flag

to identify whether 𝑟
𝐼𝑗

is selected from Φ
𝑆1
, through the

value true or false. Thus, the pseudocode description of the
proposed algorithm is presented in Algorithm 1.

We propose an example to illustrate the effectiveness of
OR algorithm. As depicted in Figure 4, an OR process is
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Figure 4: An example of OR process.

presented when𝑚 = 2, 𝑛 = 4. In Figure 4(a), 𝑟
𝑆1
successfully

broadcasts its packet to all the nodes in intermediate cluster,
except for 𝑟

𝐼1
, which experiences link failure. According to

the reception state, 𝐿
𝑖
is updated, 𝑖 = 1, 2, 3, 4, while indexes

2, 3, and 4 are removed from Φ
𝑈
to Φ
𝑆1
. Figure 4(b) depicts

the node selection in Φ
𝑆1
; that is, one of the nodes in Φ

𝑆1

is selected to generate its CV by the manner of forwarding.
Here, we assume that index 3 is selected, so it is deleted
while the others are removed from Φ

𝑆1
to Φ
𝑈
. Besides, 𝑟

𝐼3

is ready to transmit and will not receive packets anymore. In
Figure 4(c), 𝑟

𝑆2
broadcasts and all the nodes in intermediate

cluster try to receive, except for 𝑟I3. Similarly, 𝐿
𝑖
is updated

and index 𝑖 is classified intoΦ
𝑆1
orΦ
𝑆2
according to the rules

of OR. In Figure 4(d), since index 1 is the only element of
Φ
𝑆1
, 𝑟
𝐼1
is selected to forward the packet of 𝑟

𝑆2
. Meanwhile,

becauseΦ
𝑆2
= {2, 4}, 𝑟

𝐼2
and 𝑟
𝐼4
will generate their CVs by the

decoding-recoding.Thus, all the nodes are ready to transmit,
without further reception from 𝑟

𝑆3
and 𝑟
𝑆4
. In this example,
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Initialization: Φ
𝑈
= {1, . . . , 𝑛}, Φ

𝑆1
= Φ
𝑆2
= ⌀. 𝐿

𝑗
= 0, 𝐹

𝑗
= true, ∀𝑗 ∈ Φ

𝑈
.

(1) for 𝑖 = 1 to 𝑛,
(2) 𝑟

𝑆𝑖
transmits its packet.

(3) for ∀𝑗 ∈ Φ
𝑈
,

(4) 𝑟
𝐼𝑗
receives and updates 𝐿

𝑗
.

(5) if 𝐿
𝑗
== 1 && 𝐹

𝑗
= 𝑡𝑟𝑢𝑒,

(6) 𝑗 is removed fromΦ
𝑈
to Φ
𝑆1
.

(7) elseif 𝐿
𝑗
== 𝑚 && 𝐹

𝑗
= 𝑓𝑎𝑙𝑠𝑒,

(8) 𝑗 is removed fromΦ
𝑈
to Φ
𝑆2
.

(9) end if
(10) end for
(11) Select an element 𝑤 from Φ

𝑆1
with probability 1/|Φ

𝑆1
|,

(12) 𝑟
𝐼𝑤

forwards its received packet in Phase III,
(13) Φ

𝑆1
= Φ
𝑆1
− {𝑤}.

(14) for ∀𝑗 ∈ Φ
𝑆1
,

(15) 𝐹
𝑗
= 𝑓𝑎𝑙𝑠𝑒, 𝑗 is removed fromΦ

𝑆1
to Φ
𝑈
.

(16) end for
(17) for ∀𝑗 ∈ Φ

𝑆2
,

(18) Φ
𝑆2
= Φ
𝑆2
− {𝑗},

(19) 𝑟
𝐼𝑗
decodes and recodes P by (7) and (9),

(20) 𝑟
𝐼𝑗
transmits the packet in Phase III.

(21) end for
(22) end for

Algorithm 1: OR algorithm.

1 + 2 × 3 = 7 packets are received in total. Comparing with
4 × 4 = 16 packets by the manner of combination [16], the
merit of OR is revealed.

4. Performance Analysis

To evaluate the performance of OR, we derive the mathe-
matical expectation of the received packets, the transmitting
nodes, and the decoding failure probability when 𝑚 = 2,
𝑛 = 4. (In fact, it is difficult to exhaust all the cases with
large values ofm and n. However, the low parameters do not
influence the evaluation result of this paper. On the other
hand, it has been proved in [20] that𝑚 = 2 is optimal for NC
and 𝑛 = 4 can also be used to describe the cluster with many
nodes, in which 4 are alive while the others are asleep.) For
simplicity, it is assumed that all incoming links at any sensor
node exhibit the same value of failure probability 𝑃.

4.1. Mathematical Expectations of the Received Packets and
Transmitting Nodes. In OR algorithm, 𝑟

𝐼𝑗
is able to generate

independent CV only in the following 2 cases: (1) index
𝑗 ∈ Φ

𝑆1
as well as 𝑗 is selected from Φ

𝑆1
; (2) index 𝑗 ∈

Φ
𝑆2
. Let V and VV denote these two events, respectively,

and we denote 𝑑 as the number of the sensor nodes that
generate independent CV. In this way, CV generation can be
presented by a 𝑑-size vector which consists of V and VV.
For example, (V, VV) represents the event that in total 2
sensor nodes generate independent CV through cases (1) and
(2), respectively. Thus, all cases of CV generations can be
described by such vectors, as shown in Table 1.

In Table 1, when 𝑑 = 1, a possible sample of (V) can
be written as (V

1
, O, O, O). These 4 elements represent the

Table 1: All cases of CV generations.

𝑑 Vector description
1 (V)
2 (V, V), (V, VV)
3 (V, V, V), (V, V, VV), (V, VV, VV)
4 (V, V, V, V), (V, V, V, VV), (V, V, VV, VV), (V, VV, VV, VV)

reception situation of the 4 sensor nodes in intermediate
cluster after Phase II, where V

1
denotes that a node success-

fully receives the packet from 𝑟
𝑆1
, while O represents that a

node fails to receive all the incoming packets. To derive the
probability of each case, we introduce the following lemma.

Lemma 1. In the proposed OR algorithm, if the CV generation
is represented by a vector consisting of only one element V,
then the sensor nodes that fail to generate independent CV can
successfully receive at most𝑚 − 1 packets.

Proof. If 𝑟
𝐼𝑖
successfully receives 𝑚 packets, the index 𝑖 will

be included inΦ
𝑆2
and 𝑟
𝐼𝑖
will generate CV by (7) and (9), so

the corresponding vector descriptionwill contain the element
VV, which contradict the hypothesis.

With Lemma 1, it can be deduced that, in all samples of
(V), the sensor nodes that fail to generate independent CV
can receive at most 1 (𝑚 = 2) packet. Thus, all possible
samples of (V) can be listed in Table 2.

Let 𝑃
𝑖
denote the probability of the event that {𝑑 = 𝑖},

𝑖 = 0, 1, 2, 3, 4. In Table 2, the event {𝑑 = 1} can be divided
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Table 2: All possible realizations of (V).

Case Possible sample

1 (V1, O, O, O), (V2, O, O, O), (V3, O, O, O), (V4, O, O,
O)

2 (V1, V1, O, O), (V2, V2, O, O), (V3, V3, O, O), (V4, V4,
O, O)

3 (V1, V1, V1, O), (V2, V2, V2, O), (V3, V3, V3, O), (V4,
V4, V4, O)

4 (V1, V1, V1, V1), (V2, V2, V2, V2), (V3, V3, V3, V3), (V4,
V4, V4, V4)

into 4 cases; for each case, the probability is denoted as 𝑃
1𝑖
, so

𝑃
1
can be expressed as

𝑃
1
= Pr (𝑑 = 1) =

4

∑

𝑖=1

𝑃
1𝑖
. (10)

Each case is further divided, and 𝑃
1𝑖
can be written as

𝑃
1𝑖
= ∑

𝑗

𝑃
(𝑗)

1𝑖
, (11)

where 𝑃(𝑗)
1𝑖

denotes the probability of the 𝑗th sample of case
𝑖 in Table 2. Let 𝑁 denote the total number of the received
packets by intermediate cluster per transmission round, and
its mathematical expectation can be written as

𝐸 (𝑁) =

4

∑

𝑘=0

∑

𝑖

∑

𝑗

𝑃
(𝑗)

𝑘𝑖
𝑁
(𝑗)

𝑘𝑖
, (12)

where 𝑁(𝑗)
𝑘𝑖

is the number of received packets in the corre-
sponding sample. 𝐸(𝑁) can be used to evaluate the average
energy consumption of the network by the reception per
round.

We take 𝑃(1)
12

as an example to show the derivation. As
listed in Table 2, it can be derived as

𝑃
(1)

12
= Pr (sample = (V

1
,V
1
,O,O))

= (
4

2
)𝑃
8
(
2

1
) (1 − 𝑃) (

1

2
) (1 − 𝑃) 𝑃

3
,

(13)

where ( 4
2
) 𝑃
8 stands for the probability that 2 out of 4 nodes

in intermediate cluster fail to receive all the incoming packets.
In this sample, the remaining 2 nodes both successfully
receive the packet from 𝑟S1, and one of them is selected
with probability 1/2 to forward this packet, so the factor ( 2

1
)

in (13) stands for the above event. (1 − 𝑃)𝑃3 accounts for
the probability that a node successfully receives the packet
from 𝑟

𝑆1
, but it is selected to neither forward nor successfully

receive the rest of incoming packets. Meanwhile, we can
calculate 𝑁(1)

12
= 1 + 4 + 4 + 4 = 13 for this sample, since

the node that is selected to simply forward receives only one
packet, while the others receive all 4 incoming ones.

In Table 1, for the vector descriptions that only contain
the element V, the possible samples and probabilities can be

Table 3: All possible realizations of (V, VV).

Case Possible sample
1 (V

1
, V
1
V
2
, V
𝑖
, V
𝑖
), ∀V

𝑖
∈ Φ
31

2 (V
1
, V
1
V
3
, V
𝑖
, V
𝑖
), ∀V

𝑖
∈ Φ
31

3 (V
1
, V
1
V
4
, V
𝑖
, V
𝑖
), ∀V

𝑖
∈ Φ
31

4 (V
2
, V
2
V
3
, V
𝑖
, V
𝑖
), ∀V
𝑖
∈ Φ
32

5 (V
2
, V
2
V
4
, V
𝑖
, V
𝑖
), ∀V
𝑖
∈ Φ
32

6 (V
3
, V
3
V
4
, V
𝑖
, V
𝑖
), ∀V
𝑖
∈ Φ
33

derived in similar way. For the ones that contain both V and
VV, we take (V, VV) as an example. We denote V

𝑖
and V

𝑖
V
𝑗

as the samples of V and VV, respectively. Thus, the following
lemma can be proved.

Lemma 2. In OR algorithm, all the realizations of (V, VV) can
be written as the form of (V

𝑖
,V
𝑖
V
𝑗
), ∀𝑖, 𝑗 ∈ {1, 2, 3, 4}, 𝑖 ̸= 𝑗.

Proof. If a sample of (V, VV) can be expressed as (V
𝑚
,V
𝑖
V
𝑗
),

𝑚 ̸= 𝑖, then according to OR it can be concluded that, besides
V
𝑚
and V

𝑖
V
𝑗
, the sample must contain the element V

𝑖
. This

fact indicates that the realization is a case of (V, V, VV), which
contradicts the assumption.

With Lemma 2, all the samples of (V,VV) can be
expressed as in Table 3, where Φ

31
= {O,V

1
}, Φ
32
=

{O,V
2
}, and Φ

33
= {O,V

3
}. The calculation is similar to

the one of (V); for example, let 𝑃(2)
21

denote the probability of
(V
1
,V
1
V
2
,V
1
,O), and it can be written as

𝑃
(2)

21
= Pr (sample = (V

1
,V
1
V
2
,V
1
,O))

= (
1

3
)(
4

1
)(
3

1
)(
2

1
) (1 − 𝑃)

4
𝑃
7
,

(14)

while 𝑁(2)
21
= 1 + 2 + 4 + 4 = 11. In this way, all the possible

samples and probabilities of (V, VV) can be derived, so as the
ones that contain both V and VV in Table 1. By substituting
these results into (12), 𝐸(𝑁) can be obtained. The derivations
of the other possible samples and probabilities listed inTable 1
are presented in the appendix.

Similarly, the mathematical expectation of transmitting
nodes 𝐸(𝑑) can be obtained as

𝐸 (𝑑) =

4

∑

𝑖=0

𝑑
𝑖
𝑃
𝑖
, (15)

where 𝑃
𝑖
is derived in the Appendix. 𝐸(𝑑) can be used to

evaluate the average energy consumption of the network by
the transmission per round.

4.2. Decoding Failure Probability. As defined in Section 2, the
decoding failure probability can be expressed as

𝑃
𝑓
= Pr (𝑠 < 𝑚) =

𝑛

∑

𝑖=0

Pr (𝑠 < 𝑚 | 𝑑 = 𝑖) 𝑃
𝑖
, (16)
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where 𝑠 denotes the number of independent CVs at sink. In
[21], it has been proved that two randomly selected CVs are
correlated with each other at very small probability (5.63 ×
10−8) when 𝑞 = 256. In fact, small values of 𝑞 increase the
correlation of randomly selected CVs, which will dominate
the decoding performance.On the other hand, too large value
is also unnecessary, which increases the complexity. Hence,
we assume that 𝑠 equals the number of successfully received
packets by sink. In our studied case, 𝑚 = 2, 𝑛 = 4, and it
is assumed that all incoming links at sink exhibit the same
failure probability 𝑃

𝑟𝑑
. Thus, Pr(𝑠 < 𝑚 | 𝑑 = 𝑖) can be written

as

Pr (𝑠 < 2 | 𝑑 = 𝑖) = 1, 𝑖 = 0, 1,

Pr (𝑠 < 2 | 𝑑 = 2) = 1 − (1 − 𝑃
𝑟𝑑
)
2

,

Pr (𝑠 < 2 | 𝑑 = 3) = 𝑃3
𝑟𝑑
+ (
3

1
) (1 − 𝑃

𝑟𝑑
) 𝑃
2

𝑟𝑑
,

Pr (𝑠 < 2 | 𝑑 = 4) = 𝑃4
𝑟𝑑
+ (
4

1
) (1 − 𝑃

𝑟𝑑
) 𝑃
3

𝑟𝑑
.

(17)

By substituting (17) and 𝑃
𝑖
into (16), the decoding failure

probability can be obtained.

5. Simulation Results

We compare OR with NC based cooperative communication
(NCCC) in [16], in terms of 𝐸(𝑁), 𝐸(𝑑), lifetime, and 𝑃

𝑓
.

The simulation model follows the simplified two-hop one in
Section 3 with 𝑚 = 2, 𝑛 = 4, and 𝑞 = 256. We define the
lifetime as the time that the first node in intermediate cluster
dies, which is widely used in the literatures.The energymodel
in [19] is employed, which has transmitting circuit energy
of 45 nJ/packet and receiving circuit energy of 135 nJ/packet,
and all the nodes have the initial energy of 500mJ.

Figure 5 presents the mathematical expectation of
received packet 𝐸(𝑁) conditioned to the link failure
probability 𝑃. For OR, the theoretical values are calculated
by (12). It shows that our theoretical analysis perfectly
matches the simulation results, and OR always yields less
received packets comparing with NCCC. In the figure, the
theoretical and simulation results also confirm that, for
OR, the maximum and minimum values of 𝐸(𝑁) are 16
and 7 when 𝑃 = 1 and 0, respectively. These points show
the performance of OR when the link is in extreme state,
for the sample (O, O, O, O) corresponds to 𝑁 = 16 while
(V
1
,V
1
V
2
,V
1
V
2
,V
1
V
2
) corresponds to 𝑁 = 7. Due to less

reception, OR consumes less receiving circuit energy than
NCCC.

Figure 6 shows themathematical expectation of transmit-
ting nodes 𝐸(𝑑) versus 𝑃. For OR, the theoretical values are
calculated by (15). It shows that OR is close to NCCC when
𝑃 is near 0, which indicates that these two algorithms supply
similar redundancy for original data when the link is in good
state. In brief, OR always enables less nodes to transmit under
the same𝑃. Combining this result with the one in Figure 5, we
can conclude that OR consumes less energy than NCCC.
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Figure 5: Mathematical expectation of received packet 𝐸(𝑁) versus
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Figure 6: Mathematical expectation of transmitting nodes 𝐸(𝑑)
versus 𝑃.

Figure 7 presents the lifetime comparisons, in which the
minimal residual energy of the nodes is simulated after each
round. The result shows that OR can support more trans-
mission rounds than NCCC when the energy is exhausted.
Besides, it also shows that when 𝑃 = 0.01, OR performs
better than 𝑃 = 0.3. This result corresponds well with the
one in Figure 5, because smaller value of 𝑃 will yield less
received packets, which dominate the energy consumption in
the employed model.

Figure 8 depicts the gradient comparisons of theminimal
residual energy presented in Figure 7. This metric essentially
reflects the energy consumption per round. We observe that,
for NCCC, the gradient is fixed to −585 nJ. This is due to the
fact that each node will always receive 4 packets and transmit
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Figure 8: Gradient comparisons.

1 per round.ComparingwithNCCC, the result shows thatOR
always yields less gradient, and it fluctuates with time. This is
caused by the dynamic manner selection, through which the
nodes opportunistically generate their CVs. Moreover, it also
shows that superior link quality yields smaller gradient for
OR.

Figure 9 depicts the decoding failure probability𝑃
𝑓
versus

𝑃. It indicates that OR performs close to NCCC when 𝑃 is
near 0, which corresponds well with the result in Figure 6.
Again, our theoretical analysis matches the simulations very
well. On the other hand, the gap between the two compared
algorithms grows as 𝑃

𝑟𝑑
increases, which shows that OR is

less efficient under poor relay-sink links. However, different
from our simplified model, the sink generally locates in the
sink cluster in practice and hence the other sensor nodes in
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Figure 9: Decoding failure probability 𝑃
𝑓
versus 𝑃.

the sink cluster also help to receive, which yields superior
reception performance even when 𝑃

𝑟𝑑
is in poor state.

6. Conclusion

In this paper, we proposed an energy-efficient OR algorithm
to reduce the energy consumption of the sensor nodes in
cooperative WSNs. The theoretical and simulation results
show that OR outperforms NCCC in energy consumption,
while it also obtains similar decoding failure probability to
that of NCCC when the incoming links are in good state.
The proposed algorithm provides a trade-off between energy
efficiency and transmission reliability.

Appendix

The Derivation of 𝑃
𝑖
, 𝑖 = 0, 1, 2, 3, 4

According to the definition in Section 4, 𝑃
0
can be expressed

as

𝑃
0
= 𝑃
16
. (A.1)

All possible realizations of (V) are listed in Table 2, and the
corresponding probabilities can be written as

𝑃
11
= (
4

3
)𝑃
12
(1 − 𝑃) (1 + 𝑃 + 𝑃

2
+ 𝑃
3
) ,

𝑃
12
=

( 4
2
) ( 2
1
) 𝑃
11
(1 − 𝑃)

2
(1 + 𝑃 + 𝑃

2
+ 𝑃
3
)

2
,

𝑃
13
=

( 4
1
) ( 3
1
) 𝑃
10
(1 − 𝑃)

3
(1 + 𝑃 + 2𝑃

2
)

3
,

𝑃
14
=

( 4
1
) 𝑃
9
(1 − 𝑃)

4
(1 + 𝑃 + 𝑃

2
+ 𝑃
3
)

4
.

(A.2)

Substituting (A.2) into (10), 𝑃
1
can be obtained.
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All possible realizations of (V, V) can be listed as in
Table 4, in which Φ

21
= {V
1
,V
2
}, Φ
22
= {V
1
,V
3
}, Φ
23
=

{V
1
,V
4
},Φ
24
= {V
2
,V
3
},Φ
25
= {V
2
,V
4
}, andΦ

26
= {V
3
,V
4
},

and the corresponding probabilities can be written as

𝑃
21
= (

4

2

)(

2

1

)𝑃
9
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
8
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
7
(1 − 𝑃)

4

6
,

𝑃
22
= (

4

1

)(

3

1

)𝑃
10
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
9
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
8
(1 − 𝑃)

4

6
,

𝑃
23
= (

4

1

)(

3

1

)𝑃
11
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
10
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
9
(1 − 𝑃)

4

6
,

𝑃
24
= (

4

1

)(

3

1

)𝑃
11
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
10
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
9
(1 − 𝑃)

4

6
,

𝑃
25
= (

4

1

)(

3

1

)𝑃
12
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
11
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
10
(1 − 𝑃)

4

6
,

𝑃
26
= (

4

1

)(

3

1

)𝑃
13
(1 − 𝑃)

2

+ (

4

1

)(

3

1

)(

2

1

)𝑃
12
(1 − 𝑃)

3

+
7 ( 4
1
) ( 3
1
) 𝑃
11
(1 − 𝑃)

4

6
.

(A.3)
Meanwhile, all the possible realizations of (V,VV) are
listed in Table 3, and the corresponding probabilities can be
expressed as

𝑃
27
=
( 4
1
) ( 3
1
) 𝑃
8
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
6
(1 − 𝑃)

5

4
,

𝑃
28
=
( 4
1
) ( 3
1
) 𝑃
9
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
8
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
7
(1 − 𝑃)

5

4
,

𝑃
29
=
( 4
1
) ( 3
1
) 𝑃
10
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
9
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
8
(1 − 𝑃)

5

4
,

𝑃
210
=
( 4
1
) ( 3
1
) 𝑃
10
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
9
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
8
(1 − 𝑃)

5

4
,

𝑃
211
=
( 4
1
) ( 3
1
) 𝑃
11
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
10
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
9
(1 − 𝑃)

5

4
,
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Table 4: All possible realizations of (V, V).

Case Possible sample

1 (V
1
,V
2
,O,O); (V

1
,V
2
, V
𝑖
, O), ∀V

𝑖
∈ Φ
21
;

(V
1
,V
2
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
21
;

2 (V
1
,V
3
,O,O); (V

1
,V
3
, V
𝑖
, O), ∀V

𝑖
∈ Φ
22
;

(V
1
,V
3
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
22
;

3 (V
1
,V
4
,O,O); (V

1
,V
4
, V
𝑖
, O), ∀V

𝑖
∈ Φ
23
;

(V
1
,V
4
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
23
;

4 (V
2
,V
3
,O,O); (V

2
,V
3
, V
𝑖
, O), ∀V

𝑖
∈ Φ
24
;

(V
2
,V
3
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
24
;

5 (V
2
,V
4
,O,O); (V

2
,V
4
, V
𝑖
, O), ∀V

𝑖
∈ Φ
25
;

(V
2
,V
4
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
25
;

6 (V
3
,V
4
,O,O); (V

3
,V
4
, V
𝑖
, O), ∀V

𝑖
∈ Φ
26
;

(V
3
,V
4
, V
𝑖
, V
𝑗
), ∀V
𝑖
,V
𝑗
∈ Φ
26
;

Table 5: All possible realizations of (V, V, V).

Case Possible sample
1 (V

1
,V
2
,V
3
,V
𝑖
), ∀V
𝑖
∈ {O,V

1
,V
2
,V
3
}

2 (V
1
,V
2
,V
4
,V
𝑖
), ∀V
𝑖
∈ {O,V

1
,V
2
,V
4
}

3 (V
2
,V
3
,V
4
,V
𝑖
), ∀V
𝑖
∈ {O,V

2
,V
3
,V
4
}

4 (V
1
,V
3
,V
4
,V
𝑖
), ∀V
𝑖
∈ {O,V

1
,V
3
,V
4
}

𝑃
212
=
( 4
1
) ( 3
1
) 𝑃
12
(1 − 𝑃)

3

2

+
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
11
(1 − 𝑃)

4

3

+
( 4
1
) ( 3
1
) 𝑃
10
(1 − 𝑃)

5

4
.

(A.4)

According to the results in Table 1, 𝑃
2
can be written as

𝑃
2
=

12

∑

𝑖=1

𝑃
2𝑖
. (A.5)

Substituting (A.3) and (A.4) into (A.5), 𝑃
2
can be calculated.

All possible realizations of (V,V,V) can be listed as in
Table 5, and the corresponding probabilities can be written
as

𝑃
31
= (
4

1
)(
3

1
)(
2

1
)𝑃
6
(1 − 𝑃)

3
(𝑃 +

3 (1 − 𝑃)

2
) ,

𝑃
32
= (
4

1
)(
3

1
)(
2

1
)𝑃
7
(1 − 𝑃)

3
(𝑃 +

3 (1 − 𝑃)

2
) ,

𝑃
33
= (
4

1
)(
3

1
)(
2

1
)𝑃
9
(1 − 𝑃)

3
(𝑃 +

3 (1 − 𝑃)

2
) ,

𝑃
34
= (
4

1
)(
3

1
)(
2

1
)𝑃
8
(1 − 𝑃)

3
(𝑃 +

3 (1 − 𝑃)

2
) .

(A.6)

On the other hand, all possible realizations of (V,V,VV) can
be listed as in Table 6, in which Φ

41
= {O,V

1
,V
2
}, Φ
42
=

Table 6: All possible realizations of (V, V, VV).

Case Possible sample
5 (V

1
,V
2
, V
𝑖
, V
𝑗
), ∀V
𝑖
∈ Φ
41
, ∀V
𝑗
∈ Φ
42

6 (V
1
,V
3
, V
𝑖
, V
𝑗
), ∀V
𝑖
∈ Φ
43
, ∀V
𝑗
∈ Φ
44

7 (V
1
,V
4
, V
𝑖
, V
𝑗
), ∀V
𝑖
∈ Φ
45
, ∀V
𝑗
∈ Φ
46

8 (V
2
,V
3
, V
𝑖
, V
𝑗
), ∀V
𝑖
∈ Φ
47
, ∀V
𝑗
∈ Φ
48

9 (V
2
,V
4
, V
𝑖
, V
𝑗
), ∀V
𝑖
∈ Φ
49
, ∀V
𝑗
∈ Φ
410

10 (V
3
,V
4
,V
3
V
4
, V
𝑖
), ∀V
𝑖
∈ Φ
411

{V
1
V
2
,V
1
V
3
,V
1
V
4
,V
2
V
3
,V
2
V
4
}, Φ
43
= {O,V

1
,V
3
}, Φ
44
=

{V
1
V
2
,V
1
V
3
,V
1
V
4
,V
3
V
4
}, Φ
45
= {O,V

1
,V
4
}, Φ
46
= {V
1
V
2
,

V
1
V
3
,V
1
V
4
}, Φ
47
= {O,V

2
,V
3
}, Φ
48
= {V
2
V
3
,V
2
V
4
,V
3
V
4
},

Φ
49
= {O,V

2
,V
4
}, Φ
410
= {V
2
V
3
,V
2
V
4
}, and Φ

411
= {O,

V
3
,V
4
}. The corresponding probabilities can be expressed as

𝑃
35
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
5
(1 − 𝑃)

4
(1 + 2𝑃 + 2𝑃

2
)

2

+

7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
4
(1 − 𝑃)

5
(1 + 2𝑃 + 2𝑃

2
)

12
,

𝑃
36
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
6
(1 − 𝑃)

4
(1 + 𝑃 + 2𝑃

2
)

2

+

7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
5
(1 − 𝑃)

5
(1 + 𝑃 + 2𝑃

2
)

12
,

𝑃
37
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

4
(1 + 𝑃 + 𝑃

2
)

2

+

7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
6
(1 − 𝑃)

5
(1 + 𝑃 + 𝑃

2
)

12
,

𝑃
38
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
8
(1 − 𝑃)

4
(1 + 2𝑃)

2

+
7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

5
(1 + 2𝑃)

12
,

𝑃
39
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
9
(1 − 𝑃)

4
(1 + 𝑃)

2

+
7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
8
(1 − 𝑃)

5
(1 + 𝑃)

12
,

𝑃
310
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
11
(1 − 𝑃)

4

2

+
7 ( 4
1
) ( 3
1
) ( 2
1
) 𝑃
10
(1 − 𝑃)

5

12
.

(A.7)
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Table 7: All possible realizations of (V, VV, VV).

Case Possible sample

11 (V
1
,V
𝑖
, V
𝑗
V
𝑘
, V
𝑗
V
𝑘
), ∀V
𝑖
∈ {O,V

1
},

∀V
𝑗
V
𝑘
∈ {V
1
V
2
,V
1
V
3
,V
1
V
4
}

12 (V
1
,V
𝑖
, V
1
V
2
,V
1
V
3
), ∀V

𝑖
∈ {O,V

1
}

13 (V
1
,V
𝑖
, V
1
V
2
,V
1
V
4
), ∀V

𝑖
∈ {O,V

1
}

14 (V
1
,V
𝑖
, V
1
V
3
,V
1
V
4
), ∀ V

𝑖
∈ {O,V

1
}

15 (V
2
,V
𝑖
, V
𝑗
V
𝑘
, V
𝑗
V
𝑘
), ∀V

𝑖
∈ {O,V

2
}, ∀V
𝑗
V
𝑘
∈

{V
2
V
3
,V
2
V
4
}

16 (V
2
,V
𝑖
, V
2
V
3
,V
2
V
4
), ∀V

𝑖
∈ {O,V

2
}

17 (V
3
,V
𝑖
, V
3
V
4
,V
3
V
4
), ∀V

𝑖
∈ {O,V

3
}

All possible realizations of (V,VV,VV) can be listed as in
Table 7, and the corresponding probabilities can be written as

𝑃
311
=

( 4
1
) ( 3
1
) 𝑃
3
(1 − 𝑃)

5
(1 + 𝑃

2
+ 𝑃
4
) (3 + 𝑃)

12
,

𝑃
312
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
4
(1 − 𝑃)

5
(3 + 𝑃)

12
,

𝑃
313
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
5
(1 − 𝑃)

5
(3 + 𝑃)

12
,

𝑃
314
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
6
(1 − 𝑃)

5
(3 + 𝑃)

12
,

𝑃
315
=

( 4
1
) ( 3
1
) 𝑃
6
(1 − 𝑃)

5
(1 + 𝑃

2
) (3 + 𝑃)

12
,

𝑃
316
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

5
(3 + 𝑃)

12
,

𝑃
317
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
9
(1 − 𝑃)

5
(3 + 𝑃)

12
.

(A.8)

From the results of Table 1, it can be observed that the
event 𝑑 = 3 can be described by (V,V,V), (V,V,VV), and
(V,VV,VV), so 𝑃

3
can be written as

𝑃
3
=

17

∑

𝑖=1

𝑃
3𝑖
. (A.9)

Substituting (A.6), (A.7), and (A.8) into (A.9), 𝑃
3
can be

obtained.
For (V,V,V,V), the only possible realization is

(V
1
,V
2
,V
3
,V
4
), so the probability can be written as

𝑃
41
= (

4

1

)(

3

1

)(

2

1

)𝑃
6
(1 − 𝑃)

4
. (A.10)

All possible realizations of (V,V,V,VV) are listed in
Table 8, and the corresponding probabilities can be expressed
as

𝑃
42
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
3
(1 − 𝑃)

5
(1 + 2𝑃 + 3𝑃

2
)

2
,

𝑃
43
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
4
(1 − 𝑃)

5
(1 + 2𝑃 + 2𝑃

2
)

2
,

𝑃
44
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
5
(1 − 𝑃)

5
(1 + 𝑃 + 2𝑃

2
)

2
,

𝑃
45
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

5
(1 + 2𝑃)

2
.

(A.11)

For (V,V,VV,VV), all possible realizations are listed in
Table 9, in which Φ

51
= {V
1
V
2
,V
1
V
3
,V
1
V
4
,V
2
V
3
,V
2
V
4
},

Φ
52
= {V

1
V
2
,V
1
V
3
,V
1
V
4
,V
3
V
4
}, Φ
53
= {V

1
V
2
,V
1
V
3
,

V
1
V
4
}, and Φ

54
= {V
2
V
3
,V
2
V
4
,V
3
V
4
}, and the correspond-

ing probabilities can be expressed as

𝑃
46
=

( 4
1
) ( 3
1
) 𝑃 (1 − 𝑃)

6
(1 + 2𝑃

2
+ 2𝑃
4
)

3
,

𝑃
47

=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
2
(1 − 𝑃)

6
(7 + 10𝑃 + 14𝑃

2
+ 3𝑃
3
)

12
,

𝑃
48
=

( 4
1
) ( 3
1
) 𝑃
2
(1 − 𝑃)

6
(1 + 𝑃

2
+ 2𝑃
4
)

3
,

𝑃
49

=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
3
(1 − 𝑃)

6
(4 + 7𝑃 + 7𝑃

2
+ 3𝑃
3
)

12
,

𝑃
410
=

( 4
1
) ( 3
1
) 𝑃
3
(1 − 𝑃)

6
(1 + 2𝑃

2
)

3
,

𝑃
411
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
4
(1 − 𝑃)

6
(1 + 𝑃 + 𝑃

2
)

3
,

𝑃
412
=
( 4
1
) ( 3
1
) 𝑃
7
(1 − 𝑃)

6

3
,

𝑃
413
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
6
(1 − 𝑃)

6
(7 + 3𝑃)

12
,

𝑃
414
=

( 4
1
) ( 3
1
) 𝑃
6
(1 − 𝑃)

6
(1 + 𝑃

2
)

3
,

𝑃
415
=

( 4
1
) ( 3
1
) ( 2
1
) 𝑃
7
(1 − 𝑃)

6
(1 + 2𝑃 + 2𝑃

2
)

3
,

𝑃
416
=

( 4
1
) ( 3
1
) 𝑃
9
(1 − 𝑃)

6
(1 + 𝑃 + 2𝑃

2
)

3
.

(A.12)
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Table 8: All possible realizations of (V, V, V, VV).

Case Possible sample

2 (V
1
,V
2
,V
3
,V
𝑖
V
𝑗
), ∀V

𝑖
V
𝑗
∈

{V
1
V
2
,V
1
V
3
,V
1
V
4
,V
2
V
3
,V
2
V
4
,V
3
V
4
}

3 (V
1
,V
2
,V
4
,V
𝑖
V
𝑗
), ∀V

𝑖
V
𝑗
∈

{V
1
V
2
,V
1
V
3
,V
1
V
4
,V
2
V
3
,V
2
V
4
}

4 (V
1
,V
3
,V
4
,V
𝑖
V
𝑗
), ∀V

𝑖
V
𝑗
∈ {V
1
V
2
,V
1
V
3
,V
1
V
4
,V
3
V
4
}

5 (V
2
,V
3
,V
4
,V
𝑖
V
𝑗
), ∀V

𝑖
V
𝑗
∈ {V
2
V
3
,V
2
V
4
,V
3
V
4
}

According to Lemma 2, all realizations of (V,VV,VV,
VV) can be listed as in Table 10, and the corresponding
probabilities can be written as

𝑃
417
=

( 4
1
) (1 − 𝑃)

7
(1 + 𝑃

3
+ 𝑃
6
)

4
,

𝑃
418
=

( 4
1
) ( 3
1
) 𝑃
2
(1 − 𝑃)

7
(1 + 𝑃

2
)

4
,

𝑃
419
=

( 4
1
) ( 3
1
) 𝑃 (1 − 𝑃)

7
(1 + 𝑃

4
)

4
,

𝑃
420
=

( 4
1
) ( 3
1
) 𝑃
2
(1 − 𝑃)

7
(1 + 𝑃

2
)

4
,

𝑃
421
=
( 4
1
) ( 3
1
) ( 2
1
) 𝑃
3
(1 − 𝑃)

7

4
,

𝑃
422
=

( 4
1
) 𝑃
4
(1 − 𝑃)

7
(1 + 𝑃

3
)

4
,

𝑃
423
=
( 4
1
) ( 3
1
) 𝑃
5
(1 − 𝑃)

7

4
,

𝑃
424
=
( 4
1
) ( 3
1
) 𝑃
6
(1 − 𝑃)

7

4
,

𝑃
425
=
( 4
1
) 𝑃
8
(1 − 𝑃)

7

4
.

(A.13)

From the results of Table 1, it can be observed that the
event 𝑑 = 4 can be described by (V,V,V,V), (V,V,V,VV),
(V,V,VV,VV), and (V,VV,VV,VV), so𝑃

4
can be written as

𝑃
4
=

25

∑

𝑖=1

𝑃
4𝑖
. (A.14)

Substituting (A.10), (A.11), (A.12), and (A.13) into (A.14),
𝑃
4
can be calculated.
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Table 9: All possible realizations of (V, V, VV, VV).

Case Possible sample
6 (V

1
,V
2
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ Φ
51

7 (V
1
,V
2
, V
𝑖
V
𝑗
, V
𝑚
V
𝑘
), ∀V
𝑖
V
𝑗
,V
𝑚
V
𝑘
∈ Φ
51
,V
𝑖
V
𝑗
̸=

V
𝑚
V
𝑘

8 (V
1
,V
3
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ Φ
52

9 (V
1
,V
3
, V
𝑖
V
𝑗
, V
𝑚
V
𝑘
), ∀V
𝑖
V
𝑗
,V
𝑚
V
𝑘
∈ Φ
52
,V
𝑖
V
𝑗
̸=

V
𝑚
V
𝑘

10 (V
1
,V
4
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ Φ
53

11 (V
1
,V
4
, V
𝑖
V
𝑗
, V
𝑚
V
𝑘
), ∀V
𝑖
V
𝑗
,V
𝑚
V
𝑘
∈ Φ
53
,V
𝑖
V
𝑗
̸=

V
𝑚
V
𝑘

12 (V
2
,V
3
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ Φ
54

13 (V
2
,V
3
, V
𝑖
V
𝑗
, V
𝑚
V
𝑘
), ∀V
𝑖
V
𝑗
,V
𝑚
V
𝑘
∈ Φ
54
,V
𝑖
V
𝑗
̸=

V
𝑚
V
𝑘

14 (V
2
,V
4
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
2
V
3
,V
2
V
4
}

15 (V
2
,V
4
, V
𝑖
V
𝑗
, V
𝑚
V
𝑘
), ∀V
𝑖
V
𝑗
,V
𝑚
V
𝑘
∈

{V
2
V
3
,V
2
V
4
},V
𝑖
V
𝑗
̸= V
𝑚
V
𝑘

16 (V
3
,V
4
, V
3
V
4
, V
3
V
4
)

Table 10: All possible realizations of (V, VV, VV, VV).

Case Possible sample
17 (V

1
,V
𝑖
V
𝑗
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
1
V
2
,V
1
V
3
,V
1
V
4
}

18 (V
1
,V
1
V
2
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
1
V
3
,V
1
V
4
}

19 (V
1
,V
1
V
3
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
1
V
2
,V
1
V
4
}

20 (V
1
,V
1
V
4
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
1
V
2
,V
1
V
3
}

21 (V
1
,V
1
V
2
, V
1
V
3
,V
1
V
4
)

22 (V
2
,V
𝑖
V
𝑗
, V
𝑖
V
𝑗
, V
𝑖
V
𝑗
), ∀V
𝑖
V
𝑗
∈ {V
2
V
3
,V
2
V
4
}

23 (V
2
,V
2
V
3
, V
2
V
4
,V
2
V
4
)

24 (V
2
,V
2
V
3
, V
2
V
3
,V
2
V
4
)

25 (V
3
,V
3
V
4
, V
3
V
4
,V
3
V
4
)
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With a rapid progress of numerous applications in wireless sensor networks (WSNs), performance evaluation and analysis
techniques face new challenges in energy efficiency area in WSN applications. One of the key issues is to perform the security
trade-off and energy efficiency analysis. In this paper, the energy analysis module for the QoP-ML (quality of protection modeling
language) is proposed by means of which one can analyze the influence of various security levels on the energy consumption of a
protocol. Moreover, an advanced communication module is proposed as an extension of the QoP-ML language, which enhances
the abilities to analyze complex wireless sensor networks. The case study of WSN deployed on the Jindo Bridge in South Korea was
carried out and the lifetime of protocols with various security levels was simulated.The results show that the introduction of various
security levels can entail large differences in performance and energy consumption, and hence result in different lifetime.Therefore,
the designers of WSN protocols should search for balance between the required lifetime and security level. The introduced QoP-
ML extension, along with the AQoPA (automated quality of protection analysis) tool, has been developed to meet the above
requirements.

1. Introduction

In today’s world we witness a rapid growth of information
and communication techniques for wireless sensor networks
(WSNs). This progress has created a need for their analysis
and performance evaluation. One of the most investigated
problems of WSN applications is energy efficiency [1, 2].
In addition, the search for trade-offs between energy effec-
tiveness and security assurance needs to be taken into
consideration. Designing secure protocols which satisfy the
required performance is an important issue to be solved.
The traditional approach assumes that the best way is to
apply the strongest possible security mechanisms, which
make the system as secure as possible. Unfortunately, such
reasoning leads to the overestimation of security measures,
which causes an unreasonable increase in system load [3, 4].
Determination of the required quality of protection (QoP)
and adjustment of some security measures to meet these

concerns (QoP modeling) can be a solution to the above
problems.

In the literature, many energy-efficient solutions have
been proposed due to the scare battery resources of the
sensors, which limits the network lifetime.Many of themcon-
centrate on the MAC and PHY layers (standards [5–7]) and
on routing and messaging protocols [8, 9]. However, there
exist also application-specific solutions like data reduction
(aggregation, compression) and new technologies used for
harvesting energy [10].

Energy-efficient solutions are always measured and com-
pared with their predecessors. Measurements can be done
either by experiments or simulations. As the first solution is
in many cases quite hard to perform the simulation is used
instead.There existsmany evaluation techniques, such as data
or bits flow analysis, the state transition modeling based on
Markov chain, and Petri net or model-driven architecture
analysis. One can use tools like [11], which is a real-time
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network emulator, or evaluation platforms like [12]. However,
in [13] authors point out that most of classical energy models
are generally oversimplified and focus only onRF transceivers
ignoring other components, what may result in imprecise
evaluation especially when taking into account the cases with
heavy workloads on processors and sensors. They propose
an event-driven queuing Petri net (QPN) [13] model to
simulate the energy consumption behaviors of sensor. The
QPNmodel allows us to evaluate the energy consumption of
sensor, transceiver, and processor units including their state
transitions.

Besides the energy effectiveness, security is another
requirement present among the other requirements in the
most of WSN applications. In [10] authors present interde-
pendences between energy-efficient mechanisms and appli-
cation requirements. Despite the fact the security is listed as
one of requirements the interdependence between security
and energy effectiveness is not analyzed.

Many modeling languages and tools to analyze the
security of cryptographic protocols have been developed.
However, the proposed approaches do not consider the topic
of trade-off between security and energy efficiency. There
exist tools like Scyther [23], Avispa [24], and Proverif [25]
which perform a formal, automatic verification of protocol
by proving the correctness of specified security requirements
or by finding the flaw in the protocol. These tools, however,
do not evaluate the performance. Other tools, like UMLSec
[26], which deal with the security level of analysed systems
are used for software development and fail to include the
analysis of communication steps and their impact on system
performance and security level.

To the best of the authors’ knowledge, the QoP-ML
(quality of protection modeling language) is the only mod-
eling language which allows us to balance security against
performance and accomplishes a multilevel analysis of the
protocol, extending the possibility of describing the state
of a cryptographic set of actions. Every single operation
defined by the QoP-ML is characterised by security metrics
which evaluate the impact of this operation on overall system
security [27]. The QoP-ML was used to simulate crypto-
graphic protocols designed for a wireless sensor network.
The correctness of this analysis was positively verified by
experiments [28].

The relevant type of operation is a communication pro-
cess which must be included in the performance analysis of
a system. The original communication model of the QoP-
ML has a few limitations caused by the use of channels
representing the link between each pair of hosts. The first
limitation is the impossibility to determine the receiver of
the message when many hosts use the same channel. In such
a case, the message will be delivered to the first host in the
queue of hosts waiting for the message on the channel. The
inability to define the sender of the message in order to send
back the response is another known limitation.

The main contributions of this paper are summarized as
follows.

(i) We propose an extension of the QoP-ML which
allows us to accomplish a complex network analysis as

part of protocol performance analysis. Furthermore,
we introduce an advanced communication module,
which during the analysis takes into account the
following elements: network topology, routing, and
packet filtering. This new module removes all the
above-listed limitations of the QoP-ML.

(ii) We propose an energy efficiency module by means of
which one can analyze the influence of given opera-
tions on energy consumption and system lifetime.

(iii) The two modules introduced in this paper are imple-
mented in the Automatic Quality of Protection Anal-
ysis Tool (AQoPA). The AQoPA performs automatic
evaluation and optimization of complex systemmod-
els created in QoP-ML.

(iv) We present a case study of energy efficiency analysis
and security trade-offs for a complex wireless sensor
network. Using this example, we want to present
a method to find a trade-off between security and
energy efficiency. The case study is based on an
existing WSN deployed on the Jindo Bridge in South
Korea [29].

The remaining part of this paper is organized as follows.
Section 2 contains the comparison of the QoP-ML to other
solutions used to analyze the security of protocols and
their influence on performance. Section 3 describes briefly
the elements of the QoP-ML language. In Section 4, a
new communication model and its features and structures
are described. In Section 5, the energy analysis module is
explained, and in Section 6, we present a case study which
uses the new functionality of the introduced communication
model. Last section, Section 7, concludes the paper.

2. Related Work

All services provided by information systems of any nature
(e.g., WSN, cloud, etc.) should be guaranteed by the provider
and formalized in contracts. This is achieved by the SLA
(service-level agreement) which defines a process of con-
tinuous monitoring and maintaining the quality of service
(QoS) on the agreed level. In particular, SLA specifies the
conditions (QoSparameters) underwhich service is delivered
[30]. Conditions can be very different depending on the type
of service. For example, in case of call center, a condition can
specify average time it takes for a call to be answered by the
service desk. On the other hand, data storage companies can
specify availability as one of conditions which is the ratio of
the total time a system is capable of being used during a given
interval of time to the length of the interval.

The ideal system ensures the quality of service on the
highest level. However, it involves high costs and when
the expense of mechanisms to provide QoS is justified the
provider negotiatesQoS parameters (conditions) with clients.
The result of negotiations is the agreed level of quality of
service to be guaranteed by the provider.

The quality of service term can have various meanings
[31]. Usually it is referred to the overall performance of
computer network. InRFC2386 [32],QoShas beendefined as
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a set of service requirements to be fulfilled when transmitting
a stream of packets from source to destination. However, in
the literature the requirements of QoS are defined from two
perspectives: mentioned network QoS and application spe-
cificQoS [31, 33]. In the application communities, QoS gener-
ally refers to the quality as perceived by the user/application.

Assuming such broad interpretation ofQoS term, one can
find a subset of conditions that refer directly to the secu-
rity. These can be confidentiality, authentication, integrity,
availability, and many other conditions. Most of them can be
associatedwith networkQoS but some can be also application
specific. For example, availability condition in network QoS
can be understood as successful transmission of data from
source to destination (with additional time requirements),
while an application can add its derived requirements like
coverage [34] when application requires whole monitored
area to be covered.

Extraction of the subset of conditions that refer directly
to the security gives possibility to measure the quality of
protection (QoP) in analyzed system. In such case, QoP
is understood as the part of QoS. Some of the conditions
can overlap; for example, performance requirements (e.g.,
transmission time, protocol execution time, energy efficiency,
and lifetime) which are strictly connected with QoS have
great impact on the availability requirement which belongs
to QoP requirements.

Introduction of QoP term allows us to concentrate on
security requirements and extends the SLA negotiations of
requirements by adding new variable (QoP derived from
QoS) to previous two: QoS (as performance) and costs.

In the literature, the security trade-off is based on the
quality of protection (QoP) models. These models were
created for different purposes and have different features and
limitations. The related research in this area is presented
below.

Lindskog attempts to extend security layers in a few
quality of service (QoS) architectures [17]. Unfortunately,
the descriptions of the methods are limited to the confiden-
tiality of data and based on different configurations of the
cryptographic modules. Ong et al. in [19] present the QoP
mechanisms which define security levels depending on secu-
rity parameters. These parameters are as follows: key length,
block length, and the contents of an encrypted block of
data. Schneck and Schwan [21] propose an adaptable protocol
concentrating on authentication. By means of this protocol,
one can change the version of the authentication protocol,
which finally changes the parameters of the asymmetric and
symmetric ciphers. Sun and Kumar [22] create the QoP
models based on vulnerability analysis which is represented
by attack trees.The leaves of the trees are described by means
of the special metrics of security. These metrics are used
for describing individual characteristics of the attack. In the
article [15], Ksiezopolski and Kotulski introducemechanisms
for adaptable security which can be used for all security
services. In this model, the quality of protection depends on
the risk level of the analysed processes. Luo et al. [18] provide
the quality of protection analysis for the IP multimedia
systems (IMS). This approach presents the IMS performance
evaluation using the queuing networks and stochastic Petri

Table 1: The characterisation of the QoP models.

QA E Con EE H Com PE
Agarwal and Wang [14] ✓ — — — ✓ ✓ ✓

Ksiezopolski and Kotulski [15] ✓ ✓ — — ✓ ✓ —
LeMay et al. [16] — ✓ ✓ — — — —
Lindskog [17] ✓ — ✓ — — — ✓

Luo et al. [18] ✓ — — — ✓ ✓ ✓

Ong et al. [19] ✓ — — — — — —
Petriu et al. [20] — ✓ ✓ — — ✓ ✓

Schneck and Schwan [21] ✓ — ✓ — — — ✓

Sun and Kumar [22] ✓ — — — — — —
QoP-ML ✓ ✓ ✓ ✓ ✓ ✓ ✓

nets. In the paper [14], Agarwal and Wang present the
performance impact of security protocols in wireless LANs
with IPmobility and introduce theQoPmodel to quantify the
benefits of security policies and demonstrate the relationship
between the QoS and the QoP. LeMay et al. [16] create
an adversary-driven, state-based system security evaluation,
a method which evaluates quantitatively the strength of
system security. In the paper [20], Petriu et al. present the
performance analysis of security aspects in the UMLmodels.
This approach takes as an input the UML model of the
system designed by the UMLsec extension [26] of the UML
modeling language. This UML model is annotated with the
standard UML profile for schedulability, performance, and
time and then analysed for performance. In the article [35],
Ksiezopolski introduces the quality of protection modeling
language which provides the modeling language for making
abstraction of cryptographic protocols with emphasis on the
details concerning the quality of protection. Table 1 demon-
strates the approach presented in this paper as compared
to the existing methodologies. These approaches can be
characterised by the following main attributes.

(i) Quantitative assessment (QA) refers to the quantita-
tive assessment of the estimated quality of protection
of the system.

(ii) Executability (E) specifies the possibility of the imple-
mentation of an automated tool able to perform the
QoP evaluation.

(iii) Consistency (Con) is the ability to model the system
maintaining its states and communication steps con-
sistency.

(iv) Performance evaluation (PE) gives the possibility of
performance evaluation of the analysed system.

(v) Energy evaluation (EE) gives the possibility of energy
efficiency evaluation of the analysed system.

(vi) Holistic (H) approach gives the possibility of the
evaluation of all security attributes.

(vii) Completeness (Com) is the possibility of the repre-
sentation of all security mechanisms. This attribute is
provided for all models.

One can notice that only QoP-ML can be used for finding
a trade-off between security (QA) and performance (PE)
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including energy efficiency evaluation (EE) of the system
which is modeled in a formal way with communication steps
consistency (Con). Bymeans of QoP-ML, one can evaluate all
security attributes (H) and abstract all security mechanisms
which protect the system (C). Additionally, the QoP-ML
approach is supported by the tool (E) required for the analysis
of complex systems.

3. QoP-ML

In the paper [35], Ksiezopolski introduces the quality of
protection modeling language, which provides the modeling
language for making abstraction of cryptographic protocols
with emphasis on the details concerning the quality of
protection. The intended use of the QoP-ML is to represent
a series of steps described as a cryptographic protocol.
The QoP-ML has introduced a multilevel protocol analysis
which extends the possibility of describing the state of a
cryptographic protocol.

3.1. General View. Structures used in the QoP-ML represent
a high level of abstraction which allows us to focus on
the quality of protection analysis. The QoP-ML consists of
processes, functions, message channels, variables, and QoP
metrics. Processes are global objects grouped into the main
process, which represents a single computer (host). A process
specifies behaviour, functions represent a single operation or
a group of operations, and channels define the environment
in which a process is executed.

The QoP metrics define the influence of functions and
channels on the quality of protection. In the paper [35],
the syntax, semantics, and algorithms of the QoP-ML are
presented.

3.2. Data Types. In the QoP-ML, an infinite set of variables
is used for describing communication channels, processes,
and functions. Variables are used to store information about
the system or a specific process. The QoP-ML is an abstract
modeling language, so there are no special data types, sizes,
or value ranges. Variables do not have to be declared before
they are used. They are automatically declared when they are
used for the first time.

The scope of variables declared inside a high hierarchy
process (host) is global for all processes defined inside
a host.

3.3. Functions. System behaviour is changed by functions
which modify the states of variables and pass objects by
communication channels. When defining a function, one
has to set the arguments of this function which describe
two types of factors. Functional parameters written in round
brackets are necessary for the execution of a function while
additional parameters written in square brackets influence
the system quality of protection.The names of arguments are
unrestricted.

3.4. Equation Rules. Equation rules play an important role
in the quality of protection protocol analysis. Equation rules
for a specific protocol consist of a set of equations asserting
the equality of function calls. For instance, the decryption of

the encrypted datawith the same key is equal to the encrypted
data.

3.5. Process Types. Elements describing system behaviour
(functions, message passing) are grouped into processes
which constitute the main objects in the QoP-ML. In a real
system, processes are executed and maintained by a single
computer. In the QoP-ML, sets of processes are grouped into
a higher hierarchy process named host.

All variables used in a high hierarchy process (host) have
a global scope for all processes grouped inside this structure.
Normally, variables used inside a host process cannot be
applied for another high hierarchy process. This operation
is possible only when a variable is sent by a communication
channel.

3.6. Message Passing. Communication between processes is
modeled by means of channels which are used to pass
messages between hosts and processes in the FIFO (first-in
first-out) order. Before a message is sent, a channel must be
declared because its declaration contains a buffer size and
other channel’s characteristics. When channels are declared
with a nonzero buffer size, communication is asynchronous,
whereas a buffer size equal to zero stands for synchronous
communication. In synchronous communication, the sender
transmits data through a synchronous channel only if the
receiver listens to this channel. When the size of the buffer
channel equals at least 1, a message can be sent through this
channel even if no one is listening on this channel. This
message will be transmitted to the receiver when the listening
process in this channel is executed.

3.7. Security Metrics. System behavior, which is formally
described by a cryptographic protocol, can be modeled
by the proposed QoP-ML. One of the main aims of this
language is to abstract the quality of protection of a particular
version of the analysed cryptographic protocol. In the QoP-
ML, the influence of system protection is represented by
means of functions. While declaring a function, the quality
of protection parameters is defined and the details about
this function are described. These factors do not influence
the flow of a protocol, but they are crucial for the quality
of protection analysis. During such an analysis, functions’
QoP parameters are combined with the next structure of the
QoP-ML, that is, security metrics. In this structure, one can
abstract functions’ time performance, their influence on the
security attributes required for a cryptographic protocol, or
other factors important during the QoP analysis.

4. Advanced Network Analysis Module

The introduction of new network analysis module eliminates
the weaknesses of the original one (from QoP-ML). Briefly
mentioning, the first weakness is the impossibility to deter-
mine the receiver of the message when many hosts use the
same channel while the second one is the inability to define
the sender of the message in order to send back the response.
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(1) communication {

(2)
(3) medium[cable] {

(4) default q = 0.1;

(5) default time = 1 ms;

(6)
(7) topology {

(8) Gateway -> Sensor[0];

(9) }

(10) }

(11)
(12) medium[air channel] {

(13) default q = 1;

(14) default time = 18 ms;

(15)
(16) topology {

(17) Sink <-> Gateway : t = wsn time[ms];

(18)
(19) Sensor -> ∗ : time = 17 ms;

(20)
(21) Sensor[0] -> Gateway, time = 5 ms;

(22) Sensor[0] <- Gateway : q = 2.5, time = 5 ms;

(23) Sensor[1] <- Sensor[2] : q = 3.5, time = 5 ms;

(24)
(25) Sensor[2:5] -> Sensor[3];

(26) Sensor[2:] -> Sensor[4] : time = 15 ms;

(27) Sensor[:2] -> Sensor[5] : q = 3.5, time = 15 ms;

(28)
(29) Sensor -> Sensor[i + 1] : q = 2;

(30) Sensor[0:5] <- Sensor[i − 2];

(31) Sensor[4:] <- Sensor[i − 3];

(32) }

(33) }

(34) }

Listing 1: An example of a topology definition connected with channel name tag.

Removal of the limitations enumerated above requires
the creation of new mechanisms and structures in the QoP-
ML model. In this section, we describe three new mecha-
nisms: topology, routing, and packet filtering. In addition,
we introduce a methodology which provides time analysis
of communication steps in a network. Depending on the
selected path in a network, the time of delivering a message
from the sender to the receiver can vary.The model allows to
determine the characteristics of a channel and calculate the
time of transmission.

The syntax of all structures introduced in this paper is pre-
sented in Supplementary Material available online at http://
dx.doi.org/10.1155/2015/943475 using the BNF (Backus-Naur
form) [36] standard.

4.1. Topology. A topology is defined by a graphwhere vertices
are hosts and edges are connections between them. All
existing connections must be defined and have a weight
representing the quality of connection (the lower the weight,
the better the quality). A special type of connection is a link

between a host and a medium used for broadcasting mes-
sages. This connection does not have the quality parameter.

A topology is defined in the topology structure (from line
16 to line 32 in Listing 1) which is a part of the communication
structure (see lines from 1 to 34 in Listing 1). The aim of
the communication structure is to describe the communica-
tion characteristics of mediums (channels). It includes the
definition of topology and default topology parameters for
all mediums. The communication structure can be located
in two places. First, it can be one of the main structures
(like hosts, functions, etc.) and affect the whole model and all
versions. Secondly, the structure can be placed in the version
structure after the run section. In such a case, it affects only
the selected version. If the element of the communication
structure (e.g., a topology) for a given medium is defined in
the version structure, it overrides the main communication
structure (i.e., the topology is determined on the basis of the
version communication structure only).

4.1.1. Connections Definition. A topology consists of rules
which define connections between hosts or between a host
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and a medium (used for broadcast). A rule has two sets of
hosts (left and right), a direction, and, optionally, after the
colon, the connection-specific values of parameters.There are
three types of direction:

(1) A → B, the connection is created from host A to B;

(2) A← B, the connection is created from host B to A;

(3) A↔ B, the connection is created in both ways.

There are three possible ways of declaring the left set of
hosts, all of which are presented in Listing 1.

(1) The first way (without indices) includes all hosts with
a given name. In Listing 1, they are the rules in lines
number 17 and 29.These rules can be used in themain
communication structure since the structure does not
specify the index of the host.

(2) The second way (with one index in square brackets)
selects only one host, the one with a given index. In
Listing 1, they are the rules in lines number 21, 22, and
23.

(3) The third way (with indices and a colon in square
brackets) selects the range of hosts with indices larger
than or equal to the first index and lower than or equal
to the second index. If the first index is not specified,
zero is used, and if the second index is not specified,
the number of all hosts with a given name is chosen.
The examples are the rules in lines 25, 26, 27, 30, and
31 in Listing 1.

Besides the three methods described above, one can use
two additional ways to declare the right set of hosts.

(1) The hosts can be specified with a special 𝑖 index and
its modified (increased or decreased) value. In such
a case, the hosts with indices shifted by a given value
(modification of 𝑖) in relation to all hosts from the left
set are selected.The example rules are in lines number
29, 30, and 31 in Listing 1. The first rule (line number
29) defines the links between all Sensors and their
next neighbours (forming a line)while the second one
(line number 30) defines the links between Sensors
with indices 0, 1, 2, 3, 4, and 5 and their second
predecessor. The last rule (line number 31) creates
the link between Sensors with an index larger than
or equal to 4 and their third predecessors. When a
host does not have a selected neighbour, the link is
not created. This type of rule can be used only in the
version structure when indices are used on the left
side.

(2) The hosts can be replaced with a star sign (∗)
which represents a medium. In this case, the quality
parameter is not defined and the direction can only be
right (from the left hosts to the medium).This type of
rule is used to define the parameters for broadcasting
a message. The example rule is in line number 19 in
Listing 1.

4.1.2. Quality of Connections. Each connection in a topology
can be parameterized. Parameters are used to perform the
analysis of communication steps. Each parameter can have
a default value. To define a default value, one has to precede
its name with default and place it in the medium structure
(lines number 13 and 14 in Listing 1).When a parameter is not
defined for a particular connection in a topology, the default
value is used.

There is one required parameter 𝑞 (e.g., numbers 22
and 23 in Listing 1) which represents the quality (weight)
of a connection between hosts (the lower the value, the
better the quality). The quality parameter is used by the
routing algorithm to find the best route between two hosts
in multihop communication. It is the resultant value of
the environmental factors (e.g., distance, barriers, etc.). This
parameter can either be defined statically or estimated
dynamically by a defined algorithm. We do not consider the
algorithm determining the quality because the QoP-ML is
the modeling language not only for WSNs, but also for other
systems and protocols. Therefore, algorithms may be entirely
different.

4.1.3. Transmission Time. Another important factor in the
communication analysis is the time analysis which introduces
the time parameter. The proposed parameter represents
the time of data transmission between hosts or between a
host and a medium (used for broadcast). An example of a
definition of a default transmission time is in line number 14
in Listing 1, while a definition of time for a specific connection
can be found, for example, in lines number 21, 22, or 23. Its
value can be specified as

(i) a constant or random number from a specified range
in seconds or milliseconds (e.g., line number 19 in
Listing 1);

(ii) a value depending on the size of data: mspb, mspB,
kbps, and mbps (a constant or random value from a
specified range per bit or byte);

(iii) a constant or random value from a specified range in
seconds or milliseconds per each block of data (e.g.,
100ms per each 16 bytes);

(iv) the result of an algorithm (e.g., line number 17 in
Listing 1) in seconds or milliseconds (algorithms are
discussed further in this section).

Depending on the number of receivers, the communication
time can vary. The main rules are presented below.

(i) When a message is sent to one receiver, the time
of communication is equal to the result of the time
parameter. The time of the sender and the receiver is
increased with the result time.

(ii) When a message is sent to zero receivers (no one is
waiting for a message), the time of communication is
equal to the result of the time parameter between a
host and a medium (broadcast time). Only the time
of the sender is increased.

(iii) When a message is sent to many receivers, the time of
communication can be different for all hosts.The time
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(1) algorithms {

(2) alg wsn time(msg) {

(3) sending = 18;

(4) size factor = 0.12;

(5) full time = 0.0;

(6) msg size = size(msg);

(7) while (msg size > 0) {

(8) current size = 110;

(9) if (msg size < 110) {

(10) current size = msg size;

(11) }

(12) full time += sending + current size ∗ 0.12;

(13) msg size = msg size − 110;

(14) }

(15) return full time;

(16) }

(17) }

Listing 2: An example of an algorithm for the communication time.

of sending is equal to the result of the time parameter
between the sender and themedium (broadcast time).
The sender’s time is increased with this value. The
time of receiving for each receiver is equal to the
maximum value of the time of sending and the
result of the time parameter between the sender and
the given receiver. As the times of communication
between the sender and different receivers can vary,
the times of receiving can differ as well.

The easiest way to determine the transmission time in a
medium is to take its bandwidth. However, this measure is
inaccurate in many cases. In order to define the transmission
timesmore precisely, we introduced the algorithms structure,
which provides the possibility of adding nonlinear values of
metrics.

An example of an algorithm is presented in Listing 2. It
calculates the transmission time between two TelosB motes
[28]. The time of transmission is equal to constant 18ms
plus 0.12ms per each byte. The while loop is used to handle
messages with payload larger than 110 bytes, which is the
maximal payload size in ZigBee assuming that header has 17
bytes size (themaximal size of packet is 127 bytes) [37].When
the maximal size is exceeded, payload is divided into many
packets with a 110 bytes payload size.

An algorithm is defined like a function but started with
the word Alg. Each algorithm has one parameter which is a
message being sent in the case of a communication step or a
function call expression in the case of an operation in process.

The body of an algorithm includes arithmetic operations,
constructions known from the C language: if, while, and two
predefined function calls:

(i) quality, which can be used only in the algorithm for
calculating a communication time step and which
returns the quality of the link between the sender and
the receiver (parameter 𝑞),

(ii) size, which takes one argument and returns its size.

The function size is calledwith the algorithmparameter as
the argument in order to obtain the size of the called function,
the sent message, or its indexed element.

An example usage of an algorithm as the value of the
communication parameter is presented in Listing 1 (line 17).
In order to calculate the time of transmission of a message
between the Sensor and the gateway hosts, the wsn time
algorithm is used and the return value is determined in
milliseconds.

4.2. Packet Filtering. Packet filtering is a feature which allows
us to determine which packets should be delivered to a
selected host. While the receiver specifies what kind of
packets would like to receive, the sender determines the type
of the transmitted packet. Such an approach allows many
hosts to communicate on the same channel.

The process of filtering packets is presented in
Algorithm 1. It contains 𝐹𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡 function which
accepts a message and channel and returns the requests that
can accept the message.

The 𝐹𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 function uses 𝑃𝑎𝑠𝑠𝐹𝑖𝑙𝑡𝑒𝑟𝑠 function
which is presented in Algorithm 2. The 𝑃𝑎𝑠𝑠𝐹𝑖𝑙𝑡𝑒𝑟𝑠 accepts
two parameters: message being sent and filters taken from in
instruction (described later in this section). Function returns
boolean 𝑇𝑟𝑢𝑒 when message contains values (representing
headers) acceptable by filters.

4.2.1. Channels. The structure of channels is presented in
Listing 3.The value in square brackets at the end of the chan-
nel definition is a tag which determines channel character-
istics, the medium name. This tag is used to link the channel
with themedium.Many channels can be assigned to the same
medium. Then each channel is treated independently but
has the same characteristics (topology, topology parameters,
etc.).

An example is presented in Listing 3.There is the channels
structure which contains one channel named channel WSN.
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(1) procedure FilteredRequests(𝑚𝑒𝑠𝑠𝑎𝑔𝑒, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙) ⊳ Procedure returns list of requests that can accept the message.
(2) 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 ← empty list
(3) 𝑠𝑒𝑛𝑑𝑒𝑟 ← 𝑔𝑒𝑡 𝑠𝑒𝑛𝑑𝑒𝑟(𝑚𝑒𝑠𝑠𝑎𝑔𝑒) ⊳ Pull out sender from message.
(4) for 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 in 𝑔𝑒𝑡 𝑤𝑎𝑖𝑡𝑖𝑛𝑔 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠(𝑐ℎ𝑎𝑛𝑛𝑒𝑙) do ⊳ Get all requests that wait on channel
(5) 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 ← 𝑔𝑒𝑡 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟(𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Pull out receiver from request.
(6) if link between 𝑠𝑒𝑛𝑑𝑒𝑟 and 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 does not exist in 𝑟𝑜𝑢𝑡𝑒𝑟 topology then
(7) Continue to the next loop
(8) end if
(9) if 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 cannot be accepted by 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 then ⊳Modules can flag messages that cannot be assigned to

selected requests, eg. when message is sent before the request is created while the channel is synchronous.
(10) Continue to the next loop
(11) end if
(12) 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝐹𝑖𝑙𝑡𝑒𝑟𝑠 ← 𝑔𝑒𝑡 𝑓𝑖𝑙𝑡𝑒𝑟𝑠(𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Retrieve filters from in instruction linked with 𝑟𝑒𝑞𝑢𝑒𝑠𝑡.
(13) if not 𝑃𝑎𝑠𝑠𝐹𝑖𝑙𝑡𝑒𝑟𝑠(𝑚𝑒𝑠𝑠𝑎𝑔𝑒, 𝑓𝑖𝑙𝑡𝑒𝑟𝑠) then
(14) Continue to the next loop
(15) end if
(16) Add 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 to 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 list.
(17) end for
(18) return𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠
(19) end procedure

Algorithm 1: Algorithm of filtering requests.

(1) procedure PassFilters(𝑚𝑒𝑠𝑠𝑎𝑔𝑒, 𝑓𝑖𝑙𝑡𝑒𝑟𝑠) ⊳ Procedure returns 𝑇𝑟𝑢𝑒 if message passes the 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 from request.
(2) if 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 is empty then
(3) return 𝑇𝑟𝑢𝑒

(4) else
(5) 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 ← 𝑔𝑒𝑡 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛(𝑚𝑒𝑠𝑠𝑎𝑔𝑒) ⊳ Pull out 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 sent in𝑚𝑒𝑠𝑠𝑎𝑔𝑒.
(6) if 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 is not tuple or size of 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛 is smaller than 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 size then ⊳ For packet filtering expression must

be a tuple because its elements are compared with filters.
(7) return 𝐹𝑎𝑙𝑠𝑒

(8) else
(9) for 𝑓𝑖𝑙𝑡𝑒𝑟 in 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 do
(10) if 𝑓𝑖𝑙𝑡𝑒𝑟 is 𝑠𝑡𝑎𝑟 then ⊳ Filter accepts everything.
(11) Continue to the next 𝑓𝑖𝑙𝑡𝑒𝑟
(12) else
(13) 𝑡𝑢𝑝𝑙𝑒𝐸𝑙𝑒𝑚𝑒𝑛𝑡 ← 𝑔𝑒𝑡 𝑛𝑒𝑥𝑡 𝑒𝑙𝑒𝑚𝑒𝑛𝑡 𝑓𝑟𝑜𝑚 𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛(𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛)

(14) if 𝑡𝑢𝑝𝑙𝑒𝐸𝑙𝑒𝑚𝑒𝑛𝑡 is not equal to 𝑓𝑖𝑙𝑡𝑒𝑟 then
(15) return 𝐹𝑎𝑙𝑠𝑒

(16) end if
(17) end if
(18) end for
(19) end if
(20) return 𝑇𝑟𝑢𝑒

(21) end if
(22) end procedure

Algorithm 2: Algorithm of checking if message is sent for the request by comparing its elements with request’s filters.

(1) channels { channel channel WSN (∗)[air channel]; }

Listing 3: Definition of one channel called channel WSN with air channel characteristics.
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(1) in(channel name: var name: |∗, id(), init cmd()|);

Listing 4: An example of the extended in instruction.

(1) MSG = (id(), id(Sensor), init cmd(), data());

(2) out(channel name: MSG);

Listing 5: An example of the out instruction sending a message with a header.

It has an unlimited buffer of messages (the star sign) and is
connectedwith amedium from the communication structure
called air channel.

4.2.2. Input and Output Messages. Packet filtering introduces
a new (optional) part of the in instruction in the QoP-ML
(input messages). An example is presented in Listing 4.

This instruction waits for a message from channel chan-
nel name and saves it in the var name variable. The new part
starts with the second colon. The values between “|” signs
specify the first three values of the incoming message. In the
case when a message has different values, the instruction in
will continue towait until themessagewith the three specified
values is delivered.These filtered values can be understood as
the header values.

The typical use of this feature is to reject packets which
are not addressed to the host (or process). Such an approach
requires the introduction of new predefined functions: id
(used in the example in Listing 4) and pid, which can be
executed with one optional parameter. If the parameter is
specified, they return the identification number of host (id)
or process (pid) with the same name as the passed argument.
Otherwise, they return the identification of host or process in
which the function is executed.

Thedesigner can use four types of elements as the filtering
value in the in instruction:

(i) a simple function call, the 𝑖𝑛𝑖𝑡 𝑐𝑚𝑑() in Listing 4;
(ii) functions id and pid described above;
(iii) a variable name when its value should be used to filter

the packet;
(iv) sign ∗ (star) which states any value is accepted.
In Listing 4, the host waits for the message that has any

value in the first element, its identification in the second, and
the init cmd function call as the third. The host can wait for
many messages frommany other hosts. In order to recognise
these messages, the third parameter has been used as the
message type. In Listing 4, the host waits for a message that
is in some way understood as initial command (init cmd()).
However, the number of parameters is not fixed and the
designer can use a different number of filtering parameters
compared to the 3 used in the above example.

From the perspective of the sending host, packet filtering
needs to include the filtered values in the message. In Listing 5,

the examplary message MSG is created and sent through
the channel channel name. It is a 4-tuple which contains
the sender’s identification, the receiver’s identification, the
message type (initial command), and the data. This type of
message can be accepted by the instruction in Listing 4.

The syntax and semantics of the out instruction are
unchanged in comparison to those defined in the QoP-ML.
The out instruction still accepts any variable. However, when
the packet filtering feature is used, the values of variables
must be tuples because the in instruction needs to access their
indexed elements.

The introduction of the id and pid predefined functions
provides the possibility to send back a message to the sender
when hosts are replicated.

The processes of sending a message and waiting for the
message on channel are presented in Algorithms 3 and 4,
respectively.

Functions 𝑆𝑒𝑛𝑑𝑀𝑒𝑠𝑠𝑎𝑔𝑒 and 𝑊𝑎𝑖𝑡𝐹𝑜𝑟𝑀𝑒𝑠𝑠𝑎𝑔𝑒 from
Algorithms 3 and 4 use 𝐵𝑖𝑛𝑑𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠𝑊𝑖𝑡ℎ𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 func-
tion which is responsible for binding all waiting requests with
messages being sent through the given channel at the given
moment. Its algorithm is presented in Algorithm 5.

4.3. Routing. Routing is an integral part of all networks. It
can be defined as static, when all connections are defined
in advance and cannot change, or dynamic, when the path
from host A to B can be modified in time. The presented
communication model uses a topology to find the shortest
path between a pair of hosts using the Dijkstra algorithm
[38]. The edges are compared using the connection qualities
defined in the topology. The routing feature solves the
problem of multihop communication in the QoP-ML. The
sender can check which host is the next hop in the path
between the sender and the receiver. It is obtained with
the use of a new, predefined function, namely, routing next,
which takes three parameters: the first one is the topology
name, the second one is the identification of the receiver, and
the third (optional) one is the identification of the sender
(it is the identification of the host which calls the function
by default). The function returns the identification of the
sender’s next hop host.

An example use of the routing next function is presented
in Listing 6. In the first line, the host obtains the identifier
of the host which is its neighbour in the path leading to
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(1) procedure SendMessage(𝑠𝑒𝑛𝑑𝑒𝑟, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 𝑚𝑒𝑠𝑠𝑎𝑔𝑒) ⊳ Procedure sends𝑚𝑒𝑠𝑠𝑎𝑔𝑒 from 𝑠𝑒𝑛𝑑𝑒𝑟 through 𝑐ℎ𝑎𝑛𝑛𝑒𝑙.
(2) if 𝑠𝑒𝑛𝑑𝑒𝑟 can use 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 then
(3) 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 ← 𝐹𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠(𝑚𝑒𝑠𝑠𝑎𝑔𝑒, 𝑐ℎ𝑎𝑛𝑛𝑒𝑙)

(4) for 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 in 𝑓𝑖𝑙𝑡𝑒𝑟𝑒𝑑𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠 do
(5) 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 ← 𝑔𝑒𝑡 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟(𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Pull out receiver from request.
(6) 𝑏𝑢𝑓𝑓𝑒𝑟 ← 𝑔𝑒𝑡 𝑏𝑢𝑓𝑓𝑒𝑟(𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟) ⊳ Retrieve 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟’s buffer from 𝑐ℎ𝑎𝑛𝑛𝑒𝑙.
(7) Add𝑚𝑒𝑠𝑠𝑎𝑔𝑒 to 𝑏𝑢𝑓𝑓𝑒𝑟.
(8) end for
(9) 𝐵𝑖𝑛𝑑𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠𝑊𝑖𝑡ℎ𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠(𝑐ℎ𝑎𝑛𝑛𝑒𝑙)

(10) end if
(11) end procedure

Algorithm 3: Algorithm for out instruction.

(1) procedureWaitForMessage(𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Procedure processes in instruction and adds 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 to 𝑐ℎ𝑎𝑛𝑛𝑒𝑙’s
requests list.

(2) if 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 exists in 𝑐ℎ𝑎𝑛𝑛𝑒𝑙’s requests list then
(3) if 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 is not in waiting state then
(4) 𝑟𝑒𝑞𝑢𝑒𝑠𝑡’s state←𝑊𝐴𝐼𝑇𝐼𝑁𝐺

(5) end if
(6) else
(7) Add 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 to 𝑐ℎ𝑎𝑛𝑛𝑒𝑙’s requests list
(8) end if
(9) 𝐵𝑖𝑛𝑑𝑀𝑒𝑠𝑠𝑎𝑔𝑒𝑠𝑊𝑖𝑡ℎ𝑅𝑒𝑞𝑢𝑒𝑠𝑡𝑠(𝑐ℎ𝑎𝑛𝑛𝑒𝑙)

(10) end procedure

Algorithm 4: Algorithm for in instruction.

the Sensor host (the second argument). The first argument
(air channel) is used to select the medium. In this case,
the topology from the air channel medium is used. In the
second line, the third (optional) argument is added. It tells
the function from which host it should start the path (when
the argument is not given, the algorithm starts from the host
which calls the function). In this case, it would start from the
first neighbour (obtained in the first line), and therefore the
result of the function call would return the second neighbour
of the host which calls the function. In the third line, the 5-
tuplemessage is created.The first three values are understood
as header: sender, received, and message types. The last two
are payload: the first contains some data and the second
contains the identifier of the second neighbour which can be
used, for example, tomanually define the next hop in the path
(e.g., the protocol requires that the first neighbour must send
data through the second neighbour included in themessage).

5. Energy Analysis and Lifetime
Prediction Module

One of the main contributions of this paper is to add the
energy analysis and lifetime prediction module to the QoP-
ML and its implementation as an extension to the AQoPA.

5.1. Energy Analysis. The aim of the energy analysis module
is to evaluate the energy consumption of themodeled system.
To determine these values, the time analysis module must

be included in the performance analysis process because it
tracks the times of operations and communication steps.
Energy consumption is calculated as the sum of the energy
consumed by simple operations which use only the CPU
(security operations, other arithmetic operations, etc.) and
communication operations (listening, receiving, and send-
ing) which use the radio. The energy consumption of one
CPU or communication operation is calculated as follows:

𝐸op = 𝑇 ∗ 𝐼 ∗ 𝑉, (1)

where 𝐸op is the energy consumption of CPU or communi-
cation operation, op is the index of operation,𝑇 is the time of
the operation, 𝐼 is the electric current of the operation, and𝑉
is the voltage of the host.

The time is retrieved from the time analysis module
and the voltage is defined for each host as constant. The
remaining factor, the current, can be defined for each oper-
ation independently or for a group of operations. Its value is
specified in metrics with the current header. In the case of
communication steps, the current is defined in the medium
structure.

Finally, the energy module analysis evaluates the energy
consumption for each host as follows:

𝐸
𝐻
= 𝐸
𝐻CPU

+ 𝐸
𝐻COMM

, (2)

where 𝐸
𝐻
is the energy consumption of the host, 𝐸

𝐻CPU
is the

sum of energy consumption of all CPU operations and oper-
ations with a separately specified electric current, and 𝐸

𝐻COMM
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(1) procedure BindMessagesWithRequests(𝑐ℎ𝑎𝑛𝑛𝑒𝑙) ⊳ Procedure binds messages from the buffers with
matching requests.

(2) for 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 in 𝑔𝑒𝑡 𝑤𝑎𝑖𝑡𝑖𝑛𝑔 𝑟𝑒𝑞𝑢𝑒𝑠𝑡𝑠(𝑐ℎ𝑎𝑛𝑛𝑒𝑙) do
(3) 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 ← 𝑔𝑒𝑡 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟(𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Pull out receiver from request.
(4) 𝑏𝑢𝑓𝑓𝑒𝑟 ← 𝑔𝑒𝑡 𝑏𝑢𝑓𝑓𝑒𝑟(𝑐ℎ𝑎𝑛𝑛𝑒𝑙, 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟) ⊳ Retrieve 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟’s buffer from 𝑐ℎ𝑎𝑛𝑛𝑒𝑙.
(5) if 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 is waiting for message andmessage has not been assigned yet and 𝑏𝑢𝑓𝑓𝑒𝑟 is not empty then
(6) 𝑓𝑖𝑙𝑡𝑒𝑟𝑠 ← 𝑔𝑒𝑡 𝑓𝑖𝑙𝑡𝑒𝑟𝑠(𝑟𝑒𝑞𝑢𝑒𝑠𝑡) ⊳ Retrieve filters from in instruction linked with 𝑟𝑒𝑞𝑢𝑒𝑠𝑡.
(7) for 𝑚𝑒𝑠𝑠𝑎𝑔𝑒 in 𝑏𝑢𝑓𝑓𝑒𝑟 do
(8) if 𝑃𝑎𝑠𝑠𝐹𝑖𝑙𝑡𝑒𝑟𝑠(𝑚𝑒𝑠𝑠𝑎𝑔𝑒, 𝑓𝑖𝑙𝑡𝑒𝑟𝑠) then
(9) Assign𝑚𝑒𝑠𝑠𝑎𝑔𝑒 to 𝑟𝑒𝑞𝑢𝑒𝑠𝑡
(10) Remove𝑚𝑒𝑠𝑠𝑎𝑔𝑒 from 𝑏𝑢𝑓𝑓𝑒𝑟

(11) Break ⊳ Leave for loop.
(12) end if
(13) end for
(14) end if
(15) if 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 is ready to fulfill then ⊳ 𝑅𝑒𝑞𝑢𝑒𝑠𝑡 was waiting for message and obtained it.
(16) Set variable from 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 in 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 with value from𝑚𝑒𝑠𝑠𝑎𝑔𝑒

(17) Move 𝑟𝑒𝑐𝑒𝑖V𝑒𝑟 to the next instruction
(18) if 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 is synchronous then
(19) Remove 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 from 𝑏𝑢𝑓𝑓𝑒𝑟 ⊳ Delete the request-a new one will be created when the instruction is

executed again.
(20) else
(21) Set 𝑟𝑒𝑞𝑢𝑒𝑠𝑡’s status← 𝑁𝑂𝑇 𝑊𝐴𝐼𝑇𝐼𝑁𝐺 ⊳ Request has been fulfilled but still can accept messages to the buffer.
(22) end if
(23) end if
(24) end for
(25) if 𝑐ℎ𝑎𝑛𝑛𝑒𝑙 is synchronous then
(26) Clean all buffers.
(27) end if
(28) end procedure

Algorithm 5: Algorithm of binding sent messages with matching receivers.

(1) FIRST NEXT ID = routing next(air channel, id(Sensor));

(2) SECOND NEXT ID = routing next(air channel, id(Sensor),

FIRST NEXT ID);

(3) MSG = (id(), FIRST NEXT ID, init cmd(), data(),

SECOND NEXT ID);

(4) out(channel name: MSG);

Listing 6: Obtaining the addresses of the next two hops and sending the message.

is the sum of the energy consumption of all communication
operations (sending, receiving, and listening).

The energy analysis module introduces three parameters:
sending current, receiving current, and listening current. All
of them describe the electric current in three different states.
The listening current defines the electric current when a
host is waiting on the channel for a message. The electric
current in the transmission state has been divided in two: the
sending current and the receiving current because hosts can
send and receive data with different electric currents (e.g., the
sending current in the sensors can vary depending on signal
strength).

The value of the current can be specified as a constant
in milliamps or as the result of an algorithm in milliamps.

In Listing 7, the wsn sending current algorithm (line 10)
is used to calculate the electricity current of the message
sending process. The value is determined in milliamps (the
unit is defined in square brackets). The wsn sending current
algorithm must be placed in the algorithms structure and
return the value of the current. An example of the algorithm
is presented in Listing 2: it returns the time.

5.2. Lifetime Prediction. In the proposed module we measure
the energy efficiency of a secured network by means of its
lifetime (in days). The longer the lifetime of a network, the
more energy efficient a protocol. We introduce two types of
lifetime: the nodal lifetime and the network lifetime.
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(1) communication {

(2) medium[wsn] {

(3) default q = 1;

(4) default t = 20 ms;

(5) default sending current = 14.8 mA;

(6) default receiving current = 22.4 mA;

(7) default listening current = 1.8 mA;

(8)
(9) topology {

(10) Sensor <-> Gateway : sending current = wsn sending current[mA];

(11) }

(12) }

(13) }

Listing 7: An algorithm used to calculate the value of a metric.

The nodal lifetime nl(𝐺, V) of node V in the network
represented by graph 𝐺 is defined as follows:

nl (𝐺, V) =
𝐸
𝑟
(V)

𝐸CPU (V) + 𝐸COMM (V)
, (3)

where 𝐸
𝑟
(V) indicates the residual energy of node V. 𝐸CPU(V)

and 𝐸COMM(V) are the sums of energy of all CPU and the
communication operations, respectively, of node V. They are
defined in (4) and (5).

The sum of all CPU operations is defined as follows:

𝐸CPU (V) = ∑

𝑖∈CPU

𝐸
𝑖
(V) , (4)

where CPU is the set of indexes of all CPU operations and
operations with a separately specified electric current.

The sum of all communication operations is defined as
follows:

𝐸COMM (V) = ∑

𝑖∈COMM

𝐸
𝑖
(V) , (5)

where COMM is the set of indexes of all communication
operations (sending, receiving, and listening).

The network lifetimeNL(𝐺) is defined as the minimum of
nodes’ lifetimes because we assume that each node must be
operative in order to keep network working correctly. Usually
the Sink is the bottle neck of the network. The network
lifetime is defined as follows:

NL (𝐺) = min
V∈𝐺

nl (𝐺, V) . (6)

The trade-off between the security and energy efficiency
is achieved by selecting the most energy efficient version of
a protocol which provides security at the required level in a
given unit of time.

6. Case Study

In this section, the authors present a case study which
uses the mechanisms described in previous sections and

introduces network analysis into the process of balancing
security against performance and energy consumption. In
this case study, we have created the QoP-ML model of a
wireless sensor network deployed on the new Jindo Bridge,
a cable-stayed bridge in South Korea with a 344mmain span
and two 70m side spans [29]. In total, 70 sensor nodes and
two base stations have been deployed to monitor the bridge
using an autonomous SHM (structural health monitoring)
application with excessive wind and vibration triggering the
system to initiate monitoring. The central components of
the WSN deployment are TelosB motes and the security
metrics for communication and cryptographic primitives
(symmetric and asymmetric encryption) were taken from
previous experiments [28].

Figure 1 presents the locations of all nodes. The whole
network consists of two independent single-hop subnet-
works, one per each pylon. Both subnetworks have their
own gateway node placed on the corresponding pylon on the
neighbouring bridge.

The SHM software installed on the sensors includes four
services.

(i) SnoozeAlarm is a strategy that allows the network to
sleep most of the time and wake up periodically to
measure data.

(ii) ThresholdSentry wakes up the network in the case
of an important event. The sentry nodes wake up
at predefined times and measure a short period of
acceleration or wind data. When the measured data
exceeds a predefined threshold, the sentry node sends
an alarm to the gateway node, which subsequently
wakes the entire network for a synchronized data
measurement.

(iii) Watchdog Timer is used to reset the nodes to ensure
network reliability in the case of a node hanging due
to an unexpected error.

(iv) RemoteSensing is a remote datameasurement applica-
tion and data collection to the gateway node and the
base station.
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Figure 1: Locations of the sensors on the Jindo bridge [29].

Table 2: The parameters of the RemoteSensing application.

Parameter Value
Time synchronization wait time 30 sec
Sensing start delay 50 sec
Node sensing start delay 1.5 sec
Sampling frequency 10Hz
Channels sampled 3
Number of data points per channel 5000

Since the RemoteSensing application consumes the most
time and energy, it became the subject of our case study.
The details of this service are presented in Table 2. This
application periodically collects the acceleration data (in
three dimensions) from the sensors deployed on the whole
bridge. The QoP-ML model representing the RemoteSensing
application is available in the AQoPA’s library [39].

The flow of the RemoteSensing application is as follows.

Step 1. Network time synchronization is held during theTime
synchronization wait time period (Table 2).

Step 2. Send measurement parameters from the gateway to
the leaf nodes.

Step 3. Each channel in the data sampling phase is sampled
for the number of data points given in the parameter and the
given frequency.

Step 4. Transfer data back to the gateway node and saving
data on the base station.

Sink

S

Sensor node

I

P

Measure

AD

Figure 2: The flow of LOW security level protocol. The original
protocol which ensures neither confidentiality nor authentication.

6.1. Cryptographic Protocols. The deployed network [29] is
unsecured as it does not ensure any security attributes.
In the case study, we intend to evaluate the influence of
security attributes on the performance of the network. We
introduce three protocols which guarantee three different
levels of security:LOW (Figure 2),MID (Figure 3), andHIGH
(Figure 4).

In the LOW security level protocol, the Sink starts with
message P containing the measurement parameters. Upon its
reception, the Sensor starts measurement and sends back the
acceleration data (AD), the result of the measurement. In this
level no security attributes are guaranteed.

The MID security level protocol introduces confiden-
tiality of accelerated data. After measurement, the Sensor
encrypts the data with a predeployed network key (NK).
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Sink

S I

P

Sensor node

Measure

{AD}NK

Figure 3: The flow of theMID security level protocol. The protocol
encrypts the samples data with the AES-CTR-256 cipher and thus
ensures confidentiality.
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S I

{nAD ,AD}
K(I,S)

{nI, nAD , S, P, K(I, S)}
pk(I)

Sensor node

Measure

{nI, I}K (I,S)DH

Figure 4:The flow of theHIGH security level protocol. Authentica-
tion is added by the use of the ECC with 160 bit key length.

In this protocol, the AES algorithm is chosen for the encryp-
tion in the CTR mode and with 256 bits of the key.

In the MID security level protocol, sensor nodes are not
authenticated and amalicious node can deceive sensor nodes
by impersonating the Sink and sending fake parameters P.
This is avoided by the introduction of the sensors and param-
eters authentication achievedwith themodified version of the
DJS protocol from [28].

The HIGH security level protocol is started by sensor
nodes. They generate key𝐾DH(𝐼, 𝑆) using the Diffie-Hellman
method (ECC 160 bits of key) without communication with
their private key and the Sink’s public key as it is predeployed
on all sensor nodes. The generated key is used to encrypt the
request which is sent to the Sink. The request contains nonce
𝑛
𝐼
and the Sensor’s id (𝐼). Upon receiving the request, the Sink

decrypts it with the key generated using the same method as
the sensors used and creates a response which contains the
received nonce 𝑛

𝐼
, a new nonce 𝑛AD, the Sink’s id (𝑆), the

new session key used to encrypt data𝐾(𝐼, 𝑆), and parameters
𝑃. The response is encrypted with the Sensor’s public key
and sent back to the sensor. When the Sensor receives the
parameters, it checks the nonce and starts the measurement

Table 3: Security levels evaluated in the case study.

Security level Confidentiality Authentication
LOW — —
MID AES-CTR-256 —
HIGH AES-CTR-256 ECC-160

Table 4:The number of RemoteSensing events (sensing sessions) in
a day for all scenarios.

S.1 S.2 S.3 S.4 S.5 S.6 S.7 S.8 S.9 S.10
LOW level 4 0 0 24 0 0 4 20 20 8
MID level 0 4 0 0 24 0 0 0 4 8
HIGH level 0 0 4 0 0 24 20 4 0 8

process. When the process is finished, the acceleration data
AD and nonce 𝑛AD are encryptedwith session key𝐾(𝐼, 𝑆) and
sent to the Sink. In this protocol, the AES algorithm is chosen
for the encryption in the CTR mode and with 256 bits of the
key.

Nonces 𝑛
𝐼
and 𝑛AD are used to keep the messages fresh.

Session key 𝐾(𝐼, 𝑆) which is generated by the Sink for each
sensing session independently solves the problem of the
distribution of the network key NK appearing in the MID
protocol.

The security mechanisms and metrics of cryptographic
primitives for TelosBmotes are described in [28].Themetrics
for the electricity current are taken from [40].

The summary of the analysed cryptographic protocols
which ensure security on different levels is presented in
Table 3.

6.2. Scenarios. The operation of the original version of the
evaluated protocol consists of 4 sensing events per day. In
this section, we introduce a situation in which the retrieved
data needs to be more accurate. It takes place when the data
retrieved from sensor nodes overcomes a threshold value.
We defined ten scenarios in which the acceleration data is
retrieved every hour for the subsequent 24 hours. Differences
between scenarios are caused by various numbers of sensing
events for each security level (LOW, MID, and HIGH) which
are presented in Table 4. The introduction of the proposed
scenarios largely increases the energy consumption of the
network.Therefore, we want to evaluate several implementa-
tionswith different levels of security and check their influence
on energy consumption.

The first three scenarios refer to the original version of the
protocolwhere 4 sensing events are conducted.Thedifference
comes from different security levels.The other scenarios refer
to the situation with 24 sensing events.

As a result of the analysis, we predict the maximal energy
consumption of the node and the lifetime of the network
represented as the battery level remaining after given months
of operation. In our case study, we assume that each node
has two AA batteries with 1200mAh capacity and take
the maximal energy consumption of nodes as the energy
consumption of the network for lifetime prediction.
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Table 5: The energy consumption and lifetime prediction for all
scenarios.

Scenario Energy consumption (J) Lifetime prediction (days)
S.1 43.34 299
S.2 68.99 187
S.3 75.20 172
S.4 260.06 49
S.5 413.92 31
S.6 451.21 28
S.7 378.90 34
S.8 262.01 49
S.9 261.90 49
S.10 294.16 44

7. Results

Table 5 contains the energy consumption and lifetime predic-
tion results for the presented scenarios (Table 4).

The Energy consumption column contains the maximal
amount of energy consumed by one sensor during the
execution of one scenario.

The Lifetime prediction column contains the number of
days passed before the battery of any sensor is depleted
(according to the assumptions from Section 6.2).

The results from Table 5 show that various numbers of
remote sensing events can have significant influence on the
lifetime of wireless sensor networks. The lifetime of the first
three scenarios is about 6 times longer because the number
of sensing events is equally increased.

However, the lifetime of scenario number 4 (24 unsecured
sensing events) is almost twice as long as the lifetime of the
most secured scenario (number 6). The last scenario with
the same number of sensing events for all three security
levels seems to be a good compromise. The results show that
the designers of WSN protocols should search for balance
between the acceptable energy consumption and security
level.

Obtained results suggest that in some situations ensuring
security at the expense of energy consumption is inevitable.
However, before implementing designed solutions, there is
a need to carefully examine considered environment and
choose the option which fulfills given requirements best (in
terms of, for instance, time or energy consumption).

The proposed approach can automatically answer the
question what is the difference in performance between the
created scenarios. Through this analysis you can make a
trade-off between the means of information protection and
the required performance. In addition, this analysis allows
us to create scenarios to cope with a situation that will
require greater efficiency or security. Such eventsmay include
a sudden and significant change of environmental factors,
for example, sudden weather change that implies stronger
requirements for efficiency. On the other hand, the detection
of unexpected communication can be treated as an attack and
the stronger security is applied. To summarize, the system
can switch the operation mode when such cases appear
(adaptable security [15]).

8. Conclusions

In this paper, the authors present the advanced communi-
cation module as an extension of the QoP-ML. Described
module allows us to perform complex network examination
as part of protocol performance analysis. It is utilized to
include the time and energy analysis of communication steps.

Another contribution of this paper is adding the energy
analysis and lifetime prediction modules to the QoP-ML.
The modification of the QoP-ML is also implemented as
an extension to AQoPA tool, utilized for automatic use in
performance analysis.

The authors use the proposed communication model to
perform an analysis of an existing wireless sensor network
deployed on the Jindo Bridge in South Korea.The aim of such
an analysis is to predict the lifetime of the existing network
with additional security attributes. The authors introduce
new scenarios in which the operation of the actual sensor
network is modified and the number of sensing events is
increased in order to collect more precise acceleration data.
In the case study, ten scenarios with miscellaneous security
levels are analysed.

The results allow us to draw conclusions about the influ-
ence of security attributes on time and energy consumption
of wireless sensor networks. In the presented case study it
is shown that the introduction of security attributes can
have significant influence on network lifetime. Therefore,
the designers of WSN protocols should search for balance
between the required lifetime and security level.TheQoP-ML
along with the AQoPA tool have been created to accomplish
this task.
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