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Cyber-physical systems (CPS) are physical and engineered
systems whose operations are monitored, coordinated, con-
trolled, and integrated by a computing and communication
core. This intimate coupling between the cyber and physical
will be manifested from the nanoworld to large-scale wide-
area systems of systems. CPS will transform how we interact
with the physical world just like the Internet transformed how
we interact with one another.

Meanwhile, mechatronics and mechanical engineering
[1] play important roles in building CPS and developing real-
life CPS applications. A challenge in the development of
CPS is the gap between the various involved disciplines, like
software and mechanical engineering [2]. Therefore, how to
apply methods and tools emerging from mechatronics and
mechanical engineering to CPS is still an open issue to us.

In this special issue, we mainly focus on the latest
advancements in mechatronics and mechanical engineering
towards CPS. We invite scientists and investigators to con-
tribute to this special issue with original research articles
and review articles on theories and key technologies for
mechatronics and mechanical engineering in CPS, as well
as their applications to conquer engineering problems. After
peer-review, 19 papers from different countries were accepted
and published in this special issue.

The research about robot especially industrial robot is a
hot topic in the field of CPS. Papers “Design of a Redundant
Manipulator for Playing Table Tennis towards Human-Like

» «

Stroke Patterns,” “Research on Associative Memory Models
of Emotional Robots,” and “Kinetostatic Analysis of Passively
Adaptive Robotic Finger with Distributed Compliance” are
just falling into this topic. Fuzzy-based or uncertain-based
methods can be used to support CPS and papers “The
Diagnosis of Abnormal Assembly Quality Based on Fuzzy
Relation Equations,” “Using Fuzzy Hybrid Features to Clas-
sify Strokes in Interactive Sketches,” and “Aircraft Cockpit
Ergonomic Layout Evaluation Based on Uncertain Linguistic
Multiattribute Decision Making” are about this topic. Papers
“A Cutting Parameters Selection Method in Milling Aero-
Engine Parts Based on Process Condition Matching” and
“Aircraft Cockpit Ergonomic Layout Evaluation Based on
Uncertain Linguistic Multiattribute Decision Making” are
mainly talking about how to solve the problem in aero- or
aircraft. Optical research is also an important topic for CPS.
In this special issue, papers “Computer Texture Mapping for
Laser Texturing of Injection Mold” and “Compound Tension
Control of an Optical-Fiber Coil System: A Cyber-Physical
System View” are talking about this.

Some papers just focus on applied mechanics or
physics, for example, “The Research Status and Progress
of Heavy/Large Hydrostatic Thrust Bearing,” “A RE-Based
Double Measurement Method for Unknown Rotor Profile
of Screw Compressor;” “Surface Roughness and Residual
Stresses of High Speed Turning 300 M Ultrahigh Strength
Steel,” “Bifurcation of Periodic Solutions and Numerical
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Simulation for the Viscoelastic Belt) and “Compound
Tension Control of an Optical-Fiber Coil System: A Cyber-
Physical System View.” Moreover, there are a number of
papers about industrial optimization, for example, “Real-
Time Shop-Floor Production Performance Analysis Method
for the Internet of Manufacturing Things,” “Assembly
Operation Optimization Based on Social Radiation
Algorithm for Autobody, and “Study on the Extraction
Method of Deformation Influence Factors of Flexible
Material Processing Based on Information Entropy.” The rest
of the papers like “Single-Sided Electromagnetic Induction
Heating Based on IGBT,” “Parameters Design for a Parallel
Hybrid Electric Bus Using Regenerative Brake Model,” and
“Computer-Aided Simulations of Convective Heat Transfer
in a Wedged Channel with Pin-Fins at Various Outlet
Arrangements and Nonuniform Diameters” also talk about
issues like magnetic, electric, and heat issues.

We hope that readers of this journal will find in this spe-
cial issue not only the new ideas, cutting-edge information,
and new technologies and applications of CPS but also a spe-
cial emphasis on how to solve various engineering problems
by using mechatronics and mechanical engineering.

Minvydas Ragulskis
Hongyuan Jiang

Quan Quan
Algimantas Fedaravicius
Gongnan Xie
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This study investigates the design of a 7-DOF humanoid manipulator capable of playing table tennis with human-like stroke
patterns. The manipulator system includes a redundant arm, real-time stereo vision system, and a distributed motion control system.
First, the size, weight, workspace, and motion capability of the designed arm are similar to those of a human’s arm. The forward
and inverse kinematics, and the Jacobian matrix of the redundant manipulator are formulated. Next, a distributed motion control
system is designed. The ball trajectory prediction method is proposed. Then, a human-inspired optimization method based on
Jacobian pseudoinverse and the comfort of the arm posture for stroke pattern trajectory is proposed to achieve human-like stroke
patterns and decrease the counterforce exerted on the manipulator. Finally, the validity of the proposed system and methods is

demonstrated via human-like stroke pattern experiments.

1. Introduction

The challenging tasks of playing table tennis performed
by robots have attracted many researchers [1-16]. They
employed the table tennis robot as extensive research plat-
form for artificial intelligence [3, 6], advanced control algo-
rithms [1, 8], high speed machine vision and prediction
[13], fast responses against unforeseen events [17], online
trajectory generation within very limited time [2, 10, 15],
target tracking and intercepting [6, 14], and so forth. These
techniques are available widely in industries, medical ser-
vices, and space explorations.

Andersson used a general industrial robot, PUMA 260,
to achieve playing table tennis against humans with an
expert controller. Modi et al. [11] built a table tennis robot
using a five-DOF Mitsubishi industrial robotic arm, RV-2A].
Matsushima et al. [1, 10] demonstrated a simple but effective
table tennis robot mounted on the table. Acosta et al. [9]
presented a low cost table tennis robot with two prismatic
and three revolution joints and two paddles were mounted
on the robot. Zhang et al. [13] built a five-DOF table tennis
robot whose racket was restricted to the half-table. Recently,
Lai and Tsay [12], Yu et al. [14, 16], and Zhang et al. [15]

presented a seven-DOF robot to achieve playing table ten-
nis dexterously. Miilling et al. [18] presented a biomimetic
trajectory generation method to robot table tennis. Human
table tennis players have multiple stroke patterns, such as
push-block, chop, loop, drive, and smash. In previous works,
basically only push-block stroke pattern was involved, which
meant relatively low requirements to the manipulators: less
degrees of freedom for the robotic player, smaller range
of movement for the joints, lower linear and rotational
velocities for the racket, and allowing larger mechanical mass
and inertia. In this study, we take a biomimetic point of
view to design an anthropomorphic manipulator involving
mechanism and control methods based on the concept of the
comfort of the arm posture in order to enable the manipulator
to have the capability to achieve human-like stroke patterns.

The remainder of this paper is organized as follows.
Section 2 presents the mechanical design of the manipulator.
Section 3 introduces the kinematics analysis and workspace
of the manipulator. The control system design and control
methods are presented in Section 4. Section 5 gives exper-
imental rally results of the manipulator against a human
player. Conclusions are provided in Section 6.


http://dx.doi.org/10.1155/2014/807458

2. Mechanical Design of the Manipulator

2.1. Design Principles. In order to imitate the strategy of
the human players, the human’s arm is taken as model of
the manipulator. The movement patterns of the manipulator
can cover the general human’s stroke pattern: push-block,
chop, loop, drive, and smash. The configuration of degrees
of freedom of the manipulator mimics that of a human. The
length of the upper arm and forearm of the manipulator is
similar to an adult human. The weight and inertias of the
manipulator are close to an adult human. The maximal linear
velocity of the manipulator at its wrist can reach up to 3 m/s.
The dexterous workspace is also similar to that of an adult
human.

2.2. Mechanical Structure. According to the design prin-
ciples, the manipulator has the mechanical structure as
follows. The manipulator has seven DOFs configured in an
anthropomorphic way: 3 DOFs in the shoulder, 1 DOF in the
elbow, and 3 DOFs in the wrist. The axes of the three joints
in the shoulder intersect at one point. The axes of the three
joints in the wrist intersect at another point. The spherical
wrist enables the manipulator to change the posture of the
racket suddenly without utilizing the whole manipulator to
imitate an abrupt wrist motion usually employed by human
players.

Every joint in the arm is driven by a DC brushless motor
from Maxon Company. The harmonic drive has the well-
known advantages of no backlash and high reduction ratios
in small space with low weight. Therefore, the harmonic drive
is equipped with each joint as speed reducer. The compact
design of harmonic drive component sets allows a space-
saving integration directly into the joint units. Accordingly,
the manipulator has both the light weight and high stiffness
features which are important to the playing table tennis task.
The designed manipulator is shown in Figure 1. The racket is
mounted on the end of the wrist. The detailed specifications
of the manipulator are in Table 1.

The arm is fixed on a frame (torso). To enlarge the
valid workspace leftward for striking ball and to decrease the
possibility of collision between the racket and the torso, there
is an angle of 10 degrees indenting along the coronal plane,
shown in Figure 2.

3. Kinematics Analysis of
the Redundancy Manipulator

3.1. Forward Kinematics. The kinematics model of the manip-
ulator is shown in Figure 3. Ten coordinate frames are used
to describe the position and orientation of the links and
the manipulator. All the coordinate frames are built by the
Denavit-Hartenberg method. The frames 0-7 correspond to
the base and seven joints of the manipulator. The frames 0-
2 are located in the shoulder; the frames 3-4 are in the elbow
and the frames 5-7 are in the wrist. The origin of the shoulder
frame OgX (Y Z; is located on the point where the axes of the
three joints in the shoulder intersect. The origin of the racket
frame ORxXRYrZy is located at the centre of the racket. To

Advances in Mechanical Engineering

FIGURE I: Structure of the manipulator and comparison with a
human arm.

FIGURE 2: Assembly relationship of the arm and the torso.

TABLE 1: Specifications of the manipulator.

Specifications
7 DOFs

Items
Degree of freedom (DOF)

4.5kg (including mechanism,
motors, harmonic gears,
bearings, and joint controllers)

Mass of the total arm

Length of the upper arm (L) 0.30m
Length of the forearm (L,) 0.22m
Length of the racket (L) 0.15m
Pitch -60° ~120°
Shoulder  Roll —~90° ~10°
Range constraints Yaw —90" ~90°
of the joints Elbow pitch 0° ~125°
Yaw -90° ~90°
Wrist Pitch  —60° ~60°
Roll -60° ~60°
End velocity at wrist >3m/s

simplify the computation, all the following transformation of
these coordinate frames is with respect to the shoulder frame
OsXYsZs. The homogeneous matrixes l_ilT which describe
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where 50, = sin(0;), c0; = cos(0;),i = 1 -7,and 0; (i =
1,2...,7) are the joint angles.

Hence, the forward kinematics of the manipulator speci-
fied by the position and orientation of the racket (represented

by the frame Ox X ;Y Z) with respect to the shoulder frame
O, XY Zg is expressed by the matrix

S Srv Ope 1oy 204 34 4py 550 6,4 7
RT = oT \T T 3T T T ;T ;T zT. (2)

The detailed result of sz is listed in the appendix (A.1).

The Jacobian matrix of the manipulator, J, which denotes
the transformation between the joint velocity vectors 0(t)
and Cartesian velocity vectors of the racket $(¢) (the linear
velocity v(t) and angular velocity w(t)), can be derived from
the method of differential transformation [19]:

so-[00]-1ewmoo, ©

where 0(t) is the joint angles vector of the manipulator,
o) = [Gl(t),Gz(t),...,97(t)]T, s(t) denotes the trajectory
of the racket (including position and orientation), t denotes
time variable, s(t) = [x(t), y(t), z(t), a(2), B(t), y(t)]T, x(t),
y(t), and z(¢) denote the position of the racket, and a(t), (1),
and y(t) represent the orientation of the racket. Here, due
to the redundancy of the manipulator, the specific Jacobian
matrix, /, is a 6 x 7 matrix (see the appendix (A.3)).

3.2. Inverse Kinematics. In this section, we investigate the
inverse kinematics issues to get the corresponding joint
angles from the desired given position and orientation of the
racket. One way to obtain 6(t) for given s(¢) may be achieved
by computing the joint velocity vector 6(t) through (3). Once
the joint velocity vector 8(t) is gained, the angle of the joints
0(t) can be obtained by integral calculation.

One may determine 6(t) through Jacobian pseudoinverse
method as follows [20]:

0 =T OO +A[T-T(0(1))](01))] VO (),
(4)

where J7(0(t)) is the Moore-Penrose pseudoinverse of
J(O(t)), I is the identity matrix, A is diagonal weighting
matrix, and the vector V¢ is gradient of a function of joint
angles 6(t). The matrix [I — J7(6(¢))J(6(t))] is a projector in
the null space of J(0(t)). The matrix A is positive definite to
maximize ¢(0(t)) and negative definite to minimize ¢(0(t)).
And

7= () (5)

Since this manipulator has an additionally redundant
joint, we may exploit this feature to optimize the motion
of the manipulator not causing motion of the end-effector
in accordance with (4). We employ a concept based on the
comfort of posture for the human arm presented by Cruse
et al. [21] and Miilling et al. [18] to build a cost function for
optimization as follows:

7 0. — 6. 2
s -Y( ), ©
iM im

i=1
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FIGURE 4: Workspace of the manipulator.

where 0,,, and 0,,, denote the maximum and minimum
joint limits and 8;, denotes the angle value of each joint at
ready position and posture. We use this inverse kinematics
approach to achieve human-like stroke patterns and decrease
the counterforce exerting on the manipulator.

3.3. Workspace Analysis. In this section, the workspace of
the manipulator is analysed. As previously described, there
is an angle offset of 10 degrees between the coronal plane
and the z-axis. The workspaces of the manipulator computed
by the matrix ;T are compared through simulations in the
cases that the torso has an indenting structure and has no
such structure. The volumes of the two workspaces are same.
However, the structure with indent enables the manipulator
to enlarge the valid workspace for striking ball at the left side
of the torso with further distance (see Figure 4; the units of
the axes are all mm).

4. Control System Design

4.1. Control System Structure. The control system of the
manipulator is constructed as distributed control architecture
(Figure 5). There are two personal computers employed in the
system. One PC is used for vision processing to get the ball
trajectory with Windows XP operating system, and the other
PC serves as main motion controller for motion planning
and servo control with RT_Linux operating system. The two
PCs exchange data through TCP/IP protocol. A controlled
area network (CAN) bus is used to support communication
between the main motion control system and the distributed
joint controllers via CANopen protocol at the bit rate of
1 Mbps. All joints are actuated by DC brushless motors. The
main motion control computer sends the joint reference
trajectories to each distributed motor controller to drive the
racket to intercept the incoming ball and acquires the joint
actual position feedback with a period of 3 ms.

Teleoperation
system

IEEE 802.11b/g
SSH2 protocol

q]_ PC1: binocular PC2: motion control
vision system TCP/IP system
|:l]— (win XP) (RT_Linux)
T CANopen
Joint Joint Joint

controller 1 controller 2 controller 7

FIGURE 5: Architecture of the distributed control system.

4.2. Binocular Vision System. Two colorful digital cameras
with 640 x 480 resolutions up to 200 fps and IEEE1394
bus are employed to build binocular vision system for ball
identification.

The ball identification algorithm processes color images
in HSV (hue, saturation, and value) color space. Firstly, the
two cameras grab images simultaneously by external syn-
chronous triggering at 125 fps. Next, the images are enhanced
in RGB color space, converted from RGB to HSV space,
and segmented in HSV using threshold. In order to improve
the accuracy of identification, each image is segmented into
several domains and consequently the intersection of these
segmentation domains is attained. Then, according to the
shape feature of the intersection domains, the area of interest
(AOI) can be selected out. For the sake of improving the
accuracy of the center coordinates of the ball, it is necessary
to process the area of the ball further in order to obtain the
subpixel edge of the ball. The edge of the ball is fitted to an
ellipse and the accurate center coordinates of the ball can
be gained. Figure 6 shows the flow chart of the algorithm of
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features

Compute the center of area

Dilate region with a circular
structuring element

FIGURE 6: Ball identification algorithm.

the ball identification. As long as the coordinate of the area
center is acquired in each camera image, the 3D Cartesian
coordinates (x, y, z) of the ball in camera system can be easily
synthesized. The vision system outputs the ball trajectory
(x, ¥, z,t), that is, the ball coordinate sequences, with respect
to time. The update rate of the coordinate is 125 Hz. The
dynamic accuracy of the ball coordinates by root mean square
is less than 5 mm.

4.3. Ball Trajectory Prediction. Generally, an entire process of
playing table tennis by a manipulator includes the following.

(i) Human (or machine) serves a ball.

(ii) The vision system of the manipulator grabs the ball
images and predicts the subsequent ball trajectory
using a series of ball positions and velocities with
aerodynamics and bounce model, plans the stroke
motion, and then drives the racket.

(iii) The ball bounces on/off the table at the manipulator’s
side.

(iv) The racket strikes the incoming ball at an appropriate
stroke plane.

(v) The ball flies and bounces on/off the table at the
opponents side. This concludes one rally cycle.

In this study, we assume that the ball has low spin so that
we can ignore the Magnus force impacting the flying ball.
Therefore, we used a simplified ball flying model from [5] as
follows:

i=-Cy|7%|7-3 @)

where 4 is the ball’s acceleration vector, ¥ is the velocity
vector, C,; is the drag coeflicient, and g is the acceleration
due to gravity. In this paper, C; is assumed as 0.12, and the
magnitude of g is 9.8.

Compute the required attitude, velocity, and location of the
racket at stroke plane according to racket-ball bounce model
and ball aerodynamics

Plan the trajectory of the racket with attitude, velocity, and
location constraints at stroke plane

!

Plan the trajectory of the racket after stoke and homing to the
ready state

Solve the inverse kinematics to get the corresponding joint angles by
Jacobian pseudoinverse method with joint limits and manipulability
optimization

FIGURE 7: Planning algorithm for racket trajectory.

We adopt a simplified linear bounce model against table
as follows:

v, = kv, (8)
where ¥; and ¥, denote the velocity just before bounce and
just after bounce against the table and k is a coeflicient vector.
In this paper, we assume that k = [0.74, 0.74, —0.82].

Generally, an entire prediction period of the ball includes
flying phrase before bounce, bounce phrase against the table,
and flying phrase after bounce. Thus, the position of the ball
can be attained with flying and bounce model by numerical
iteration computation.

4.4. Racket Trajectory Planning for Stroke Patterns. As for a
given ball trajectory, T'(x, y, z, t), if the value of x is fixed, the
values of y, z, t and the corresponding velocity of the ball can
be uniquely determined. So, a ball gets through a prescribed
plane (x equals a prescribed value) and then an intersection
point (called stroke point here) between the trajectory and
the prescribed plane will be gained. The mission of the
racket trajectory planning for stroke patterns is to generate an
appropriate trajectory for the racket to arrive at stroke point
simultaneously with a specific velocity vector to intercept the
ball back to the opponent player. This prescribed plane is
named as stroke plane. The generation procedure of the racket
trajectory is shown in Figure 7. First, the required posture
(o, By ¥s)» velocity (v, v v;), and location (x, y;, z,) of
the racket at stroke plane x = x, and stroke time t = T,
are determined by ball aerodynamics and bounce model,
according to the location and velocity of the incoming ball
at stroke plane, as well as the desired landing point on the
opponent’s side after the stroke.

To calculate 6(t) from (4), the linear and angular veloc-
ities should be given. Here we employed cubic polynomial
interpolation to achieve the linear velocity (v,,v,,v,) and
the angular velocity (w,,w,,w,) of the entire trajectory of
the racket from the ready position to the strike plane. The
six groups of boundary conditions for the cubic polynomial
interpolation are shown in Table 2.



TABLE 2: Boundary conditions for generating stroke patterns.

Start (at ready position) End (at stroke position)

s(t) s'(1) s(t) s'(1)
X, 0 X, Vs
Yo 0 Vs Vys
z, 0 s Vs
o 0 o o,
Bo 0 Bs B,
Yo 0 Vs Vs

It should be pointed out that the ZYZ Euler angles
O(a, 3,y) are exploited to represent the attitude angles here.
So, to calculate rotation angular velocity w (w,, w,, w,) from

0(c, /3, y), one should use the following transformation [22]:

w, 0 —sin(a) cos(a)sin(B)] [«
w, | =0 cos(a) sin(w)sin(B) [|B|. (9
w, 1 0 cos (B) y

To generate various stroke patterns analogous to human
players, such as push-block, chop, loop, and smash, we can
accomplish these easily through designating various linear
and angular velocity and location of the racket at the stroke
plane.

5. Experimental Results

In order to validate the effectiveness of the proposed methods
and the designed manipulator, we performed a series of
experiments with various stroke patterns. A standard table
(size: 2.74 m x 1.525 m x 0.76 m) and standard ball (diameter:
40 mm, weight: 2.7 g) were used. A world reference frame
for the robotic system was defined as follows: the origin was
mounted at the center of the table surface; the positive x-
axis pointed to the manipulator along the midline on the
table; the positive y-axis pointed along the width direction
of the table to the right side of the manipulator; the positive
z-axis was upward and determined with right-hand rule. The
stroke plane was assumed at x = 1.250 m. We assumed the
robot situated at the location where the coordinates of the
intersection point of the three joints in shoulder were 1.5 m,
0.1m, and 0.63 m in the world frame and the axis of the pitch
joint in shoulder was in parallel to the positive y-axis of the
world frame.

To illustrate the experimental results, a loop stroke
pattern was provided here. In order to intercept a specific
incoming ball to backtrack to a desired area, the position
and Euler angle of the racket (x, y,z,«, 3,y) at the stroke
plane should be —0.0265m, 0.5239 m, and —0.4420 m and
0.0149rad, 2.1323rad, and -3.0552rad. The linear and
angular velocities of the racket at the stroke plane should be
0.2149 m/s, 0.4015m/s, and —0.1514 m/s and —3.2984 rad/s,
—-0.5044 rads, and —3.5253 rad/s. The strike time should be
0.364s. Equation (4) was employed to compute the joint
trajectory. To compensate the long-term drift using (4),
a closed-loop scheme presented in [22] was employed.
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Moreover, to decrease the tracking error of the manipulator
due to inertia and the power constraints of the actuators
to achieve the interception, the reference trajectory was
executed ahead of the desired time by three servo cycles.
Figure 8 shows the racket trajectory and the corresponding
joint trajectories from the ready state to the stroke plane.
The computed position and Euler angle of the racket at the
stroke plane (x, y,z, «, 8, y) were —0.0264 m, 0.5239 m, and
—-0.4418 m and 0.0132rad, 2.1327 rad, and —3.0573 rad. The
computed linear velocity of the racket at the stroke plane was
0.2131m/s, 0.3989 m/s, and —0.1480 m/s. As is shown from
the results, the tracking errors are very small. Figure 9 shows
snapshots from a video of human-manipulator rally.

6. Conclusion

In this study, a seven-DOF redundant humanoid manipulator
for playing table tennis with stroke patterns analogous to
human players was designed. The main contributions of this
study are as follows.

(1) From the biomimetic point of view, a redundant arm
was designed with physical attributes and motion
capability similar to those of a human’s arm.

(2) A human-inspired optimization method based on
the concept of the comfort of posture for stroke
pattern trajectory is proposed. Based on the Jacobian
pseudoinverse, it can easily achieve human-like stroke
patterns and decreases the counterforce exerted on
the manipulator.

(3) The effectiveness of the proposed system and methods
is validated through stroke pattern experiments.

Appendix

Consider the following

nx OX aX px
S n, o, a, p
T=1|"7 "% & (A1)
R nZ OZ aZ pZ
0 0 0 1

where
M, = ¢ (55 (8284 = ©0483) + ©,6365)
+ 57 (86 (65 (5254 = ©6,53) = 6,6:55)
66 (G452 +65354)) »
n, =s; (56 (c5 (cs (6165 = 515553) = 63184)
=55 (¢85 + 6515,))
+¢5 (54 (6165 = $18,83) + 6,6481))
+6 (55 (cs (6165 — 515283) — &5184)

+65 (6183 +G515,))
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Racket trajectory from the ready state to the stroke plane
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FIGURE 8: Racket trajectories in world reference frame and joint trajectories for stroke.
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FIGURE 9: Snapshots from a video of table tennis playing.
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Jo1 = Licic, = Ly (54 (6381 + ¢5,83) — 160¢4)

Ji3
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J34
OG
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]35
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Laser texturing is a relatively new multiprocess technique that has been used for machining 3D curved surfaces; it is more flexible
and efficient to create decorative texture on 3D curved surfaces of injection molds so as to improve the surface quality and achieve
cosmetic surface of molded plastic parts. In this paper, a novel method of laser texturing 3D curved surface based on 3-axis
galvanometer scanning unit has been presented to prevent the texturing of injection mold surface from much distortion which
is often caused by traditional texturing processes. The novel method has been based on the computer texture mapping technology
which has been developed and presented. The developed texture mapping algorithm includes surface triangulation, notations,
distortion measurement, control, and numerical method. An interface of computer texture mapping has been built to implement
the algorithm of texture mapping approach to controlled distortion rate of 3D texture math model from 2D original texture applied
to curvature surface. Through a case study of laser texturing of a high curvature surface of injection mold of a mice top case, it

shows that the novel method of laser texturing meets the quality standard of laser texturing of injection mold.

1. Introduction

Laser texturing is a relatively new multiprocess technique that
has been used for creating decorative texture on injection
molds to improve the surface quality and achieve cosmetic
surface of molded plastic parts [1]. The laser processed texture
is copied to the molded plastic parts to create a desired visual
effect as below [2]:

(i) to give a part the appearance of leather, wood, stipple,
sand, or whatever simulated effect;

(ii) to give parts an evener, planned effect or to get rid
of a glossy appearance, and change to a matte finish.
This can add richness to a part’s appearance, therefore
making the part more marketable and giving it a
perception of higher value and quality;

(iii) to build a company’s logo or a random or geometric
pattern into the appearance of the part that immedi-
ately identifies the part as belonging to that particular
corporation.

There are numerous techniques of texturing such as elec-
trical discharge machining, chemical etching, photochemical
etching, and laser texturing. Each of the purposed techniques
is to remove materials from the surface of a component to
form a texture or a pattern on the surface that will transform
the visual appearance of the final product.

Such techniques often cause distortion or warp of texture
on 3D surface of mold cavity, especially on high curvature
surface, since the texture is often projected on the surface
instead of being mapped. In this respect, laser texturing is the
best techniques with less distortion because the technology
of computer mapping texturing is used, and the process is
reproducible, accurate, flexible, and fully automated.

The distortion rate of mold texturing is often required
under 3.6%, but current texturing techniques, including laser
texturing, could not meet the requirement. This paper is
aimed to study an effective computer texture mapping with
controlled distortion rate as mentioned above.

Laser texturing is based on computer texture mapping
technology. It is impossible to design 3D file that represents
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FIGURE 1: Texture mapping process.

textured surface of components in detail due to the thousands
of MBs in size [1]. Therefore, texture mapping is needed
to generate 3D model of texture, which is transferred from
2D texture in the CAD environment with controlled warp
or distortion. A planar projection is easy to create on any
object, but it appears correct only from one viewing angle.
For example, it is impossible to create a pattern consisting
of rectangular on angled surfaces. This distortion can be
optimized or minimized by correct texture mapping. Figure 1
shows the mapping process of mold surface from 2D texture
to 3D texture model, which is identified and applied by the
system of 3-axis galvanometer scanning unit to ablate the
texture on the surface of the mold.

Figure 2 indicates the principle of the system of 3-axis
galvanometer scanning unit for laser texturing of a mold.

In the 3-axis scanning unit, the laser beam first enters a Z
moving lens and focusing lens. After moving lens, the beam
diverges rapidly until it enters one or two focusing lenses. The
beam, now converging, passes through and is directed by a
set of X and Y mirrors moved by the galvanometer scanners.
The orthogonal arrangement of the X and Y mirrors direct
the beam down towards and over the length and width of
the working field. The focusing height of laser is adjusted
by moving Z lens according to the Z coordinates of 3D
leather texture model which is the result of computer texture
mapping from 2D leather texture.

2. Texture Mapping Algorithm

Texture mapping has been widely studied in traditional com-
puter graphics but rarely studied in the field of laser texturing
and marking except in Europe mold industry [3]. Texture
mapping for laser texturing is aimed to control and minimize

X galvanometer

scanner :
Focusing lens ,, oving lens

FIGURE 2: 3-axis galvanometer scanning unit.

mapping distortion and warp in important area of 3D surface,
whereas it cares about the even distribution of distortion in
traditional computer graphics [4-6]. As a common practice
of mold texturing, texture mapping algorithm should satisfy
the following requirements:
(i) single patch free boundary parameterization,

(ii) guarantee one-one-mapping,

(iii) offset, scale, and orientation control,

(iv) nonuniform distortion control,

(v) distortion should take the angle and stretch into
account.
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2.1. Surface Triangulation. Mold cavity surface model with a
certain degree of smoothness has to be triangulated before
a decorative texture can be mapped [7, 8]. The triangulation
has to be dense enough and preferably fairly regular in shape
without sharp angle. The triangulation algorithms in CAD
application usually generate triangulation that minimizes
the number of generated triangles and vertices. Surface
triangulation is usually performed in some artistic modeling
software.

2.2. Texture Mapping Algorithm

2.2.1. Notations. Texture mapping is a transformation from
object space to texture space; textures coordinates (u, v) are
assigned to a vertex (x, y, z).

Given a triangle mesh M = {V, F}, where V = {y;}, v, = €
R® and F = { f;} stand for the vertices and faces [9, 10]. The
parameterization result, that is, the u-v coordinates of vertex
v;, is represented by v; = € R?. The weighting of distortion is
given on texture space as w(u).

For a face with vertices u,, 1, and u,, with the help of the
normal 7, we evaluate a rotation to map them onto x-y plane
Ru,, where Rn = (0,0,1)". Then the face can map to the x-
y plane without any distortion by w, = R(0 : 1,:)u, € R%
L*(R?). Then for a point p =€ R* in triangle (w,, wy, @,), its
parameterization coordinates is

u(P) = (uu Up uc)¢(p)’ (1)

where ¢(p) is the barycentric coordinates of p in the triangle:

() () (t) o

Thus, the parameterization Jacobian on this triangle is

_ou(p) _u(p)og(p)a(F)
op  op(p)a(?) op

= (u, u, u.) w! (IZ(; 2> (3)

= (u, u, u)W.

2.2.2. Distortion Measurement. Given the parameterization
Jacobian J, , ,, the following quadratic energy evaluates the
angle (conformal) distortions (LSCM):

E, = |RyJ0) — TG D (4)

where R, is the 77/2 2D rotation.
The stretch (isometric) distortions can be measured by
the nonlinear energy:

1
E =Y el =<, 5)
i=0

where s stands for the desired stretch (default can be 1).
Finally, the total energy is

E=) (@

fi;€F

E, (f) +w, (F)E. (DI (6

where (f;) is the area of the triangle f;, and w, is the weighting
for the distortion on the texture space triangle (u,; uy; u;):

w, (f;) = J( w, (1) du. (7)

Ugislhpislhei)

2.2.3. Control. For better flexibility, we would like to control
the result by the following boundary conditions:

(i) position: C,u = u,, where C, is an interpola-
tion matrix and u, is the desired parameterization
coordinates. For simplicity, we specify the position
constraints at mesh vertices.

(i) scale: [J(, i)[|* = s%, where s is the desired scale.

(iii) orientation: (J(:,1), R,/,d) = 0, where d € R? is the
desired direction for J(:, 7).

2.2.4. Numerical Method. When w, # 0, it is nonlinear opti-
mization, thus needing a method to evaluate a good initial
value. It can be finished by discarding the stretch term first
and make the energy into a quadratic one.

For the nonlinear optimization, Gauss-Newton iteration
with Trust-Region strategy should work well.

To solve these problems, the following equation will be
used:

L =W. (8)
0 (ua Uy uc)

Boundary condition is required to avoid degeneration. In
the initial value step, we fix the parameterization coordinates
of an arbitrary vertex p (e.g., the first vertex) into an arbitrary
one (e.g., (0, 0)). Then the parameterization coordinates of
one of its neighboring vertex q is fixed to (s||p — gl|, 0). After
getting the initial value, the parameterization coordinates
should be uniformly scaled into au as the initial value, « is
solved from min, ZfigF w,(f;)EL (@) f;], where

1
E (@) =) |loJ G,i)lI* |- 9)
i=0

The second boundary condition should be removed when
applying the stretch measurement.

3. Implementation

3.1. Uniform Conformal Mapping. In this case, any similar
transformation on parameterization result does not affect the
distribution of error; we can apply the control as a simple
postprocessing.

3.2. Nonuniform Conformal Mapping. In this case, the control
cannot be applied as postprocessing and must be formulated
as boundary condition. The challenge is that the weighting
is on the texture space. We can use the following iterative
method to solve this problem.
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(A) Surface STL model

(B) Capture point of texture location
(C) Multi texture mapping (Max. 6)

(D) Operation shift

(E) Angle and scale control of texture
(F) Stretched surface by parameterization

(G) Original 2D texture
(H) Multitexture operation

FIGURE 3: Interactive interface of texture mapping.

il

Texture mapping
for laser etching

(a) Part model

(b) 2D multitexture

(d) 3D texture model

(c) mapped texture

FIGURE 4: Building process of 3D math model of mapped texture.

At k step, we evaluate the parameterization #**! from the
initial value u*:

(wf (F) B (f) + ok (FYES (A (A

fi€F

minE =
uk+1

(10)

where w* use u¥, and E**! is the function of u/**!.

4. Interface of Computer Texture Mapping

An interface of computer texture mapping was developed
according to above mentioned algorithms. Figure 3 shows
that the interactive interface can map several 2D images or
textures to injection mold cavity surface of a plastic mice case
with minimized distortion which could not be found visually.
Figure 4 shows the building process of 3D math model of
mapped texture. Figure 4(a) is the model of the mice case,
Figure 4(b) is the 2D multitextures which are mapped to the
surface of mold cavity, Figure 4(c) shows the mapping result

performed by the interface of computer texture mapping, and
Figure 4(d) is the final target of 3D math model of mapped
texture, which is used for 3-axis galvanometer scanning unit
to ablate or texture the surface of mold cavity. The 3D math
model of mapped texture could not contain the original 3D
surface model of mold cavity any more.

Figure 5(a) shows a high curvature surface of a mold
cavity of a mice key top was laser ablated based on its 3D
math model of mapped texture of serious hexagons; the
distortion rate of length of each side of all hexagons ablated
on the high curvature surface is less than 1.2%, resulted
from both measured data of CCD projector and calculation
according to surface curvature. Figure 5(b) is the CCD image
of measurement; the quality of each side of all hexagons is
excellent without any marked burr, and it is impossible to
achieve such high quality performance by other texturing
techniques, the laser texturing took 10 minutes only to ablate
the cavity surface of the mice mold, whereas other texturing
processes had to take 2 hours at least.
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(a) Hexagon texture ablated on mold cavity

(b) CCD image of measurement

FIGURE 5: Laser texturing process of a mold of mice key top.

5. Conclusion

Texture mapping is a well-known technology in the field of
traditional computer graphics, but it is quite new in the indus-
tries of laser texturing, marking, ablating, and engraving for
the decoration of 3D surface of product or mold. Regarding
to mapping distortion and warp, traditional texture mapping
focuses on the research of control of uniform rate around
whole surface, however, the interface of computer texture
mapping developed in the paper can sacrifice unimportant
area of surface with big rate, in order to ensure low rate in
important area instead.

Texture mapping algorithm presented in this paper makes
least amount of texture distortion on 3D surfaces; the map-
ping process in the developed interactive interface is well
planned and executed with high effectiveness so that laser
texturing is a versatile technique for high quality decoration
of 3D surface of products in high efficiency.

Further research will provide the solution of keeping
same laser energy during laser texturing process, an X-Y
rotation table, which installs injection mold, together with the
3-axis galvanometer scanning unit presented in this paper,
will form 5-axis laser machining system so that the laser beam
is often orthogonal to the activated surface of injection mold
without laser energy loss.
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We study the bifurcation of periodic solutions for viscoelastic belt with integral constitutive law in 1:1 internal resonance. At the
beginning, by applying the nonsingular linear transformation, the system is transformed into another system whose unperturbed
system is composed of two planar systems: one is a Hamiltonian system and the other has a focus. Furthermore, according to the
Melnikov function, we can obtain the sufficient condition for the existence of periodic solutions and make preparations for studying
the stability of the periodic solution and the invariant torus. Eventually, we need to give the phase diagrams of the solutions under
different parameters to verify the analytical results and obtain which parameters the existence and the stability of the solution are
based on. The conclusions not only enrich the behaviors of nonlinear dynamics about viscoelastic belt but also have important
theoretical significance and application value on noise weakening and energy loss.

1. Introduction

The research about the nonlinear dynamics is one of the fron-
tier application problems of the international dynamics area.
Bifurcation of periodic solutions about nonlinear dynamics
system is a powerful tool to investigate these problems. In
recent years, there are also some progresses about periodic
solutions of three-dimensional systems. In 1990, Chow et al.
[1] studied a bifurcation of homoclinic orbits, which is an
analogue of period doubling in the limit of infinite period.
In 1991, Perdios et al. [2] investigated the families of three-
dimensional periodic orbits which branch off the families
of planar periodic around the triangular equilibrium point.
In 1998, Mehri and Mahdavi-Amiri [3] showed that the
reduced spatial three-body problem with one small mass
is to the first approximation the product of the spatial
restricted three-body problem and a harmonic oscillator by
using the methods of symplectic scaling and reduction. In
2005, Liu and Han [4] considered a 3-dimensional system
having an invariant surface, derived new formula of Melnikov
function, and obtained sufficient conditions for the existence
of periodic orbits. In 2009, Liu and Han [5] investigated the
bifurcation of periodic solutions of a 4-dimensional system
depending on a small parameter and gave a new method to

use the Melnikov function. From 2009 to 2012, Llibre et al. [6-
9] studied the bifurcation of periodic solutions from a class of
systems which has a 4-dimensional center in 1:# resonance,
p:q resonance, a 4-dimensional center in R” in resonance
1:nas well as the 2n-dimensional center, respectively. In 2013,
Liu et al. [10] investigated the double Hopf bifurcation at zero
equilibrium point and simulated the periodic solutions and
3-dimensional torus near the double Hopf bifurcation.
Viscoelastic belt system is an irreplaceable transmission
device in the mechanical system and the belt is the core
link part of the mechanical equipment. From the vehicles’
original machinery to the modern automatic equipment,
products go through several changes and have abundant uses,
so scholars around the home and abroad pay more attention
to the features of nonlinear dynamics. In 1985, Ulsoy et al.
[11] studied the stability of parametric vibration of a moving
belt with a tensioner. In 1988, Wickert and Mote [12] studied
the vibration and stability of axially moving materials. In
1998, Zhang and Zu [13, 14] studied the nonlinear vibration
and stability of a parametrically excited viscoelastic belt by
using the multiscale method. In 2004, Zhang et al. [15]
investigated the bifurcation of periodic solutions and chaotic
dynamics for a parametrically excited viscoelastic moving
belt with 1: 3 internal resonance and obtained that there exist
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periodic, 2-periodic, 3-periodic, 5-periodic, and quasiperi-
odic responses and chaotic motions in viscoelastic moving
belt. In 2008, Liu et al. [16] investigated the problem of
the transverse nonlinear nonplanar oscillations of an axially
moving viscoelastic belt with the integral constitutive law in
the case of 1:1 internal resonance.

In this paper, we use the bifurcation theories of high-
dimensional system to investigate the existence and stability
of the periodic solution of the viscoelastic belt with two
degrees of freedom. In Section 2, we introduce the viscoelastic
belt system and make the nonsingular linear transformation.
In Section 3, we present the methods to study the bifurcation
of periodic solutions; what is more, the conditions of the
existence and stability of the periodic solution are obtained.
In Section 4, we give the phase diagrams of the solutions
under different parameters to verify the analytical results in
Section 3. In Section 5, we summarize our results.

2. The System and Nonsingular
Linear Transformation

We get the nondimensional nonlinear dynamical formula-
tions of the viscoelastic belt by using the method in [16]:

vit + 2yvix + (yz —1-acos wt) v;x
+2uv; - Ny (w,v) =0,
@

wt't + 2yw:x + (yz —1-acos wt) w;x

+ ZMVLU: - N, (w,v) =0,
where

3 2
N (w,v) = EEE(V’) vl + Ewlw! v

3
N, (w,v) = EEe(w,x)zw’ +E, v v, w

2)
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By using the multiscale method, we obtain the average
equations of viscoelastic belt in 1:2 internal resonances as
follows:

; 2, 2
Xy = —px; + (0 + &) x, + ayx; (xl + xz)
2. 2 2 2
+ 0%, (x1 + xz) + 04X, (x3 + x4)
2 2 2 2
+ 05 X, (x3 - x4) + o3 x, (x3 + x4)
2 2
— g X X3X, + 0gX, (x3 - x4)
+ 05 X, X3 Xy,
; 2, 2
%y = (-0y + ) x; — px; — oyx, (x1 + x2)
2, 2 2 2
+ oy, (x1 + xz) — oy x, (x3 + x4)
2, 2 2 2
+ 03X, (x3 + x4) — o X, (x3 - x4)
2 2
+ 0 X Xy X5 — 05X,y (x3 - x4)
+ AgXyX3Xy,
. 2, 2
%3 = —pxs + (03 + B) xg + Broes (x5 + x5 (3)
2, 2 2, 2
+ Byx4 (x3 + x4) + B5x; (xl + xz)
2, 2 2 2
+ Baxy (x1 + xz) + Bsxs ('xl - xz)
2 2
= Bex1x,x3 + Poxy (x1 - xz)
+ Bsxy X%y,
; 2 2
%y = (=0, + ) x5 — pxy — Boxs (x3 + x4)
2, .2 2, 2
+ Bixy (x3 + x4) - Bux; (X1 + xz)
2, 2 2 2
+ Bsxy (x1 + xz) = Bexs ('xl - xz)
2 2
+ Bsx1x,x3 — Psxy (x1 - x2)
+ Bex1 %%y,

where «;, 5; are the combined coeflicients.
We transform the system (3) by applying a nonsingular
linear transformation.

Let
a+ o0y, B#0,,
fn‘:m>0, (4)

Note the following linear transformation (TF) as

u = = ((@=0y) x; +pxy), Uy = X,

= 3=

Vi = = ((B=0y) x5 + uxy), ®)

Vy = Xy

T = mt.
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Then, by using the transformation (TF), system (3) has the
form

du,
ar = —uy + My, (uy, ty, vy, v3)
(6a)
du
2 _
= uy = byygotty + My (1, Uy, v1,v3) 5
dr
dv
i Cooo1 Va2 + My (U, 1y, v1,v3)
(6b)
dv
2 _
ar doorov1 — dooo1 V2 + My (’/‘1’ Uz V> Vz) >

where the expression of M ;(uy, 4, v1,v,), j = 1,2,3,4,i =
a,b,c,d, is shown in Appendix B, and the coefficients are
shown in Appendix A.

The systems are topologically equivalent after the nonsin-
gular linear transformation, so we can study the existence of
periodic solution of system (3) through studying it of system
((6a) and (6b)).

3. Bifurcation of Periodic Solution

In this section, we investigate the existence and stability of
periodic solution of system ((6a) and (6b)).

3.1. Lemmas. In this part, we use the method in [14] to study
the bifurcation of periodic solution of certain 4-dimensional
system.

Consider the following C" (r > 3) 4-dimensional system:

dx

- f(x)+eP(x,y,¢€), (7a)
dy B
5 =90 +eQ(x ). (7b)

Suppose that the following conditions hold.
(A) The planar autonomous system

dx
T fx) (8)

is a Hamiltonian system with C™! Hamiltonian H(x), and
there exists an open interval J C R, such that system (8) has a
family of periodic orbits {L;, : h € J},where L, = {x : H(x) =
h}.

(B) y = 01is a focus of planar autonomous system

dy _
E—g(y). 9)

Without loss of generality, we assume that

Dg (0) = ( (:U ‘6’) - B. (10)

Assume that L, has a parameter representation x =
q(t,h), 0 < t < T(n), where T(h) denotes the period of L,
forh e J. Let

G(@,h)zq(%?@,h), 0<6<2nm,

N )
M(r):J FGO. 1) AP(G(6,7),0,0)d6,

0

where (a;,a))" A (b,b,)" = a,b, — a,b;, and we have the
following.

Lemma 1. Suppose that 0 < |e| < 1.

(i) If M(r)#0 for any r € ], the system ((7a) and
(7b)) has no periodic orbits with period near T(r) in
a neighborhood of L,.

(ii) If there exists hy € ], such that M(h,) = 0, M'(ho) +0,
and wT(hy) # 2km, then system ((7a) and (7b)) has

a unique periodic orbit with period near T(h,) in a
neighborhood of L,.

[ (@, G100

+Q,, (G (6,hy),0,0)) do,

T (ho)

= [ r @ 0.) (12)

Q

A (P (G (6, h9),0,0) G (6, ko))
+ (F(G(0,h)) Gy (0, 1))
AP (G (6,hy),0,0)] d6.

Lemma 2. If there exists hy € ], such that M(h,) = 0,
M'(ho)q&O, T'(ho) = 0, and T(hy)w/2m is an irrational
number. For 0 < |e| < 1, in a neighborhood of Ly, , one has
the following:

(i) if 2d,e < d,e < 0, the periodic orbit L, of system
((7a) and (7b)) is asymptotically stable, and there is a
nontrivial invariant torus S,, of system ((7a) and (7b)),
which is unstable;

(ii) if dye < 0 < dy¢, the periodic orbit L, of system ((7a)
and (7b)) is unstable, and there is a nontrivial invariant
torus S,, of system ((7a) and (7b)), which is stable;

(iii) ifd,d, #0, d & < 2d,¢, or 0 < 2d,¢& < d,¢, the periodic
orbit L, of system ((7a) and (7b)) is unstable, and there
is a nontrivial invariant torus S,, of system ((7a) and
(7b)), which is also unstable.

3.2. Dynamic Analysis of the System. In this section, we
investigate the existence and stability of periodic solutions of
system ((6a) and (6b)) through studying the bifurcation of



periodic solutions of system ((18a) and (18b)). In system ((6a)
and (6b)), let

u=(upuw)’, v=(v,v), (13)
and note that
f @)= (),
GO = (=01 Vs + M, (1 ¥) » dogrovy + May (us )",
P (14,,) = (Mg (1,¥), ~Byyootts + My, (1,1)"

Qu,v,€) = (M, (1, v) , —dogoy v, + Myg (1, v)) "

(14)
For simplicity, we use the following transformation:
%’0100 - 8b.0100’ dooor — €dooor (15)
tmnpq > Etmnpg>
when
i=ab,m+n)f=1, (16)
or
i=cd(p+q)" " =1, m+n#0. 17)

Then system ((6a) and (6b)) can be rewritten as follows:

du
a = f (I/l) +¢eP (u! Vs 8) > (183)
dv
e g +eQu,v,¢). (18b)

The perturbed system ((18a) and (18b)) satisfies the following
two qualities.
(A) The planar autonomous system

du
. 19
i J (W) (19)
is a Hamiltonian system with the Hamiltonian H(u) = uf +

13, and there exists an open interval J ¢ R, such that system
((18a) and (18Db)) has a family of periodic orbits {L, : h € J},
where

L, = {(ul,uz) Ul = Zh}. (20)

(B) When 8, #0, v = 0 is a 1-order weak focus of planar
autonomous system

dv

EZQ(V),

_ 0 —coont
Dy (0) = <d0010 0 )

Since ¢yo9; = dgo10 = 7/, systems (18a) and (18b) and
(7a) and (7b) are of the same kind. We could use the method

(21)
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in Section 3.1 to study the bifurcation of periodic solution
of system ((18a) and (18b)), that is, the existence of periodic
solutions of system ((6a) and (6b)).

In system ((18a) and (18b)), by direct computation, we
have

T (h) = 2m,
(22)
G (0,h) = V2h(cos 6, sin O)T.

By Lemma 1, we have that the sufficient condition for the
existence of periodic solutions of the perturbed system ((18a)
and (18b)) in a neighborhood of

L, = {(ul,uz,vl,vz) Ul s = 2hg, vy = v, = 0} (23)
is that

M) =[£G O.m)APGE.1).0.0)d0

3

2 14
= —11\|2hy o100 — \2h (Zbosoo + meoo)

T 3
- \/Zho <Z“1200 + Z%ooo) =0,

M’ (ho) = —2by19 — 2hy (3”190300 + ”bzloo)

= 2hy (710,590 + 37a3009) #0,

W = Goo01 # k.

(24)

Solving the equation M(h,) = 0, we have

2b,
ho = 0100 ) (25)
3a3000 *+ A1200 + Br100 + 3bo300
that is, in system ((18a) and (18b)), when
Gooo1 = dooro £k,

2by100 (26)

h, hy > 0,

- 33000 + Ar1200 + ba100 + 3bo300
system ((7a) and (7b)) has a unique periodic orbit with period
near T'(h,) in a neighborhood of

Ly = {(ul,uz) U U = 2h0}. (27)

This periodic orbit is bifurcated from the periodic orbit of the
unperturbed system.
In system ((18a) and (18b)),

dy=2n (Cho - doom)’
(28)
dy=m (Aho - 2170100) >

where

C = 10 * 010 * dozo1 + dao01>
(29)
A = 2by109 + 3bpsgo + 33000 T+ 2G1200-

By Lemma 2, when w = ¢y, is an irrational number, the
stability of the periodic orbit L, in the neighborhood and the
nontrivial invariant torus S,, is showed in Table 1.
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TABLE 1: The stability in system ((18a) and (18b)).

Number Condition Conclusion
1 2d,e <de<0 L, is asymptotically stable, and the nontrivial invariant torus S,, is unstable.
2 d,e<0<de L, is unstable, and the nontrivial invariant torus S,, is stable.
3 d,d,#0,d,e < 2d,e B 0 < 2d,e < d,e L, is unstable, and the nontrivial invariant torus S,, is unstable.
0.03
0.02
0.01
g 0
-0.01
-0.02
-0.03
-0.04 -0.02 0 0.02 0.04
X1

(a)

(®)

FIGURE 1: Periodic solutions of the unperturbed system.

4. Numerical Simulation

In this section, we present one group of phase diagrams of the
unperturbed system and four groups of phase diagrams of the
perturbed system of different parameters to verify the results
and compare relative parameters to find out which relative
parameter influences the existence or stability of the periodic
solution.

For simplicity, we note

UPE = (4,0, 0,01, 0),
UPS = (0,, B, a3, ¢y, s, &, By Bas B3> Bas Bss ) -

(1) When ¢ = 0, there is a family of closed orbits of system
((18a) and (18b)) on the plane v; = 0, v, = 0. In other words,
there is a family of closed orbits of system (3) on the plane
x5 = 0, x, = 0. Refer to Figure 1.

(2) When € #0, the group of parameters of UPE is equal
to UPEL, where

(30)

UPE1L = (2,1,4,-3,2). (31)

By computation, there does not exist h,, such that
M(hy) = 0. Hence, there is no periodic orbit of system ((6a)
and (6b)) under this group of parameters. Refer to Figure 2.

(3) When ¢ # 0, the group of parameters of UPE is equal
to UPE2 and UPS is equal to UPS1, where

UPE2 = (2,1,2,2,—%>,
5 (32)
UPS1 = <2,1,—2, -2, —3,—5,3,2,—1,—2,4,—1>.

By computation, there exists h;, such that M(h,) = 0,
M'(h,)#0, and d,, d, satisfy the condition of number 1 in

Table 1, so there exists a periodic solution with period near
27 in a neighborhood of L, . The solution is asymptotically
stable, and the nontrivial invariant torus is unstable. Refer to
Figure 3.

(4) When ¢ # 0, the group of parameters of UPE is equal
to UPE2, and UPS is equal to UPS2, where

5
UPS2 = <2, 1,-2,-2,-3, —5,3, 2,1,-2,-4, —1) . (33)

By computation, there exists /;, such that M(h;) = 0,
M'(h)) #0, and d,, d, satisfy the condition of number 2
in Table 1, so there exists a periodic solution with period
near 27 in a neighborhood of L, . The solution is unsta-
ble, and the nontrivial invariant torus is stable. Refer to
Figure 4.

(5) When ¢ # 0, the group of parameters of UPE is equal
to UPE2, and UPS is equal to UPS3, where

UPS3 = (2, 1,2,-2,3, g, -3,2,1,2,4, 1) . (34)

By computation, there exists /;, such that M(h;) = 0,
M'(h,)#0, and d,, d, satisfy the condition of number 3
in Table 1, so there exists a periodic solution with period
near 27 in a neighborhood of L By The solution is unstable,
and the nontrivial invariant torus is unstable. Refer to
Figure 5.

In this section, we divide the parameters into two groups,
noted UPE and UPS. When the group UPE is equal to UPEL,
there is no periodic solution of system ((18a) and (18b)).
When the group UPE is equal to UPE2, each system, with the
different parameters of UPS, has a unique periodic solution
which bifurcated from the same periodic orbit 4;. When
the group UPE is equal to UPE2, and the group UPS is
equal to UPS1, UPS2, and UPS3, respectively, the stability of
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FIGURE 2: Orbit of the unperturbed system under parameter
conditions UPEL.

the periodic solution and the nontrivial invariant torus are
different from each other. From above, we get that the group
of UPE decides the existence and its relative location, and the
group of UPS decides the stability of the periodic solution and
the nontrivial invariant torus.
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5. Conclusion

In this paper, we apply the bifurcation theory to research
the existence and stability of the periodic solution of the
viscoelastic belt system. At first, we transformed the average
equations. Then according to Melnikov function, we can get
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existence conditions and relative location of periodic solution
of the perturbed system and judge the periodic solution and
the stability of nontrivial invariant torus. Finally by analyzing
and comparing the relationship between parameters and the
periodic solutions, we can come to the conclusion that the
group of UPE influences existence and relative location of
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FIGURE 5: Periodic orbit of the unperturbed system under parameter
conditions UPE2 and UPS3.



periodic solution, and the group of UPS affects the stability of
the periodic solution and the nontrivial invariant torus. The
results play a significant role in studying the periodic solution

of the viscoelastic belt system.
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Typical challenges that manufacturing enterprises are facing now are compounded by lack of timely, accurate, and consistent
information of manufacturing resources. As a result, it is difficult to analyze the real-time production performance for the shop-
floor. In this paper, the definition and overall architecture of the internet of manufacturing things is presented to provide a new
paradigm by extending the techniques of internet of things (IoT) to manufacturing field. Under this architecture, the real-time
primitive events which occurred at different manufacturing things such as operators, machines, pallets, key materials, and so forth
can be easily sensed. Based on these distributed primitive events, a critical event model is established to automatically analyze the
real-time production performance. Here, the up-level production performance analysis is regarded as a series of critical events, and
the real-time value of each critical event can be easily calculated according to the logical and sequence relationships among these
multilevel events. Finally, a case study is used to illustrate how to apply the designed methods to analyze the real-time production

performance.

1. Introduction

Recent developments in wireless sensors, communication,
and information network technologies (e.g., radio frequency
identification-RFID or Auto-ID, Bluetooth, Wi-Fi, etc.) have
created a new era of the internet of things (IoT). The term
of the IoT has first been proposed by Kevin [1]. It refers
to uniquely identifiable objects (things) and their virtual
representations in an Internet-alike structure.

According to our investigation of several collaborative
manufacturing enterprises, typical challenges that they are
facing now are compounded by lack of timely, accurate,
and consistent information of distributed manufacturing
resources during manufacturing execution. In order to
improve the rapid response and optimal decision of shop-
floor level, real-time manufacturing data and information
tracking and tracing play a significant role [2-4]. Automated
identification, as the core technique of IoT, has been widely
adapted to shop-floor for capturing the real-time data.

Two streams of literature are relevant to this research.
They are real-time production management technique and
real-time manufacturing information capturing. In the field
of real-time production management technique, Huang et
al. [2] designed a RFID-based wireless manufacturing for
walking-worker assembly shops with fixed-position layouts.
Considering the difference businesses in different companies,
in our previous work, Zhang et al. presented an agent-
based workflow management strategy [3] and a smart objects
management system [4] for RFID-enabled real-time recon-
figurable manufacturing. By extending and adopting the
concept of cloud computing for manufacturing, Wang and
Xu [5] proposed an interoperable manufacturing perspective.
Huang et al. [6] discussed a conceptual WM framework
by using the RFID technology to collect and manage the
real-time data from manufacturing shop-floors. Equipped
with active RFID tags, an innovative and ecological packag-
ing/transporting unit named MT has been implemented by
the Spanish company Ecomovistand for the grocery supply
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chain [7]. Zhang et al. [8] designed an RFID-based smart
Kanban system to implement just in time (JIT) production
and control the work in progress (WIP) stock. In the field
of real-time manufacturing information capturing, Zang and
Fan [9] implemented an event processing mechanism in
enterprise information systems based on RFID, including
the architecture, data structures, optimization strategies, and
algorithm to address the challenges posed by the fast moving
market. Jiang et al. [10] presented an “event-triggering time-
state” graphical schema-based operation model for describ-
ing and formalizing material flow. Fang et al. [11] presented
an event-driven shop-floor work in progress (WIP) man-
agement platform for creating a ubiquitous manufacturing
(UM) environment to process the huge amount of RFID
data into useful information for managerial uses. Zappia
et al. [12] proposed a lightweight and extensible complex
event processing system based on a layered architectural
design to extract meaningful events from raw data streams
originated by sensing infrastructures. Li et al. [13] presented a
hybrid method of mixture of Gaussian hidden Markov model
(MG-HMM) and fixed size least squares support vector
regression (FS-LSSVR) for fault prognostic in equipment
health management system. Xu and Liu [14] proposed a smart
metering network system based on the IPv6 network protocol
and ZigBee protocol for residential power measurement. Li et
al. [15] proposed a fault diagnosis method combining wavelet
packet decomposition (WPD) and support vector machine
(SVM) for monitoring belt conveyors with the focus on the
detection of idler faults. Based on the traditional theodolite
measuring methods, Wu and Wang [16] introduced the
mechanism of vision measurement principle and presented
anovel automatic measurement method for large-scale space
and large work pieces (equipment) combined with the laser
theodolite measuring and vision guiding technologies.

The above researches have provided the advanced con-
ception and technologies for improving the real-time man-
agement for production process. However, in the framework
of [2], it is only responsible for one application (e.g., assembly
shops) in applying RFID technique. It means the framework
may be redesigned if the application is changed. In some
frameworks in [3, 5], the conception is good. But how to
easily apply the concept design into real-life manufacturing
plants should be further investigated. For the real-time man-
ufacturing information processing, the event model has been
widely adopted as seen in [9-12]. References [13-16] describe
some predicted models for manufacturing exceptions. Obvi-
ously, the event model has advantages in dealing with the
events which occurred at the Auto-ID devices. However, in
this research, for the purpose of analyzing the dynamical
performance of the production process, some value-added
information processing method should be designed based
on the events. And the hierarchy and processing model of
the different level events should be further classified and
systematically designed.

According to the analysis of the above researches, the
following challenges may exist in many real-life manufac-
turing companies in applying IoT technologies. The first
challenge is to establish an overall architecture to form an
active sensing manufacturing environment and to timely
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monitor, control, and optimize the production process by
introducing Auto-ID devices to traditional manufacturing
things. The second challenge is to build up an events-driven
real-time production performance analysis model to process
the huge real-time data captured by distributed Auto-ID
devices to meaningful and value-added manufacturing infor-
mation. The third challenge is to design the corresponding
process method and procedures to calculate the real-time
critical event related to production performance based on the
captured manufacturing data.

Considering the advantages of IoT, in this paper, an
overall architecture of the IoMT is presented to provide a
new paradigm by extending the IoT to the manufacturing
field. In contrast to previous framework, the proposed [oMT
aims to design an easy to deployment infrastructure to
form an active sensing manufacturing environment and to
timely monitor, control, and optimize the production process.
Under this architecture, the manufacturing things such as
operators, machines, pallets, and materials can be embedded
with sensors to interact with each other. Then, an event
model is adopted to implement the real-time production
performance analysis, which may provide important man-
ufacturing information for up-level decision. The presented
model and method of this research will improve shop-floor
productivity and quality, reduce the wastes of manufacturing
resources, cut the costs in manufacturing system, reduce the
risk, and improve the efficiency of online supervision and the
responsiveness to production changes.

The rest of the paper is organized as follows. Section 2
describes the definition and overall architecture of the
internet of manufacturing things. The real-time production
performance analysis model and method are designed in
Section 3. Section 4 illustrates how to apply the designed
critical event model to implement the real-time production
performance analysis under the architecture of the internet
of manufacturing things. Conclusions and future works are
given in Section 5.

2. Overview of the Internet of
Manufacturing Things

2.1. The Definition of IoMT. Before giving the definition of
IoMT, it is better to define the manufacturing things first.
In this research the manufacturing things are the physical
manufacturing objects used to convert raw materials, compo-
nents, or parts into finished products. For example, the man,
machine, work in progress (WIP) items, tools, forklift, pallet,
and so forth are typical manufacturing things.

IoMT is defined as multisource real-time manufacturing
information driven optimal management system for shop-
floors. It is used to timely monitor and optimally control the
process from the production orders assigned to the shop-
floors until the required WIP/products are produced. The
multisource manufacturing information of the various man-
ufacturing resources could be connected and timely sensed
each other by introducing the IoT technologies (e.g., RFID,
Auto-ID) to traditional manufacturing shop-floors. IoMT
includes two main parts, hardware and software. In terms
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of hardware, IoMT includes a number of Auto-ID devices
which are used to automatically capture the multisource
manufacturing data. In terms of software, IoMT integrates
a series of application services to provide decision supports
(e.g., real-time scheduling) for process control based on the
captured real-time manufacturing data.

2.2. A Referenced Architecture of IoMT. Based on the above
definition, a referenced architecture of IoMT is designed
as seen in Figure 1. It aims to build up a referenced real-
time information capturing and integration framework to
implement dynamical monitoring and controlling during the
manufacturing execution stage.

Under this architecture, the dynamical parameters such
as movement and real-time status of the manufacturing
things can be timely sensed. Then, the real-time production
performance can be dynamically monitored and analyzed.
The proposed IoMT consists of four parts from the bottom
to the top, namely, configuration of sensor networks, real-
time data sensing and capturing, real-time manufacturing
information processing, and applications services.

Configuration of sensor networks is responsible for build-
ing up a low-cost and a high-reliability sensing manufactur-
ing environment for capturing the real-time manufacturing

data. Based on the configuration result, the real-time data
of manufacturing things during production process can be
sensed and captured. For example, when a manufacturing
thing comes to a sensing area, this event can be sensed by
the registered sensor. Through the communication protocol,
the sensor can capture the data of the coming manufacturing
things. In this module, the sensor manager (SM) is used to
centrally manage the different sensors and transmit the real-
time data through web service technology. Manufacturing
information processing is used to process the insignificant
data captured by sensors to form meaningful manufacturing
information. It includes four modules, namely, definition,
rules, value-added, and data schema. The definition module
is used to establish the manufacturing things and the sensors.
Then, the changed data of manufacturing things can be timely
captured by the auto-ID sensors. Rules module is used to
classify the real-time data of different types of manufacturing
things (e.g., man, machine, WIP items, tools, etc.). Value-
added module is used to further calculate the distributed
manufacturing data to form more meaningful information
for up-level decision. Data schema module is responsible for
providing a standard schema for real-time manufacturing
information so that it can be easily shared and integrated in
heterogeneous enterprise information systems. Application
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FIGURE 2: Real-time production performance analysis model.

services are used to provide the upper level monitor and con-
trol of the manufacturing execution based on the real-time
manufacturing information. Six types of services, namely,
process track and trace service, production performance
analysis service, materials delivery service, quality control
service, dynamical optimization service, and integration with
other enterprise information systems service, are designed in
this module. These services can work as an independent tool,
as well as a plug-in unit integrated with the third part systems.

3. Critical Event Based Real-Time Production
Performance Analysis Model

3.1. Real-Time Production Performance Analysis Model.
Figure 2 shows the model of critical event based real-time
production performance analysis under the JoMT architec-
ture. It includes three main modules.

The first module is real-time production data collec-
tion. It is used to capture the real-time data of distributed
manufacturing things embedded with smart sensors. The
second module is information extracting process. In this

module, the multilevel event model is used to process the
distributed manufacturing data of the primitive events to
meaningful manufacturing information. Four types of events
(Primitive Event, Basic Event, Complex Event, and Critical
Event) are involved in this research, which will be described
in Section 3.2. The third module is real-time production
performance analysis module. It is used to establish the
relationships between the key performance monitor points
and the relevant primitive events, and then the value of the
key production performance could be easily calculated once
primitive events occur at the corresponding manufacturing
things.

3.2. Critical Event Based Real-Time Key Production Per-
formance Analysis Method. Because each key production
performance monitor point can be regarded as a critical
event, in this section, the hierarchy and extraction process of
critical event will be described in detail.

3.2.1. 'The Hierarchy of Critical Event. The key issue of event
process is a precise event model, which reflects the different
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stages of event processing. In order to extract the useful
information effectively, this paper divides the event process
into four layers, as seen in Figure 3.

Primitive events (PE) are events generated during the
interaction between readers and tagged objects. Because of
the high speed and automatic reading when the reader reads
the tags, it is unavoidable to receive a high volume of data.
However, those data are often missed and duplicated reading,
and unreliable readings may cause outliers; the primitive
events must be preprocessed in order to provide enough-
quality data.

Definition 1. Primitive events can be defined as PE = (r, 0, 1),
where r represents the reader_ID which is unique “String”
type, o represents the content of the object (e.g., a tag), and
t represents the observation time.

Basic events (BE) are events generated by the aggregation
of cleaned data, which reflect the real-time space or space
change of one or one class of product. While the cleaned
primitive data is too fine-grained and still uncorrelated, they
bear no business meaning and applications may only be
interested in the case when an object enters one area (infield),
when an object leaves the area (outfield), how long the object
stays in the area (stay), and how many objects exist in one
area (collected) in order to update real-time WIP situation
automatically. The first three kinds of events infer the objects
flow through one area, while the last infers the number of one
kind of material.

Definition 2. Basic events can be defined as BEE ;j = (eores,
location, ts, te, context), j = (1,2,3,4),i = (1,...,m), k =

1,...,n).

Here BEff ; represents jth event of location i for material
k; m and n are the total number of the readers and materials.
E or es represent the EPC of object; location represents the
location where event happens. Ts and te represent the start
and end time, and ts equals te when the event is temporal
event (e.g., infield, outfield, collected event). Context is used
to interpret the event.

Complex events (CE) are events that reflect one class of
product processing state, such as the progress of an assembly
and the accept event of a product. While the basic events

represent the time and space condition and have relation
between each other according to the complex event rule, they
can be used to acquire the status of complex events.

Definition 3. Complex events can be defined as CE = (CE_ID,
Attributes, Context, Time), where CE_ID is the unique ID of
event, Attributes stand for the attributes of the event, such as
the event hierarchy, Context specifies the context information
needed to describe the complex event, including the material
and the process ID, or the relation between subevents, and
Time is the point when event occurs and it can be a time point
or a period of time.

Critical events (CrE) are methodically defined composite,
high-level events; its state change will have a critical signifi-
cance and often infers the change of shop-floor manufacture
resources performance. The event can be diverse sides of
the shop-floor according to the different needs of various
applications, for example, the total cost of product and the
overall operation status of machine.

Definition 4. Critical events can be defined as CrE = (CrE_ID,
Attributes, Context, Time), where CrE_ID is the unique ID
of the critical event, Attributes stand for the attributes of the
event, Context specifies the context information needed to
describe the critical event, and Time is the time when event
occurs.

3.2.2. Extraction Process of Critical Event. The event hierarchy
reflects the extraction process, which can be understood as a
sequence of event processing steps. Based on the ECA rules
and the SQL query language, this section gives the universal
algorithm to acquire the upper level event.

(1) The Extraction Process of Basic Event. Basic events are
derived by mapping the primitive data to space change data;
for example, we can acquire the “Infield event” when the
object is read for the first time, the “out event” when the
smart object is read for the last time, the “stay event” based
on the above two events, and the “collected event” based on
the object read by the same reader at one time. The extraction
process from primitive event to basic event can be described
by the pseudo code shown in Algorithm 1.

(2) The Extraction Process of Complex Event. To acquire
the complex event, the process rule is the key issue. The
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//The extraction process from primitive event to basic event
//Input: Primitive Events PE = (, o, t)

(1) For each incoming event PE
2)For(i=1;i<=mn;i++)

(3) For(k=1Lk<=mk++)

(4) if the object k was first read by reader 1 at T'1

(6) else if the object k was last read by reader n at T2

(8) else the object k was read by reader i at T3
9) if first read

//Output: Basic Events BEX. = (eores, L;, ts, te, context), j=(1,2,3,4),i=(1,..,n),k=(Q1,...,m).
p i,j i .]

/li represent the ith reader of the process line
/IK represent the material number

(5) then Create event BE’S1 = (k.ID, Ly, T1(ts), launch)

(7) then Create event BEﬁ)4 = (k.ID, L, T2(te), finish)

(10) then Create event BE:‘,1 = (k.ID, L;, T3(ts), infield) //The infield event

11) and BEE2 = (kID, L;_;, T1(ts), T3(te), stay) //The stay event

(12) and BEf.f3 = (k.ID, L,_,, T3(te), outfield) //The outfield event
(13) Else Create event BEffz = (k.ID, L;_;, T1(ts), T3(t_-now), stay) //The stay event

//Reader 1 represent the entrance reader of the process line
//New product launch
//Reader n represent the exit reader of the process line
//The product is finished
/IThe reader in the process line

ALGORITHM I: The extraction process from primitive event to basic event.

rules can be acquired according to the inherent logical
relationship of the basic events; for example, we can acquire
the logistic of the material according to the read record based
on its ID. Meanwhile the rules can also be defined by the
application level, such that we can figure out whether product
is acceptable according to the direction after the detection
process. Once the basic event is acquired, if the complex rule
is ready, they will be processed to the complex event instances
based on the algorithm shown in Algorithm 2.

(3) The Extraction Process of Critical Event. The critical
event is composed of several complex events. To acquire
the key monitor points, while the complex events represent
one aspect of the process status of product, combined with
the plan information, they can be aggregated to acquire
the key monitor points according to the different needs of
various level applications. The extraction process of progress
and deviation from complex event to critical event can be
described by the pseudo code shown in Algorithm 3.

4. Application of Critical Event
Based Real-Time Production
Performance Analysis

This section presents an industrial case study on applying
the proposed event model to a shop-floor to analyze its key
production performance.

4.1. Description of the Case. The designed shop-floor has
a complicated structure in the sense that numerous com-
ponents are involved in the product assembly. However, it
can be simplified into three major assembly lines: assembly
line 1 which has two parts processed in the shop-floor,
assembly 2 with one part processed in the shop-floor, and the
final assembly procedure, while many parts and accessories
manufactured are outsourced to suppliers and shareholding
subsidiaries. All of the three parts have three processes,

and both of the assembly processes were composed of two
procedures, as shown in Figure 4.

4.2. Real-Time Production Performance Analysis

4.2.1. Real-Time Progress and Deviation Analysis. The
progress and deviation (PaD) is an important aspect of
production management. The real process time can be
acquired by querying the basic events, so the progress
of assembly or product can be obtained according to the
hierarchy relationship of the process. Compared with the
plan process time, the deviation which can be acquired by the
equation “the deviation time/the plan time” can be obtained.

The complex event that represents PaD of assembly can
be represented as

CE_PaDh = (CE_ID, assemblyh.ID, p,, d},),

Yi X (BB te - BE ts)

- 100%,
Yo i PT

Pn

ATE
dh = = dervr:atlon - 100%,
zk:l Zi:l PT1

)

where CE_ID is the unique ID of the complex event assembly,
ID is the unique ID of the assembly, BEf”; is the stay event of
part hk, ts and te are the infield and outfield time, p, is the
progress of the assembly, d), is the deviation, and PT is the
process time in plan.

The critical event that represents the PaD of product can
be represented as
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//The extraction process from basic event to complex event

(1) For each incoming basic event BEhk

(3) Then trigger the event rule

(4) and Insert into Complex Event

(5) Select complex event ID as CE_ID,

(6) Location as process.id,

(7) EPC as product.ID or WIPID,
(8) Calculations as attrl, .. ., attr 7,
9) Ts as ts,

(10) Te as te

(11) From BE, Calculation Process

//Input: Basic Events BEIhIJ‘ . Where, hk represents the part k of assembly h.
//Output: Complex Events CE = (CE_ID, Attributes, Context, Time).

(2) Do IF Some complex process rule related to the BE is ready

/IQuery the related rule

//Create Complex Event

//Calculation based on the different complex event rule

ALGoORITHM 2: The extraction process from primitive event to basic event.

(1) For each incoming complex event CE
(2) Do IF Some process rule related to the CE is ready

(3) Then trigger the event rule

(4) and Insert into Critical Event

(5) Select critical event.ID,

(6) Process.ID,

(7) Product.ID,

(8) Calculations as attrl, . .., attr 4,
9) Ts as ts,

(10) Te as te

11) From CE, Calculation Process

(12) Where CE.process.ID = CrE.process.ID
(13) or CEWIPID = part of product.ID

//The extraction process from complex event to critical event
//Input: Complex Event CE = (CE_ID, process.ID, WIPID, Attributes, Time),
//Output: Critical Event CrE = (CrE_ID, Attributes, Context, Time).

//Query the related rule

//Create New Critical Event

//Calculation based on the different complex event rule

AvrGoriTHM 3: The extraction process from complex event to critical event.

Critical Event CrE =
where

_ Zhor Ti 27 (BEf te - BES;t5)
Yot Lie1 2y PT?k
Adeviation

Ther Lot Zim PTI

(CrEID, ProductID, p, d),

- 100%,
)
- 100%,

where CrE_ID is the unique ID of the critical event, p is the
progress of the assembly, and d is the deviation. Figure 5(a)
shows the real-time progress and deviation analysis of this
case.

4.2.2. Real-Time Cost Analysis. There are two kinds of prod-
uct cost: the fixed cost and the variable cost; the fixed cost is
the salary, energy, and machine cost, which is often shared
by every product at end. The variable cost is the cost related
to the manufacture process including the logistic cost, the
material cost, and the manufacture cost. The logistic and

the manufacture cost can be computed by the logistic or the
manufacture time, and the material cost is added if we detect
the material that was used.

The logistic cost is the cost generated in the logistic
process. The logistic time can be acquired from the sensor
events according to the object ID; then, we can know
the logistic cost combined with the unit time logistic cost
(Ciogistic)- The complex event can be descripted as

CE_LC = (CE_ID, logistic cost, product.ID, cost, T),
where

M=
M=

CE_LC.cost = Coggic ><< (BE{,.t - BE{ ;. )) (3)

k

1l
—
1]
—_

The manufacture cost is computed by the unit manufac-

ture cost of machines (C!,_ - and the stay time in the
machine. It can be descripted as
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CE_ManC = (CE_ID, manufacture cost, product.ID,
cost, T), where

CE_ManC.cost = Zn: iCi

manufacture
k=1i=1

X (BEEz.te - BEEZ.ts) .
(4)

The material cost can be got by searching the material
that the product has used and the price of used material

(Material?k). Then, it can be represented as

CE_MatC = (CE_ID, material cost, product.ID, cost,
T), where

Material?k.

NgE

CE_MatC.cost = z Z
h=1k=1i=1

)

n

The critical event that reflect total variable cost of product
can be depicted as

CrE_PC = (CrE_ID, product cost, product.ID, cost,
T), where

CrE_PC.cost = CE_LC.cost + CE_ManC.cost

(6)
+ CE_MatC.cost.

Figure 5(b) shows the real-time cost analysis of this case.

4.2.3. Real-Time Quality Analysis. The complex event of
single WIP can be represented as

CE,pcf.f ;= (CE_ID, process condition, process;.ID,

7)
wip ;.ID, status, t) .

Then we can have the collected events based on CE_pc.
status. Here, we give the event reflect the accept process; the
reject and remanufacture situation is similar.

Consider the following:

CE_PA = (CE_ID, product accept, process;.ID, size, ts, te)
(8)

where CE_PC,.status = accept and size is the quantity of
accept events.

Finally, we can have the pass condition of process I,
represented as

CrE_MC, = (CrE,ID, Quality Condition, process;.ID,
)

RaccepthejeCt> Rremanufacture’ ts, te) >

9
where
CrEMC.R, o
_ CE_PA.size
" CE_PA.size + CE_PR.size + CE_ PRM.size
CrEMC.R s
(10)

B CE_PR.size
" CE_PA.size + CE_PR.size + CE_ PRM.size

CrE.MC.R

remanu

B CE_PRM.size
" CE_PA.size + CE_PR.size + CE_PRM.size"

Figure 5(c) shows the real-time quality analysis of the
developed prototype for this case.

4.2.4. Discussion of Reducing the Deviations. The deviations
between the real-time performances (e.g., progress, cost,
and quality) and those of planned targets could be timely
calculated by the proposed method. It provides important
information and inputs for further decision. The optimization
strategy and method can be used to reduce the deviations. For
example, if the progress deviates from the target far away, an
outsourcing strategy should be considered to reduce the devi-
ation. If the progress deviation is controllable, a rescheduling
method should be used to reorganize the manufacturing
resources to reduce the deviation.

5. Conclusion

Real-time production performance analysis plays an impor-
tant role. Currently, due to the lack of real-time status
information of the manufacturing resources, it is very difficult
to evaluate the runtime key production performances which
provide significant information for up-level production deci-
sions. Therefore, applying the IoT concept and multievent
based real-time monitor of the production process to man-
ufacturing system could improve the online supervision,
shop-floor productivity and quality, reduce the wastes of
manufacturing resources, and cut the costs in manufacturing
system.

This paper has described an overall architecture of the
internet of manufacturing things to sense the changed status
of distributed manufacturing things and provide the real-
time data driven application services for improving the per-
formance of the manufacturing system. Three contributions
are important in this research. The first contribution is the
definition and architecture of the internet of manufacturing
things (IoMT). The designed IoMT and its key components
can be used to sense the real-time manufacturing data of the
manufacturing things such as operators, machines, pallets,
and materials and process and exchange the real-time infor-
mation in the heterogeneous enterprise information systems.
The second contribution is the critical event based real-
time production performance analysis model, which aims to
establish the logical relationships between the key production
performance monitor point and the distributed primitive
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events which occurred at the distributed manufacturing
things. Then, the real-time value of each key production
performance monitor point could be easily calculated. The
third contribution is the application of three key production
performance monitor points, namely, real-time progress and
deviation analysis, real-time cost analysis, and real-time
quality analysis. The prototype illustrates the feasibility of the
model and method designed in this research.

Future works will focus mainly on how to predict the
new trend of the manufacturing system according to the real-
time production performance information. In addition, the
integration of this research with the real-time data driven
production scheduling method is also considered.
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Assembly dimensional quality affects wind noise and driving steady and whole external appearance. The quality can be improved
by reducing part tolerance and fixture tolerance and optimizing key control characteristics (KCCs). However, reducing tolerance
should largely increase manufacturing costs, and then the paper assembly tolerance is decreased by selecting optimal KCCs. In
this work, a fitness function is presented to evaluate assembly operations based on the linear assembly variation analysis model.
Afterwards, a new social radiation algorithm (SRA) is proposed to optimize KCCs, and some test functions are used to evaluate
optimum performance between the genetic algorithm (GA) and SRA, and the results show that the performance of SRA is better
than that of GA. Finally two cases are used to illustrate process of assembly operation optimization by SRA, and the results show
that the SRA has higher precision and efficiency than that of GA.

1. Introduction

The quality of autobody dimension is related to the whole
external appearance, wind noise, and even the steady of
driving. The dimension quality of autobody is mainly influ-
enced by automobile parts design, assembly process, and
manufacturing variations [1]. As the current level of man-
ufacturing precision control is close to the limit, deviation
reduced in manufacturing technology demands a qualitative
breakthrough. Dimension quality can be improved through
selecting assembly sequence, designing fixture layouts, and
optimizing key control characteristics (KCCs). According
to the analysis of assembly operations, assembly tolerance
changes due to different assembly operations, which change
with different assembly sequences. Therefore the assembly
operation optimization is an important means for improving
the assembly dimensional quality [2-4].

Currently, the assembly operation was optimized through
the genetic algorithm (GA) and the improved genetic algo-
rithm (IGA) [5, 6]. Carlson [7] used the secondary sensitivity
equation to optimize fixture scheme, and Vishnupriyan et
al. applied GA to select the best fixture locator positions
[8]. For overcoming the disadvantages of GA, Xing and
Wang [9] proposed the hybrid algorithm of particle swarm

optimization and genetic algorithm to improve optimum
efficiency. Since the current optimization algorithms are
not able to converge to the global optimal solutions, this
paper proposes a new social radiation algorithm (SRA) to
improve optimization precision and efficiency for increasing
the probability of searching global solutions. This method
is proposed based on human competition in society. SRA
is a swarm intelligence optimization algorithm according
to the principle of survival of the fittest. The innovation
points of SRA are that the population is divided into different
subgroups and resorted at every generation.

2. Objective Function of Optimizing
Assembly Operations

Many scholars had been studying assembly variation propa-
gation since 1900s. Cai et al. [10] proposed a method of linear
assembly variation analysis model to calculate assembly
variation due to fixture deviation. Qin et al. [11] put forward
a method of assembly variation analysis based on rigid
model. Through calculating assembly variation of 2D (2013),
the paper makes use of linear assembly variation analysis
model [10] to evaluate assembly operation. The translational
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and orientational variations at center of workpiece can be
expressed as a vector:

8q; = -J; ®zOR, )

where the Jacobian is expressed as

Ji = l_nix My, Ny X — nixyiJ » =123,
Mx ny, 0 0 0 0 (2)
Q=0 0 m nm, 0 0
0 0 0 0 n3x n3y

Here, R = [8x1,8y1,5x2,8y2,8x3,6y3]Trepresents the
source variation vector, which can be calculated by mul-
tiplying deviation and direction at locating point. n; =
(M5 niy]T, i = 1,2,3 stands for the surface normal vector at
locating points.

According to (1), the coefficient of variation propagation
is related to assembly operations. The smaller the coefficient
is, the better the assembly operations are. Based on optimiza-
tion of KCCs [12], the Euclidean norm of inverse Jacobian
matrix is used as the objective function to evaluate assembly
operation, which is shown in (3);

FX) =" )], (3)

where X represents selected KCCs and Xl represents
the Euclidean norm of inverse Jacobian matrix.

3. Social Radiation Algorithm

SRA is proposed in this section, which is a swarm intelligence
algorithm based on the development of human society. The
algorithm shares similar characteristics to GA; however, the
manner in which the two algorithms traverse the search
space is fundamentally different. The algorithm randomly
generates different capabilities and radiations for a popu-
lation of individuals at first. Each individual can change
its capability and radiation by the last population. In SRA,
the population is divided into different subgroups through
objective function. The individual can change its subgroups
by updating its capability and radiation. The optimization
of assembly operations can be divided into the following
steps: (1) codifying KCCs to generate initial population,
(2) generating new individuals by updating capabilities and
radiations, and (3) optimizing assembly operations based on
the SRA.

3.1. Codifying KCCs. According to [12], the positions of
KCCs can be expressed by a continuous function for simple
workpiece. However, the KCCs can be codified by setting
consecutive number of discrete characteristics for complex
assemblies. For example, an array (20-25-32-38-43-50) stands
for a combination of KCCs. The numbers of the array must
not overlap. Although the numbers of the KCCs are not
overlapped, these KCCs maybe not satisty the principle of six-
point location, which means that the rank of Jacobian (see (1))
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FIGURE 1: Flowchart of SRA.

is less than six. At this time, a big value can be given for the
set of KCCs. Then (3) can be written as follows:

@], Rank() =6,

(4)
10000, Rank (J) < 6.

F(X):{

3.2. Updating Individual Capability and Radiation. The sec-
tion will present how to generate a new individual population.
The new population can be generated according to the
following steps.

Step 1. This includes calculating individual radiation RdigH,
which is related to the radiation of current iteration, the
global best value, and the subgroup best values. The equation
can be written as

Rd/"" = wRd{ + (sBPAY - PA) r, + (gBPA - PA))r,.
(5)

Here, w, (|Fyest = Fuorst))/ Fuorst>- T€presents the weight of
current radiation, which can be calculated by the best value
F,. and the worst value F, ., PA means the individual
capability, sBPA; means the best individual capability of
subgroup (j means the different subgroup), and gBPA stands
for the global best individual capability. ; and r, represent

random influence in [0, 1]. g means the evolution iteration.

Step 2. This includes updating temp individual capability by
adding current capability and new radiation, which is shown

PAg+1

temp,i

= PAY + RA". (6)
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TaBLE 1: Comparing results of three functions.
Theory GAOT SRA
Iterations 100 99
De Jong F1 0.0, 2.6e — 03, 1.119 - 23,
Variables 0.0, —1.4e - 03, 4.378e — 25,
0.0 5.9¢ - 03 -9.017e — 24
The best value 0.0 4.26e — 5 2.066e — 46
Iterations 97 99
D F2
¢ Jong Variables L0, 1.207, 1.0,
1.0 1.458 1.0
The best value 0.0 0.043 1.11e - 10
Iterations 32 20
D F5 _ _ _
¢ Jong Variables 32.0, 31.98, 31.98,
-32.0 —31.98 -31.98
The best value 0.998 0.998 0.998
Iterations 56 98
Shaffer F6 . 0.0, 2.76, ~1.6¢ — 03,
Variables
0.0 -1.495 —2.0e — 05
The best value 0.0 0.972 2.42e — 04

Step 3. 'This includes updating individual capability. The new
individual can be defined by the following equation according
to objective function:

P g+l _ PAf:nip,i’ lff(PAf:n:p,z) < f(PA?) >
Min: PAT" = 1 g if £(PAT"] )3 £ (PAY) 7)
i’ temp,i/ = i/

3.3. Flowchart of SRA. SRA can solve real problems by swarm
intelligence. In each iteration, the individual capability is
updated by the radiation, the subgroup best solution, and
the global best solution. The initial population is divided into
different subgroups according to their fitness value, and then
the final optimal results are generated by continuous updating
individual capabilities and radiations. The flowchart of SRA is
shown as Figure L.

It is assumed that the number of individuals is N in D
dimensional space. The steps of SRA are shown as follows.

Step I (initializing parameters). This includes (1) setting the
maximum iterations, size of population, and the number of
subgroups; (2) initializing individual capability and radiation
PA? and Rdig,i =1,2,...,N; (3) setting counter g = 0.

Step 2 (evaluating individuals). This includes (1) judging the
feasibility of individual through rank of Jacobian matrix; (2)
calculating fitness values by (4); the smaller the fitness value
is, the better the assembly operation is.

Step 3 (judging whether to stop). If the step condition is met,
the optimization will be eliminated; otherwise the flowchart
will go to Step 4.

Step 4 (generating new populations). This includes (1) sort-
ing all individuals and dividing into different subgroups and
(2) updating individual capability and radiation from (5) to
(7).

Step 5. This includes setting g = g + 1 and repeating from
Step 2 to Step 5.

3.4. Optimum Performance of SRA. The GA proposed by
Holland as a global optimization algorithm had been widely
used in different fields from engineering to social science
since 1970s. However, users need to write GA program for
specific problems and then want to have a general GA
program. The GAOT package in MATLAB can satisfy the
requirements [13]. The main program of GAOT provides the
external interface and the function, which can be written as
follows:

[P, endPop, bPop, tracelnfo] = ga (bounds, evalFN,
evalOps, startPop, opts, termFN, termOps, selectFN,
selectOps, xOverFNs, xOverOps, mutFNs, mutOps).

P stands for the best solution including chromosome
and fitness value, endPop means the last population, bPop
represents trace of best chromosomes, and tracelnfo is the
best and average fitness of each generation.

It is very difficult to evaluate performance of optimization
algorithms because real problems are very complex. Some
scholars had proposed some test functions to analyze the
optimization performance. In this paper, De Jong FI, F2, and
F5 and Shaffer F6 are used to compare results of GA and SRA.

De Jong F1

3

fi(epxyx5) = Y x7, =512 x;, <512, i=1,2,3. (8)
i=1

1
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FIGURE 2: Optimization processes of four test functions.

This is a simple sum of squares function and it has a
minimum point only f;(0,0,0) = 0.

This is a two-dimensional function and it has a global
minimum point f,(1,1) = 0. The function is a single peak
function, but a morbid function. Thus the global minimum

De Jong F2 value is difficult to get.
2
f(x,x,) = IOO(xf - xz) +(1-x,) o De Jong F5
~2.048 < x; <2.048, i = 1,2.
15 ( ) ! 65.536 < x; < 65.635, i=1,2
5 (x,x,) = > : . > 65 < x; £65.635, i =1,2,
0002+ 372, (1/(j+ X5 (xi - a;)")) w0

(o] - 32 -16 0 16 32 -32 -16 --- -16 0 16 32
%] = |32 —32 -32 —32 —32 -16 -16 --- 32 32 32 32|
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FIGURE 4: Optimization process of 2D rectangular case.

This is a multipeak function that has 25 local minimum
points. There is a global minimum value f5(-32,-32) =
0.998.

Shaffer F6

sin’/x? + x2 - 0.5

[1.0+0.001 (x2+x2)]> (1)

fo(x1,%,) = 0.5+

- 100 < x; < 100, i = 1,2.

This function is a global minimized value f,(0,0) = 0.

The program of SRA is written in MATLAB. The SRA is
used to optimize the three functions and compare with the
results of GAOT. The initial parameters are the same, in which
the population sizes are both 50 and the maximum iterations
are 100. The number of subgroups is 4. The comparative
results are shown in Figure 2.

Figure 2 shows the evolution processes of the best chro-
mosomes for the above three test functions. The abscissa is
evolution generations and the vertical axis stands for fitness
values. The grey diamonds mean the best values of each
generation by using GAOT, and the hollow rounds are the
best values of each generation through using SRA. Table 1
shows the comparing results of the best value and iterations

FIGURE 5: Side frame assembly.

of the best chromosomes firstly. According to Figure 2 and
Table 1, SRA has better performance than that of GAOT for a
single peak and multipeak functions. Especially for De Jong
FI and F2 and Shaffer F6, the optimal solutions are almost
equal to the best variables of theory. Based on the above test
functions, SRA has better optimum performance.

4. 2D Rectangular Parts

A case of 2D rectangle workpiece is applied to analyze the
optimization problem of KCCs (as shown in Figure 3). The
workpiece is located by three points, whose positions and
directions are (x;, ¥, 1, 1;), i = 1,2,3, respectively. The

[6x,,0y,, 85, 8y,, 03, 8y;] represents the source variation
vector at locating points.

The size of the case is 50mm x 30mm. The line LD
equation can be written as follows:

y=05x, 0<x<447. (12)

The line WL equation is expressed as

y=-2x, -1341<x<0. (13)

In this section, the Euclidean norm of inverse Jacobian
matrix is as an objective function. Based on the rules of
locating points, locators L1 and L2 are in the line LD, whose
directions are both (0.447,0.894). Locator L3 is set to in the
line WL, whose direction is (0.894,0.447). SRA is written by
MATLAB. We can set the fact that the population size is 50
and the maximum generations are 100 for GAOT and SRA.
The number of subgroups is equal to 4. According to the
flowcharts of GAOT and SRA, the results can be shown in
Figure 4.

From Figure 4, the abscissa is evolution generations and
the vertical axis stands for fitness values. The gray diamond
means the fitness values by GAOT. The hollow circles rep-
resent the best values through SRA. Figure 4 shows that the
evolution of the genetic algorithm uses 30 generations to get
the optimal value of 5.56309, and SRA uses 5 iterations to
generate the best solution. The coordinates and directions
of three locating points are (44.7, 22.35, 0.447, 0.894), (0, 0,
0.447, 0.894), and (0, 0, 0.894, 0.447). The best coordinates
and directions are the same to the results of GAOT. Thus,
SRA is suitable to solve the assembly operation optimization.
The optimization efficiency and accuracy can be improved by
setting appropriate coefficients.



P2X
P2y 1P2y 35

P2Y {p2z
P2y_32

330
P2z_1

P2x_1 300 -

270 A

240 +

Min F(X)
-

210

180

150

Advances in Mechanical Engineering

&)
@L P2z_15 20 ——
A

k‘ P2x_15 P2y 20

P2y.15
(a) Candidate KCCs

15 20 25 30 35 40 45

(b) Optimization process

Iteration

BILN

(c) Optimal KCCs

FIGURE 6: Assembly operation optimization for P2.

Vod 300

9cded

280

xed &°
4]

rAed

260

>

Aed

240

220

ZEd\t/

200

Min F(X)

180
160
140

120

100

o—.

(a) Candidate KCCs (b)
KCCs

Optimal

Iteration

(c) Optimization process

FIGURE 7: Assembly operation optimization for P3.

5. Case of Side Frame Assembly

The side frame is an important subassembly in autobody,
which affects assembly quality of the whole body, gap/flush
between front door and rear door, and gap/flush between
fender and front door. The side frame includes three parts,
which is shown in Figure 5.

The first part P1is the base part, and then part P2 and part
P3 are assembled on P1in turn. The matching zones of P2 and
P3 are so complex that the zones are hard to be expressed by
equations. Therefore the study creates some locating points to
optimize KCCs. The 35 locator points are generated in main

plane (normal to y direction) of P2, and in other directions
(x and z) we create both 15 points (Figure 6(a)).

According to flowchart of SRA, the objective function
of assembly operation optimization uses Euclidean norm
of inverse Jacobian matrix. Based on the rules of locating
points [12], three points are selected in main plane, whose
directions are all (0,1,0). Other points are generated from
other directions. The population size is 80 and the maximum
iterations equal 100. The number of subgroups is set to 4. The
results are shown as Figures 6(b) and 6(c).

Based on [12], the objective value of the best assembly
operation is 142.1 by the fruit fly optimization algorithm, and
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the locator points are (15, 20, 2, 37, 51, 62). In this work,
the best value is 132.76 through SRA, and the best locator
points are (20, 2, 15, 64, 50, 51). Although the best value is
decreased by 9.34, the solution of SRA is the best true solution
by enumeration method.

According to the above steps, the KCCs of P3 can be
optimized by SRA. The parameters of SRA are same to the
above parameters. The results are shown in Figure 7. The best
value is 125.4 by the fruit fly optimization algorithm, and
the best fitness value is 122.9 through SRA and enumeration
method. SRA shows better efficiency to optimize assembly
operations for compliant parts.

6. Conclusions

This paper proposed a new method of social radiation
algorithm to optimize assembly operation between parts
through the linear assembly variation analysis model. The
four test functions are used to compare optimum perfor-
mance between SRA and GAOT, and the results show that
the new algorithm of this paper has higher efficiency and
precision. Afterwards, the algorithm is applied to optimize
KCCs of 2D rectangle workpiece. Finally the case of side
frame is used to illustrate the process of optimizing assembly
operations by SRA. The proposed social radiation optimiza-
tion algorithm not only can improve the efficiency and
accuracy of optimization of the assembly control features
but also can be used for some other problems of swarm
intelligence.
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A single-sided induction heating system based on IGBT is proposed. The system includes the series resonant circuit, control
circuit, and auxiliary circuit. The main circuit includes rectifier, filter, inverter, and resonant circuit. A drive circuit is designed
for IGBT combing some protection circuits. We have a simulation of the single-sided induction heating system in ANSYS. The
simulation results are compared with the experimental results. The performance of the system is promising. And also we estimate
the temperature distribution model by the least squares theory.

1. Introduction

The electromagnetic induction heating technology, which is
known as the “green heat” mode, is increasingly being used
in areas of industrial production and civil applications, such
as industrial electronic encapsulation, surface quenching,
melting technology, civil induction cooker, and water heater,
due to its high efficiency, security, and other significant
advantages [1]. Induction heating power is a kind of inverter
device which converts alternating current power to the
middle frequency alternating current, high frequency, or
ultrasonic frequency alternating current by electromagnetic
induction principle to change electrical energy into heat
energy [2]. It has the characteristics of easily achieving
automatic control, the short heating time, and high tem-
perature [3]. The high temperature is particularly important
for precious metals. Induction heating efficiency is higher
than the flame furnace with about 30%~50% and higher than
traditional electric resistance furnace with about 20%~30%
and it has the advantages of convenient operation and long
service life [4]. This paper introduced the design of IGBT
induction heating equipment which was used on the single
surface. Firstly we introduce the principle of single induction
heating. Second we introduce the selection and design of
main circuit and other parts of system. Then we do some
simulations and experiments and have a conclusion finally.

2. The Principle of Single Induction Heating

Single induction heating is based on the principle of electro-
magnetic induction [2]. Due to the impedance of conductive
substance, the power on the impedance is converted into heat
energy. So it achieves the heating of the workpiece, as shown
in Figures 1 and 2.

According to Maxwell’s electromagnetic equation the
induction electromotive force is as follows when the alternat-
ing magnetic ® = @, sin wt:

do
e= _NE =-NO®, wcos wt, (1)

where N is the coil number of turns, @ is the flux, and e is
the inductive electromotive force.

And then we can calculate the effective value of eddy
current in the cross section
E_E

L=p=—o
’ 2
Z \rR+x? @

where R is the equivalent resistance of the heated metal
workpiece and X is the equivalent impedance of eddy cur-
rent circuit.
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FIGURE 1: The principle of single-sided heating.

FIGURE 2: Induction heating effect.

The role of induction coil is electricity transmission,
which transfers the electrical energy into heat energy within
the metal artifacts [5]. Its power can be expressed as

2 212
473N* 22 R

P=024LR = e
L

©)

When the load is fixed, the heating power depends on the
magnetic field intensity and frequency. So you can increase
the current amplitude in the coil and frequency to enhance
the heating effect. In addition, the cross-sectional shape of the
metal, section size, permeability, and conductivity can also
influence induced eddy current [4, 6-8].

Due to the influence of the skin effect, the conductor
induce eddy in the alternating magnetic field eddy current
along the conductor surface to another surface is attenuation
accordance with the law of index. The depth § is called
the current penetration depth when the vortex intensity
attenuation reaches the 1/e (36.8%) of its maximum value.
Penetration depth can be determined by the following expres-

sion:
10°
6=i\/”x = 5033, |-, (4)
2\ oy f uf

where § is the current penetration depth, the p stands for
artifacts, f is relative permeability of workpiece, and f is the
current frequency.

We can see from formula (4), when the material proper-
ties are given, penetration depth is only related to frequency.
So we can adjust the frequency to control the heating of the
workpiece thickness.
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3. Design of a Half-Bridge Series Resonance
Circuit

Heating coil and the workpiece form a load of induction
heating power. It can be equivalent to inductance and small
resistance in series (L, R in Figure 3(a)). As phase difference
of the current and voltage is close to 90°, the power factor
is extremely low. The capacitor is always used to compensate
reactive power to improve the power factor. According to the
connection of capacitor C and coil, it can form two basic
types of inverter: series resonant voltage type inverter and
parallel resonant inverter (current mode) [9]. The inverter
power supply is different for different types of inverter. Large
capacitor is often used in voltage type inverter to provide
stable dc voltage. And reactor is often used in the current
type inverter to provide a smooth dc current. The full-bridge
inverter circuit, respectively, is shown in Figures 3(a) and 3(b)
(10].

The Analysis of the Series Resonance Circuit. In Figure 3(a),

supposing the voltage on LCR is U= U,, sin wt, the current of
LCR will be

U U

=== - . (5)
7 R+ j(wL - (1/wC))

I

When the impedance is equal to the capacitive reactance,
namely, X; = X, wL = (1/wC), the current of the series
circuit is the maximum. It is the resonant state. At this point,

X = 0, the impedance Z = R, and angular frequency w =
(1/VLC) equals the inherent resonant angular frequency of
the circuit w, = (1/VLC).
In the resonance, the voltage of the capacitance and the
inductor are, respectively,
1 U .U R
wC R~ ycr ~ 7Y

Eco =
. (6)
: . U o :
Epp = ]wOLE =jQU= - Eg .

Q = (wyL/R) = (1/w,CR) = (1/R)\L/C is the quality
factor of resonance circuit. When the resonance occurs, the
voltage of the resistance is the supply voltage. The voltage of
inductance and capacitance is converse, so it is called voltage
resonant.

The effective value of the current is

=Y. v
2 R\1+ Q¥((wlwy) - (wyfw))’
1+ Q((whwy) - (wlw))’

where I, = (U/R) is the effective value of the current when
the resonance occurs; for convenience of study, it is written

by
(G

7)




Advances in Mechanical Engineering

L4
—
I,
d Q,
_ D, _ D,
Q I
_‘i_/ww—R b
Uy a |_,
C Q4
Qs D, 4 D,

(a) Series resonant

(b) Parallel resonant

FIGURE 3: Series and parallel inverter circuit.

0.8

0.6

I/1,

0.4

0.2

|
|
|
1
I
|
|
I
I
I
I
|
I
I
I
I
I
I
I
|
|
I
1
I
|
|
|
1
1
|
|
|
I

0 02 04 06 08 1 12 14 16 18 2

w/wy

FIGURE 4: The resonant diagram under different Q.

We can draw Figure 4 when (w/w,) is x-axis and (I/I,)
is y-axis. The curves show that the larger the Q, is the more
severely the resonant curve changes. That is why it is called
the quality factor. In the diagram, left of the (w/w,) = 1 line
stands for the capacitive area (capacitive reactance is greater
than the impedance) and right side is the perceptual area
(inductive reactance is greater than the capacitive reactance).
In the series resonance, the system generally works in weak
emotional state in order to improve the security performance
of the inverter circuit.

4. The Design of the Induction Heating System

4.1. The Topology of the System. The system topology is shown
in Figure5; the main function of the main circuit is to
achieve power conversion, including the power input grid
harmonic filter, three-phase rectifier unit, filtering unit after
rectifying, the half-bridge inverter unit used to produce high
frequency alternating current (ac), the transformer used for
load matching, load unit composed of heating coil, and the
workpiece. The main function of the auxiliary circuit is to

provide necessary service functions for normal operation of
the main circuit, such as power supply, voltage, current and
temperature detection and protection circuit, drive circuit of
the inverter unit, and the control of the signal processing
circuit.

4.2. The Selection of Operating Frequency and Power. In a
single induction heating system, the power and frequency of
current are the most critical parameters of induction heating
power, which play a leading role in the thermal efficiency of
heating system, the efliciency of electricity, and the quality of
heated workpiece.

In the frequency selection of single induction heating
device, we should consider the electricity efficiency, thermal
efficiency, the temperature difference between the surface and
internal requirement and the heating depth, and other factors
comprehensively. For the single heating of steel, in order to
obtain higher thermal efficiency, achieve good energy saving
effect, and shorten the heating time, the current penetration
depth general should be set to be 1-3 times the depth of
heating according to engineering experience. At this time, the
current frequency can be expressed as

_ (28~253)x 10%p
#. D3

f (Hz), ©)

where Dy is the heated depth and the unit is mm; p is the
material resistivity Q - cm; p, is the relative permeability.
The heat capacity of the heated material, the size of
the workpiece, and the frequency of the applied current
are the main factors in single-sided heating power, and the
production efficiency is generally considered in industrial
production. The induction heating power can be expressed
as
P; = Ppp + Py + Py, (10)
where the power of the total input is on the left of equal sign;
the right-hand side in the first one is the effective power for
heating the workpiece, the second one is the loss due to the
heat conduction, convection, and radiation, and the third one
is the wastage of the inverter, such as the loss of switching,
conduction losses, and heat loss of induction coil. Due to the
fact that the influence factors are more, the power should be
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the load is general weak perceptual, and interference is big. In
order to ensure reliable open and shut oft IGBT under large
disturbance, we provide a +15v voltage for grid emitter of
IGBT. If the grid-emitter voltage of IGBT exceeds the limit
(usually of +20v), the IGBT will be permanent damage, so
there is an amplitude limiting circuit for the grid voltage.

In order to provide the +15v voltage for grid emitter,
two kinds of power supply scheme have been designed; the

4
Inline ﬁlterH Rectifier H Filter H Inverter HTransformerH Coil |
Voltage and current of DC
- Module temperature
Inline filter H
o]
.
)
FIGURE 5: The topology of the system.
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FIGURE 6: Single 30 v power drive circuit.

expressed as follows in the design of induction heating power
in engineering:

P =~ (1.5 ~ 1.6) Pyp. 1)

For single-sided heating of steel, the effective power can
be express as

Cw-a-S-h-AT
I

Ppp = (12)

The heating area of workpiece is S (m?), the heating
depth is h (m), the heat capacity Cy, (kW-h/(kg-°C)) of the
workpiece can be thought to be fixed, the material density is
a (kg/m after), the heating time is ¢ (s), and the temperature
is AT (°C).

4.3. IGBT Drive. 1GBT is a three-terminal device, and it has
the advantages of the voltage drive, low bipolar transistor
turn-on voltage, and small output impedance [11], which
determine the driving conditions of IGBT. The performance
of the IGBT gate driving circuit has a direct effect on the
system constructed by the IGBT. Drive circuit generally
should have the function of reliable drive, over voltage, over
current, and du/dt protection.

According to the above requirements, output power,
maximum output current, the highest working frequency,
signal isolation, grid resistance, and other factors should be
considered when designing the IGBT driver driving circuit.
In the single electromagnetic induction heating system,

first one is the single 30 v power supply (the emitter voltage
is 15v and the grid voltage is 0-30v) and the other one
is the +15v power supply (the power of the upper tube
is 15v and the power of lower tube is —15v), and finally
does push-pull output. The voltage of grid emitter will be
+15v when the upper and lower IGBT turn on alternately.
In the two driving circuits, the optical coupling isolation,
IGBT retreat saturation detection, protection, and fault signal
output function are included. The output stage design is
shown in Figures 6 and 7, respectively.

The use of £15V, such as Figure 7, there is no other device
requirements due to the fact that the devices can work at 15 V.
The circuit topology uses MOSFET driver chip, MOSFET, and
bipolar transistor forms the bipolar transistor output stage
which is push-pull output; the output impedance is relatively
small, which is required by the driving circuit, and both have
two transistors up and down. Therefore, the current output
is greater. Also the potential role of conditioning circuit
is to provide a suitable MOSFET gate voltage. The driving
waveform is shown in Figure 8.

Using a single 30 v power as shown in Figure 9, it can be
seen from the figure that the output of the drive circuit is
relatively smooth on both rising and falling edges. The figure
can clearly reflect the Miller platform. When a fault occurs,
IGBT can withstand short-circuit time that is about 10 ys;
the fault protection in Figure 8 can be seen when short fault
occurs, IGBT conduction time can be left in 3 ps, which can
effectively protect the IGBT. In the system of this paper, the
single 30 v power is used.

4.4. The Resonant Circuit Design. Compared with the general
induction heating, the resonant circuit of single induction
heating design is a difficult work to achieve during the system
design [12]. The resonant circuit includes a resonant inductor,
a compensation capacitor, a load matching transformer, a
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FIGURE 8: +15v power drive circuit physical and driving waveform.

heating coil, and the workpiece. The circuit is shown in
Figure 10.

4.4.1. Induction Coil Design. In the high-frequency heating
applications, the heating coils are the first things to consider;
we need to choose the right material and winding shape [13].
The coils should be based on the current flowing through the
coil to be determined. In our prototype of single induction

heating, we use a planar spiral coil, and the heating coil is
shown in Figure 11 outline.

The inductance of the planar coil can be estimated by
following formula:

L=Kp,DN*x107°, (13)

where Kp = 1000D/(40.6D + 111.78) and the unit of L is yH.
D is the average diameter of the reel; the unit is cm. N is the
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coil turns and § represents the thickness of the coil; the unit
is cm.

4.4.2. Matching Transformer Design. In order to make the
load impedance be equal to the heating power of the nominal
impedance, the load matching is required to be implemented.
Electromagnetic coupling method [14] is commonly used
in the series inverter power source by the high-frequency
transformer. In the system, the primary is 16 turns, using
high temperature 16 mm? wire GN-500 that is compose of
thin wires, which leads internally by a plurality of thin wires
connected in parallel, and the temperature can reach 500°C.

FIGURE 11: Heating coil.

The secondary side of the cylindrical coil is copper, so that
all the primary sides can be surrounded, while increasing
the carrying capacity of the secondary side. The transformer
uses EE210 ferrite core, which allows for a power of 13 kW
and is more suitable for the working conditions of more
than 20 kHz. The transformer and heating coil are shown in
Figures 12(a) and 12(b).
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(a) Transformer

(b) Heating coil

FIGURE 12: Transformer and heating coils.

4.4.3. Determine the Value of Resonant Inductance of the
Inductor. We can make use of the resonant voltage and
current of the inductor to calculate the theoretical value of
half-bridge series resonant inductor and the compensation
capacitor and then calculate the capacitor values according
to resonance condition [15]. When the resonance occurs, the
voltage of the inductor and capacitor are Q times of inverter
output voltage:

U,=U:=QUy = Q\/?sz, (14)

where Uy; is the inverter output; with regard to the half-bridge
series circuit, its value is V2/7 times of the DC bus voltage;
the quality factor Q generally takes about 3. The desired value
of the resonant inductor is
_ U _ U
Tl 2nfly

(15)

After obtaining the inductance value, we can calculate the
compensation capacitance value according to the inductive
reactance which is equal to capacitive reactance. Namely,

1
wL = o (16)
Then
1 1
T WL AP L (17)

4.5. Safeguard

4.5.1. The Buffer Circuit Design of IGBT. During the work of
IGBT, the voltage and current of both sides change very fast,
with the presence of stray inductance; there will be switching
voltage spikes, as shown in Figures 13(a) and 13(b).

The primary circuit parasitic inductance is the reason of
voltage spikes. The snubber circuit is to suppress spikes and
is an effective way to protect the IGBT. In the system, the
buffer circuit is shown in Figure 14, which comes from C
discharge suppressing; no sense capacitor C; is to absorb the
surge voltage of the IGBT, and the R, can inhibit oscillation
C, and limit the current through the IGBT discharges.

The value of C; can be estimated according to the
principle of conservation of energy. In the estimation of C,,
the general standard is to absorb the energy stored in the
stray inductance C,. The voltage of capacitor cannot exceed
the limit voltage of IGBT, namely,

1., 1

SLde < ECSUé (18)

E max’
where L, is the stray inductance of a circuit, I represents
the current flowing through the IGBT, and Ugg . is the
withstand voltage limit of IGBT. According to formula (18)
it can be obtained that

2
Cs=L €

=Lz

. (19)
CE max

According to the principle of suppressing oscillations, the
value of resistor is

L
Re > 24| =2. 20
s \/C (20)

S

4.5.2. Current Detection and Protection Circuit. Inthe process
of heating operation, we need to sample the DC bus current
in order to achieve real-time monitoring. In addition, the
interference is complex under the high-frequency switching
mode of operation of the induction heating power; these are
likely to cause the overcurrent or short circuit. Therefore, the
current signal is also essential; particularly, we need to control
the heating power and frequency.

The Hall current sensor is used to collect current signals.
In this system we use CSM100LA current sensor to collect the
DC bus current. Current sampling and signal conditioning
circuit are shown in Figure15. RINI in the diagram is
measuring resistor; U6 is a voltage reference chip, and it can
output high-precision voltage.

The Hall sensor outputs current signal by measuring the
voltage of resistance RIN1, after the op amp voltage follower
and recuperate, it is sent to the AD port of microcontroller.
After the microcontroller reads the signal, we can speculate
the load conditions, and it can realize protective action when
overcurrent occurs in the system.
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(b) Enlarged view of spikes
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FIGURE 13: The voltage output and after adding buffer circuit (x10).
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4.5.3. Temperature Detection and Protection Circuit. The
sustain current of the IGBT will decrease with temperature
increasing; otherwise it causes permanent damage. Therefore,
we need to have a protection circuit to stop the system
when IGBT junction temperature rises to a certain extent.

We usually use cooling device for cooling or real-time
monitoring module to monitor the temperature. Figure 16
shows the temperature detection circuit. We use positive
temperature coeflicient thermistor as a temperature sensor. If
the temperature exceeds a certain limit, the microcontroller
will send the corresponding command according to the
internal calculation.

In addition to the temperature monitoring of the IGBT
module, we should use a cooling fan, so that the normal
working of the device temperature can be maintained at a
reasonable range.

5. Simulation Results

5.1. Main Circuit Simulation. According to the main circuit
topology, we built simulation model in the MATLAB that
is shown in Figure 17. It is used to control the half-bridge
inverter pulses by the two-pulse signal generator. In the
simulation model, the values of inductance, capacitance, and
resistance in the inverter circuit can be determined according
to actual measurements and calculation.

Figure 18 shows the simulation for a given inductance
120 uH, resonant capacitor 0.5uE equivalent resistance
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FIGURE 16: Module temperature sensing circuit.

13.7 ohm, and the switching frequency 22 kHz. Figure 18(a)
represents the inductor current and it is approximately
sinusoidal; Figure 18(b)shows the voltage of the inductance
and resistor due to the nonseparable resistance of the inductor
coil. Therefore, the voltage of the resistance and inductor is
between the square and sine. Figure 19 shows the voltage and
current wave in practice, and we can see that the actual results
and simulation results are very consistent.

From the actual test, the voltage waveform across the
inductor is different with different frequencies. If the system
works in the inductive area, the closer the resonance point
is, the closer the sinusoidal voltage wave will be, which is
shown in Figure 20. It is close to a square wave when the
point is far away from the resonance point. Considering
it under the limiting case, up to a certain frequency, the
capacitive reactance can be ignored compared with the
inductive reactance, so the voltage across the inverter is
almost added to the ends of the inductor.

The voltage wave in Figure 20 appears distorted in peak
and trough, which is due to the commutation devices (switch
and antiparallel diode), and the distortion position is related
to the switching frequency. We can also see from the figure
that the commutation time of the switch and antiparallel

diode is the maximum current in the circuit, which is con-
sistent to the previous half-bridge series resonant operation
of the circuit analysis.

The voltage wave of C-E in half bridge at resonance state is
shown in Figure 21; voltage distortion has occurred in rising
and falling edges of the voltage wave. It corresponds to the
voltage distortion in Figure 20, and the maximum value of
the current also happens in this moment. If the circuit does
not work in the resonant state, but in weak inductive state, the
operating frequency is higher than the resonant frequency of
the circuit; the corresponding wave is shown in Figure 22. The
high and low stage has a significant level in the voltage wave,
which is the commutation point of the nonresonant state.

The voltage wave of the capacitor measured in practice
is shown in Figure 23, which is nonsymmetrical sinusoidal
wave; it is caused by the process of charging and discharging
of the capacitor.

5.2. The Temperature and Electromagnetic Field Simulation
in ANSYS. For studying the internal mechanism of sided
induction heating in depth, we make use of ANSYS to
simulate the coupled relationship between electromagnetic
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FIGURE 21: Output voltage and inductor current at resonant state.

field and temperature field [16, 17]. In the experiments,
the workpiece dimension is 460 mm x 300 mm X 30 mm,
45 gauge steel; the heated workpiece is in axisymmetric
shape, and then the electromagnetic field, eddy current field,
and temperature field are also axisymmetric distributed. To
reduce the amount of calculation, we take the 1/4 workpiece
as the processing target. The three-dimensional model of
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FIGURE 23: Voltage wave of the compensation capacitor.

the induction heating is shown in Figure 24. The large area
outside is the surrounding air, which shows the coil and
the workpiece (the bottom part), respectively. Regarding the
geometric center of the lower surface of the workpiece as the
origin of coordinates, along the longitudinal direction of the
workpiece for the x-axis coordinate, width of the workpiece
for the y-axis direction and the thickness direction of the
workpiece for the z-axis coordinate direction are shown in
the figure, respectively. There are three points located in the
workpiece, A(75,75,30), B(75,75,15), and C(75,75,0); the three
points are on the upper surface, the intermediate layer, and a
lower surface of the workpiece.

The heated workpiece and the shape of the coil are
fixed. The current frequency, eddy current density, and time
are the major factors affecting the temperature distribution.
Thus, the kinds of working conditions are tested to explore
single-sided heating patterns and the above factors on the
temperature distribution.

5.2.1. 'The System Analysis under Given Conditions. We do
the simulations under the condition of current frequency f =
15 kHz; the current density is 5 * 10° A/m; the air gap between
the coil and the workpiece is 6 mm and the temperature is
20°C. Figure 25(a) shows the magnetic flux density vector
across the surface of the workpiece, and Figures 25(a) and
25(b) show that the surface temperature distribution is not
uniform. The maximum flux density, the highest temperature,
and the highest eddy current density are not in the geometric
center of the workpiece and the coil but in a peripheral zone
from the center.

1

FIGURE 24: Three-dimensional and meshing models of single-sided
heating.

Figures 25(c)-25(f) show the temperature distribution for
4 s heating; the distance is 0, on the upper surface (the upper
surface of the workpiece), 5, 15, and 30 mm (the lower surface
of the workpiece) depth layer along the x-axis direction,
respectively. These curves in the figures can better match
with Figures 25(a) and 25(b); the highest temperature point
appears in the surrounding where in a certain distance from
the geometric center of the workpiece. Figures 25(c)-25(f)
show that maximum temperature of these deep layers is
924°C, 472°C, 84°C, and 23°C, which means that the surface
temperature is almost constant. These figures also confirm the
skin effect. The heat of the workpiece is mainly on the upper
surface and descending along the plate thickness direction.

In order to better display the image of the temperature
distribution along the direction of the plate thickness, the
temperature distribution curves of different numbers of
depth levels along the y-axis are put in the same graph, as
shown in Figure 25(g). The distance from top to bottom on
the upper surface is 0, 5, 15, and 30 mm (the lower surface of
the workpiece) depth layer, respectively. It can be seen that
the farther from the surface it is, the lower the temperature
rises. Figure 25(h) shows the temperature gradient in the
workpiece along the z-axis (the plate thickness direction);
it can better show the concentrated heat caused by the skin
effect of current.

Figures 25(i) and 25(j) show several key points’ tem-
perature changes with time and the temperature difference
between them. Figure 25(i) shows that the temperature of B
and C points which are in the intermediate layer and the
lower surface plate, respectively, changes very slow, whereas
the temperature of point A in the upper surface rises very
fast, almost linear up to the maximum value directly, declines
when reached maximum temperature, and then leveled off.
This is because the temperature of the workpiece over the
Curie point and the surface of the heat are lost through
three main ways: the cladding material absorbing energy to
complete the phase change, heat transfer between the surface
and the inner, and radiation to the surrounding air. Since this
workpiece surface has lost magnetic, so the induced of the
surface eddy currents is small; the heat generated by the Joule



12

5.15117
4.57882
4.00647
3.43411
2.86176
2.28941
1.71706
1.1447
0.572352
0.981E - 07

Temperature (°C)

(a) The magnetic flux density vector

924.861
834.774
744.687
654.6
564.513
474.426
384.339
294.252
204.165
114.078
23.991

0 0.046 0.092 0.138 0.184 0.23

Location (m)

(c) Upper surface temperature distribution along the x-axis

Temperature (°C)

Temperature (°C)

84.144
77.778
71.407
65.036
58.665
52.294
45.923
39.552
33.181

26.81
20.439

0 0.046 0.092 0.138 0.184 0.23

Location (m)

(e) Temperature distribution 15 mm deep

1000
900
800
700
600
500
400
300
200
100

0

0

0.05 0.1 0.15 0.2 0.25

Location (m)

(g) Temperature distribution of different depths along the y-

ax

is

Advances in Mechanical Engineering

983.888
876.79
769.692
662.594
555.496
448.398
341.3
234.202
127.105
20.0066

(b) The workpiece surface temperature contours

471.976
427.013
382.048
337.083
292.118
247.153
202.188
157.223
112.258

67.293

22.328

Temperature (°C)

0 0.046 0.092 0.138 0.184 0.23

Location (m)
(d) Temperature distribution 5 mm deep

22.574
22.321
22.066
21.811
21.556
21.301
21.046
20.791
20.536
20.281
20.026

Temperature (°C)

0 0.046 0.092 0.138 0.184 0.23

Location (m)
(f) Upper surface temperature distribution

82.702
76.475

o
—

57.794
51.567

45.34
39.113
32.886
26.659
20.432

Temperature

0 03 06 09 12 15 1.8 21 24 27 3
Location (m)

(h) Temperature distribution along z-axis

FIGURE 25: Continued.
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effect is less than the loss of energy, causing the temperature
drop of the workpiece surface. The temperature difference
between two corresponding values of A point and C point
which located at the upper and lower surfaces is shown in
Figure 25(j).

5.2.2. The Temperature Distribution under Different Frequen-
cies. To explore the effect of different frequencies on single-
sided induction heating process, eddy current density is
maintained at 5 * 10° A/min during the simulation and the
frequency is set to different values to obtain the temperature
along with the change of time at the A and C points,
as shown in Figure 26. The curves are corresponding to
100 kHz, 50 kHz, 30 kHz, 20 kHz, and 15 kHz. The higher the
frequency is, the higher amplitude temperature and change
rates of the upper and lower surface will be. In Figure 26, the

temperature variation of C point is extremely slow. Therefore,
the temperature difference between A and C points is similar
to point A. It can be concluded that the higher the frequency
is, the larger the surface power density will be, and the surface
temperature of workpiece will be faster rise and the greater,
and the maximal temperature will be bigger when other
conditions keep constant.

Figure 27 shows the attenuation of workpiece tempera-
ture under different frequencies along the z-axis direction;
the x-axis is the distance to the upper surface; the y-axis is
the temperature along the axis; the heating time is 4, and
the curves are corresponding to the frequencies of 100 kHz,
50kHz, 30kHz, 25kHz, 20kHz, and 15kHz from top to
bottom. It can be clearly seen that, in the case of certain
other conditions, the higher the frequency is, the higher
temperature change rate along the direction of thickness
of the workpiece will be. When the operating frequency is
low, the induced eddy currents and the energy obtained by
workpiece will be small. The temperature gradient of the plate
thickness direction becomes small due to the heat conduction
in a certain heating time.

5.2.3. The Effect of Eddy Current Density on the Temperature
Distribution. In the simulation, we change the eddy current
density to analyze the relationship between temperature
distribution and eddy current density. The temperature dif-
ference between points A and C is shown in Figure 28; the
curves are corresponding to the eddy current density of 10
10° A/m?, 8 * 10° A/m?, 5 % 10° A/m% 2 * 10° A/m?, and
1 % 10° A/m” from left to right. From the figure we can know
that the greater the eddy current density is, the greater the
surface power density of the workpiece will be, and the faster
the surface temperature of the workpiece rises, the higher the
maximum temperature will be, which is similar to the influ-
ence of frequency. If the eddy current density is not too large
(corresponding to the eddy current density of 2 * 10°® A/m*
and 1 = 10° A/m?), the surface temperature changes more
relaxed; heat can be transmitted promptly to the internal
and external parts, and the phenomenon of local overheating
will not appear, but the heating time will be longer. When
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increasing the eddy current density or frequency to speed up
the heating, the phase transition temperature on the surface
will rise and the surface temperature of the flat areas will
appear at a higher temperature region. It is easy to overheat.

Figure 29 visually shows the attenuation of workpiece
temperature under different frequencies along the z-axis; the
x-axis is the distance to the upper surface; the y-axis is the
temperature along the axis, and the heating time is 4s. Its
analysis is similar to the relationship between temperature
gradient and frequency of Figure 27.
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Through the above analysis, in order to achieve the ideal
temperature difference between upper and lower surfaces,
we should reasonably control the heating frequency, eddy
current density, and the heating time in single-sided heating.
We can adjust heating depth by changing the time and eddy
current density when a frequency is certain. If a thin heating
thickness is required, the heating should be chosen larger
surface power density, namely, higher operating frequencies.

Figure 30 shows the temperature distribution along the
x-axis direction on the upper surface under different eddy
current densities with 4 s heating time and 20 kHz operating
frequency. The curves are corresponding to the eddy density
of 10 % 10° A/m?, 8 * 10° A/m?, 5 * 10° A/m?, 2 * 10° A/m?,
and 1 * 10° A/m* from top to bottom. From the figure we
can see that the greater the eddy current density is, the more
dramatic the lateral variation temperature will be, which is
similar to frequency influencing temperature. Therefore, in
the design of the sensor, we can refer to the simulation results
and choose rational argument.

5.3. Heating Test Results. As the internal temperature of
the plate cannot be measured, we can only test the upper
surface point, lower surface point, and the upper surface
point along the x-axis during the heating test. The tem-
perature distribution can be generally understood. The test
and simulation conditions are frequency 20kHz, current
density 5 * 10° A/m® and the distance between coil and
workpiece 6 mm. Temperature measurement instruments are
the handheld infrared thermometer made by Fluke company.

The results are shown in Figure 31. It should be noted that
the simulated temperature of the workpiece can be sharply
increased in a short time, but temperature changes relatively
slowly in practice. So the length of the simulation was 12 s, and
the duration of the test was 30 s; otherwise it cannot explicit
the trend of the actual temperature.
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FIGURE 30: The temperature distribution along the x-axis under
different vortex densities.

The temperature of point A on the upper surface is
measured every 1s; the curve was shown in Figure 31(a).
Visibly, the trends of actual results and simulation results
have a good agreement, but the temperature gently rises
to 650 degrees and then becomes stable in practice. There
was no local overheating phenomenon. According to the
simulation, the maximum temperature is 1100 degrees and
stable at around 850 degrees. The causes of deviation from
the simulation aspect and the numerical simulation of the
actual problem are idealized; it is impossible to completely
describe the practical problems, such as the distribution
of magnetic field lines, heat transfer, thermal radiation,
and changes in material properties. From the test aspect,
although the current density is the same as simulation, but
there are reactive power and various losses, the power will
not be completely absorbed by the workpiece. Therefore,
the temperature rises relatively flat. In addition, the hand-
wound heating coil also affects the power transmission and
distribution of eddy currents due to its unevenness.

Similarly, to measure the temperature of point C every 1s,
the curve was shown in Figure 31(b). The figure shows that
the trends of the two are the same, but the temperature rise
was still relatively slow. The temperature of C point was about
148 degrees when heated 30 s. The reason of the deviation in
addition to the limitations of the simulation itself, the heating
time is anther. 30 s is longer than the simulation time, so more
heat transfers to the lower surface, and the final temperature is
higher than the simulation result. In addition, the workpiece
is isotropic and has edge effect, so that there are still some
distributions of magnetic field lines along the lower surface
and influence of temperature of the lower surface.

Figure 31(c) shows the comparison between simulation
and experiment when heating is 10s. The data is recorded
every lcm from the center along the x-axis, although the
simulation results show that the temperature of the workpiece
center is unchanged. The heat will transfer to the center
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in actual, combined with the distribution of magnetic lines
in center position and eddy heat of itself, so it was nearly
200 degrees at the 10 s. Further, the size of the workpiece is
relatively small; good thermal conductivity of the sheet and
the emission distribution of magnetic lines are very good.
Therefore, the actual experiment does not have the result as
simulation. The edge effect and end effects make the edge
temperature of the workpiece rise rapidly, and the heat also
transfers to the surrounding quickly, which also reduces the
temperature difference. It should be noted that the data is
measured by artificial way, where there will be some errors.

Based on the above results and analysis, the test results
and simulation results are more consistent on the variation
tendency, but the temperature rises relatively slowly in the test
and lags the simulation results. The maximum temperature of
the upper surface is lower than the simulation, and the final
temperature of lower surface is higher than the simulation.
In space, the lateral distribution of the temperature of the
upper surface does not appear the temperature difference
region as shown in the simulation. This may be caused by
the numerical simulation to simulate that the real problem
has some limitations; the experimental parameters, such as
the power factor, affect the impact of the coil, the escape of
magnetic field lines, and manual measurement.

5.4. Temperature Distribution Model. As a highly nonlinear
system, there are many factors that affect the temperature
distribution of the workpiece in single-sided electromag-
netic induction heating, such as heating time ¢, the current
frequency f, the current density J;, and other attributes
of materials [10]. In the simulation, the characteristics of
the material are integrated into account and we give the
simulation results under different conditions. Since the
interaction between various fields in the heating process is
very complex, it is impossible to use an accurate model to
express the actual relationship between them. In order to
explore the relationship between the surface temperature
distribution characteristics and various parameters in single-
sided heating process, we make use of a model to express
the relationship between parameters based on experience
and related graphics. The temperature distribution model is
shown as follows:

T = ayt’ +a1t+a2]§ tasJs+a,fo+asf +agh
(21)
+ah’ + agh+ agX> + a; o X +ay,,

where £ (s) is the heating time, Jg (¥10° A/m?) represents
vortex density, f (kHz) is the operating frequency, h (mm) is
the depth from the surface, and X (mm) is the distance to the
center of the workpiece. This model can express both effects
of the nonlinear parameters on the temperature distribution
and simplify the process of identification by using linear
relationship between each item.

Since it is impossible to measure the temperature of
the middle layer plate and get too many consecutive data,
therefore, the simulation results are used for identification.
We obtain the original data to be nearly 3000; part of the data
is shown in Table 1.
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Using the least squares method for model parameter Using the sample data to estimation parameter, we can
identification [18] such as obtain the coefficients of formula

T = 0.79t> — 0.48t — 7.81]7 + 172.4] + 0.088 f> — 3.63 f

6(m+1) =0 (m)+P(m)x(m+1) ~ 012K + 6.57H — 113.4h — 0.042X>

x[1+xT m+DPm)xm+1]"  (22) +7.00X - 140.2.

(23)

T ~
’ [y (m+1)—x (m+1)6 (m) ] ’ The sample temperature curve and the temperature curve
derived from the model are shown in Figure 32. The figure
shows that the sample values and calculation results are
1+ x (m + 1)P(m)x(m + 1) is a scalar, which simplifies the achieve in good agreement on the trend for most data, but
calculations by avoiding the matrix inversion. there are still some larger errors in some cases. Possible
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TABLE 1: Some samples for parameter identification.

Frequency f (kHz) ?:(r:gg f/rrlfllzt)y Heating time ¢ (s) The S;:Itta:rlc(er;;) the The depth / (m) Temperature T (°C)

20 5 0.0216263 0.075 0 22.9786

20 5 0.0216263 0.075 0 22.9786

20 5 0.0216263 0.075 0 22.9786

20 10 4.28317 0.075 0 1585.25

20 10 4.45598 0.075 0 1603.69

20 10 4.54238 0.075 0 1612.9

20 1 2.78017 0.075 0 62.069

20 1 2.88793 0.075 0 62.9885

20 1 3.03879 0.075 0 64.3678

20 1 3.21121 0.075 0 65.0575

25 5 3.91682 0.075 0 905.519

25 5 4.0915 0.075 0 891.501

25 5 4.22239 0.075 0 891.452

25 5 4.44054 0.075 0 891.371

20 10 4 0.083772 0.015 153.643

20 10 4 0.080302 0.015 153.632

20 10 4 0.077328 0.015 152.473
1400 on heating effect and the magnetic field distribution in order
1200 to design the efficient heating coil for single-sided occasion;
1000 study the principle of electromagnetic induction heating
800 further to explore a more realistic mathematical model to
600 describe the heating system and provide a strong theoretical
400 guidance for the system design.
200

° 0 500 12)00 1500 2000 2500 Conflict of Interests
——— Model output The authors declare that there is no conflict of interests

—— Sample data

FIGURE 32: The contrast curve of sample and simulation.

causes of errors are the following aspects: using some simple
functions to replace the complex coupling relationship in
modeling; the model ignores the material characteristics and
the interaction between other parameters; only considering
the static status.

6. Conclusions

This paper studies the single-sided induction heating. The
primary heating circuit, control circuit, and auxiliary circuit
are designed. The IGBT as the main power device is used to
realize the system, and a single IGBT driver and protection
circuit are designed. The heating test and theoretical analysis
are very consistent, and the temperature trends of simulation
and test performed are relatively consistent. We make use
of the least squares theory to establish the preliminary
mathematical model of the system. The following works will
be needed: study the influence of the induction heating coil

regarding the publication of this paper.
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How to improve the rotation speed of heavy/large CNC vertical lathe, the machining efficiency, and machining precision is one of
the key issues which need to be solved urgently. Hydrostatic thrust bearing is the key part to the heavy/large CNC vertical lathe;
its performance directly affects the machining quality and operation efficiency. This paper analyses the latest research results from
the perspective of the mechanical properties of hydrostatic thrust bearing, oil film lubrication, static pressure bearing thermal
deformation, and the high efficiency refrigeration and evaluates the future scientific research direction in this area. Analysis shows
that with the development of hydrostatic thrust bearing to the high speed, high precision, high efficiency, high stability, high
multifunction, and high power, the study of hydrostatic thrust bearing will focus on the optimal design of the oil chamber to
produce the least amount of heat, how to control the thermal deformation of hydrostatic thrust bearing, and the high efficiency
refrigeration to ensure the machining accuracy of CNC equipment.

1. Introduction

Heavy/large CNC machining equipment is mainly used in
energy, transportation, heavy machinery, aerospace, ship
building, and national defense and other national key
industries, and it is the typical products of China equip-
ment manufacturing industry. With the rapid development
of modern industry, the machining of heavy/large CNC
machining equipment is in the direction to the high speed,
high precision, high efliciency, high stability, high multi-
function, and high power. The heavy/large hydrostatic thrust
bearing is the most important part of the heavy/large CNC
machining equipment, and its performance directly affects
the machining quality and operation efficiency. Hydrostatic
bearing technology first appeared at the Paris International
Exposition which exhibited the free floating bearing which
almost had no friction in 1878. In 1938, California’s palomar
mountain astronomical observatory first successfully put
the hydrostatic thrust bearing which weighed up to five
hundred ton applied into a two-hundred inches optical
telescope, with an extremely low speed (1r/day) and drive
power (70w) [1]. The French engineer P. Gerard invented

the radial static pressure bearing in 1945 and successfully
applied it into the spindle of the Gerard Grinding Machine
in 1948 [2]. In the later decades, static pressure technology
got rapid development and matured, and its application
scope expands rapidly, almost throughout the manufacturing
industry, military industry, and civilian equipment. Research
and application of static pressure bearing technology in
China started in the 60s, and the professors Chen and Wu
of Beijing university of aeronautics and astronautics have
done a lot of work in this respect [3]. Guangzhou machine
tool research institute focused on the research of dynamic
and static pressure thrust bearing since the 70s and put
hydrostatic bearing technology applied into machine tool
equipment according to the different performance require-
ments [4]. At present, the domestic and foreign research for
the hydrostatic thrust bearing is in the direction to large
scale, heavy load, and full automatic control. This paper
analyses the latest research results from the perspective of
the mechanical properties of hydrostatic thrust bearing, oil
film lubrication, static pressure bearing thermal deformation,
and the high efficiency refrigeration and evaluates the future
scientific research direction in this area.
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FIGURE 1: Constant flux oil supply system of hydrostatic bearing.

2. The Working Principle of Hydrostatic
Thrust Bearing

The working principle of hydrostatic thrust bearing is shown
in Figure 1. The pressure oil film of hydrostatic bearing is
formed by hydraulic oil supply system mandatorily injecting
pressure lubricating oil into the oil cavity between friction
pair. The bearing force of hydrostatic thrust bearing which
is formed by the interaction between oil cavity sealing side
and workbench clearance throttle rises the bearing spindle
and bears the external load.

Hydrostatic thrust bearing has the following advantages.

(1) The working speed range is very wide, under the low
speed crawl phenomenon.

(2) The movement precision is high. The pressure of
oil film between the moving pair has homogenizing
effect to the error, making the precision of processed
parts be much higher than the accuracy of motion
pair itself.

(3) The coefficient of friction and the driving power are
low, and it usually has a low temperature.

(4) It has a long working life. As long as the oil supply
device works in a reliable condition, it can keep the
precision for a long time with little wear.

(5) It has good static and dynamic inflexibility, vibration
absorbing performance, and stability. Generally, we
do not need to consider the dynamic performance in
the design and calculation.
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FIGURE 2: The shape of sector cavity.

(6) We can take advantage of oil cavity pressure differ-
ential accomplishing some automatic control such as
cutting and automatic constant force of cutter.

3. The Hydrostatic Thrust Bearing
Mechanics Performance

Heavy/large hydrostatic thrust bearing has many pad struc-
ture shapes such as fan-shaped, rectangular, round, oval,
and convex type. This paper only analyzes the mechanical
property of hydrostatic thrust bearing whose oil pad structure
shape is fan and other hydrostatic thrust bearings with
different oil pad structure have similar mechanical property
derivation. The fan pad is shown in Figure 2. On the basis
of computational fluid dynamics, lubrication theory, and the
actual flow characteristics of the fan-shaped pad, the practical
model can be simplified as an oil cavity which is composed
of annular plane and two parallel rectangular plates. Inside
and outside oil outflowing sides can be regarded as annular
oil cavity plate oil pad, and the left right oil outflowing sides
can be regarded as a rectangular parallel plate [5-7].

(1) The Flux Equation. The rectangular parallel-plate flow
equation is shown as follows:

WAp uh
Q, = <_12[4l t 7)19 (1)

The annular plate flow equation is shown as follows:

7h’ In (RyR,/R;R
Q, = (RyR,/R4R,) ». )
6uln (R4/R3) In (Rz/Rl)
The flow equation which is caused by centrifugal force is
shown as follows:

Q, = ”—3 W’ n’R? (3)
o 5#/) .
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From what has been discussed above, a single fan oil pad
fluid flow equation of the hydrostatic thrust bearing can be
deduced as follows:

_ WAp(Ry-R,)  mph’n’(R, +R,)’
6 (Ryp, — Ry ;) 20p

nh’Apln (R,R,/R;R,)
6pln (Ry/Rs)1In (Ry/R,)

(4)
7’ ph’n? (R, + R,)” + (Ry + R,)")
i 20u

ninh
+ T(Rj—R§+R§—R§).

In flow equations from (1) to (4): Q: a single oil pad
flow (m*/s); Q,: parallel plate flow (m*/s); Q,: ring andante
flow (m>/s); Q,: centrifugal flow (m3/s); h: oil film thickness
(m); Ap: pressure difference between import oil hole and
export oil hole (Pa); y: oil viscosity (N - s/m®); I: plate length
(m); u: top and bottom plate relative velocity (m/s); b: plate
width (m); R;: fan oil pad photosensitive inside oil edge inner
diameter (m); R,: fan oil pad photosensitive inside oil edge
outer diameter (m); R;: fan oil pad outside oil edge inner
diameter (m); R,: fan oil pad outside oil edge outer diameter
(m); R: centrifugal distance (m); p: liquid density (kg/m?); n:
speed (r/s); ¢,: week to seal oil inside and oil pad axis angle
(rad); ¢,: weeks to the edge of the lateral seal oil and oil pad
axis angle (rad).

(2) The Oil Film Thickness Equation. The oil film thickness
equation of the sealing side is shown as follows:

h=hy —e,. €)

The oil film thickness equation of oil chamber is shown as
follows:

h=hy—e,+h,. 6)

In equations from (5) to (6): h,: design of the oil film
thickness (m); e,,: the workbench translation distance under
the axial load (m); h,: the oil cavity depth.

(3) The Oil Pad Bearing Capacity Equation. The liquid
intensity of pressure multiplied by bearing area is the bearing

force. A single fan oil pad bearing capacity equation of the
hydrostatic thrust bearing is shown as follows:

2 2
W =3uQ ((Rl +Ry) ‘P; ~ (R, +R;) ‘Pf)

X ((R4 - R1)2 —(Rs - Rz)z)

x (21 (R, + B9} = (R, + R;) g}

7)

+(Ry - Rl)z - (R, - Rl)z))_l-

(4) The Oil Film Inflexibility Equation with Constant Current.
We do differential operation between bearing force and
oil film thickness. The oil film inflexibility equation with
constant current is deduced as follows:

__w
A
=9uQ ((Rl + R4)2§0§ ~ (R, + R3)2<pf)
x ((R4 - R1)2 ~(Rs - Rz)z) (8)

X (2h4 ((Rl + R4)290§ - (R, + R3)2‘Pf
+(Ry —Ry)" = (Rs - Rl)z))_l'

(5) The Frictional Force Equation and the Friction Power
Equation. The frictional force equation is shown as follows:

F,= —dA=—
! th h

X ((R4 +R,) (Ri - Rf) (P2 — 1) + %

x ((Ry+R) (R; —R}) + (R, + Ry) (R; - R3))).

)
The friction power equation is shown as follows:
2
uu 4dmpn
N; = —dA =
f ,[ Ap h 3h

(R +R) (R - RY) (92 - 9) + &

x ((Ry+Ry) (R —R}) + (Ry + Ry) (R} - Ri))) :
(10)

We can draw the conclusion from (1) to (10) that the
bearing capacity of thrust bearing is not only associated
with constant flow and shape of the pad but also related to
oil viscosity in heavy/large constant current static pressure
thrust bearing system (Figure 5). When the external load and
the oil film thickness are invariable, the oil film inflexibility
is constant. With the improvement of constant current static
pressure thrust bearing speed, friction power increases, the
oil film shear zone temperature increases, the oil viscosity is
reduced, oil film thickness is reduced, the heat flux per unit
area increases, and the performance of thrust bearing system
is reduced; therefore, efficient refrigeration technology must
be used to make heavy/large constant current static pressure
thrust bearing to get higher rotation speed.

4. Research Development of
the Static Supporting Theory and Its
Pressure Performance

The characteristic of static supporting technology is the
establishment of oil supporting in a completely static state.



60
55

50

45 ’ﬁ

n
40 |- / |

35 | ;

Pressure (kPa)

30
25 |

—
20 |-

15 \

10 I I I I I I I
640 660 680 700 720 740 760 780 800

Radius (mm)

—e— Theoretical value
—m— Experimental value
Simulation value

FIGURE 3: Relation curve between pressure of roundness oil chamber
and radius of oil chamber.

It can ensure that two friction surfaces are not in direct
contact in the start-up phase and widely used in heavy-duty
CNC equipment because of the advantages of small bearing
capacity and dynamic friction coefficient.

In recent years, the research of static supporting by
domestic scholars has developed rapidly. In 2007, Yu
Xiaodong has studied that with the increasing of oil chamber
area, the circular cavity curve of pressure increases to a
limit extreme value gradually at first and then the pressure
decreases gradually. It shows that there is an optimal value to
a certain definite size oil chamber. When the filler opening
is located in the center of the circular cavity and oil chamber
area is 72% of the tile area, the pressure of the oil chamber
is maximum. With the increasing of oil chamber depth, the
curve of pressure increases to a value gradually and remains
in the same order of magnitude. At this time the oil chamber
depth is 30 mm and it is the max oil chamber pressure
as shown in Figure 3. Similarly, with the increasing of oil
chamber area, the sector cavity curve of pressure increases to
a limit extreme value gradually at first and then the pressure
decreases gradually. When the filler opening is located in the
center of the sector cavity and oil chamber area is 75% of
the tile area, the pressure of the oil chamber is maximum.
This oil cavity area is optimal capacity for supporting oil
pressure. With the increasing of oil chamber depth, the sector
cavity curve of pressure increases to a value gradually and
remains in the same order of magnitude. At this time the
oil chamber depth is 30 mm and it is the max oil chamber
pressure as shown in Figure 4. So oil chamber area and depth
has more influence on the temperature field than velocity field
of circular cavity and sector cavity.
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Xie and Xu have proposed that two different oil supply
methods (i.e., constant pressure oil supply and quantitative
oil supply) have different effects on oil-film stiffness, which
provide a theoretical basis for the oil supply system in
hydrostatic bearing with heavy loads [8]. Shao et al., through
studying the optimization problem of heavy duty hydrostatic
bearing oil cavity structure which bases on the technology of
hydrostatic bearing and using the finite volume method to
simulate the gap fluid temperature field of fan-shaped cavity
and circular cavity, also established equations on rotating
coordinate system and, lastly, figured out the temperature
distribution of the two-phase cavity shaped in the same speed,
depth, and effective bearing area, in order to optimize the oil
chamber structure [9]. Meanwhile, the study of hydrostatic
thrust bearings with chambers in different shapes figures
out that rectangular or circular oil chamber can acquire an
optimal performance under the same processing capacity
[10]. Wei et al., by numerical simulation of the hydrostatic
bearing system of the working table, obtained the number
of different hydrostatic bearing working oil chamber of the
turntable at different vibration frequencies of the spring
stiffness, using the numerical fitting methods to give the
spring relational expression between stiffness and vibration
frequencies and presented that with the increase in the
number of oil chamber, hydrostatic bearing system working
turntable vibration frequency value compared with other
declines in the number of oil-chamber system modal order
increases, his research laid the foundation for further study of
other dynamics of hydrostatic bearing system and improved
work performance of turntable [11]. Tang et al., in order to
solve the bias load problem of large heavy NC table, whose
single oil chamber partial hydrostatic thrust bearing cannot
withstand the load, proposed a composite design scheme,
which combines single oil-chamber hydrostatic bearing and
hydrostatic radial bearing, and one new oil-chamber back-
slot structure for the convenient oil-chamber processing in
radial hydrostatic bearing [12]. Zhang, through hydrostatic
thrust bearing performance testing and analysis, found that
the oil film bearing capacity under different loads and
different inlet pressures, the film stiffness, flow, temperature,
and other key performance parameters, validated that the
theory of critical performance parameters modeling and flow
field and temperature field performance analysis is correct
(13].

In foreign countries, Satish, by the analysis of Static
and dynamic characteristics for round hydrostatic thrust
bearings of different oil chamber shape, has found that their
performance (stiffness, carrying capacity, pressure, and flow)
varies. Arafa and Osman [14] have studied the flow state of
hydrostatic bearing characteristics of laminar flow, in which
the researchers, by using a constant pressure oil supply to
various ways with the oil chamber and putting throttling
device on the respective oil chamber entrance, which cal-
culated the relationship between the different oil pressure
oil chamber pressure and bearing characteristics, have opti-
mized the arrangement of the oil chamber and the number
of positions viscous oil chamber pump system and improved
the stiffness and bearing capacity. Yablonskii et al. [15],

firstly have researched the rheological properties of the
hydrostatic bearing lubricant by using computer simulation
method, and, on this basis, the carrying capacity of the hydro-
static bearing has been studied to obtain the pressure field
of a hydrostatic bearing. Novikov et al. [16] has established
the mathematical model of hydrostatic thrust bearing ring
and made a numerical analysis of the performance with using
ecocleaning fluid as a low viscosity lubricant, considering the
bearing manufacturing and assembly errors. Crabtree et al.
[17] have used shallow oil chamber in designing hydrostatic
thrust bearing, rather than the traditional deep oil chamber
and found their nuances.

According to scholars at home and abroad for research
and analysis of the mechanical properties of the hydrostatic
bearing, it can be concluded that the hydrostatic bearing
capacity, rigidity, pressure, and so forth have been closely
related to oil chamber design. Future directions for research
on the mechanical properties of hydrostatic bearing are how
to optimize the structure of the main oil chamber to try to get
better mechanical properties.

5. Oil Film Lubrication Theory and
Performance Research Progress

Hydrodynamic lubrication phenomenon was discovered by
American B.T power by accident, when he was in research of
railway vehicle axles sliding bearing in 1883. The liquid film
pressure differential equation in woven gap which was called
Reynolds equation was deduced by a British named Renault
in 1886, which laid the foundation theory of hydrodynamic
lubrication [18].

Dynamic pressure lubrication film is formed by the
relative motion friction surface which has certain geometry
with the help of a viscous fluid dynamic effect. Metal surface
friction is separated by the lubricating film layer in the
sufficient fluid lubrication state, and there is little solid phase
contact. Friction occurs only inside the fluid, so the fluid
lubrication has a small friction coefficient [19, 20].

We study the stress distribution of the viscosity lubricant
film, supporting force and friction theory with the application
of the fluid mechanic theory and lubrication theory in order
to reduce the operation friction resistance of the machine
parts and improve the carrying capacity of the lubricating
film and eventually achieve greater speed and improve the
machining precision and machining efficiency goals.

Circular guide hydrostatic thrust bearing which is com-
monly used in engineering has two types, circle cavity and
fan cavity, which also includes two forms, back chute into the
tank and no return chute. Compared with the circular guide
multicavity hydrostatic thrust bearing with no return chute
between the oil chamber, the hydrostatic thrust bearing with
return chute has better bearing ability to resist overturning
moment because of no inner flow effect. Return chute can
prevent the lubricating oil flowing outside but also can make
the oil discharge smoothly. Although the latter has better
stiffness and higher ability to resist overturning, if the size
of the tank is too large or working in a bad lubrication state,



the air can enter into the bearing under high speed and its
dynamic inflexibility is reduced greatly.

In China Wenshizhu comprehensively expounds the
lubrication theory study research progress and the existing
problems of fluid lubrication, boundary lubrication, elas-
tohydrodynamic lubrication, thin film lubrication, mixed
lubrication, and so on and puts forward some suggestions
to the future research on lubrication theory [21]. Zhang
et al. did three-dimensional numerical simulation for large
fan hydrostatic thrust bearing lubrication performance with
the CFD technology, which can predict large hydrostatic
bearing lubrication characteristics and possible problems in
the rotation process, and had a certain role in promoting the
economic loss and improving the work efficiency. They also
discussed the temperature effect on the oil film lubrication
[22], which is shown in Figure 6.

Considering the variation of lubricating oil viscosity
and deformation field condition, Shao junpeng put forward
many new problems for the high-speed heavy-duty hydro-
static thrust bearing such as type of cooling, friction pair
material, lubricating oil medium, turbulence, eddy current,
and dynamic characteristic. If those problems were solved,
hydrostatic thrust bearing could be under the condition
of high speed and heavy loading with high stability and
accuracy. Yu et al. accomplished to predict the dynamic
characteristics of fan cavity with many oil pads hydrostatic
thrust bearing during the research [23].

Abroad, in terms of oil film lubrication, Kazama and
Yamaguchi analyzed the influence of rotation speed, surface
roughness, supply pressure, and load on hydrostatic thrust
bearing system. By his introducing the concept of average
pressure for the analysis of bearing capacity for roughness
and static equilibrium, the experimental data are normalized
[24]. van Ostayen et al. did the research of overweight con-
stant hydrostatic thrust bearing with the mixed lubrication
between the bearing and track hydrostatic support in a
new type lock gate, which provided a theoretical basis for
using the model in the future [25]. Zhang et al. found that
viscosity effects on hydrostatic bearing cannot be ignored,
especially in a high speed requiring a higher requirement in
the lubrication oil film [26]. Most researchers predict oil film
likely situations in practical work mainly through software
simulation, which can improve the efficiency for practical
work.

6. Research Progress of Thermal
Deformation Control and High Efficiency
Cooling in Hydrostatic Bearing

During working, lubricating oil viscosity changes as oil
film temperature rises; thus, bearing capacity and stiffness
will change. If the temperature rise is too large, excessive
thermal deformation of bearing will influence machining
accuracy. Therefore, control thermal deformation hydrostatic
bearing and high efficiency cooling is the prime problem
for hydrostatic bearing to solve. The domestic and foreign
scholars have done a lot of research on it.
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On thermal deformation control, Ma established rela-
tionship model between temperature rise of the temperature
measuring point and thermal error based on neural network
technology and analyzed the measurement data of vertical
machining center spindle box. The results show that the
RBF neural network model approximates the actual thermal
error model well and reduces the thermal error. Concerning
various working conditions of CNC machine tools, thermal
coordinate system and the cold were proposed on the basis of
original machine tool coordinate system and the workpiece
coordinate system. A thorough analysis under various work-
ing conditions of nc machine tool was done and provides
a thought to solve the problem unexpectedly in the process
of nc machining [27]. Chen et al. analyzed the thermal
deformation of hydrostatic guideway vertical lathe bearing
workbench and established corresponding model based on
the theory of elastic deformation, plastic deformation theory,
and the thermal deformation theory. The model is consistent
with the experimental results and optimized the workbench
structure to make less thermal deformation [28]. Wang et
al. discussed difficulties and skills during the finite element
model establishing of dynamic and hydrostatic bearing. The
temperature distribution and deformation in the circum-
stance of frictional heat and the sensitive parameters of fluid-
structure interaction was obtained [29]. Wang simulated
thermal deformation field of hydrostatic bearing workbench,
temperature field, and thermal deformation field tendency in
different rotation speed. At the same time, the measurement
of adding stiffened plates to decrease thermal deformation
was proposed. Then, thermal deformation analysis of opti-
mum workbench was carried out. The simulation verifies the
feasibility of this method, reveals the change law of tempera-
ture field, and deformation field. It provides theory basis for
the structural design of the workbench, while, the analysis,
the influence of stiffened plates on thermal deformation field,
improves the machining precision and machining efficiency
[30].

Abroad, Chen et al. proposed 32 items machine tool
including thermal error and geometric error on the basis of
the original 21 items of machine tool error term and began
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a study on machine tool thermal error compensation [31].
Srivastava et al. established error model of five axis machining
center by HTM [32]. Wang et al. proposed offline and online
thermal error compensation model based on the grey system
theory [33]. South Korean scholar Lee et al. established
thermal error model of horizontal machining center based on
fuzzy logic strategy [34]. Singapore Ramesh et al. established
thermal error model, which is bayesian networks supporting
vector machine (SVM) [35]. American scholars Yang and
Ni did thermal elastic analysis of machine tool system in
view of dynamic characteristics. It shows that pseudo lag
effect is the main cause of thermal error in traditional
thermal error model, and a system dynamic thermal error
model and a system model adaptive method using iteration
to revise model coeflicient were established [36]. Taiwan
scholar Wang et al. proposed a new high-efficiency error
compensation model of multiaxis nc machine tool [37].
Eastwood and Webb developed a temperature compensation
method by analysis thermal deformation of parallel structure
of machine tool during work. It enables parallel structure
into practical application [38]. Vyroubal presented how to
improve the processing precision by thermal deformation
compensation and illustrated how to compensate thermal
deformation in detail. It provided theoretical support for
thermal deformation compensation [39]. Shao et al. discussed
influence cavity depth on temperature distribution of oil
film in heavy hydrostatic bearing on the basis of numerical
calculation of temperature field in different cavity depth [40].
Kim and Song put forward neural network compensation
model and system compensation of machine tool mechanical
origin to reduce the influence of thermal deformation on
machining precision [41].

Because temperature rise had great influence on hydro-
static bearing device, heat pipe technology can be used
to achieve high efficiency cooling. Heat pipe technology is
a new heat transfer technology found in 1960s. The heat
conduction capacity is better than any known metal heat
conduction ability and occupied an important position in
radiator manufacturing industry [42]; its working principle
is shown in Figure 7.

In the aspect of using heat pipe as the high efficiency
cooling, Zhao and Yu think heat pipe has great potential and
advantages in the electronic device cooling and described
the development of heat pipe cooling technology in the
electronic device cooling and application prospect in the
airborne electronic equipment cooling technology [43]. Yu et
al. applied plate type heat pipe into electronic components
to improve heat dissipation and did system research on
performance. The effect gravity directions on heat transfer
performance of heat pipe were explored. The measurement
flat heat pipe with liquid core that can be used in aviation
machine plant to promote electronic equipment cooling was
presented [44]. Lu et al. established physical model and
the equation of concentrated solar absorption heat pipe,
analyzed the condensing heat transfer performance of heat
pipe heat, and optimized system efficiency [45]. Ming et al.
did system research and optimization design on the feasibility
of airborne heat pipe. The axial reverse acceleration resistance

(1) Evaporator

(5) Condenser

(2) Working liquid (6) Container
(3) Adiabatic section (7) Wick
(4) Working vapor

FIGURE 7: Working principles of micro heat pipe.

of flat heat pipe effective length of 0.12m is up to 1.2g.
It overcomes negative impact large aircraft maneuvering
flight acceleration and azimuth change on heat pipe working
[46]. Deng and Xu analyzed the cooling system of high-
speed motorized spindle and applied highly effective thermal
conductivity of heat pipe, uniformity of temperature, and
structure diversity into the cooling of high speed motorized
spindle. It can export heat energy quickly and solve high
speed motorized spindle temperature change by heat pipe
cooling technology [47]. Yan designed a heat pipe cooler
in heavy vehicle cooling system and analyzed application
feasibility of heat pipe fitting on the vehicle cooling system
[48]. In a word, the development of heat pipe technology
is very mature. It is a trend using heat pipe technology to
achieve rapid cooling in the thermal control of hydrostatic
bearing in the future.

7. Conclusion

Hydrostatic bearing technology is widely used in ultra-
precious machine tools and heavy equipment; therefore,
the research of static pressure support technology for the
mechanical processing industry has great significance, great
application prospect, and potential, and it will have a great
role for mechanical processing industry. This paper ana-
lyzes the working principle of hydrostatic thrust bearing
and mechanical performance and expounds research of
the present situation and the development trend of theory
of hydrostatic bearing, mechanical properties, theory and
performance of oil film lubrication, static pressure bearing
thermal deformation control, and high efficiency refrigera-
tion. With the development of hydrostatic thrust bearing to
the high speed, high precision, high efficiency, high stability,
high multifunction, and high power, the study of hydrostatic
thrust bearing will focus on the optimal design of the oil
chamber to produce the least amount of heat, how to control
the thermal deformation of hydrostatic thrust bearing, and
the high efficiency refrigeration.
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An accurate and efficient measurement for unknown rotor profile of screw compressor has been a nodus in the field of coordinate
measuring machine (CMM) measurement because of its complexity of 3D helical surface, whose normal vectors vary with different
measured points, while conventional 2D measuring methods have the inevitable radius compensation. If measured points and
corresponding normal vectors are known, a 3D radius compensation then could be applied without a theoretical error. In this
paper, a double-measurement method based on Reverse Engineering (RE) is proposed to solve this problem. The first measurement
focused on constructing a 3D CAD model as accurate as possible. So, according to the structure characteristics of the unknown
rotor, a reasonable WCS is established firstly. Then a DRCH method is presented to eliminate the outliers of measured points.
Finally, an indirect method is presented to measure the screw pitch with projection and transformation of measured point sets. In
second section, a 3D measurement is planned by DIMS language with setting measured points and corresponding normal vectors,
which are calculated according to 3D CAD model constructed in first section. Final experimental analysis indicates that measuring
accuracy with this double-measurement method is improved greatly.

1. Introduction

Screw compressor is widely used in aerodynamics, industrial
refrigeration, central air-conditioning, process flow, and so
forth. The most important part of the screw compressor is a
pair of meshing rotors. Its shape, precision, and surface qual-
ity will determine the performance of the screw compressor
directly. An intersection curve between rotor helical surface
and a given vertical plane of rotor axis z is called rotor profile
[1], which is an important standard to judge the quality of
rotor and influences the performance of screw compressor
directly. Because adjacent teeth of rotor with complicated
structure overlap in space, an accurate and efficient mea-
surement for rotor profile has been a practical puzzle in the
industry and a hotspot in the academia [2-5].

From engineering application, CMM is a good choice for
high-accuracy measurement of this kind of parts with com-
plex structure. Measuring accuracy itself and measuring
methods of CMM are the keys to guarantee the final accuracy

of measured objects. In order to satisfy the measuring re-
quirements, previous works have spent a lot of effort to solve
the related problems such as CMM calibration [6], probe
improvement [7], measuring efficiency [8], uncertainty anal-
ysis [9,10], CMM dynamic error analysis [11], measuring stra-
tegy [12], and evaluation method [13].

In addition to above technologies, there still need some
more targeted measures to enhance the measuring result for
this particular rotor.

Establishment of coordinate system is the basis of CMM
measurement. Its accuracy will impact the final measuring
accuracy of rotor profile greatly. The best solution is to estab-
lish a coordinate system only according to the structure char-
acteristics of rotor itself. If this idea can be achieved, accuracy
impact of coordinate system would be eliminated.

The error caused by CMM measurement is inevitable. So
outliers and noises of the measured points must be eliminated
before use. A 3D mesh filtering method based on median filter
is very widely used in the pretreatment of measured points.
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However, if the window size is selected too wide, it will
include too many neighboring points. So outliers and noises
will be removed overly. On the other hand, if the window size
is selected too narrow, it will not include enough neighboring
points. So outliers and noises will not be removed in satis-
factory manner [14]. Warmefjord et al. presented a cluster
based method to remove these outliers and noises by utilizing
relationships between different measured points. However,
this method can only be applied to quite stable processes [15].

Compared with the 2D radius compensation, 3D radius
compensation has no theoretical error. The key of 3D radius
compensation is to calculate the normal vector of measured
points accurately, efficiently, and steadily. In order to simplify
the calculation and produce a more efficient and time-saving
process, Lee and Shiou proposed a cross-curve moving mask
method to calculate the unit normal vector based on 5 or 9
data points of a freeform surface measurement [16]. Delaunay
triangulation of these data points can further simply the
calculating difficulty [17].

In addition to the accuracy, efficiency, and security [8, 14,
18, 19], path planning with 3D radius compensation should
ensure that the feeding direction of probe is the normal vector
of the measured point and measuring process should be
planned scientifically. Usually, this kind of path planning is
built on the basis of CAD model [20, 21].

In consideration of high accuracy of this project, a CMM
with the accuracy of (1.5 + 3.0 L/1000) ym is used in this paper
to measure the rotor profile of screw compressor on the
condition of given error £ = 0.02 mm.

2. Ideas and Flow Chart for
Double-Measurement

In fact, the measurement accuracy of coordinate measuring
machine (CMM) is so high that it can almost meet any mea-
suring requirements in the industry, especially parts with nor-
mal quadratic surface. However the problem for CMM is its
accuracy of radius compensation, which largely depends on
whether there is a simple and efficient way to figure out the
exact 3D normal vectors of measured points. Therefore, a
double measurement method is presented in this paper to
improve the accuracy of radius compensation. The objective
of 1st measurement focuses on the achievement of accurate

3D normal vector of measured points and 2nd measurement
focuses on automatic 3D measurement for desired points
under the control of DIMS program. Detailed measurement
flow chart is shown in Figure 1.

Then the detailed measurement process is elaborated as
follows.

3. First Measurement for Screw Rotor

If we have a 3D CAD model of the screw compressor rotor, the
normal vectors of any desired points on the CAD model could
be calculated theoretically and ensure the accuracy of the
probe radius compensation. So it is necessary to measure an
unknown screw rotor at first to construct a 3D CAD model
as accurate as possible.

Here, in order to construct the 3D CAD model of rotor,
its essential attributes such as rotor profile and helical pitch
should be calculated firstly, which are presented as follows.

3.1. Definition of WCS. Whether the workpiece coordinate
system (WCS) was built exactly and properly would impact
following measuring accuracy greatly.

The unknown screw compressor rotor which is measured
in this paper is shown in Figure 2. According to the shape and
length of screw rotor, it is usually fixed horizontally or verti-
cally. Because the length of screw rotor is proper for measur-
ing stroke of CMM used in this paper, rotor is fixed vertically
and the probe is adjusted to the horizontal position. Thus
some needed rotor profiles in one groove could be measured
in one measuring process and in single clamping.

According to the structural analysis of screw compressor
rotor, it is obvious that the rotor itself is a rotational part, so its
rotation axis can be identified as the z-axis of WCS. As for the
coordinate origin, it is more reasonable to be located on the
end face of the rotor. After z-axis and the coordinate origin
are defined, corresponding measured elements then should
be indicated for the definition of WCS, which mainly could be
planes and cylinders, as shown in Figure 3. As a result, the
rotation axis of screw rotor is defined as z-axis of WCS. Ver-
tical direction of the plane which is parallel to z-axis, denoted
by PL, in Figure 3, is defined as y-axis of WCS. The inter-
section point between z-axis and end face, denoted by PL;
in Figure 3, is defined as the coordinate origin of WCS,
denoted by O in Figure 3.
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FIGURE 2: Measured unknown screw rotor and its clamping method.

FIGURE 3: Definition of WCS.

In fact, the most important step for the definition of WCS
is the confirmation of z-axis because its accuracy will impact
the measuring precision of rotor profile greatly. Usually, sev-
eral elements are used to define the z-axis of WCS, such as the
axes of cylinders denoted by CY,, CY,, CY;, and CY, as
shown in Figure 3:

CY,: the short cylinder near the upper part of the
working range of the screw rotor;

CY,: the short cylinder near the lower part of the
working range of the screw rotor;

CY;: the long cylinder at the end of the screw rotor;
CY,: the outer cylinder of the screw rotor.

In order to analyze the definition accuracy of WCS deter-
mined by measured elements mentioned above, the following

3
TABLE 1: Vertical distances from points to z-axes.
cy, Y, Y, cy,

PT, 24.0135 23.9667 24.0058 24.0242
PT, 24.0278 23.9743 24.0162 24.0203
PT, 24.0389 23.9803 24.0255 24.0334
PT, 24.0526 24.0032 24.0381 24.0235
PT, 24.0604 24.0055 24.0415 24.0225
Mean 24.0386 23.986 24.0254 24.0248
Limit deviation 0.0469 0.0388 0.0357 0.0131

24.07
24.05 +
24.03 -
8
g 24011
Z
23.99
2397 +
23.95 1 1 1 1 1 1 1 1 1
PT, PT, PT, PT, PT,
Measured points
—%- Datum line -9~ CY;line
—-A CY, line -@ CY, line
- CY, line

FIGURE 4: Distribution of distances between measured points and
z-axes.

experiment is designed in time. Firstly, five equidistant points
along with helix, denoted by PT, PT,, PT;, PT,, and PT;, are
measured in the valid working range of the outer cylinder.
Then the vertical distances from these five points to z-axes
determined by CY,, CY,, CY;, and CY, are figured out,
respectively, which are shown in Table 1.

With multiple measurements, the radius of outer cylinder
CY, of screw rotor is calibrated to R = 24.0059 mm, which is
represented by purple line as shown in Figure 4. The distri-
bution of distances between measured points and z-axes is
shown in Figure 4, too.

Figure 4 indicates the following.

(1) Because axial length of CY, is very short and the
machining error of CY, is not avoidable, the distance
from CY line to datum Line is very large. So the cyli-
nder CY, is unsuitable to be used as measured ele-
ment to define the z-axis of WCS.

(2) The nearer the measured point is to measured element
which is used to define the z-axis, the closer the dis-
tance from measured point to z-axis is to calibration
value R. The farther the measured point is to mea-
sured element which is used to define the z-axis, the
wider the distance from measured point to z-axis is
to calibration value R. If z-axis is defined by CY,, the
distance from PT; to z-axis will be closer to R, and if
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FIGURE 5: Two point sets of rotor profiles at respective z.

z-axis is defined by CY3, the distance from PT, to z-
axis is closer to R.

(3) If z-axis is defined by CY,, the distances from mea-
sured points to z-axis are similar and steady, but
unfortunately, all corresponding values are bigger
than R.

(4) For these reasons, it is more reasonable to define the
z-axis through the central point of CY, and CY;. The
specific steps are as follows.

If the central point of CY, is denoted by PTy and the
central point of CY; is denoted by PT, the line going through
both PT and PT,, denoted by LN, could be defined as z-axis.

In this situation, the distances from the five measured
points to LN fluctuate near 24.0058 mm, which is very close
to the calibration value R. The difference between these two
values is only about 1 #m and the defining precision of z-axis
is greatly improved.

Each defined coordinate axis and origin of WCS, O, are
shown in Figure 3.

3.2. Pretreatment of Point Sets of Measured Rotor Profile.
Based on the WCS set up above, each given point set of
rotor profile in a single spiral groove is measured at given z.
According to the specific function of CMM used in this paper,
spline measurement mode (SMM) is adopted, so that the
rotor profile is measured automatically and efficiently in one
clamping process. In this paper, two point sets of rotor profiles
atz = -20 mm and z = —130 mm are measured, respectively,
as shown in Figure 5.

3.2.1. Elimination of Outliers. In the measuring process, var-
ious outliers emerge due to inevitable noise and fluctuation,
which affect the measuring accuracy of CMM and have to be
removed before 3D modeling.
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Difference in chord height (DCH) algorithm is widely
used to solve this problem because of its simpleness and effi-
ciency. However, its removal efficiency depends entirely on
the given allowance e. If ¢ is too big, part of outliers, which
must be removed, cannot be removed. As a result, fairness of
reconstructed CAD modeling based on these points will be
impacted. If ¢ is too small, part of normal points (pseudoout-
liers) which should be maintained will be removed. As a
result, authenticity of reconstructed CAD modeling based on
these points will be impacted, too. Empirically, ¢ is usually set
as the measuring accuracy of workpiece. Here, £ = 0.02 mm.

The solution for improving DCH includes two aspects.
Firstly, a reasonably bigger allowance ¢ is set to avoid remov-
ing pseudooutliers. In this paper, new ¢ is twice larger than
e. That is, ¢, = 2¢. Then, a new removal criterion, which is
called ratio of chord height (RCH), is presented to remove the
outliers once more.

Accordingly, a specific algorithm called difference in ratio
of chord height (DRCH) is presented in this paper. The
specific algorithm is shown as follows.

Step 1. Remove distinct outliers directly.

Step 2. [DCH] Draw chord P, P,;, and calculate vertical dis-
tance h, from P,, to chord P, P,5.

If h; > ¢, then point P,, should be identified as an outlier
and removed. Then Step 2 is executed again with points P,
P,,and P,,.

If h, <¢,, then go to Step 3.

Step 3. [RCH] Draw chord P,, P,,, calculate vertical distance
h,, from P, to chord P,, P,, and h,, from P,; to chord P, P,,,
and then calculate the ratios of chord heights:
hy hy,
m=7" L= @
bohy hy,

Set the threshold of the ratio of chord height as #.

If #, > 7, point P, can be identified as outlier and
removed. Then jump to Step 2 and execute it again with points
P,;, Ps,and P,,.

If 4, > 7, point P can be identified as outlier and
removed. Then jump to Step 2 and execute it again with points
P,;, P, and P,,.

If 5, < nyorn, < n, neither P, nor P, is outliers, then
jump to Step 2 and execute it again with points P, P,,, and
P.

Step 4. End.

Sketch map for this improved difference in ratio of chord
height (DRCH) algorithm is shown in Figure 6. Because the
allowance ¢, is set reasonably bigger, removal of pseudo-
outliers can be prevented effectively where the curvature fluc-
tuates greatly.

It is important to note that the threshold of the ratio of
chord height, 7, is also an experience value, usually belongs to
[1.5, 2], and should be adjusted flexibly according to the
practical situation. However, DRCH algorithm is more robust
than usual DCH because of new removal criterion, RCH.
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FIGURE 6: Sketch map for difference in ratio of chord height.
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FIGURE 7: Comparison of DCH and DRCH with different parame-
ters.

Figure 7 is a point set with some outliers, as shown in
Figure 7(a). After DCH with ¢ = 0.02mm, six points are
removed, as shown in Figure 7(b). Set ¢, = 2¢ = 0.04 mm
and only one point is removed after DCH, as shown in Fig-
ure 7(c). Obviously, outliers are not removed thoroughly in
Figure 7(c). By DRCH presented in this paper with ¢, =
0.04 mm and # = 1.6, two real outliers are removed, as shown
in Figure 7(d).

So, this adaptable and general algorithm has achieved a
fine effect in this paper.

3.2.2. Two-Dimensional Radius Compensation. Based on this
measuring coordinate system, two point sets of rotor profile
in a whole tooth space at z = —20 mm and z = —130 mm are
measured in a single measuring process. Because the normal
vectors of measured points are unknown, measured points
could only be compensated in the approaching direction
automatically, which is just a 2D radius compensation and has
the inevitable theoretical error. The principle of radius com-
pensation is shown in Figure 8.

Here P, is measured points and P, is compensated point.
The theoretical error § then is expressed by

! —Q. )

COoS «x

8=R<

In (2), « is the angle between the axis of the probe and the
measured surface normal. R is probe radius.

FIGURE 8: 2D probe radius compensation.

2R -

0 /4 1 /2 2 «

FIGURE 9: Impact of « on §.

According to (2), compensation error is impacted by
angle « greatly. In fact, because the measured surface of screw
rotor is helical, the angle « varies with the different measured
points. As a result, it is very difficult to take the compensation
error under control. The larger the angle « is, the larger the
compensation error is, as shown in Figure 9. Thus, second
measurement which will be discussed in Section 4 is neces-
sary to eliminate theoretical compensation error by 3D radius
compensation.

3.2.3. Interpolation of Sharp Corner of Rotor Profile. The
probe radius used in this paper is R = 1 mm. At the place
where there is a sharp intersection between two curves or the
place where the curves fluctuate wildly, as shown in Fig-
ure 10(a), part of curves cannot be measured because of the
interference with probe and curves themselves in the mea-
surement process. In this section, probe feeding direction will
remain unchanged. When point A is measured, the CMM
receives the coordinate data of the center of probe, A’, and the
measured point A can be figured out successfully according to
the radius compensation algorithm. But when desired point
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FIGURE 10: Interpolation of sharp corner of rotor profile.

(a) Measuring result

(b) Precision analysis of measuring result

FIGURE 11: Measured point set of rotor profile and its precision analysis.

Bis measured and the probe is fed at the given same direction,
point C will be touched firstly instead of point B because of
probe radius, so the CMM will receive the coordinate data of
point C’ instead of point B. After radius compensation, the
measuring result of measured point B will be replaced with
the point D. According to Figure 10(a), we can find that the
measuring error BD is so large that it cannot be accepted.

In fact, as shown in Figure 10(b), for a given probe radius,
part of curves expressed by OF and OF cannot be measured
successfully. The smaller the probe radius is, the shorter the
unmeasurable curves are. In addition to reducing the probe
radius, curves interpolation could also be adopted to predict
the result of unmeasurable curves. As shown in Figure 10(c),
interpolated points (little red crosses) can be calculated by
interpolated curves OEG and OFH. The intersection point
of these two interpolated curves is point O, which is a very
important characteristic point for unknown rotor profile.

After several significant steps, such as measurement,
probe compensation, and interpolation, are finished, the

measured point sets of rotor profile can be obtained, which
is shown in Figure 11(a).

Comparing this point set to the original one, as shown
in Figure 11(b), the maximum error is 0.026 mm. Obviously,
this accuracy cannot meet the engineering requirement
mentioned in first section. The reason is the inevitable 2D
radius compensation. So a 3D radius compensation will be
studied in Section 4 to resolve this problem.

3.3. Indirect Measurement of Screw Pitch. Screw pitch is
another intrinsic property of screw compressor rotor. Screw
pitch, T', is usually equivalent to the distance it advances in the
direction of z axis after rotor profile revolves round z-axis one
circle (360°). Thus, screw pitch can be figured out by mea-
suring rotation angle, ¢, around z-axis between two rotor
profiles at a distance of H, as shown in Figure 12

360
T=2"H. 3)
¢
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FIGURE 12: Solution of screw pitch.

For (3), we firstly analyze the influence to the measuring
accuracy of screw pitch T caused by the different values of ¢
and H

_ 360 (H + AH)  360H

AT
¢+ Ap ¢
(4)
_ 360pAH — 360HAg
¢ (¢ +A9)
Because ¢ is much larger than Ag,
AT = 20 - 2O, 5)
% '

From (5), we can find that the larger ¢ is, the smaller AT
is and the higher the measuring accuracy of screw pitch T is.
From (3), H is proportional to ¢, so, in order to improve the
measuring accuracy of screw pitch T in this measurement
process, H should be taken as large as possible.

Concrete calculating method is described as follows.
Firstly, measure two rotor profiles, C; and C,, at the distance
of H in the direction of z axis in a single process. Secondly,
calculate rotation angle, ¢, around z-axis between these two
rotor profiles. Then, the screw pitch can be figured out easily
by (3). In order to ensure the convenience of measurement
and the accuracy of calculation, some following measures are
taken in this paper.

(1) In order to measure these two profiles in a single pro-
cess without adjustment of probe direction, C, is re-
placed by C;. The analysis shows that the angle of
C, and C; around z-axis is 120°. If C, rotates 120°
clockwise, it is equal to C,.

7
FIGURE 13: Solution of rotation angle.
TABLE 2: The calculating results of ¢.
Angle 1 P s s s
Results (°) 117349 17.352 117.305 117.344 117.365

(2) In order to calculate rotation angle of C; and C,, ¢,
around z-axis accurately, C, is projected onto the ver-
tical plane of the z-axis, which is determined by C,,
expressed by C,, as shown in Figure 12. Then, the
angle of C, and C, is replaced by the angle of C, and
C,, which is easier to calculate.

(3) Because of the lack of reference points, more angles
are calculated at the same time to improve the accu-
racy of angle ¢. Draw five concentric circles with cen-
ter at O,. The intersection points of concentric circles
and C, are denoted by P,;, P,,, P;5, P4, and P,s. The
intersection points of concentric circles and C, are
denoted by P,,, P,,, Py, Py, and P,s, as shown in
Figure 13. The angle between O, P;; and O, P,; is ¢,
the angle between O, P, and O,P,, is ¢,, the angle
between O,P;; and O, P,; is ¢, the angle between
O,P,, and O, P, is ¢,, and the angle between O, P,
and O, P,5 is ¢5. The calculating results are shown in
Table 2.

So the average value of these five angles can be expressed
by

1 5
9=z (6)

i=1

According to the calculating results in Table 2,

o = (117.349 + 117.352 + 117.305 + 117.344 + 117.364)
- 5

= 117.3428".
7)



At the same time, the distance between the plane of C,
and C;, H, can be figured out by the following steps.

Define a least square plane (LSP), z = A, which is det-
ermined by C, and is perpendicular to z-axis.

The minimum sum of squared distances from point set,
C,, to A is described as

z 2
MinF = ) (z¢, - A)
i=1

Il
.M§

Il
—

(zéli —2Azg; + Az) (8)

Mz

1

m m
2 2
Z¢,i _ZAZZC1i+ZA .
i=1 i=1

If we take OF/0A = 237" zc; + 2Y"; A = 0, then
Py Zc,i = mA

I
—_

1 m
nA= =Dz ©)
i=1

Similarly, the least square plane (LSP), z = B, which is
determined by C; is described as

1 n
B=— Yz, (10)
j=1

Here, m is the number of the point set C; and # is the
number of the point set C;.
So, H is figured out,

1 ¢ 1 ¢
H=lA-Bl=]— ;chf - Zj:zlzc” = 110.015 mm.
)
Then screw pitch is figured out by (3)
360
T = ————— x 110.015 = 337.519 mm. (12)
117.3428

On the basis of measured rotor profile and screw pitch, 3D
modeling of screw compressor rotor is constructed as accu-
rate as possible, which is shown in Figure 14. To meet the final
measuring requirement, more following measures should be
taken to improve the measuring accuracy.

4. Second Measurement for Screw Rotor

Because radius compensation vectors are unknown in first
measurement, 2D compensation with theoretical error is
adopted reluctantly. Based on 3D modeling constructed in
above section, normal vectors of measured points can be
figured out. This is the key to the second measurement.

4.1. Measured Points and Corresponding Normal Vectors.
Firstly, calculate intersection curve between plane
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FI1GURE 14: 3D modeling of screw compressor rotor.

FIGURE 15: Measured points and corresponding normal vectors.

z = —20 mm and 3D model of screw rotor (z = —20 mm is a
plane mentioned in Section 3.2). Secondly, scatter this curve
into points at the interval of 0.5 mm. These points are the new
planned points for second measurement. Then, calculate cor-
responding normal vectors of these new planned points. Cal-
culated normal vectors of given points are shown in Figure 15
and parts of corresponding values are shown in Table 3.

4.2. Three-Dimensional Radius Compensation. According to
these new planned points and corresponding normal vectors,
a 3D radius compensation can be adopted. Its compensation
principle is shown in Figure 16.

In Figure 16, P is the measured point, its normal vector is
n, and the measuring points of CMM are P,,. So point P can be
compensated by (13).

P =P, - Rn. (13)

Because probe feeding direction is the same as the normal
vector of P, it can be ensured that touch point between probe
and workpiece is always the measured point. As a result, the
measured point is compensated without theoretical error.
Final 3D measuring path of second measurement is planned
by DIMS language. This path planning program can output
compensated points directly. Taking first point in Table 3
as example, some DIMS program for point P (-11.250163,
46.662338,-20.001508) with normal vector V (-0.310648,
0.947468, —0.076173) is shown as follows:

F(PT1)=FEAT/POINT, CART, —-11.250163, 46.662338,
—20.001508, —0.310648, 0.947468, —0.076173
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TABLE 3: Part of measured points and corresponding normal vectors.

Number x y z i j k

1 —11.250163 46.662338 —20.001508 —0.310648 0.947468 -0.076173
2 —6.734612 41.607689 —-20.002119 0.790704 —0.028680 0.611526
3 -5.963007 34.643340 —20.001998 0.805778 0.230471 0.545532
4 —3.585444 29.426255 —20.00205 0.745639 0.501035 0.439302
5 5.126837 23.392281 —20.002354 0.204608 0.978754 —0.013241

Probe feeding |
direction

FIGURE 16: Principle of 3D radius compensation.

MEAS/POINT, F(PT1), 1

PTMEAS/CART, -11.250163, 46.662338, —20.001508,
—0.310648, 0.947468, —0.076173

ENDMES

T(1) = TOL/CORTOL, XAXIS, —0.1, 0.1

T(2) = TOL/CORTOL, YAXIS, —0.1, 0.1

T(3) = TOL/CORTOL, ZAXIS, 0.1, 0.1

OUTPUT/FA(PTI1), TA(1), TA(2), TA(3)

4.3. Normalization of Point Sets of Measured Rotor Profile. In
fact, measured points which are compensated in the direction
of normal vectors by above path planning become spatial
points and all of them stray from reference plane z = —20 mm
slightly. In order to obtain the accurate sectional profile data,
all measured points should also be transformed to plane z =
—20 mm along helix. According to Figure 17, transformation
formula of right-hand rotor can be expressed by

(z - z,) x 360
T

6:

>

x = xycos0 — y,sin0, (14)

¥y = x,8in6 + y, cos 0.

FIGURE 17: Method for normalization.

Here, P, is the result of measured point, P is transformed
point on plane z = —20 mm, 0 is the angle between P, and P in
the direction of z-axis, and T is screw pitch. By this algorithm,
the measured points can be transformed onto objective plane
at z = —20 mm. Parts of processed points of rotor profile are
shown in Table 4 and these are final measurement result.
Precision analysis between final result and original points is
shown in Figure 18. Figure 18 shows that after second
measurement, maximum measuring error is reduced from
0.026 mm to 0.011 mm. Measuring result is much better than
original requirement.

Because 3D radius compensation is adopted in the pro-
cess of second measurement, theoretical compensation error
is eliminated. If all of these measuring specifications are
observed in the measuring process, measurement accuracy of
rotor profile can be ensured and accepted.

5. Conclusion

In this paper, a double measurement method is presented to
measure a rotor profile of unknown screw compressor accu-
rately. This method includes two steps. The first step focused
on constructing an accurate 3D CAD model. The second step
focused on 3D measuring with setting points and their nor-
mal vectors based on 3D model.

This research can be summarized as follows.

(1) Workpiece coordinate system is established according
to the structural features of screw compressor rotor.
So there are no special requirements for positioning
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TaBLE 4: Normalization of point set of measured rotor profile.
Number Measured points Transformed points (final result)
Xi i Zi x y z

1 —-6.9110 46.0364 —-20.2348 —7.11325 46.00558 —-20.0000
2 —-6.8207 45.3878 —-20.2296 —-7.01456 45.35824 —-20.0000
3 —6.7288 44.7733 —-20.2132 -6.906368 44.74625 —-20.0000
4 6.7480 441798 -20.2125 -6.922674 44.15276 —20.0000
5 —-6.8346 43.5606 —-20.2041 —6.999986 43.53433 —=20.0000
6 —-6.9037 42.9106 -20.1936 —7.058234 42.88545 —-20.0000
7 -6.9443 42.2598 —-20.1912 -7.094647 42.23482 —-20.0000
8 -6.9758 41.6183 —-20.1926 —7.124953 41.59303 —20.0000
9 —6.9941 40.9745 -20.1871 7136728 40.9499 —-20.0000
10 -6.9824 40.3247 —-20.1719 —7111371 40.30215 —-20.0000

FIGURE 18: Precision analysis of final result.

accuracy of screw compressor rotor in the process of
CMM measuring.

(2) A DRCH method is proposed to eliminate outliers
with ¢, = 0.04 mm and # = 1.6.

(3) Sharp corner of rotor profile is measured by curve
interpolation.

(4) Screw pitch is measured indirectly with projection
and transformation of measured point sets.

(5) Measuring process is automatic with path planning
based on DIMS language.

(6) Measurement accuracy is improved greatly from
0.026 mm to 0.011 mm with 3D radius compensation.

This work can be extended to other similar complex parts
with free-form surface widely because of its universality and
stability.
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In the view of the current cockpit information interaction, facilities and other characteristics are increasingly multifarious; the
early layout evaluation methods based on single or partial components, often cause comprehensive evaluation unilateral, leading
to the problems of long development period and low efficiency. Considering the fuzziness of ergonomic evaluation and diversity of
evaluation information attributes, we refine and build an evaluation system based on the characteristics of the current cockpit
man-machine layout and introduce the different types of uncertain linguistic multiple attribute combination decision making
(DTULDM) method in the cockpit layout evaluation process. Meanwhile, we also establish an aircraft cockpit ergonomic layout
evaluation model. Finally, an experiment about cockpit layout evaluation is given, and the result demonstrates that the proposed
method about cockpit ergonomic layout evaluation is feasible and effective.

1. Introduction

Aircraft cockpit is the main space for the pilots operating
flights and information interactions. With the development
of mechanical and electrical technology, the facilities in the
cockpit become more complex and the function becomes
more comprehensive. The research of this ergonomic layout is
to layout the cockpit facilities based on the certain principles,
which are according to the ergonomics of flight conditions
and mission requirements, in order to make a reasonable
decoration inside the cabin space and to give ful space for
the pilots to work efficiently, ensuring that the cockpit safety
system is reliable [1]. Therefore, the cockpit ergonomic layout
and its evaluation methods are the significant content for the
aircraft conceptual design.

In the recent years, the foreign research on the cockpit
layout is mainly designed and evaluated based on the pilots’
view distribution and used multifunctional comprehensive
layout based on the digital display instrument on display [2].
And because Chinese pilots have many differences from the
American and Russia ones, it is not proper to directly apply

the related foreign research results’ data into our own aircraft
cockpit design. And domestic research on such branch is
largely confined to the evaluation and method research of
the partial facilities; for example, the most used design and
evaluation method is based on view distribution, which starts
from one-point evaluation factor which cannot meet the fact
of multiple attributes; in this case, it often causes the pilot
premature fatigue during flight operation [3]; the cockpit
comprehensive evaluation method from Beijing University
of Aeronautics and Astronautics has made a relatively com-
prehensive evaluation system, but there will often appear
uncertain linguistic information during the evaluation pro-
cess, and the method does not put forward solutions to such
problems [4]. Thus, cockpit layout design and evaluation is a
typical comprehensive considered multiattribute problem; it
needs a set of comprehensive evaluation systems and build
an evaluation model in accordance with characteristics of
cockpit facilities, pilots, and man-machine; in this way, we
can reasonably and effectively design and evaluate the aircraft
cockpit layout, so the research of cockpit ergonomic layout
evaluation method is of practical significance.
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FIGURE 1: Attributes relationship diagram of evaluation system.

This study focus on the man-machine-environment sys-
tem from a new generation of cockpits, which meets the
requirements of ergonomic design and evaluation, on the
basis of the corresponding evaluation system established,
to research on the corresponding requirements meeting the
man-machine evaluation method, so as to establish a rea-
sonable man-machine layout evaluation model and provide
guidance of cockpit layout ergonomic design and evaluation
for aircraft cockpit development.

2. Evaluation System

Aircraft cockpit ergonomic layout is a typical man-machine
interaction in small space, which the layout cases are designed
and evaluated, not only based on the physical relation
between the cockpit facilities and pilots, but also obtained
from the different types of uncertain linguistic evaluation
information. For these reasons, a certain evaluation system
for the aircraft cockpit and its users is a key evaluation
carrier for selecting the optimal layout case, namely, the most
effective, reasonable, and comfortable cockpit layout.

2.1. The Conditionality of Cockpit Layout. Due to the com-
plexity of the facilities and relationship between man and
machine, the variability of the layout cases causes uncertainty
and variability in the operation mode. And the variability and
uncertainty can usually make unpredictable effects during
flight operation [3]. Assume « is an element of cockpit layout
facilities domain A, where element « is also in the specific
set X, which is one part of the cockpit layout principle
domain B; there is a set Y corresponding to the above in
the pilot requirement domain C. Assume 3 is an element of
pilot requirement domain C , where element f3 is also in the
set Z in the cockpit layout principle domain B, as shown
in Figure 1, where domain O represents layout cases, and
domain O’ represents the optimal layout cases.

Figure 1 illustrates that the target optimal solution may
not be the only one, according to the facility requirements,
pilot requirements, and cockpit layout principles of aircraft
cockpit ergonomic layout. That is to say, the optimal case
should be selected according to these three parts mutually
constraint, and the optimal can be the only one, or several
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ones. That is why the variability of cockpit layout is caused
by many factors, and the required optimal solution embodies
the conditionality of layout method research.

2.2. Multiple Attribute Evaluation System of Cockpit
Ergonomic Layout. The cockpit ergonomic layout method
defines this study as recent new type cockpit layout method
and its evaluation method is in accordance with ergonomics.

Aircraft cockpit layout has a characteristic of multiple
attributes, for example, pilots, instrument and meter, and
ejection seat are the main attributes; and each main attribute
has many primary attributes, like body posture, view, muscle
strength of pilot, instrumentation and display’s principle
and display, usage principle of ejection seat, and luminous
environment of cockpit environment, where different main
primary attributes also have common primary attributes.
Recently, the evaluation method of cockpit has ergonomic
comprehensive evaluation via the view of pilots, but this
reference is inadequacy and unitary, so we need to establish
a cockpit evaluation system, including all the attributes of
aircraft cockpit layout of ergonomic factors and give the
corresponding evaluation index, as shown in Table 1.

In the earlier cockpit ergonomic layout, evaluation meth-
ods are based on the experts’ experience, which consists of
much uncertainty. And evaluation system is also affected
by other objective factors, such as the production level
of domestic manufacturers, related enterprise culture, and
decision making; namely, there may appear different ori-
entation on the same type of cockpit evaluation content
at one time. In this way, we need to put forward a set
of all attributes as integration for the evaluation from the
perspective of vague sets, to evaluate the cockpit ergonomic
layout comprehensively, so as to get the most appropriate
layout case.

In the real cockpit layout cases, there is a close relation-
ship between the evaluation attribute and function applica-
tion. Some facilities, such as display, controller, and light, are
the main parts for the pilots under the flight operation, so the
ergonomic weight of these attributes is higher than others, in
the other way, like the ergonomic attribute value of ejection
seat’s slide rails construction is lower. Because the weights
of each attribute and attribute level is determined jointly by
different facilities, pilots’ requirements, and other elements,
there is also a larger difference between different evaluation
indexes [5, 6].

The ergonomic evaluation of cockpit man-machine lay-
out is a multiple attribute decision making process focusing
on the pilots and cockpit facilities [7]. Due to the diversity
and conditionality,the cockpit layout has a characteristic
of comprehensive and multi-attribute relationship, which
needs to be evaluated in groups, in order to determine
the corresponding optimal layout case under the related
conditions. The common comprehensive evaluation methods
are expert evaluation methods [8], but because of the com-
plexity of the objective things, uncertainty, and ambiguity,
when the evaluation process is restricted by subjective and
objective factors, the attribute value is often given in the form
of language or uncertain linguistic variables. In addition,
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TaBLE 1: Evaluation system facing to aircraft cockpit ergonomic layout.

Main attribute Primary attribute

Secondary attribute

View
Pilot Body posture
Body action

Muscle strength

Best view performance, comfort, fatigue resistance, efficiency, and so
forth.

Comfort, support, regulatory, naturalness, and so forth.

Amplitude, strength, speed, beat regulatory, shortest moment vector,
simple, and so forth.

Intensity suitability, fatigability, comfort, convenience, and so forth.

Display format

Instrumentation and display Display principle

Fault emergency and alarm

Character, text, image, table, display rate, parameter form, and so
forth.

Visibility, clarity, manipulation, functional allocation, control
consistency, identification, logic standardization, and so forth.
Obvious, alarm classification, visual presentation, voice alarm,
auditory alarm, alarm reminding, and so forth.

Control mechanism
Manipulator

Control principle

Throttle lever, joystick central control stick, side stick, pedal
controller, common used controller, and so forth.

Comfort, convenience, display-control consistency, efficiency, order
identification, coordination, and so forth.

Seat mechanism
Ejection seat
Usage principle

Ejection mechanism, support pad, slide rails, and so forth.

Convenience, comfort (dynamic and static), supportive, stationary,
and so forth.

Luminous environment

Cockpit environment Color coating

Thermal environment

Active space

Emergency lighting, portable lighting, antiglare, adjustable
brightness, color, light distribution, uniformity, standardization, and
so forth.

Patch size, consistency, clarity, plain, indicative, standardization, and
so forth.

Temperature, humidity, thermal, radiation, suitability, and so forth.

Workspace suitability, meeting the demand of dynamic activities, and
so forth.

Flight safety

Integrated design

Relationship evaluation of the overall and detail, and so forth.

each attribute factor mutually influences each other in the
evaluation process. However, the complexity and uncertainty
also make the evaluation information form the characteristics
of uncertainty and linguistic [9]. As a result, we introduce the
combinatorial theory of uncertain linguistic multiattribute
decision making into the cockpit man-machine layout evalu-
ation, which can improve the effectiveness and reasonability
of the layout cases evaluation.

3. Method about Aircraft Cockpit Ergonomic
Layout Evaluation Based on DTULDM

Aircraft cockpit ergonomic layout evaluation is a typical
multiple attribute decision making (MADM) problem. With
different types of uncertain linguistic information, in order
to solve the highly decision making problem, we introduce a
kind of the DTULDM method and use DTDM and ULWA
operators to solve the ergonomic layout evaluation problems
in aircraft cockpit system.

3.1 Definition of DTULDM . In the process of the ergonomic
layout evaluation, consider that decision makers (DM) gen-
erally need an appropriate linguistic assessment scale; we can
set a linguistic assessment scale beforehand: § = {s; | i =

—t,...,t}; t is a natural number, whose cardinality value is
an odd one, such as 9 and 11, and it requires the following:
Ds; > Sjs ifi > j; (2) there is a negation operator rec(s;) = S
especially i + j = £ + 15 (3) max(s;,s;) = s;, ifs; > s;3 (4)
min(s;,s;) = s, if s; < s; [10]. But the decision makers may
provide different types of linguistic information as a result
of work pressure and lacking of professional knowledge and
experience; in these cases, some results may not exactly match
any linguistic label in S. To preserve all the information [11],
we extended the discrete linguistic label set S to a continuous
linguistic label set S = {s, | a € [~q,q]}, where g (g > t) isa
sufficiently large positive integer.

Definition 1 (see [12]). If ergonomic layout evaluation lin-
guistic information s, € S, then s, is a termed original
linguistic label; otherwise, s, is termed a virtual linguistic
label. Usually, the DM use the original linguistic labels to
evaluate ergonomic layout cases and the virtual linguistic
labels can only appear in the actual calculation.

Definition 2 (see [12]). For any two layout evaluation linguis-

tic labels s,,s5 € S, their operational laws are defined as

follows: (1) s, & Sg = Sarps (2) /\Sa = s,\a,)t € [0,1]. When the
DM give two linguistic labels, let § = [s,, sg], and lets,, sg € S;



s, and s; are lower and upper limits, respectively; then § is
called an uncertain linguistic layout evaluation variable. Let
S be the set of all the uncertain linguistic variables.

Consider that the DM give three uncertain linguistic
variables; then set § = [s‘x,sﬁ],i = [Sal’sﬁll’ and 5, =
[saz, Sﬁz] € S; their operational laws are defined as follows:

@ 51 €B§2 = [S"‘l’sﬁl] ® [Saz’sﬁz] = [S“ﬁ“z’sﬁﬁﬁz];
(2) A = [sAa’SAﬁ]’ A€ [0,1].

Definition 3 (see [12, 13]). Let s,, sg € S, and then we define
the distance between 5, and g as follows:

d (sa,s[;) =la-p|. 1

Lets, = [s‘xl,sﬁl], 5 = [saz,sﬁz] € S, we define the
distance between §, and 5p as follows:

605 =3 -+ =Bl @

Consider the different types of linguistic information
given by the different DM; we need to provide this method
to preserve all the information and the reasons to keep them
in order. So the DTDM is called different types of linguistic
information decision making function, DTDM for short.

Definition 4 (see [13]). According to the above definitions,
sets 5, = [sy,s5]and s, = [s,,sp ] are two uncertain
attribute evaluation linguistic variables, namely, two linguis-
tic evaluation scale; meanwhile, sets len(s;) = f; — «; and
len(s;) = f, — «, are two uncertain linguistic variables’
lengths, then the definition of possibility degree of 5, > 5, is

max (0,len (5,) + len (5,) — max (B, — «;,0))

§25)=
PG5 =%) len (3,) + len (5,)
3)
Definition 5 (see [14]). Set ULWA: §" — S, if
ULWA, (5,5 .»5,) =05, @ 0,5, ® - ®w,5,,  (4)

where w = (w;, w,,..,w,)" is the weighted vector of uncer-
tain linguistic data; set 5;(i = 1,2,...,n), w; € [0,1],j =
1,2,...,m Y% w; = 1 and then the ULWA is called N
uncertain (evaluation attribute) linguistic weighted average
(ULWA) operator. For a finite number of aircraft cockpit
layout cases of multiple attribute decision making, the final
result is based on comparing the ranking of the sum of all
the multiple attributes. If the attribute difference of the layout
case is smaller under the attribute C;, it means that the certain
case has smaller influence on the cockpit ergonomic layout
selecting and ranking, but not vice versa.

For the uncertain linguistic multiple attribute deci-
sion making problems, assume that experts measure the
cases A; € A(A,A,,...,A,) on the attributes C; €
C(C,,C5,...,C,), gain the attribute value of case A; on
the attribute C;, and then compose an uncertain linguis-

tic decision making matrix R = ) ., wherew =
mxn
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(wy, wy, .. .,wn)T is attribute weighted vector w; € [0,1],] =
1,2,...,n,z;?=1wj = L,andM = {1,2,...,m},N =
{1,2,...,n}

In the process of aircraft cockpit ergonomic layout eval-
uation, each layout case should have the biggest bias with
the uncertain linguistic negative ideal solutions, in order to
obviously differentiate the pros and cons of all the cases
[15,16]. According to the combination method, the choice of
the attribute weighted vector w should make all the layout
cases’ sum combination bias largest in all the attributes.

Definition 6 (see [14]). Solving the weighted vector w prob-
lem is equivalent to solving the single objective optimization
problem as follows:

ak +by, +c(.+do,
w; = — j j j I jeN. 5)
ijl(a5j+bwj+c4’j+d6j)

This step is for weighted normalization, where w =
(wy, w,,...,w,)" represents attribute weighted vector w; €
[0,1],j = 1,2,...,n,2§'=1 w; = 1,and a, b, ¢, and d are
related coefficients based on the existence of the attributes in
the process of calculation.

Definition 7 (see [14]). Use ULWA operators to aggregate
the attributes of uncertain linguistic decision making matrix
R= (7ij), ., from the experts, we can get the general attribute
value of layout case A; on the attribute C;:

zZ; (w) = ULWA,, (Filjiz’ cee ’Fin)
(6)

=W T Ow,rp® - ®w,r,, i€M,jeN.

Obviously, if general attribute value Z;(w) is larger, the
corresponding cockpit layout case A; is better. Under the
condition of the weighted vectors known, it is easy to rank
the layout cases.

3.2. Aircraft Cockpit Ergonomic Layout Evaluation Method
Research. The different types of uncertain linguistic deci-
sion making in aircraft cockpit layout evaluation can be
determined according to the evaluation system and method
DTULDM. Assume experts measure the cockpit man-
machine attributes C; ¢ C(C,,C,,...,C,) of layout

cases A; € A(A}, A,,..., A,,) and have attribute value 7;; =

S relevant to cockpit ergonomic attribute C; of the layout
cases A;, wherew = (wl,wz,...,wn)T is the cockpit
ergonomic attribute weighted vector, and w; € [0,1],j =
1,2,...,n, Z;‘Zl w; = 1. The method about how to rank and

select the optimal layout case will be given in this section. The
concrete steps are as follows:

Step 1. Calculate the distance between all the attribute values
using DTDM method; then use ULWA operators to aggregate
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the cockpit ergonomic attribute values of the layout evalua-

tion decision making matrix Ry, and get the optimal attribute
weighted vector w of one certain layout case:

e a; +by; +cg; +do;

' Z;’:l (afj +by; +c; + dej)

jeN, k=1,2,...,t

7)

Step 2. Use (6) to aggregate the general attribute
values Ei(w)(k)(k = 1,2,...,t) of cockpit layout
cases A; from t experts; then get the ergonomic layout
evaluation general attribute value of cases A;:

Z; (w) = ULWA, (%31, Tips -+ » T )
=W T ®Ow,rp® --@w,r,, i€M,jeN.

Step 3. Use (3) to compare z;(w) (i € M) two at a time; con-

struct a possibility degree matrix (or called complementary

judgment matrix) of layout case evaluation and get

Q= (a),,r ©
where g;; = q(z;(w) > Z;(w)), g;; > 0,and g;; + q;; = 1,q; =

0.5, i, j € M, and combine with the succinct equation from
[16],

m(m -1) <Zq’]

And obtain ranking vector w =
mentary judgment matrix Q.

>, ieM. (10)

(wy, Wy, ..., w,)" of comple-

Step 4. Rank the cockpit layout evaluation cases in descend-
ing order according to the value of w; the larger the value
of w, the better the corresponding cockpit layout case.

From the above procedure, we know that the DTULDM
method first calculates the absolute distance between each
case and two linguistic ideal solutions and calculates the
relative distances based on these absolute distances. Then use
ULWA operators to rank and select the cockpit layout cases,
which can carry out the optimal case without loss of any
information and make the final decision result effective and
reasonable.

4. Verified Experiment

In this section, we take four ergonomic layout cases of one
cockpit CAID model, using the aircraft cockpit ergonomic
layout evaluation system, and the method mentioned above
as examples to determine the optimal aircraft cockpit
ergonomic layout case.

Here are four CAID cockpit layout cases A; ~
A, (Figure 2), which are single driving cockpit internal
layouts. According to the requirements of the evaluation,
experts select five evaluation attributes C, ~ C; from Table1,
which are the pilot visual comfort (the primary attribute
of view in the main attribute of pilot), display-control

consistency (the primary attribute of the display principle
in the main attribute of instrumentation and display), order
identification of manipulation (the primary attribute of the
control principle in the main attribute of manipulator),
ejection seat convenience (the primary attribute of usage
principle in the main attribute of ejection seat), and antiglare
degree (the primary attribute of luminous environment in the
main attribute of cockpit environment).

Because the evaluation system includes almost all the
attributes of the modern cockpit layout, the experts need
to select what the aim of evaluation is, and the results
can be compared from different emphasis. In this case
study, the experts are to determine the optimal aircraft
cockpit ergonomic layout case based on these five attributes.
The linguistic assessment scale is given as follows: § =
{S_4>$_3,5_2,5_1,50,51,52,53,8,} = {worst, worse, bad,
notgood, general, a bit good, good, better, best} (i.e., if one
expert evaluates the order identification of manipulation
between a bit good and good in Case 2, in which s, represents
a bit good and s, represents good, then it can be filled in
like [s;,s,]) and gives a decision making matrix as listed in
(11). Consider

G G, Cs Cy

A [s:5:] [s-1585] [s3584]  [52,55]
R= Az [s355] [s1>83] [sos1]  [s15)] )
A3 [53)54] [51’52 [5—1’50 [52>53]
A4 [s0-52] [s-1582] [S058a]  [52,54]
> [50»52] [51’53 [51’53 [5—1’53]

In the following parts, we utilize the proposed method to
determine the optimal layout case; here are the concrete steps:

Step 1. from Table 1, we get the vectors of these five attribute
values corresponding to the four layout cases A, ~ A
let 5)a = b = ¢ = d = 1/4, and get the optimal
attribute weighted vector w of cockpit layout case: w =
(0.1548,0.1798,0.2056, 0.2199)T.

Step 2. Use (8) to get the cockpit ergonomic layout general
attribute values z;(w) (i = 1,2,...,4) of layout cases A;(i =
1,2,...,4) as follows:

Z, (W) = [$1.181>S2301) >

(12)

[ ]

2z, (W) = [So18> S2.500] >

zZ3 (W) = [51350 S3370) >
| ]

Zy (W) = 81,1500 S3.216] -
Step 3. According to (9), we compare the cockpit general

attribute values Z;(w) (i = 1,2,...,4) two ata time and build
possible degree matrix as follows:

0.528 0.387 0.323 0.501
0.473 0.372  0.378 0.500
Q= 0.678 0.540 0.683 0.587 . (13)
0.621 0.489 0.625 0.531
0.457 0.601 0.614 0.401
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Case 1

Case 2

Case 3 Case 4

FIGURE 2: Cockpit layout evaluation experiment subjects.

And we use (10) to calculate the ranking vector of comple-
mentary judgment matrix Q,

w = (0.1812,0.1760, 0.2248,0.2123)". (14)

Step 4. Finally we can use w(i = 1,2,...,4) to rank the
cockpit ergonomic layout general attribute values z;(w) (i =
1,2,...,5) in descending order,

Z; (W) > zZ4 (w) >z, (w) > 2z, (w), (15)

and use this order to rank the cockpit layout cases zZ;(w) (i =
1,2,..,4)andget A; > A, > A, > A,;s0the optimal aircraft
cockpit ergonomic layout case is A .

5. Conclusion

Aircraft man-machine layout cases evaluation is a multiple
attribute combination decision making problem. Through
building a corresponding cockpit man-machine layout eval-
uation system, we put forward a combination evaluation
method of uncertain linguistic multiattributes based on
DTULDM operators and verified the method by a real layout
case experiment. The research method in this study can
quantificationally evaluate the cockpit ergonomic layout case
and compare the pros and cons of different cases, avoid
experts’ evaluation deviation, and reduce the development
cycle. At the same time, the research method can also provide
a reference for related field ergonomics evaluation, such as
helicopter cockpit or fighter cockpit man-machine layout.
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Firstly, a single factor test of the surface roughness about tuning 300 M steel is done. According to the test results, it is direct to find
the sequence of various factors affecting the surface roughness. Secondly, the orthogonal cutting experiment is carried out from
which the primary and secondary influence factors affecting surface roughness are obtained: feed rate and corner radius are the
main factors affecting surface roughness. The more the feed rate, the greater the surface roughness. In a certain cutting speed rang,
the surface roughness is smaller. The influence of depth of cut to the surface roughness is small. Thirdly, according to the results
of the orthogonal experiment, the prediction model of surface roughness is established by using regressing analysis method. Using
MatLab software, the prediction mode is optimized and the significance test of the optimized model is done. It showed that the
prediction model matched the experiment results. Finally, the surface residual stress test of turning 300 M steel is done and the

residual stress of the surface and along the depth direction is measured.

1. Introduction

300 M steel is a kind of carbon in low alloy high strength
steel 40CrNi2Si2MoVA widely used in aviation field. Because
of the increasing content of silicon, nickel and vanadium
element, the harden ability is very high, which is the highest
strength steel currently used in the aircraft structure and
it is widely used in manufacturing important bearing com-
ponents of the aircraft such as the outer cylinder and the
piston rod of the main landing gear of aircraft [1]. So the
requirement for the quality of the surface is very high. The
surface roughness and the surface residual stresses are two
important indexes to measure the surface quality. Before
machining, in order to forecast and control the surface
roughness, establishing the surface roughness prediction
model with high precision and strong generalization ability is
needed. From the prediction model, the process parameters
that could satisfy the requirement of surface roughness of
parts processing can also be determined [2, 3]. By turning
processing, the cutting tool and cutter contact point and adja-
cent parts will produce plastic deformation and inevitably

produce residual stress in work piece surface. Residual stress
not only directly affects the machining precision of surface
quality but also affects the performance of parts, such as size
stability, fatigue strength, and corrosion resistance [4, 5].
There are many factors which can influence the sur-
face roughness. From analyzing the result of single factor
experiment, cutting condition and corner radius affecting
surface roughness of 300 M steel are analyzed. There are
two main methods to establish surface roughness model:
one method is neural network method and the other is
least square regression analysis method. In this paper, based
on turning orthogonal experiment, the prediction model of
surface roughness is established by using the least squares
regression method to analysis the experimental dates, and the
more accurate prediction model is obtained by using MatLab
software to analysis the significance and accuracy of the
prediction model. And finally the experiment is done to test
the prediction model. Despite the single factor experiment,
residual stress regularities of distribution of the surface and
subsurface under different cutting conditions are obtained.
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FIGURE 1: The photos of turning 300 M steel.
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FIGURE 2: The influence of feed rate on surface roughness (v =
100 m/min, r = 0.8 mm, and a, = 0.2 mm).

2. The Single Factor Experiment of
the Surface Roughness

Cutting test is done on the CNC lathe CKA6150 produced
by Dalian machine tool company. The spindle maximum
speed is 2000 r/min. The power is 20 KVA. Surface roughness
measuring instrument is TR240. Test material is 300 M
ultrahigh strength steel which is 300 mm length and 120 mm
diameter (see Figure 1). The chemical composition is shown
in Table 1. After vacuum heat treatment, hardness of 300 M
ultrahigh strength steel can reach HRC 50. The tool of the
experiments is PM4225 produced by the Sandvik Company
and the CNGA A65 series produced by Japanese kyocera.

By single factor experiment, we know the influence
regularity of the feed rate f, cutting speed v, depth of cut a,
and corner radius r on the rough surface, as shown in Figure 2
to Figure 5.

In Figure 2, the surface roughness of two kinds of cutting
tools is strictly an increasing trend with the increase of feed
rate, which illustrates that feed rate has a great influence
on surface roughness. In Figure 3, when carbide tools were
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FIGURE 3: The influence of cutting speed on surface roughness (f =
0.1 mm/r, r = 0.8 mm, and a, =02 mm).

0.7

I o
n o oy
a 2N &

o
n

Surface roughness (ym)

0.45 |

0'35 I I I I I I I
0.1 015 02 025 03 035 04 045 05

Depth of cut (mm)

—o— Carbide tool
—a— Ceramic tool

FIGURE 4: The influence of depth of cut on surface roughness (v =
100 m/min, r = 0.8 mm, and f = 0.1 mm/r).

used to cut 300 M steel in the speed of 60 m/min~120 m/min,
the surface roughness increases along with the increase of
speed, but in the speed 0of 120 m/min~ 250 m/min, the surface
roughness decreases with the increase of the speed, which
illustrates that v = 120 m/min is a critical value when carbide
tools were used to cut 300 M steel. The result has a certain
reference value in the actual production and processing.
When 300 M steel was cut by a ceramic cutting tool, the
surface roughness reduces with the cutting speed increasing,
but according to the change in Figure 4, we can see that the
cutting depth effect on the surface roughness is less. Figure 5
shows the corner radius influence on surface roughness as
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TABLE 1: The chemical composition of 300 M (40CrNi2Si2MoVA).

Element Element content (%)
C 0.38~0.43
Mn 0.60~0.90
Si 1.45~1.86
S <0.01
<0.01
Cr 0.70~0.95
Ni 1.65~2.00
Mo 0.30~0.50
\% 0.05~0.10
Cu <0.35

when carbide cutting tools were used, the surface roughness
decreases with corner radius increasing. But the surface
roughness is least when » = 0.8 mm using ceramic cutting
tool.

3. The Orthogonal Test of
the Surface Roughness

The cutting tool of the test is PM4225 produced by the
Sandvik Company, and other parameters unchanged, corner
radius respectively changed from 0.4mm to 1.6 mm. The
four-factor and four-level orthogonal tests are done, respec-
tively, regarding feed rate (f), cutting speed (v), depth of
cut (ap), and corner radius (r) as the four variables. The
orthogonal table of four factors and four levels (4°) is shown
in Table 2.

3.1. The Range Analysis of the Test Result. The surface rough-
ness is measured twice and the average is taken as the result
value. The analysis results are shown in Table 3.

In Table 3, IV is the value of the maximum minus the
minimum and R is the average value of each factor. We can
conclude that the factors affecting the surface roughness from
primary to secondary are D > C > A > B and that the
most important factor is feed rate factor, while the second and
third important factors are corner radius and cutting speed,
respectively, and the depth of cut is minimum factor.

3.2. Establishing the Surface Roughness Model of
Orthogonal Test

3.2.1. The Theoretical Mathematical Model. According to the
actual need of turning, feed rate, cutting speed, corner radius,
and depth of cut are regarded as variables to establish the
prediction model of the surface roughness. Between surface
roughness and cutting parameters there exists the complex
exponential relationship, which can be expressed as follows:

R, = CV*a)r" f. o)

In formula (1), R, is the surface roughness, C is the
correction factor which is determined by the processing
material and cutting conditions, and a, is depth of cut. r is
corner radius; f is feed rate; and k, m, n, and  are the index of
each variable which is undetermined. We take the logarithm
for both sides of formula (1) and the results are shown as
follows:

IgR, = lgc + klgV + mlgap + nlgr + lg f,

order y =1gR,, a = lgc, x, =1gV,
2)

x, =lga,, x5 =lgr, x, =1gf,
Then y = a + kx; + mx, + nx; + lx,.

The multiple linear regression equation is established as
follows:

1= Pot+ Bixig + Baxiy + Baxys + Puxig &y,

V2 = Bo+ Prxar + PoXay + P3Xas + PaXos + &,

3)

Y16 = Bo + BiXi61 + BaX162 + BsX163 + PaX164 T €16

In the above formulas, ¢; is the test deviation of the
random variable. The above equation can represented in
matrix formasY = Xf + &

N Bo &
Y = sz > ﬁ = ﬁ.l > €= 8.2 >
Y16 Bs €16

L oxy X, X3 X
L oxy Xy Xp3 Xy
X =

1 X161 X162 X163 X164
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TABLE 2: Variable level.
Level Cutting speed v (m/min) Cutting depth a, (mm) Corner radius r (mm) Feed rate f (mm/r)
1 60 0.20 0.4 0.20
2 70 0.30 0.8 0.16
3 80 0.40 1.2 0.13
4 90 0.50 1.6 0.10
TaBLE 3: The test results. Residual case order plot
0.25 1 ' ' T ' ' ' ' g
Number A B c b Ra B
v(m/min) a,(mm) r(mm) f(mm/r) (um) 0.2 | B T
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9 3 1 4 2 0.449 -0.2 | L | g
10 3 2 3 1 0.852 -0.25 | - B - 1
11 3 3 2 4 0.356 2 4 6 8 10 12 14 16
12 3 4 1 3 0.682
Case number
13 4 1 2 3 0.489
14 4 2 1 4 0.777 FIGURE 6: Regression residual plots.
15 4 3 4 1 0.691
16 4 4 3 2 0.613 . . . . .
regression coeflficient b is obtained again as follows: b =
! 3618 3167 4224 4281 2.2290 —0.5798 -0.0436 —-0.5080 1.6728 T
I 2.966 3.058 3.284 3.047 [ ’ P ’ . o By ] )
- 5339 5 346 528 Lol The prediction model is obtained again as follows: R, =
. . . . 169.4338Y 05798 ;~0.0436,-0.5080 f1.6728'
v 2.57 2.922 1.757 1.77 P . .
By the data regression analysis functions of excel, regres-
R 1.279 0.821 2.467 2.511

Expression can be expressed in the form of y = b+ b, x, +
byx, + byx; + byxy.

Among them, b, b;, b,, b;, and b, are regression coeffi-
cients.

3.2.2. Establishing the Model. Using regress function
of the MatLab software in the regression analysis,
regression  coefficient b is obtained as follows:

b =[15123 -0.2845 —0.0728 —0.6102 1.4832]T.
The predictive model of the surface roughness is obtained
as follows: R, = 32.5312V 02454 00728706102 (14832

3.2.3. Significance Test of Regression Model. By the data
regression analysis functions of excel, variance analysis table
is obtained and shown in Table 4.

According to the rcoplot function of MatLab soft-
ware to regression analysis, its residual plot shows the
fourteenth point is outliers, and the residuals are shown
in Figure 6. In order to make its models more accurate,
exclude outliers and do the regression analysis again, the

sion analysis table is obtained and shown in Table 5.

The two variance analysis tables show that F is much
larger than the value of F s, so the two regression models
are highly significant. But the second model excludes outliers,
and the coefficient of determination R* and F must be greater
than the value of the first model, so the second model was
selected as a predictor model of the surface roughness.

4. The Single Factor Experiment of
Residual Stress

The equipment and material of experiment are shown above.
The cutting tool is CNGA A65 series produced by kyocera.
After the cutting test, the parts are cut down by the method
of wire cutting to do the residual stresses experiments. The
residual stresses experiments are done with the X-350A X-
ray stress test system (as shown in Figure 7) and XF-1 type
electrolytic polishing machine, Micrometer, and so on. In
order to research the workpiece surface residual stresses, we
need not only to know the surface residual stress distribution,
but also to measure the residual stress distribution along the
depth direction.

X-ray stress tester can only measure residual stress on the
surface of the sample. If we want to measure the change of
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TABLE 4: Variance analysis table of prediction model.
Stem Freedom Squares Mean square F E, o5 R’
Model 4 0.7471 0.1868 23.9764 3.36 0.8971
Residuals 11 0.0857 0.0078
Total 15 0.8328
TABLE 5: Variance analysis table of prediction model.
Stem Freedom Squares Mean square F Foos R?
Model 4 0.7702 0.1926 36.5793 3.48 0.9360
Residuals 10 0.0526 0.0053
Total 14 0.8229

FIGURE 7: Residual stress measurement device in the test.

the residual stress along the depth direction, we need to use
electrolytic etching method to strip and test the sample layer
by layer; finally, we got the residual stress distribution along
the depth direction. The surface of the sample is stripped by
XF-1 electrolytic polishing machine.

4.1. Experimental Results and Analysis. After testing, the
residual stress data is obtained and shown in Figure 8.

As can be seen from Figure 8(a) (the circumferential
stress) and from Figure 8(b) (the radial stress), when the
cutting speed increases, the surface residual stress changes
from the compressive stress to the tensile stress. This is due
to the impact of thermoplastic deformation. When the speed
increases, the heat generated by the cutting area increases,
but most of the heat is taken away by the chip and the heat
flew to the workpiece reduces. The surface Contraction is
subject to the constraints of the inner layer thus formed the
residual tensile stress in the surface. As the speed increasing,
the maximum residual compressive stress of the surface
increases and the residual stress layer thickness is deeper.
In the place from the surface about 15um, the gradient of
the residual stress reaches a maximum, so that the residual
compressive stress reaches a maximum. When the depth is
up to 50 um, the residual stress basically reaches the original
stress state. It means that the plastic deformation of workpiece
metamorphic layer end.

Figure 9(a) (circumferential stress) and Figure 9(b)
(radial stress) show the different feed rate influence on
the residual stress. It can be seen from Figure 9(a) that
the residual tensile stress of the surface increases with the

increase of the cutting speed. This is because the cutting
force and cutting temperature increase with the feed
rate increasing, but it has not reached phase transition
temperature. At this time, the mechanical and thermal
stresses dominate, so the residual stress in the surface layer
shows an increasing trend. From Figures 9(a) and 9(b) it can
clearly be seen that the residual compressive stress along the
layer depth direction increases with the feed rate increasing.
This is because cutting heat increases the impact of the
inner metal layer when the cutting temperature increases.
Therefore, the maximum residual compressive stress occurs
at a deeper layer. The active layer depth of circumferential
stress is in the range of 5-15um, and the active layer depth
of radial stress is in the range of 5-15um. There is a great
difference between the radial and circumferential stresses.
But the residual stress changes to the original stress state at
about 75 um. This indicates that the plastic deformation of
metamorphic layer ends at this area of workpiece.

The influence of depth of cut on surface residual stress
is so complex that it has not been determined. Those factors
that can cause plastic deformation and cutting temperature
to change during machining will have an effect on residual
stress. The influence of depth of cut on the cutting tempera-
ture is very small, but its effect on the plastic deformation is
the current focus of the controversy. Some researchers think
that although the cutting force increases when depth of cut
increases, the cutting force on the unit length of the blade
has no obvious change [6, 7]. Other researchers think that
the volume and section of the cutting layer metal increase
with the cutting force increasing that makes the plastic
deformation range and deformation degree of the cutting
edge front increase [8, 9]. As the related mechanism research
is not enough, the influence of cutting depth on residual
stress cannot be theoretically and qualitatively analyzed.
From Figure 10, we know that the 300 M steel cutting surface
residual stress and depth of cut have a certain relationship.

5. Conclusion

In summary, we can draw the following conclusions.

(1) Through the orthogonal experiment of cutting the
300 M steel, the prediction model on surface rough-
ness is established (with the same blade and hardness)
when v, is 60~90 m/min, a, is 0.2~0.5mm, and f
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is 0.1~0.2 mm/r. The model passes the experiments
and has the high machining accuracy, which provides
powerful basis for later production processing.

(2) By selecting different cutting parameter values in the

processing, different residual stress values of work-
piece machined surface can be obtained. Because
of the fact that the generation of residual stress is
the result of a combination of factors, the residual
stresses may be the compressive stress or tensile
stress and their sizes are not the same. When one

factor among the other factors plays a leading role, it
shows the corresponding surface residual stress. For
300 M ultrahigh strength steel, selecting low speed
and low feed as cutting parameter can make the
processed surface of the workpiece suffer compressive
stress which is good at improving the fatigue life of
workpieces.

(3) The distribution regularity of residual stress layer

depth is as follows: (1) with the speed increasing,
the residual stress of machined surface changes from
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compressive stress to tensile stress, the maximum
value of residual compressive stress of the subsurface
layer increases, and the effecting depth of residual
stress decreases and (2) with the feed rate increas-
ing, the value of the surface residual tensile stress
increases, the maximum value of residual compres-
sive stress of the subsurface layer increases, and the
effecting depth of residual stress increases. So the
machined surface residual stress and the subsurface
residual stress have a certain relationship with the
cutting depth.
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The full-automatic optical-fiber coil winding equipment is a complex electromechanical system which contains signal acquisition,
data processing, communications, and motor control. In the complex electromechanical system, the subsystems rely on wired or
wireless network technology to complete the real-time perception, coordinate, accurate, and dynamitic control, and information
exchange services. The paper points to the full-automatic optical-fiber coil winding equipment with the characteristics of cyber-
physical system to research its numerical design. We present a novel compound tension control system based on the experimental
platform dSPACE to achieve semiphysical simulation of compound tension control system and examine the functions of control

system.

1. Introduction

A gyroscope is an inertial instrument used to detect rotational
angular velocity in inertial space and it is based on the light
interference fringes of the Sagnac effect [1]. Optical-fiber
coil is an important part of fiber-optic gyroscopes (FOG)
and has great influence on the accuracy of FOG. Research
on high-performance fully automatic optical-fiber coil wind-
ing equipment will promote the manufacture of FOG and
improve production efficiency. The fully automatic optical-
fiber coil winding equipment is a complex electromechanical
system which contains signal acquisition, data processing,
communications, and motor control. There are some uncer-
tainty and risk in the manufacturing process, which lead
to an increase in the development cycle and development
cost. Therefore, it is especially important to create a design
that increases the manufacturing efliciency of the complex
electromechanical product, reduces development cost, and
shortens the development cycle.

At present, the design and development of a complex
electromechanical system need computers as auxiliary tools
to support the entire process from the initial system require-
ments to the final system test [2]. In the process of digital

design, system modeling and simulation analysis provide key
technical support for the functional description and design
of the system. By using a computer, simulation tools can
describe the investigated subject as a mathematical model
and establish the logical relationship; they also can solve and
analyze the models and relationships to verify the correctness
of the algorithm and model [3-5]. Universal simulation
software can simulate accurately, but it focuses on a single
area of engineering; however, since the model and integral
algorithm are more complex, universal simulation software
is not the right simulation software for real-time analysis.
Under the conditions of the simplified controlled object
and a given simulation accuracy, the simulation time can
increase, but the controlled system model and control logical
model are too complicated because of the limits in the
procedural modeling method. So Matlab/Simulink is used
for the development of a general electromechanical system
with relatively simple structure. As technology developed,
multifield coupling became a notable feature of the complex
electromechanical system [6]. The development of a com-
plex electromechanical system involves cross-disciplinary
knowledge spanning many fields, so the simulation tool that
focuses on single-domain simulation meets the overall design
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needs of a complex electromechanical system. The modeling
and simulation technologies of a complex electromechanical
system move in the direction of multidomain and unified
modeling [7-9].

The paper discusses the digital design of fully automatic
optical-fiber coil winding equipment used for the cyber-
physical system and focuses on tension control around the
digital modeling and semiphysical simulation technology.

In the process of fiber coil winding, winding tension is
an extremely important control parameter. FOG mainly relies
on fiber coil to acquire angular rate information. Additional
stress will produce harmful modulation to the transferring
wave, which will reduce the measurement accuracy of FOG
[10]. For tension control, we study how to adjust the tightness
of fiber winding by exerting tension on the winding fiber. The
tension control of the winding fiber coil should consider the
following aspects.

(1) Analyze the mechanical and physical properties of the
fiber and select appropriate tension range via ana-
lyzing mechanical and physical properties of optical-
fiber.

(2) Design the method of control tension and actuator.

(3) Consider the precision of tension control.

2. The Structure of Complex
Electromechanical System Based on CPS

CPS is the new trend in the technique and application
of complex electromechanical systems. CPS compromises
computation, communication, and control to achieve close
integration of computing resources and physical resources.
The basic modules of CPS consist of sensor, actuator,
and decision-making control unit. The basic modules and
feedback loop control mechanism [11] constitute the basic
functions in the logic unit of CPS (shown in Figure 1). CPS
is the closed-loop system running at different time and
space; its perception, decision-making, and control execution
subsystem are mostly not in the same position. The basic
function unit which is logically tight coupled relies on the
strong computing resources and data transmission networks,
which constitute the complete architecture of CPS formed by
the decision-making layer, network layer, and physical layer
[12,13], as shown in Figure 2.

The physical layer is the CPS interface with the physical
world, reflecting the perception and control calculations.
When implementing the fully automatic optical-fiber coil
winding equipment, the detection and perception unit-
tension sensor, rotary encoder, and the grating ruler consti-
tute the sensor network operating through a wireless/wired
communication mode, which jointly detects tension, speed,
and fiber position. The perceived information processed by
the sensor network is transmitted to the decision control
unit by the data transmission network. The decision-making
layer achieves a logical coupling of user, perception, and
control system through a semantic logic calculation. The
mechanical and physical properties parameters of the optic-
fiber, sensor, and information processing circuit parameters
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and mechanical constants can be transmitted to the decision
control unit by the data transmission network. The decision
control unit estimates appropriate tension and then, while
online, revises user rules according to sensor and actuator
parameters. The control instructions can be obtained by
the computer through a user controlled ruler, which are
then transmitted to the execution unit by the data trans-
mission network. The decision control unit and actuator
jointly achieve decision-making and control by transmission
calculation of the network layer. The actuator controls the
fully automatic optical-fiber coil winding equipment and its
transmission system according to the control instruction to
wind the optic-fiber coil.

3. The Principle of Compound Tension
Control System

According to the principle of tension measurement and
control, a tension control system can be divided into the
indirect tension control system, the direct method tension
control system, and the compound tension control system. In
this paper, we adopt the compound tension control system;
the functional block diagram is shown in Figure 3. This
consists of the release fiber unit, take-up fiber unit, tension
detection unit, and auxiliary equipment components.

(1) Release fiber unit: the release fiber unit mainly con-
sists of a servo motor, actuator, and release fiber
wheel. In the process of winding, the industrial
computer controls the PMAC motion control card
which drives the servo motor to drive the release fiber
wheel that rotates and releases fiber at a certain speed.
There are several guide wheels between the release
fiber wheel and take-up fiber wheel to control the
direction of the fiber for stable winding.

(2) Take-up fiber unit: it rotates for the take-up fiber at a
defined speed.

(3) Tension detecting unit: the system uses a tension
sensor to detect tension necessary for acquiring the
feedback signal. The tension sensor transmits the
detected tension signal to the signal modulating
circuit, in which the signal is amplified and converted
by an AD converter and then transmitted to the main
control circuit to achieve closed-loop control.

(4) Tension control unit: it by, using a combined tension
control system, includes indirect-control and direct-
control.

The indirect-control tension unit induces tension through
the linear velocity difference between the release fiber wheel
and take-up fiber wheel. When the velocity of the releasing
fiber is less than the velocity of the taking-up fiber, winding
tension is generated. The greater the linear velocity difference
is, the greater the change in the tension is. The drive current
is revised dynamically by accurately measuring real-time
roll radius and angular velocity with software algorithms to
keep constant tension. The indirect-control tension can adjust
tension in a wide range.
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The direct-control tension unit consists of a controller  the armature voltage to control the output torque and thus
and actuator, which can accurately adjust tension. The system  control the tension. We will describe the specific working
uses a DC torque motor as the tension actuating part to  process in detail. When the winding tension is constant,
generate winding tension. The torque motor has a stall state  the dance wheel maintains the equilibrium position in the
winding tension changes, the
is proportional to the armature voltage and because the  dance wheel cannot maintain equilibrium in the horizontal
DC torque motor has a stall feature, the system can adjust  direction. After the tension sensor detects tension variation

and it joins the dance wheel directly. Because the stall torque ~ horizontal direction. If the
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and converts it into a voltage signal, the voltage signal
is digitized by the AD converter and transmitted to the
main control circuit. Control instructions are converted into
an analog signal by DA converter to control the output
regulation current of PWM amplifier, which can change the
output torque of the motor. Then the rotating speed of the
tension control motor is adjusted by a given control algorithm
to recover the equilibrium of the dance wheel and control the
tension within a stable range.

4. The System Model of Compound
Tension Control

4.1. Servo Motor Model. A permanent magnet synchronous
motor is a strong coupling nonlinear system [14]. To bet-
ter control the system and to achieve the system design
requirements, we must extract the mathematical model out
of the complex system. In the actual mechanical movement,
we must consider the role of various disturbances. The
transfer function of the AC servo motor can be obtained by
using the method of mechanism modeling analysis [15]. The
relationship between the motor and its driven model is shown
in

2
Gey=2l) G 1)

S L,(s) K, s+ 28w,s+w?

where I, is the control current loaded on the permanent
magnet synchronous AC servo motor and Gy, is the current
loop gain; K,, is the motor torque coeflicient. w, is angular
velocity of the motor. w, is the natural oscillation angular
frequency and w, = K,K,/JL,,. £ is the damping ratio, & =
J(R, + GpKp))/2A/TL KK,

As long as the servo motor works within the rated load,
the load torque does not affect its output speed. When
modeling in Matlab, the effect of the load torque, T}, can be
ignored. In addition, the value of the current loop gain, Gpp, is
much greater and the motor output is basically proportional

to the input current. Kp; can be also simplified. Finally, the
AC servo motor transfer function is shown in

w, (s) _ K.

GO = T T e ) (Tsr 1)

)

where K,, is the gain coefficient of the motor; T} is the
mechanical time constant of the motor; T is the electrical
time constant of the motor.

4.2. DC Torque Motor Model. In the compound tension con-
trol system, the dance wheel and torque motor are connected
together with a rigid straight rod. Using this torque motor
and using mechanism modeling analysis, the mathematical
model was obtained in the stall state (diagram shown in
Figure 4).

The open-loop transfer function of DC torque motor [16]
is given in

Ty (s)

Vi (s)

_ KLKM
~ JLs*+ (JR+ BL)s* + (BR + LK; + K,K,;)s + K;R’
€)

where K is the correlation coefficient between the motor
torque and motor armature angular velocity (N-m-s/rad); K,
is the electromagnetic torque coefficient (N-m/A); J is the
total moment of inertia acting on the motor shaft (g-cm-s®);
L is the total equivalent inductance in the motor armature
circuit (H); R is the total resistance in the motor armature
circuit (€); B is the viscous damping ratio in the mechanical
system; K, is the EMF coeflicient (N-m/A).

4.3. Sensor Model. The tension sensor is a linear sensor,
which transforms tension change into a voltage value. The
mathematical model of the transfer function is given by

Gy (s) = Ky (4)

The two quantities are proportional.
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FIGURE 4: DC torque motor mathematical model diagram in blocking state.

4.4. The Compound Tension Control System Model Diagram.
The compound tension control system includes indirect-
control and direct-control. The system model is shown in
Figure 5. The indirect-control tension unit induces tension
through the linear velocity difference between the release
fiber wheel and take-up fiber wheel. This will adjust tension
over a wide range. The system can calculate the real-time
speed of the release fiber motor and take-up fiber motor
by counting the pulse number of the optical encoders. The
real-time speed is fed back to the PID controller by a speed
loop. This achieves a consistent instruction speed with the
real-time speed through the PID regulation. The tension
sensor detects tension variation and converts it into a voltage
signal; the voltage signal is digitized by the AD converter
and then transmitted to the main control circuit. Then the
rotating speed of tension control motor is adjusted by a
fuzzy control algorithm to adjust tension over a wide range.
The direct-control tension unit consists of a controller and
actuator; the system uses a DC torque motor as a tension
actuator to generate winding tension. Because the stall torque
is proportional to the armature voltage and the DC torque
motor has a stall feature, while the torque motor works in a
stall state, the system can adjust armature voltage to control
output torque and thus accurately control tension.

The cross-coupling control algorithm [17] compares the
speed signal of the take-up fiber motor with the speed signal
of the release fiber motor to obtain difference values as
feedback signals. These feedback signals are, respectively,
introduced into the take-up fiber motor and the release fiber
motor to adjust motor speed. This can achieve high precision-
synchronization control between the take-up fiber motor and
the release fiber motor.

5. The Design of Fuzzy Controller

In Figure 5 (model diagram), the compound tension control
system has a multilayer control at different sampling periods.
The secondary loop uses PID to control the speed of the
release-fiber motor, the take-up fiber motor, and torque
motor. Due to its quick response, the secondary loop can
restrain burst interference. In the main loop, the secondary
loop and the main controlled object (tension) as a generalized
object are controlled by a fuzzy algorithm, which can ensure
dynamic tracking performance and robustness of the system.
The fuzzy control diagram of the compound tension is shown
in Figure 6.

The compound tension control system is a multi-input,
multioutput control system [18]. Fuzzy controller input

signals include tension error marked as e and its change rate
marked as ec. Output signals include instruction rotation
speed of the take-up fiber motor marked as w;, instruction
rotation speed of the release fiber motor marked as w,,
and control voltage of the DC torque motor marked as
v;. Assuming that the tension error is within (+10)g, the
discourse domain of tension error is [-10, 10], the discourse
domain of the change rate is [-1, 1], the language variables
for e and ec are [NB, NM, NS, ZERO, PS, PM, PB], which are
represented, respectively, by {Negative Big, Negative Middle,
Negative Small, Zero, Positive Small, Positive Middle, Positive
Big}. The discourse domain of w; and w; is [-6,6], the
discourse domain of v; is [-4, 4], the language variables for
w;, wy, and v; are [NB, NS, ZERO, PS, PB], which are
represented, respectively, by {Negative Big, Negative Small,
Zero, Positive Small, Positive Big}, and the membership
functions of e and ec are Gaussian. Fuzzy control rules are
shown in Table 1.

6. The Semiphysical Simulation of Compound
Tension Control System

6.1. Semiphysical Simulation Platforms. The connection
between the compound tension control system simulation
model and the actual physical system hardware forms a
semiphysical simulation system, which makes it closer to the
actual object for debugging and real-time testing. DSPACE
was developed by the German dSPACE company; it is a set
of development equipment and test control systems based
on Matlab/Simulink. It implements a completely seamless
connection with Matlab/Simulink, which can be very helpful
in completing the design, testing, and implementation of the
control algorithm [19].

In this design, we use the DS1005PPC dSPACE controller
board as the core, with DS1005 standard components [20, 21],
and the expansion of the external circuit includes an isolation
circuit, a signal processing circuit, and a driver circuit. These
components make up the tension control system semiphys-
ical simulation platform. The structure diagram is shown in
Figure 7.

The signal of the semiphysical simulation is transmitted
by the DSI1005 standard component implementation of the
real-time simulation model. Within the component, there is
a DS3002 rotary encoder interface board, which can bring
the encoder signal of the servo motor directly into the
DS1005PPC and complete the motor speed detection. The
analog output voltage signal controls the output torque of
the DC motors. Through the DS2102DA output board, using



6 Advances in Mechanical Engineering
Awq
wp VT PID  |iy(s) T I W]
B
—)@% contioller 1 Tos+1 T, s+ 1 1
. Cross-
| 5| coupling
w; confrol
algorithm
Trer W PID  |im(s) T
Fuzzy W) m 1 1 W) \ SE
— AN ( ) N 5| K r ) o
+ controller 7 cont;oller Tos+1 Tips+1 ’ ® LS| + &
- — - +
Aw,
PID ; -
Vi T al®) 1 w(s) [K] Ty(s)
—)@ﬁ controller |—s — SIK,, L
H T 3 R+LS T, () B+]JS [s]
—{%]
[Ka]
FIGURE 5: Compound tension control system model diagram.
Fuzzy control The generalized object
“ Motor Release
_ w; driver motor
Tr = Fuzzy , w3 Motor Take . T;
—R)— Fuzzy - control — 5| De-fuzzy driver ran(i';p R—R
+ A4 ; v;
djdtH—> regulations : ¥ Torque Torque T+
motor motor
driver
Tension

sensor

F1GURE 6: Compound tension fuzzy control diagram.

the DS2001AD acquisition board, we can obtain real-time
acquisition multiple analog signals, such as the tension sensor
output signal, grating position signal, motor voltage, and
current analogue. The CP4002 multi I/O board can control
the switch turn-on and turn-off.

It is impossible for the dSPACE hardware interface to
transmit data between the physical system and compound
tension control system simulation model. It needs the support
of RTT [22] to realize semiphysical simulation and data
exchange between the tension control system simulation
model and physical system. When designing the software,
we need to replace all the input/output interface modules
in the Matlab/Simulink simulation with the RTI modules
of dSPACE and carry out some simple operations such as
transformation of units, then input, or output an actual
physical quantity.

6.2. The Steps of Experimental Development. In the hardware
experimental platform, the processes of compound tension

control system simulation development based on dSPACE are
as follows.

(1) Use the input/output interface (I/O) access to gen-
erate experimental models. Reserve those that need
to be downloaded to the dSPACE module in Mat-
lab/Simulink, select the I/O module that controls real-
time from the RTI library, replace the original logical
connection by a hardware interface, and configure the
I/O parameters.

(2) Use tools provided by RTW and dSPACE to automat-
ically generate code and download the code. Because
of the Matlab and dSPACE seamless connection, we
can therefore complete the real-time C code genera-
tion, compile, and link and then download the model
for the target board from which DS1005PPC can run
the program with only a simple operation.

(3) Regarding dSPACE comprehensive experiments and
debugging, we can use the control desk software
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TABLE 1: Fuzzy control rules.
e ec w; w, v; e ec w, w, v;

1 NB NB NB PB None 26 Zero PS Zero Zero PS
2 NB NM NB PS None 27 Zero PM Zero Zero PS
3 NB NS NB Zero None 28 Zero PB Zero Zero PB
4 NB Zero NS PS None 29 PS NB Zero Zero PB
5 NB PS NS Zero None 30 PS NM Zero Zero PS
6 NB PM Zero PB None 31 PS NS Zero Zero PS
7 NB PB Zero PS None 32 PS Zero Zero Zero NS
8 NM NB NB PB None 33 PS PS Zero Zero NS
9 NM NM NB PS None 34 PS PM Zero Zero NS
10 NM NS NB Zero None 35 PS PB Zero Zero NB
1 NM Zero NS PS None 36 PM NB NB NS None
12 NM PS NS Zero None 37 PM NM NB Zero None
13 NM PM Zero PB None 38 PM NS NS Zero None
14 NM PB Zero PS None 39 PM Zero PS Zero None
15 NS NB NS Zero NB 40 PM PS PS NS None
16 NS NM NS Zero NS 41 PM PM PS NS None
17 NS NS Zero Zero NS 42 PM PB PB NS None
18 NS Zero Zero Zero NS 43 PB NB NB PB None
19 NS PS Zero Zero PS 44 PB NM NS PS None
20 NS PM Zero Zero PS 45 PB NS NS Zero None
21 NS PB Zero Zero PB 46 PB Zero PS Zero None
22 Zero NB Zero Zero NB 47 PB PS PS NS None
23 Zero NM Zero Zero NS 48 PB PM PB NS None
24 Zero NS Zero Zero NS 49 PB PB PB NB None
25 Zero Zero Zero Zero Zero

of dSPACE to acquire the real-time data, change
parameters, and implement real-time control.

6.3. Simulation. During a semiphysical simulation, the sim-
ulation model of the compound tension control system in
the form of C code is downloaded to the dSPACE processor,
then the detection signal and the control instruction in the
physical system is input to dSPACE by DS3002, DS2102DA,
DS2001AD, and CP4002 to achieve the semiphysical simu-
lation of the compound tension control system, and we can
examine the functions of control system.

The parameters are set as follows. The mechanical time
constant of the release motor T;; = 12.25ms and the
electrical time constant of the release motor T,; = 1.48 ms.
The mechanical time constant of the take-up motor T;, =
11.95 ms. The electrical time constant of the take-up motor
T, = 1.25ms. The parameters about DC torque motor,
which are the correlation coefficient between motor torque
and motor armature angular (K; = 0.15N-m-s/rad), the
electromagnetic torque coefficient (K,; = 0.1 N-m/A), the
total moment of inertia acting on the motor shaft (J =
44 g-cm-s®), the total equivalent inductance in motor arma-
ture circuit (L = 0.00612 H), the total resistance in motor
armature circuit (R = 7.5Q), and the EMF coefficient (K, =
0.014 N-m/A). The speed of motors winding is set to 3 rad/s,
acceleration time and deceleration time of the motors are

200 ms, arraying motor row is 0.125 mm, the sampling period
of tension data is 5ms, the diameter of fiber optic ring is
within the range 40~90 mm, and the outer diameter of the
optical fiber is 125um. And with the photoelectric encoder
with 11 bits, the encoder signal is multiplied by 4 under the
control of PMAC.

(1) Cross-Coupled Motor Synchronous Simulation. We per-
formed the semiphysical simulation experiment, which is
based on the cross-coupled synchronous control algorithm
for the take-up servo motor and release servo motor. The
selected servo motor photoelectric encoder has a resolution
of 13 bits, as seen in Figure 8. Also seen are the acceleration of
the motor’s three point mutations (location of small circles)
outside and the speed errors within 5 cts (counts are the num-
ber of pulses). The follow accuracy is 0.061% (5 cts/2" cts x
100% = 0.061%). While changing motor speed, it is possible
for the cross-coupled synchronous control strategy for a
dual-motor to be followed by another motor with good
performance and good stability.

(2) Compound Tension Control Simulation. While control-
ling tension with the compound semiphysical simulation
experiment and using an SCX-type tension sensor, we have
the following: the measuring range: 0 to 300 g; the sensor
amplifier output voltage: 0 to 5V; sensitivity: 1.0; and the
linear precision: 0.05% FS. The initial value of the tension
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FIGURE 8: The rotational speed difference between take-up motor and release motor.

experiment is 30 g; the compound effect of the tension control
as it varies with time is shown in Figure 9. We can conclude
that the SCX-type tension sensor output voltage is generally
stable. Fluctuations remain at 0.5V (corresponding to the
tension value of 30 g). Tension values fluctuate in the range of
24~36 g, and the error is +6 g. The static difference ratio and
fluctuation ratio of the Compound tension control system
are 26.67%. In addition to tension fluctuations caused by
the algorithm control, there are other factors that must
be considered in precision tension control system during
sampling process, such as the drift of the signal amplifier and
random error in the AD conversion. We obtain the fluctu-
ations of tension having the signal acquisition amplification
and AD conversion by experimental measurements in case
of unloaded tension sensor, which are the values within the

range +4 g. Therefore, we conclude that the static difference
ratio and fluctuation ratio of the compound tension control
system should be 6.67%. The actual value of the tension
variation curve is approaching the tension experiment initial
value with small fluctuations and stability.

7. Conclusion

The paper researches the numerical design of fully automatic
optical-fiber coil winding equipment with the characteristics
of a cyber-physical system. We propose a compound tension
control system overall program, which is based on the prin-
ciple of speed difference tension generation. The actuator is a
DC torque motor to achieve the precise control of the winding
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tension. It can be verified by the semiphysical simulation that
the digital design method of the complex electromechanical
system based on CPS is feasible and the parameters of the
compound tension control model are correct. It can better
reflect the actual working conditions of the production line.
The results showed that the compound tension control system
works well and can provide theoretical references for other
complex electromechanical systems in the process of design
and debugging.
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Through analyzing the flexible material processing (FMP) deformation factors, it is pointed out that without a choice of deformation
influence quantity would increase the compensation control predict model system input. In order to reduce the count of spatial
dimensions of knowledge, we proposed the method by taking the use of FMP deformation compensation control knowledge
extraction, which is based on decision table (DT) attribute reduction, deriving the algorithm that is based on information entropy
attribute importance, to find the dependencies between attributes through attribute significance (AS) and to extract the intrinsic
attributes which is the most close to deformation compensation control decision making. Finally, through an example presented
in this paper to verify the efficiency of RS control knowledge extraction method. Compared with the Pawlak method and genetic
extraction algorithm, the prediction accuracy of after reduction data is 0.55% less than Pawlak method and 3.64% higher than the
genetic extraction algorithm; however, the time consumption of forecast calculation is 30.3% and 11.53% less than Pawlak method
and genetic extraction algorithm, respectively. Knowledge extraction entropy methods presented in this paper have the advantages

of fast calculating speed and high accuracy and are suitable for FMP deformation compensation of online control.

1. Introduction

FMP is the process of the engraving, quilting, and quilting
embroidery processing milling complex figure on the flexible
thin parts or workpiece which consist of multilayer soft
material and emerging uneven solid figure on the surface
[1, 2] (see Figure 1).

The base material of processing workpiece includes elastic
sheets, textile fabrics, and polyurethane sponge (see Figure 2).
Usually, the characteristics of such material constitutive
model are divided into physic nonlinearity or geometric
nonlinearity; the macroscopic properties is manifested as low
rigid strength, small elastic modulus, and soft mechanical
performance.

If processing along the corresponding reference trajec-
tory use a high speed, the surface of workpiece has suffered
the contacted force by the tool, so the processing workpiece
is easy to make deformation, such as bending and stretching.

And the change of reference trajectory will make the
processing trajectory deviate from the setting trajectory.
Figure 3 is a diagram showing the processing trajectory
deformation of pattern processing in the X-Y plane; the solid
line is the ideal graphics processing trajectory and the dotted
line is the forecast trajectory as a result of the workpiece
deformation which led to deviation from the processing path
(a point is a starting point, processing with clockwise). In
the case of noncompensation, the processing path occurs to
various degrees of deviation; it will aggravate deviation on the
area of changed processing direction [3, 4].

In general, the FMP deformation is mainly caused by
the deformation of workpiece by the force, which results
the processing path be deviated in the process of FMP,
except the workpiece deformation of the force itself, but is
affected by processing conditions, tool case, machine status
and the impact of random factors of workpiece process.
FMP deformation compensation must take into account the
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(a) (b)

FIGURE 2: Flexible materials commonly used in FMP: (a) elastic sheets, (b) polyurethane foam, and (c) textile fabrics.

(a) (b)

FIGURE 3: Processing trajectory deformation diagram: (a) linear primitive and (b) circle arc primitive.
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TaBLE 1: FMP deformation influencing factors and primitive precompensation location variables.
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Influencing factors
of deformation a,,

I 1I 11T v

influencing factors of deformation path first and then make
judgments and calculations about the location of primitive
precompensation size and establish the deformation influ-
encing factors coupled with the relationship between the
compensation output data [5, 6].

Obviously, there are so many influencing factors for
FMP deformation, if the influence quantity input to the
prediction model without any filter will greatly increase
the input dimension of the model, forming an extremely
complex system structure. Moreover, each attribute exists in
the interrelated relationship, further increasing the predicted
difficulty of deformation compensation control and the cal-
culation complexity of system [7-9]. Reference [10] pointed
out that extraction of useful knowledge from the processing
of information through the rough set would help to reduce
processing model input space dimension; in the following, it
will discuss the knowledge extraction problem by rough set.

2. Extraction of FMP Compensation Control
Knowledge Based on Rough Set

As the ideas of FMP control decision-making knowledge
extraction show in Figure 4, we can see the following: the
extraction of FMP deformation control decision-making
knowledge is a process which is based on the rough set (RS)
control decision table, using relative methods to reduce the
attribute of decision table, finally, to get the higher important
degree of deformation influence quantity for compensation
decision-making [11].

FMP deformation compensation control knowledge
which is based on RS shows that contingency table (relational
data tables) of symbolic form language to express the indis-
cernibility relation (IR) of FMP deformation compensation
control knowledge. The row of contingency tables is research-
ing object (such as one of the controller of decision making
in FMP deformation compensation); the line of contingency
tables is object properties (such as influencing factors of
deformation and variable of precompensation location).

Set universe U = {z;,2,,...,2,} which consists of FMP
deformation compensation control data. The influencing
factors of FMP deformation and primitive precompensation
location variables is the condition attribute C = {a;,i =
1,2,...,m} and decision attribute D = {d}, respectively.
Table 1 shows the decision making.

Suppose that the information function of decision table
isf:f=1{f,1 f,:U—>V}LV, eCUD, fisV:V =
UV, (V, € CUD),and A = CUD,CND = ¢,a € A, f,(z,a) €
V. The RS representation of FMP deformation compensation
control decision table (FCDT) is defined as

FCDT = (U, A,V, f). (1)

Therefore, the decision table FCDT, which is defined on
FMP deformation compensation control data universe U, can
be seen as a family of equivalence relation (ER) equal divided
by indiscernibility relations (IR) for FCDT.

In general, there will be some overlap contents of
expression between the condition properties in the FMP
deformation compensation control decision table (FCDT);
reducing such property does not affect the original expressive
effect. Set the B ¢ C be nonempty subset of FCDT condition
attributes; Ind(B) = (] B represent indiscernibility relation of
FCDT universe; if r € B, Ind(B) = Ind(B — r), then (B —r) is
a reduction of B.

FCDT reduction is a minimal subset of all objects
attribute which can distinguish the whole condition attribute
set, and the reduction of decision table is nonuniqueness. If
Redp(C) isa set consist of all reduction of attribute set C, then
all the D reduction intersection of attribute set C, namely, the
D core of C, is expressed as

Corep, (C) = [ |Redp, (). (2)

Based on the above, given the calculated formula of
attribute significance (AS) in FCDT compare condition
attributes with decision making. For alla € C - P, if y,q(p) is
the dependence of attribute D on attribute P, pos,q(p) is the
positive region of the decision attribute D with respect to P:

IWgzy Zcu.
(3)

U
POStha(p) (D) = U {W € Ind (D)

The condition is attribute relative to the decision attribute
significance SRG:

SRG (@, P; D) = Yinacpuia)) (P) = Yinap) (D)

4
_ [POSId(puta)) (D)] = [POSIa(p) (D)) @

Ul

When y,4p) = 1, all the attribute of D is uniquely
determined by the attribute value of P; when yy,4p) < 1, only
some of the of D is determined by the attribute value of P,
with D being partly dependent on P. Delete the attribute a
has greater impact on P relative to decision attribute D; it is
indicated that a is more important to P relative to the decision
attribute D.

Above, (1), (2), and (4) are fundamental algorithms which
are based on the RS of the extraction of FMP control decision-
making knowledge.
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3. Entropy Method for

Extraction of Deformation Compensation
Control Knowledge

As discussed above, FMP deformation compensation control
knowledge extraction is based on the decision table FCDT,
through the reduction algorithm to remove the redundant
of decision table or the low degree significance attribute of
attribute judgment and make the condition attribute of the
highest dependent on decision-making attribute as compen-
sation control model input. As FMP deformation compensa-
tion control is complex, various condition attributes in FCDT
are interrelated, and the definition of attribute significance
function is reasonable or unreasonable and will affect the
accuracy and implement efficiency of FCDT attribute reduc-
tion algorithm directly.

Taking information entropy (IE) and conditional entropy
(CE) to express the decision table attribute significance (AS)
can enhance intelligibility of knowledge in FCDT. FCDT
knowledge extraction was based on the entropy methods with
the characteristics of high efficiency and high-speed calcula-
tion; it is very suitable for FMP deformation compensation
online control [12].

FCDT attribute reduction of entropy method analyzed
the FCDT reduction from the perspective of information
theory; use of information entropy (IE) and conditional
entropy (CE) expressed the relative importance of attributes
in order to inspire the information for FCDT reduction [13].

If A = U/Ind(C), B = U/Ind(D) is the derived division of
FCDT condition attributes C and decision attribute D on the
universe U. p(AL), p(B,) express the probability distribution

A (A, € A)and Bi(B, € ByonU : P(A,) = |A]/|U| (k =
L,2,...,m),P(B) = |B|/[Ul (= 1,2,...,n).

Then, the algebra probability distribution of ¢ consisting

of C and D in the subsets of U is

50 (3) -
Ak k
(A

(é

©)

The joint probability of C and D is

[4B; p (AB)|

_[ A nB,  A,nB, A nB,  AnB

- P(AlB1) P(Asz) P(Ak 1By 1) P(AkBl)
(6)

There is p(KkEI) = IAvk n EZI/IUI in the calculation (6).
The information entropy (IE) of C is

(A glog ().

The conditional entropy (CE) of D relative to C is

_gp(gk).

H(C) = (7)

HD|C)=

M=

P(El | Zk)logp(gl | Kk)

(B $<SU

P (Zk)
(8)

Taking (5) and (6) into (7) and (8), respectively, we get the
following:

I
—_

——gp@a-

NZE

H(C)z—M-iM,
Ul 41Ul
|44
H(D|C)= ZM )
.iiAknBliuw |4 B/ U1
S &/l &L /1U]

Moreover, based on IE, CE to improve the calculated
formula of attribute significance of (4), namely, according
to the changes of the condition attributes information gain
which are causes by removing condition attribute to measure
attribute significance, we get the following:

ESRG (a, P; D) = H(DP —a) — H(DP), (10)
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FIGURE 5: The process of entropy method of FCDT attributes
reduction.

foralla e C-P;if HD | P-—a) = H(D | C), now a
is redundant to D in P relation. Define constraint condition:
() H(D | P) = H(D | C); (2) HD | P-a) > H(D | C);
(3) P is independent relative to D.

With (10) as heuristic information to establish attribute
reduction “greedy” algorithm, the reduction is defined as the
empty set; each time we select the relative highest significance
attribute in the condition attributes which out of reduction set
add to the reduction, until the relative entropy of reduction
set is no longer reduced; the result of reduction is the
minimum reduction of C relative to D. For this purpose,
to design the following FCDT attribute reduction algorithm
which is based on entropy calculated attribute significance,
the specific implementation process is shown in Figure 5.

Relative to (4), entropy-based method calculates attribute
significance and does not require to calculate the positive
region of decision attribute which is relative to condition
attributes; it is helpful to reduce the calculating complexity
of the reduction algorithm.

4. Extraction Examples of FMP Control
Decision-Making Knowledge

It has been discussed to the FMP deformation compensation
control decision-making knowledge extraction methods are
based on RS in the above section. As Figure 6 shows, the
three-axis digital control processing experimental platform is
used to do quadrilateral path processing on flexible pieces,
to verify the extraction method and effects of FMP angle
region processing deformation compensation control. Three-
axis digital control processing experimental platform has the
following parameters: X travel: 330 mm; Y travel: 400 mmy;
Z travel: 180 mm; X-axis minimum step: 0.012 mm/pulse; Y-
axis minimum step: 0.0062 mm/pulse; the maximum pro-
cessing feed speed: 0.080 m/s. Choose the fabric (Jacquard)

and polyurethane sponge for the base material (thickness:
15 mm, elastic modulus E = 0.2561 MPa, Poisson coefficient
p = 0.25) as processing workpiece. The workpiece is fixed
on the processing platform of X-Y digital control object
stage; according to the material properties of flexible pieces
and processing conditions setting processing parameters to
control the spindle up and down movement coordinated with
the object stage digital control movement and completed the
pregraphics path processing on the workpiece.

4.1. Built Deformation Compensation Control Decision-
Making Table. According to the workpiece processing defor-
mation quantity g, (mm), processing feed speed a, (m/s), pre-
processing trajectory primitive angle a; (°), processing step
length a, (mm), and processing direction angle a5 (°) are the
deformation effect quantity of processing trajectory. As the
deformation compensation control condition attribute C =
{a;;i = 1,2,...,5} precompensation position is decision
attributes D = {d}. Obtain a deformation compensation
control decision-making table on the processing path corner
(Table 2) by collection, which contains 12 objects.

4.2. Reduction of Decision-Making Attributes.

(1) If convergence error € = 0.001, H(D | C) = —0.2263.

(2) Consider P = ¢, for all g; € C — P, ESRG(q;; P; D) =
H(D | (P -a;) — H(D | P); then

ESRG (a;; P; D) = —0.3455,
ESRG (a,; P; D) = —0.3636,
ESRG (as; P; D) = —0.4873, (11)
ESRG (ay; P; D) = —0.4622,
ESRG (as; P; D) = —0.3341.

It can be seen that the attributes which make the condi-
tional entropy greatest are “processing direction angle as,” set
P = {a;} and H(D | C) = —0.2173. Now using the same
method to calculate the bigger attributes significance of a,, a,,
P ={as,a,,a,}and H(D | C)-H(D | Pu{a,,}) = 0.00042 < ¢
within the allowable error range, reduction algorithm end.
So we get a relative reduction of deformation compensation
control decision-making table on the processing trajectory
corner Red,(C) = {workpiece deformation quantity a,, feed
speed a,, processing direction angle as}.

Pawlak method and genetic extraction algorithm used
to calculate the reduction Red,(C)p and Red,(C)s of the
decision-making table [14], Red,(C)p = {workpiece defor-
mation quantity a,, feed speed a,, primitive angle a,, process-
ing direction angle a5}, Red,(C); = {workpiece deformation
quantity a,, feed speed a,, primitive angle a;}. Reduction
results of three algorithms are compared in Table 3.

4.3. Reduction Algorithm Validation. Using Support Vector
Machine (SVM) and Radial Basis Function neural network
(RBF) predictor as evaluation function; using the before
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(c)

FIGURE 6: Three-axis digital control processing experimental platform: (a) three-axis digital control platform, (b) flexibility sponge base
material, and (c) processing path.

TABLE 2: Data sample of decision-making table on the machining path corner.

U Deformation Feed speed Primitive included Processing step Machining direction Decision-making
a, (mm) a, (m/s) angle a; () length a, (mm) angle a; (°) attributes d
1 -2.92 0.077 15 6 172.5 1I
2 -3.13 0.077 150 6 -165 v
3 -2.54 0.077 150 6 15 I
4 -2.83 0.063 90 3 135 11
5 -3.26 0.063 90 3 -135 v
6 -3.23 0.063 90 3 45 I
7 -2.92 0.047 15 5 172.5 I
8 -3.33 0.047 135 5 -157.5 v
9 -2.74 0.047 45 5 -22.5 111
10 -3.03 0.051 60 4 150 v
1 -3.07 0.051 120 4 30 I
12 -3.12 0.051 60 4 -150 111
TaBLE 3: Comparison of reduction results of three algorithms.
Redy(C)g Red;(C)p Red,(C)g
Cox}dition Rule E)'(ecutive Con'dition Rule E)Fecutive Cogdition Rule E).(ecutive
attributes time (s) attributes time (s) attributes time (s)

3 28 0.016 4 36 0.013 3 28 0.024
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TABLE 4: Experiment results.
Data before reduce Red,(C)g Red,(C)p Red,(C)g
Computation  Prediction  Computation  Prediction = Computation  Prediction = Computation  Prediction
time (ms) accuracy (%) time (ms) accuracy (%) time (ms) accuracy (%) time (ms) accuracy (%)
SVM 0.033 0.9164 0.019 0.9070 0.027 0.9114 0.021 0.8592
RBF 0.042 0.7941 0.027 0.7826 0.039 0.7876 0.032 0.7709
Average value 0.038 0.8552 0.023 0.8448 0.033 0.8495 0.026 0.8151

reduction data and after reduction data to training SVM, RBE,
respectively, and use the prediction accuracy to evaluate the
reduction quality, the results shows in Table 4.

To analysis Tables 3 and 4: Three reduction algorithms,
can get relative reduction of deformation compensation
control decision table, generating the number of rules were
28, 36, 28; the average accuracy value of data predicted after
reduction, respectively, were 84.48%, 84.95%, 81.51%, which
were decreasing by 1.22%, 0.67%, 4.69% compared with the
data before reduction, and the computation time of them,
respectively, were 0.023, 0.033, 0.026, which information
entropy reduction was also minimum. That is to say, without
affecting the accuracy of decision-making, the calculation
speed of information entropy reduction algorithm is better
than the other two reduction algorithm.

5. Conclusions

FMP deformation compensation is based on comprehensive
consideration of processing path deformation influencing
factors, then judged and calculated the location and size
of primitive precompensation, and establishes the coupling
relationship between deformation influencing factors and
the compensation output data. Each factor has different
significance to compensation decision making, and there
have interconnected relationships between each other; if one
takes the influencing factors as the prediction model input
without doing reduction, it will increase the model input
dimension greatly, forming an extremely complex system
structure.

Taking information entropy and conditional entropy to
express the decision-making table Attribute Significance (AS)
can enhance intelligibility of FMP deformation compensa-
tion control knowledge. Simulation experiments show that
the number of decision-making rules of entropy-based FMP
deformation compensation control knowledge extraction
method is reduced 22.23% compared with typical Pawlak
method; the prediction accuracy of after reduction data
is 0.55% less than Pawlak method a and 3.64% higher
than the genetic extraction algorithm; however, the time-
consumption of forecast calculation is 30.3% and 11.53%
less than Pawlak method and genetic extraction algorithm,
respectively. Knowledge extraction entropy methods pre-
sented have the advantages of fast calculating speed and high
accuracy and are suitable for FMP deformation compensa-
tion online control.
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Associative memory is essential to realize man-machine cooperation in the natural interaction between humans and robots.
The establishment of associative memory model is to solve the problem. First, based on the theory of emotional energy, mood
spontaneous metastasis model and stimulate metastasis model are put forward. Then we can achieve affective computing on the
external excitation combining with Markov chain model which is about emotions of spontaneous metastasis and HMM model
which is about stimulating metastasis. Second, based on the neural network, the associative memory model which is applied in
emotional robots is put forward by calculating the emotional state of the robot’s dynamic change of mind and considering their
own needs at the same time. Finally, the model was applied to the emotional robot platform which we developed. The effect is

validated better.

1. Introduction

The robots are becoming more and more important in our
daily life. Besides completing their obligatory task, they are
supposed to have other more characteristics such as emotion,
personality, and social skills. The robot is able to adapt to
the environment and participate in the natural interaction
of human. The need of study on anthropomorphic emotions,
behavior, and individuation is imperative.

Japanese and American universities and institutes carried
out earlier research of the emotional robot, more concen-
trated in Waseda University and the Massachusetts Insti-
tute of Technology and developed rapidly [1, 2]. Recently,
Germany and the UK have started research [3, 4]. The
research on emotional humanoid robot appeared in China
since 2002 [5]. One of the most advanced robots in China
is “one hundred-Star” preschool robot developed by Harbin
Institute of Technology which could show certain expressions
[6]. In addition, the head of the “tong tong” robot born in
2004 developed by the Institute of Automation of Chinese
Academy of Science [7] and the emotional robot which is
designed by the University of Science and Technology Beijing
can talk to people and generate expression [8]. The WE series
expression robots of Waseca University, from the early WE-3
with the function of head-eye coordinated movement, which

is only under the guidance of the vestibular eye reflex theory,
developed into WE-4R with a model of mental state, which
can use eyebrows, lips, jaw, and face as well as sound to
coordinate expressed emotion and other more functions. And
the progress is obvious. The same is true in Harbin Institute
of Technology [9-11] and the Beijing University of Science
and Technology [8, 12, 13] of China. An entertainment robot
QRIO developed by Sony Corporation can make use of
the visual information offered by the CCD camera installed
on the head to control its movement and finish walking
function. It achieves its behavior and movement choices
through EGO Module [14, 15]. Besides, lots of emotional
computing theories and technologies are put into use in
man-machine interaction to improve the experience of man-
machine interaction [16-18].

Most of the researches of the emotional robot finish their
response based on a series of identifying information. But the
person’s response to the outside world is based on their own
mental state and memory. As a result, we put forward a model
of associative memory applied in emotional robot to get the
most memory and apply it to the emotional robot platform
developed by us according to the external stimulus.

The sections are organized as follows. Section 2 gives a
brief introduction on the emotional robot platform devel-
oped by us. Section 3 is mainly about putting forward the
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FIGURE 1: Humanoid robot production process. (a) Three-dimensional structure design; (b) mechanical design; (c) housing design; (d) skin

installation; (e) prototype humanoid robot.
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FIGURE 2: Robot’s architecture.

two processes of change of mood through the research on the
model of emotion, especially the model of mood. Based on
Section 3, Section 4 comes up with the model of associative
memory applied in emotional robot on the basis of the
need and state of mood. It also gets verification on the
emotional robot platform. Section 5 gives the related research
conclusions.

2. The Platform of Emotional Robot

The holder of the emotional robot which supports the whole
body is processed by duralumin. Many steering gears, which
control brows, mouth, eyes of the robot, and circuit board,
which controls the steering gear are installed on the holder. To
make an emotional robot you need four steps: firstly, design
three-dimensional mechanical structure; in this process
CAXA entity 2006 is used to design three-dimensional draft;
secondly, process and distribute the mechanical structure to
ensure the weight and the intensity; most of the parts are
made of duralumin(LY12); thirdly, install and fix the glass
reinforced plastic shell and eye ball as well as eyelid; fourthly,
make and install silica gel tegmen, facial expression, hair,
eye lash, and brow, color the eye ball, and put on makeup.
The process of making emotional robots is as presented in
Figure 1.

Emotional robot system consists of upper-position com-
puter and lower-position computer, as shown in Fig-
ure 2. Lower-position computer is responsible for detect-
ing environmental changes, controlling steering exercise;

upper-position computer completes machine vision, speech
recognition, speech synthesis, and other tasks. The proposed
associative memory model will be deployed on upper-
position computer system and realize the associative memory
of emotion robot through the cooperation of the upper-
position computer and lower-position computer.

3. Mood and Emotion Model

3.1. Emotional Energy. Feeling can be broadly divided into
mood and emotion, so the transferring process can be
classified into four types under different conditions as shown
in Figure 3.

Figure 3 illustrates the four processes. (1) Emotion state
transferring by stimulus: under the stimulus of the outward
events, the emotion state transfers from dynamic equilibrium
state of mind to a certain level of emotional arousal excited
state, indicated by the line A. (2) Emotion state transferring by
itself: when the external stimulus ends, some kind of emotion
state in the excited state will spontaneously transfer to the
state of dynamic balance of mood in a certain time, indicated
by the line B. (3) Mood states transferring by stimulus: under
the stimulus of some specific external events, mood state
will transfer in the center of state of dynamic equilibrium
within a certain range, indicated by the line C. (4) Mood state
transferring by itself: after the external stimulus disappears,
some kind of excited state of mind will spontaneously transfer
to dynamic balance of mood state in a certain period of time,
indicated by the line D.
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FIGURE 3: Mood and emotion state transferring graph.

Taking these four processes, playmates robots for children
contain 4 personalized emotion models, namely, (1) stochas-
tic process model in the transfer process of emotion state by
stimulus; (2) Markov chain model in the transfer process of
emotion state by itself; (3) cybernetics model under mood
states transferring by stimulus; (4) dynamic equilibrium
model under mood states transferring by stimulus. Four
models complement each other and affect each other in the
4 processes. Therefore, their theory is consistent. On the
basis of mental energy in psychology, Teng Shaodong put
forward the concept of emotional energy. It is the starting
point and foundation of the personalized emotional model
in this paper.

Mental energy is the capacity to push individuals to a
variety of mental activities and acts, indicated by E. It has two
kinds of basic forms:

(1) free mental energy E, ;

(2) constrained mental energy E, [19]. They suit the
following:

Ey=AE, E ,=nE, n+A=1 @
The emotional energy can be expressed by the following
formula:
E,=E,+yE, =(1-M)E+yAE=(1-A+y\)E. (2
Simultaneously, suppose that B, = [E, Ep, ..., E,y] is
the absolute distribution vector of actual emotional intensity
at moment t. How to solve this vector will be described later.
According to Pavlov’s advanced neural theory, due to
physiological reasons, nerve cells of human will change
regularly between the two states of excitation and inhibition
according to certain physiological mechanisms, and along
with this kind of change, individual’s state of consciousness
will also convert between clearness and unclearness; thus,
when emotional energy E, expresses itself, its performance

levels also show the periodic change. Emotional energy is
defined by

E;=04Ep=oc(l—)x+y/\)E, (3)

whose physical constraint can be activated (it is the actual
emotional energy used for the performance of emotion),
a (0 < a < 1) is physiological arousal, and the emotional
energy is defined as

Eb = BE,=B(1-A+y\)E (4)

as physiologically inhibited emotional energy (it is the emo-
tional energy used for the performance of mood); 8 (0 < 8 <
1) as physiological suppression. And there is the following:

a+p=1, (5)

where o and f are mainly adjusted by physiological mech-
anism periodically, that is, “biological clock” adjustment. In
addition, « and 8 will also be affected by the interference
of some external stimulation. Various forms of mental and
emotional energy as well as transformation relationship are
shown in Figure 4.

From the point of view of dynamic psychology, the
process in which individuals produce a variety of different
emotions is actually the process of activated emotional energy
Eg to be dynamically allocated between different emotional
states; this relationship can be reflected in the left lower half
part of Figure 4.

Suppose that ;' = [Ej), Ep),..., Egyl is the absolute
distribution vector of actual emotional intensity at moment
t, Ingl € [0,1],i € {1,2,...,N} to be component of energy
value of activated emotional energy in each dimension.
According to emotional energy conservation law, we can
establish the following formula:

N
el - ®
i=1

Physiologically inhibited emotional energy E}ﬁ, changes
between positive and negative mood, and mood intensity
changes caused by it are shown in the right lower half part
of Figure 4.

. Bt _ Bt bt Bt 1 .
Accordingly, suppose that ;' = [E,Ep,,..., E ] is
the absolute distribution vector of actual emotional intensity
at moment ¢, the corresponding mental number of positive
mood is m, and the number of negative mood is n; thus,

m+n=N.

Then,
M
+—2if condition 1,
m
EN: = )
M
——2if condition 2.
n

Component i belongs to positive mood in condition 1 and

negative mood in condition 2. M gt is the mental intensity at
moment ¢. The calculation method will be described later.
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Suppose that IEﬁfI € [0,1],i € {L,2,...,N} is to
be component of energy value of physiologically inhibited
emotional energy in each dimension. According to emotional
energy conservation law, we can establish the following
formula:

N
> |Ef| = 5 (8)
i=1

three kinds of operations: +, —, A. +, — is similar to addition
and subtraction in real numbers, without the commutative
properties in addition. That is, when for all E“;tl € [0,1],
Eﬁf € [-1,1], we can get E;i + Eﬁ: #Eﬁ: + E;tl Definition
of Ais

Suppose 0 < E;f <1, -1 < Eﬁf < 1, and define

t pt
1 E;i+Epi21

at Pt at Bt
5 Epi+EP1. 0<Ep,.+EPl.<1
Epi) ) (9)

A(Eat
ES - Eb 0<E%-Eb <1

pi

t pt
_0 E;i—EPiSO.

Since feeling can be divided into mood and emotion, emo-
tional intensity at moment t can be defined as

E, = [E,, Epy . Epy]

= A([ESL B B (BB B L ERY]) o)

50 ) ) (5 )

Formula (10) shows that the emotional intensity at
moment ¢ is associated with mental and emotional intensity.
In the above 4 transformation processes, how to solve
emotional intensity can refer to the text [19]" and we will
introduce how to solve mental intensity later.

3.2. Spontaneous Metastasis of Mood. According to Larsen,
mean, stable characteristics of mood cannot reflect actual
characteristics of individuals state of mind. As time goes on,
property (good or bad) and intensity (weak or extreme) will
both change [5]. Parkinson believes that mood dynamics-
related theories include theory of dynamic equilibrium,
theory of social traction, and theory of nonlinear dynamics.
He sorts factors that affect mood into three types; one of
them comes from the individual endogenous factors such as
personality and physiological factors [6]. Mood spontaneous
metastasis model in this text is based on endogenous perspec-
tive of individual.

3.2.1. The Impact of Personality on Mood. For different people,
they may experience different states of mind. In other words,
there are individual differences. This difference comes from
the relatively stable personality. Simultaneously, personal
characteristics in turn determine the level of mind and mood
variability; mood spontaneously fluctuates at a relatively
stable level in the vicinity of mind characteristic. We use C
to express the level of mind characteristics determined by the
personality, as the horizontal line in the lower right portion
of Figure 2 described. Influenced by a variety of factors, C
changes within a certain range around positive and negative
boundary. This text assumes C € [-1,+1].
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3.2.2. Impact of Physiological Factors on Mood. Individual
physiological cycle will cause fluctuation between the positive
and negative mood over time.

(1) The Fluctuation of Mood in Day and Night. According
to Watson’s study, positive mood in the morning of the day
tends to be lower; then in a certain time of day it rises to
the maximum; then it gradually decreased to a minimum in
the evening. This process is expressed by a cosine function
o cos(w; - t), where o is the circadian impact factor of the
mood and 27r/w, is the circadian mood fluctuation cycle.

(2) The Weekly Changes of Mood. According to the study of
Larsen and Kasimatis, the 7-day interval with sine explains
the daily mood changes. Positive mood reaches a peak on
Friday and a minimum on Tuesday. This process is expressed
by a sine function ¢ sin(w, - t), where ¢ is the impact factor of
the weekly changes of mood and 277/ w, is the weekly changes
of mood cycle.

(3) The Monthly Changes of Mood. These changes mainly aim
at the mood effects of women’s menstrual cycle; therefore,
the impact of this on mood is personalized and with gender
differences. This process is expressed by a sine function
Tsin(w; - t), where 7 is the impact factor of the monthly
changes of mood and 271/wj, is the monthly changes of mood
cycles.

(4) The Seasonal Changes of Mind. Positive mood is higher
in spring, then gradually decreases during the summer and
autumn, and finally ultimately reaches the lowest point in
winter. This process is expressed by a sine function v sin(w, ),
where v is the impact factor of the seasonal changes of mood
and 27r/w, is the seasonal changes of mood cycles.

Ando,¢ 1,0 € [0,1],0+¢+T+v = 1,0, = 7w, = 30w; =
365w,. In this paper, for male users, leto = 0.7,¢ = 0.2,7 = 0,
and v = 0.1; for female users, leto = 0.5,¢ = 0.2, 7 = 0.2, and
v = 0.1. Because changes in mood can often slow and last for a
period of time, therefore, in this paper the mood measures are
calculated once an hour. In the model of the changes of mood
in day and night, the cycle takes 24 hours; then w; = 277/24.

Personality and physiological factors jointly impact the
dynamic changes of mood. Define mood impact factor of

personality as ¥ and mood factor of physiological factor as
&; then,

ye(0,1), &€(0,1), w+&=1 11)

Set up mood spontaneous metastasis model as follows:

Mft =& [ocos(w, - t)+¢sin(w, - t)
(12)
+ Tsin(w; - ) + vsin(w, - )] + v - C.

5
Determination of dynamic range for
ocos (w, - t) € [-0,+0],
¢sin (w, - t) € [-¢, +¢],
(13)

7sin (wy - t) € [-1,+1],
vsin (w, - t) € [-v,+v],
S0,
[0 cos (w; - 1) +¢sin(w, - ) + Tsin (w; - 1) + vsin (wy - £)]
€[(-o-¢—1-0),(+0 + ¢+ T+ V)]

=[-(c+¢+T+0v),(0c+c+T+0v)]=[-1,1].
(14)

For C € [-1, +1], we have
MY e [(-E-v),(E+y)]

=€ +v),(E+y)] = [-1,+1].

In this paper, take v = 0.5, & = 0.5.

In the above parameters when letting w;, i € {1,2,3,4}
take lager value; the corresponding period of physiological
changes caused by fluctuations in mood as time ¢ period is
smaller; that is, the mood changes are stronger.

(15)

3.3. Stimulate Mood Shift. With the stimulation of external
factors and situations, both mood and emotions will be
affected. But the process of change is different: first, the
difference on duration; second, the difference on relative
intensity; third, the difference on signal function. In the
paper [19], to study the process of change after emotion
being stimulated, we make use of HMM, a dual and random
process, to construct an emotional model of the transfer pro-
cess of the emotional state, using the forward and backward
algorithm of HMM to simulate emotions in the variation of
the external stimulation. This method will be described in
the following. And to study the process of change after mood
being stimulated, we would use the adjustment strategy of
control theory.

Larsen proposed that control theory should be applied to
the dynamic process of mood regulation [8]. Based on this
view, the passage makes a model on the process of stimulation
and transformation of mood.

According to existing research, mood response to stimu-
lus intensity is slightly flat and one order inertial link is more
suitable to be described.

In this paper, the mood of the stimulus transfer model can
be defined as

TMY' + Mp' = Eeyer (8). (16)

In this formula, T is a time constant of mood trans-
formation which is an important parameter characterizing
transferred inertia of mood. Studies have found that women
may be more susceptible than men to infection or emotional
impact; therefore, T is also one of the parameters that gender
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differences impact mood; and is one of the personalization =~ Under this condition, formula (16) represents the model of
parameters. This parameter will be described later on mood =~ mood stimulation and transition:
exciting process. E...,(f) are exogenous factors (such as
work, life events, and family tragedies, etc.) on the impact of

. . ST LIt « mPT - E
strength of mind. Mood stimulus transfer process is divided [ p TMp = Eeyent (t)]
into two subprocesses.

=T (SMIES - Mgo) + Mgs = Eevent (S)

3.3.1. Subprocesses of Mood Stipulation. This subprocess is a
proc§ss similar to the Ze.ro-sta.te response. Assuming that, at —T (s Mﬁs _ O) i Mﬁs = B (5)
the time of tthe mood is excited by exogenous factors, the

initial value of strength of mind is Mﬁt" € [-1,+1], g Eeyent (5)
= (Ts+1) M, = ——=

1- Mﬁt" Event is active,

17) event (8) - (1/ (T's + 1))

N

Eevent (t) = {

-1- M§t° Event is negative. = Mﬁs L
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Mﬁs =1! [EEVent (s) - (Sl/ (Ts + 1)) ]

= Beyen (1) [1=¢7T],
(18)

where, in L[], L7'[-] are Laplace transform and inverse
transform, respectively.

According to the basic concepts in psychology of time
dynamics of emotional reaction, you can define the mood in
the corresponding concept.

T, is known as regulation time of mood reaction; T = 4T.
This parameter expresses the shortest time of mood changing

from the initial intensity M gt‘) to —0.98 or +0.98 (-1 or +1,
12%).

T, refers to the delay time of mood response; T; = 0.697T.
This parameter expresses the time that mood needs to change

from the initial strength Mﬁt" to E yene(t) X 50% at the first
time.

If T, stands for raising time of mood reactions, T, =
2.20T. T, expresses the time needed by changes of mood

response strength from Mﬁt" + Eppene(t) x 10% to Mﬁt" +
E ent(t) x 10% for the first rise Event stands for positive

emotions event or from Mﬁt‘) + Eopent(t) x 10% to M}l,;t0 +
E ent(t) x 90% for the first drop (event stands for negative
emotions event).

According to the above three definitions, we can see
that the speed of regulation time of mood response, mood
response delay time, and duration of mood response rise
may contain important information of individual differences.
These three values are associated with mood transfer time.
Therefore, T' is one of impact parameters which are involved
in the impact that gender differences have on mood. It is
an individual parameter. The size of it has influence on
stimulation process of mood.

Figure 5(a) is the mood stimulating subprocess; when T' =
0.5and T = 0.9, E, ., (t) = 1. As we can see from the figure,
mood response regulation time, mood response delay time,
and mood response rise time are all different, which reflects
the impact that gender differences have on the mood.

Strength of mood constantly becomes large under con-
tinuous excitation in an exogenous factor, which shows
the impact of the incident on the accumulation over time.
However, change rate constantly becomes small; namely, the
longer the time is, the smaller the impact is. It shows that
mood becomes less sensitive and even becomes numb at a
particular time stimulus, as Figure 5(b) shows.

3.3.2. Mood Attenuation Subprocess. This subprocess is simi-
lar to a zero input response process and comes up after mood
stimulating subprocess. We assume that exogenous factor has
no impact on mood at ¢, E..(f) = 0, and at first the strength

of mood is Mgt‘] € [-1, +1] when it happens.

Performance is 0.000689956; goal is 0

Training-blue
=
b

0 500 1000 1500 2000

2000 epochs

FIGURE 6: Process of associate memory training for emotional robot.

For this situation, mood stimuli transferring model could
be solved as follows:
P APt =
L[TME +MD =E

— Heven

O] =T (e - ot -0

1

— (Ts + 1) MP = TMP" — MPs = TPl .
(Ts+ )M P P P (Ts+1)

ME =L [TM‘% :

1 Bty —t/T
| =pmPh.
P (Ts+1)] ¢

» ,
(19)

where L[-], L™'[-] mean Laplace transform and inverse trans-
form.

4. Associative Memory Model

Associative memory reflects the connections between related
things. Human memory is related to mood. On one hand,
memory stored in a certain mood will emerge when the
same mood occurs, which is known as the mood-dependent.
On the other hand, mood helps get the memory stored
under the same mood, called mood congruent. Generally
speaking, Happy mood is easy to hark back happy memories;
on the contrary, unhappy mood is easy to think of unhappy
memories. In addition, demand factors also need to be
considered for the memories. Based on Maslow’s theory
of the demand structure, after meeting the physiological
needs layer and layer of security requirements, with which
cognitive demand will combine to establish an emotional
robot associative memory model. When the robot has a thirst
for knowledge, it has a strong memory. According to the
mood and cognitive needs’ impact on the associative memory
and neural networks, this paper proposes a kind of mood-
congruent associative memory model.

We assume that emotional robot needs vector to be N =
[N, Ng, Ng] and strength of cognitive needs Ny € [0, 1]
which shows strength of thirst of knowledge. Strength of
mood is Mf,t" € [-1,+1]. Tts calculation methods and
meanings are described above two paragraphs. Labels of
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TaBLE 1: Emotional robot’s cognitive needs, strength of mood.

0, 0, 0, 0O, Os Os

Ny Small Small ~ Small  Large Large Large
MPro Negative Medium Positive Negative Medium Positive
P large large large large
MI;  Small Medium Medium Medium Medium Large

things that needed to be remembered are O;, i = 1,2,.... It
is scaled and normalized to the interval of [-1, +1]. Robot’s
strength of memory is MI;, i = 1,2,... for thing O;. Vector

[Ny, M gt", O;] is regarded as input of neural network. MI; is
regarded as output of neural network. Then three-layer neural
network is built. In this paper, constructed neural network
adopts BP structure with five hidden layer nodes. To further
illustrate the building method of emotional robot associative
memory model, a total of six items are set. They are O;, O,,
O3, Oy, O, and Og. During training the memory, emotional
robot’s cognitive needs are strength of mood and strength of
memory as shown in Table 1.

According to Table 1, the network of the training data is
divided into six groups. Ny small shows that cognitive needs
are small and N large shows that cognitive needs are large

M§t° negative large, medium and positive large mean robot’s
mood are strong negative mood, quiet and strong positive
mood.

When associative memory training to the emotional
robot begins, the memory error decreases rapidly, reflecting
the robot’s fast memory capacity for new things.

Afterwards, the memory error began to diminish until
it is conducted for the 2000th time, it stops changing
anymore, and associative memory training has been generally
completed as in Figure 6.

In order to prove the effectiveness of the above-
mentioned associative memory model, we tested it after
the training process. Different outputs can be checked from
Figure 7.

Asitcan be seen in Figure 7, for Object 1, the robot’s mem-
orizing capability is weak due to low recognition demand and
passive mood; for Object 2, the robot’s memorizing capabil-
ity remained intermediate due to low recognition demand
and peaceful mood; for Object 6, the robot’s memorizing
capability is strong due to high recognition demand and
positive mood. The results for Objects 3, 4, and 5 show a
similar situation. As it is shown as the training process, the
memorizing capability of emotion robots is closely related
to its mood. The two are consistent with each other. This
has proved the associative memory model of emotion robot
effective.

5. Conclusions

This paper proposed an associative memory model which is
consistent with moods. When it is applied to develop emotion
robot, robot can obtain correct memory according to external
motivation. Based on emotional energy, this paper set up
automatic transfer model with individual internal factors and
built up mood-motivating transfer model with controlling
theory. Finally, the robot can obtain memorizing capability
based on external motivation and internal demands.
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The relationship between quality abnormality and anomalous causes in the assembly process of CNC machine was described
by fuzzy relation equations, because they were not one to one. The fuzzy relation equations were established according to the
fuzzy relation matrix and membership degree of abnormality mode and were translated into optimal solution problems by fuzzy
deconvolution method. The interval solution of the fuzzy relation equation was obtained by minimal mean square error of BP
algorithm, realizing section locating of the contribution of anomalous causes to quality abnormality for a given problem, thereby
gaining the optimal solution. Finally, the viability and effectiveness of this method were verified by the quality abnormity diagnosis

in the assembly process of a NC rotary table.

1. Introduction

Assembly is the last link in the product-form process and
also is the key important link determining the product quality
[1]. Different assembly control methods may cause products
of different quality using the same parts. Some domestic
high-grade CNC machine tool manufacturers purchase high
quality parts and components from abroad to assemble, but
the product reliability can hardly reach the level of foreign
countries. Practice shows that scientific assembly technology
can greatly improve the product quality with the same parts
[2]. The foreign research about the assembly quality control
has provided valuable methods and means for the prevention
and control of products quality. Wang and Geng [3] predicted
and evaluated the potential quality loss in the preparation
stage before the assembly of mechanical product. Zhang and
Ge [4] proposed the concept of defects source entropy that
target assembly quality in the assembly process of mechanical
product. Liu et al. [5] categorized the anomalous causes
of assembly quality abnormality and analyzed the collected
information that abnormality control required. Literatures
[6-8] applied the decision tree, expert system, and artificial

neural network to the quality diagnosis and control in
manufacturing process. Literature [9] showed an evaluation
method of assembly quality for automotive BIW. Literature
[10] presented a quality control method for a mixed model
assembly line.

Assembly is a very complicated process, which includes a
lot of factors probably causing abnormal quality. To improve
the reliability, accuracy, accuracy preservation, and other key
quality characteristics of a machine, it is important to match
quality abnormality with the anomalous cause. However,
there are few studies concerning the relationship between
quality abnormality and the anomalous cause in the assembly
process.

There is no simple corresponding relation between
assembly quality abnormality and the anomalous cause,
and fuzzy relation equations were adopted to describe this
relationship in the current paper. Fuzzy relation equations
are an important part of fuzzy mathematics, which is the
mathematical description of inverse thinking activity of
human’s brain, that is, inferring causes according to results
[11-15]. Fuzzy relation equations can reasonably describe
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the fuzzy relationship between abnormalities and anoma-
lous causes. This paper firstly established the fuzzy relation
equations to describe the mathematical relationship between
quality abnormality symptoms and anomalous causes in the
assembly process, adopted membership function and fuzzy
relation matrix to describe the quality abnormal state in the
assembly process, fuzziness, and uncertain information in the
environment, and then applied the improved BP algorithm to
get the approximate solution to the fuzzy relation equations
through the fuzzy deconvolution method. The parameters
in the membership function of anomalous causes were
continuously adjusted according to the “minimum mean
square error” rule in learning program of BP algorithm, so
as to get the internal solutions. Finally, the feasibility of the
method was verified by the assembly process of an NC rotary
table.

2. Fuzzy Relation Equations of Assembly
Quality Abnormality

The set of all possible anomalous causes in the assembly
process of CNC machine is labeled X = (X, X,,...,X,,),
where m is the number of the anomalous causes, and the
set of corresponding abnormal symptom is labeled Y =
(Y,,Y,,...,Y,), where n is the number of the kinds of
abnormal symptoms.

The number of the observed abnormal symptom samples
is labeled (yy, ¥, .., ¥,), and uy (y;) is the corresponding
membership degree of each component Y; to the symptom Y;.
The abnormal symptom can be described with a fuzzy vector
as follows:

Y= (MY1 (yl)’MYz ()’2))-“»!"1@ (J’n)) = (bpbz’---’bn)-
€]

Suppose that all symptoms of quality abnormality are
caused by the anomalous cause x, and ux, (x) is the member-
ship degree of x to each anomalous cause; then the anomalous
cause can be expressed using the fuzzy vector as follows:
8y,)

X = (px, (0, px, (%) i, () = (ap, ..

)

There exists a cause-and-effect relationship between the
anomalous cause and abnormal symptoms; thus according to
Zadeh composite inference rules, the fuzzy relation equations
between the Y and X can be expressed as follows:

Y=XoR, (3)

where o is the fuzzy composite operator. In addition, the min-
max composite operator was selected in this paper. Assume
that

i T =" T
R o1 T o Ty 4
B : _(rij)mxn (4)
rml rmZ rmn
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is the fuzzy relation matrix, where r;; € [0,1],i =
1,2,...,m; j=1,2,...,m denotes the contribution of the ith
kind of cause to the jth kind of abnormal symptoms; that is,

ry =y, (1) )

According to the known fuzzy relation matrix R and
the fuzzy abnormal symptom vector Y, the solution of the
corresponding anomalous cause vector X is equivalent to the
solution of below fuzzy relation equations,

by =(ay Ary) Vi(ay Arp) VeV (@, Ay,

by = (ay A1) V(ay Ary) VeV (G ATy s

(6)

bn:(al/\rln)V(az/\TZn)V"'V(am/\rmn)’

where operators A and V were labeled min and max, respec-
tively. Hence the above equation can be simplified as

b. = max (min (a,»,rf)),i =12,...

j = max ,m; j=1,2,...,n

7)

3. Solution of Fuzzy Relation Equations
Based on BP Algorithm

The fuzzy inference method of fuzzy systems often depends
on a series of subjective parameters such as fuzzy mem-
bership function and fuzzy relation matrix. The way to
determine these parameters will largely affect the root during
the solution of fuzzy relation equations. This paper gained
the approximate solution of fuzzy relation equations using BP
algorithm through fuzz deconvolution operation.

BP algorithm is also called Error Back-Propagation Algo-
rithm, which is a directed learning algorithm used in the
learning of the weight and threshold of BP net. The derivation
of this learning plan is based on least mean-square error rule.
When a sample (set as the Pth sample) is input to the net
and generates output, the mean square error is the sum of the
square error of each output unit.

3.1. Selection of Approximating Function. In many cases, there
is no precise solution to the fuzzy deconvolution problem, so,
to determine A in the fussy relation equations Ao B = B, a
natural method by minimizing is as follows:

d, (B, A°Q) = j [(Ua () % Ug (%, ) dy. (8)

The above formula is the least squares solution; in order
to minimize and simplify it, we should firstly complete the
following two steps:

(1) transform U 4(x) into Gaussian function:

2
Uy, (x) =exp<—%u>, 9

o

where x and o are free parameters;
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(2) sample within the entire region of the U and V.
For x; and ¥ (i=123,...,mj=12,...,n), (3) can
be approximated by

;{UB (J’j) — max [UA (x:)Uq (xi,yj)]}z, 1<i<m.
J (10)

Therefore, the problem can be converted into the solution
of parameters x and ¢, which minimizes (10). And the
minimization of (10) is the basis of derivation of the learning
plan in BP algorithm.

3.2. Selection of the Learning Rate of BP Algorithm. In
accordance with the traditional BP algorithm, the learning
rate is constant in the calculation and is expressed as 7(n),
where the learning rate #(n) invariably equals #(0). This is
the simplest form of the learning rate. It is easy to calculate,
but hard to satisfy the overall performance of the system. In
order to solve practical problems, the parameter of learning
rate should be variable as needed, so as to guarantee the
convergence of stochastic approximation algorithm. Search-
then-converge schedule learning rate was adopted in this

paper,
_ Mo
n(n) = To /ey 1)

where #, and 7 are the user-selected constants and # is
iterations. After the learning rate is chosen, the algorithm
will operate in the form of a traditional stochastic approxi-
mation algorithm, and weights will converge to the optimal
value. The BP algorithm using search-then-converge sched-
ule learning rate is defined as the improved BP algorithm.

3.3. Solution of the Improved BP Algorithm. We use
Ua(x)Uq(x, y) to express the network in Figure 1,
where a = exp[-(1/2)(lx - xI*/oD)], b = Ug(x, ),
and Z = ab. In Figure 1, when y = y;, Z,,2,,...,Z,
with x = x.,x,,...,x,, is determined, and then we
determine Z; = max[Z,,Z,,...,Z,,]. Obviously, Z; equals
to max[U 4(x;), UQ(x,-,yj)] in (10). Then parameters y and o
are adjusted using the improved BP algorithm to minimize
the error square in (12); that is,

¢ =1 ) Uq(xp 7)) (2)

3.4. The Procedure of the Improved BP Algorithm. The algo-
rithm includes the following steps.

(1) Respectively the sample x; and y; (i = 1,2,...,m; j =
1,2,...,m) in the whole region of U and V. The regions of
U and V are limited here. Uniformly distributed samples in
the U and V should be selected, and the initial value of x and
o; that is, x(0) and ¢(0), should be determined, where x(0) is
selected in the U and ¢(0) = 1. The initial value of j equals 1.

(2) Keep y = y; in the network, and calculate
Z\,Z,,...,Z,, along the network with X = X, X,,..., X
Seek i that satisfy Z; = max[Z,, Z,,...,Z,,].

U, (yj) — max [UA (

me

(3) Adjust x and o using the improved BP algorithm.
Determine the error correction U 4 (x) using gradient descent
method. The iteration of parameter adjustment was carried
out using the following calculation method:

1 (k) 9¢
X 1) =x () - =20
(13)
« X — x (k) x(k)
=y (k k)e.b a
= x (k) +n(k)e; )
n (k) 9¢
okk+1)=0(k)—= 5 aa
x - x I’
=G(k)+ﬂ(k)€]b*a*w

In the above two formulas, all search-then-converge
schedule learning rate was adopted; that is,

17()— k=0,1,2,..., (15)

(k/ )’
where 7, and 7 are user-selected constants and ¢ is given by

(12). Combining learning algorithms (13), (14), and (15), it can
be obtained as follows:

oe? de oz; .oa*
L —2e,—L = 2.~ = -2eb"
o oy T oy 7 oy
k
= geptar iAW X; x()
(o (k))?
: (16)
ae» aE‘ az* aa*
L =2e,—L =—2e. = = —2e b
Jdo %50 ¢ ejb oo
e
e
(o (k)
where
(O
a’ =exp _l("x, x( )"> ’
2 O'(k) (17)
b* =Uq(x;> ).

(4) Make y = yj,,, and return to step 2; repeat the
calculation with y = ¥, ¥5, .. ., ¥u> Yur1 (Ve actually implies
that if the n elements all do not meet the conditions after going
through them, recalculate from y,) until k > #; that is, when
the variations of | y(k + 1) — x(k)| and |o(k + 1) — (k)| are all
less than a certain threshold ¢, stop the search operation. The
solution process is shown in Figure 2.

4. Practical Example

Taking the assembly process of an NC rotary table as research
object, the assembly quality abnormality was diagnosed in
detail using the proposed solutions. The basic process is
shown in Figure 3.
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F1GURE 1: The network diagram of U, (x)Uq(x, y).
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parameters
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FIGURE 2: Solving flowchart of fuzzy relation equation using BP
algorithm.

4.1. Problem Description. Through interviews with CNC
machine operator, maintenance staff, and equipment man-
agers of 10 sets of CNC machine in the automobile and mold
industries after-sales service personnel of CNC machine
producers, 510 field failure data from January 2011 to April
2012 were collected, and three types of abnormal quality
symptoms of a NC turntable during assembly were sum-
marized and abnormous assembly quality reflected in the
abnormal control charts, respectively, on the following three
conditions.

(1) Bad accuracy: quality control chart to monitor win-
dow, assembly point value of the NC rotary table
will happen out of control limit state, shows NC
machining parts have these phenomenon, such as
work geometry accuracy, positioning accuracy, preci-
sion, and the moving parts clearance is too large. The
mode was labeled PR(y,).

(2) Bad accuracy stability: the NC rotary tale control
chart showed a trend of rising or falling and the
geometry accuracy and position accuracy of NC

Advances in Mechanical Engineering

TABLE 1: Anomalous causes of abnormal quality symptoms of NC
rotary table.

Code  Anomalous causes

X, Parts may be not cleaned thoroughly

X, Improper tightening torque during installing bearing

X5 Improper axiality between rotary center and shaft

X Improper verticality of locating sleeve surface and the
4 bearing axis

X5 Locating sleeve hole and rotary axis not coaxial

X Pitch circle of worm wheel may jump relative to bearing
6 rotary center

X, Not enough large tightening worm moment

X The axiality between spindle and bearing rotary center
8 may not meet required precision

X Induction switches may be not installed according to the
o requirements

X The components of screw locking cylinder may be not
10 installed reasonably

X The applied moment of bearing mounting screws may be
1 too small

X, The cl.earance consistency between eth component of

clamping brake pad may be not unsatisfactory
X, The distance between shoulder and circular grating

mounting surface may exceed 5 mm

The phase difference between inner components and
X4 zero returning inductive switch is more than 20 between
inner ring parts and back to zero induction.

The applied moment of tightening mounting plate may

s be too large
X There may be axial endplay between worm and worm
16 gear
X, Parallel degree between turntable motor shaft and worm

shaft may not meet the requirements

turntable descend during machining parts. This mode
was labeled PL(y,).

(3) Low reliability: The quality control chart to monitor
window shows, sports jammed parts of NC rotary
table near point value will appear mutations, char-
acterized by the moving parts in the process of
machining parts no action, is not in place, is not
allowed back to zero, stuck, the moving parts jitter, a
sound, liquid, gas, oil leakage. This mode was labeled
RE(y3).

Bad accuracy will cause poor machining quality of parts,
unstable work of machine, shaking, noise, and rapid per-
formance deterioration. Poor reliability of parts will cause
various faults, big loss due to machine halt, and large reject
rate.

Table 1 shows the anomalous causes of the three types of
quality abnormality symptom of NC rotary table in assembly
process.

According to the Saaty’s scoring method, for every kind
of abnormity, through comparing anomalous causes and



Advances in Mechanical Engineering

4 Assembly Assembly Assembly N
operators equipment material
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Abnormal assembly
quality control charts

FIGURE 3: The principle diagram of NC rotary table assembly quality fuzzy abnormal diagnosis.

normalization processing, we can get fuzzy relation matrix R.
Cinsider

[0.94
0.12
0.61
0.33
0.98
0.83
0.11
0.36
0.29
0.11
0.11
0.18
0.44
0.32
0.12
0.67

1

0.82
0.13
0.45
0.45
0.82
0.51
0.16
0.38
0.28
0.22
0.29
0.28
0.33
0.3
0.11
0.72
0.67

0.887
0.24
0.44
0.38
0.46
0.48
0.27
0.28
0.72
0.33
0.23
0.3
0.72
0.35
0.41
0.22
0.56 |

(18)

Set the calculated membership degree of fuzzy abnormal-
ity pattern at a certain time as PR_mf = 0.4432, PL_.mf =
0.8697, and RE_mf = 0.1856.

Substituting the above data into the fuzzy relation equa-
tionY = X o R, there is

Y = (Upg (n— PR)), (Up; (n— PL)), (Ugg (n — RE))
= (0.4432,0.8697,0.1856) .
The fuzzy relation equation can be converted into
0.4432 = (a; Aryy) V(ay Aryy) VooV (ay Atypg),
0.8697 = (a, Ary,) V(ay Ary) VeV (ay Vry,), (20)

0.1856 = (a, Ary3) V(ay Arys) VeV (ay Aryys).

Convergence process
0.04 : .

0.03

0.02

0.01

00

Parameter X

—~0.01 -Learning step.

-0.02

-0.03

i i
500 1000

Learning step

—-0.04
1500

FIGURE 4: U, (x;) convergence process of y(k).

4.2. Solution of Fuzzy Relation Equation Using BP Algorithm.
The fuzzy membership degree of the anomalous causes in the
fuzzy relation (20) is g; = U 4(x;). The equation is solved using
BP algorithm in following steps.

(1) Sampling and Initializing Data. In the fuzzy relation
equation, the membership degree of the anomalous causes
can be described as g; € [0, 1]. In this example, U and V both
have a boundary that U € [0,1],V =Y € [0, 1]. The evenly
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FIGURE 5: Solving results change curves of abnormous cause membership grade using BP algorithm.
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FIGURE 6: Solving results interval graphs of membership grade using
BP algorithm.

distributed points in the region of U and V are selected, when
m = 17 and n = 3; that is,

X = (X, X, X5, X))

= (0.058824,0.117647,0.176471,...,1),
(21)
Y = ()’1’)’20’3)

= (0.333333,0.666667,1) .

The initial values of y and ¢ are x(0) and ¢(0), and x(0)
is selected from U. Besides, y(0) = 0.3, 0(0) = 1, j = 1, and
¢ =0.0001.

(2) Selection of Learning Rate. Learning rate was obtained by
(20). When #(0) = 0.04, T = 100; the convergence process is
shown in Figure 4.

(3) Solving with BP Algorithm

(@) Y = (¥, ¥, ¥3) is regarded as a constant. Z = ab is
calculated. Then the corresponding i of the maximum Z; is
found and the corresponding max Z; = (Z,,2,,Zs,...,Z,,)
is determined by Matlab. The code of computing max Z; in
Matlab environment is listed as follows.

X = (0.058824, 0.117647, 0.176471, 0.235294, 0.294118,
0.352941, 0.411765, 0.470588, 0.529412, 0.588235,
0.647059, 0.705882, 0.764706, 0.823529, 0.882353,
0.941176,1) Y = (0.4432, 0.8697, 0.1856);

U(x, ¥) = R; % Ris the fuzzy relation matrix obtained

from (9);
1[(x=x(0)A2
azep | | ||
b=U(x);
o=1 (22)
z=axb

z; =max(z;,2y,...,217);

maxz; = ().

Set y equal to Y = (0.4432,0.8697,0.1856); respec-
tively, run max z; = ().

The result is obtained as max z; = (Z,, Zs, Z,,).

(b) Adjust the parameters y and o in Ux(x,,), obtained
uy(x;) = [uy(x;), ta(x;)] was the kth solution of optimiza-
tion problem, which subjected to [y(k + 1) — x(k)|. Within
the given range of error, iteratively adjust parameter y using
gradient descent training method according to (13) and (17)
and the k took 20. Finally, solve u,(x;) = [uy(x;), us(x)];
that is, find out the minimal change of ai(k) € la,a]l,
i = 1,2,...,m, which is just the optimal solution of the
fuzzy relation equation. In other words, the anomalous cause
whose membership degree is almost constant has the biggest
contribution to the assembly quality abnormality. In formula
[x(k + 1) — (k)| < & set K = 20; the result of is shown in
Table 2.

(c) From the obtained results by BP algorithm, solv-
ing results change curves of abnormous cause membership
grade using BP algorithm is shown in Figure 5 and solving
results interval graphs of membership grade using BP algo-
rithm is shown in Figure 6. Execute the search operation
within the range of g;, and sort them utilizing the operator
max(mean(a;)); the descending sequence of the anomalous
causes was obtained according to their contributions to the
assembly quality abnormality mode, as shown in Figure 4,
from which it can be seen that the upper and lower limits of
a,, are essentially coincident, and so its contribution to the
assembly quality abnormity is the biggest. According to the
priority, a, is the second contribution, and so on.

5. Conclusion

(1) The fuzzy relation equation was introduced to
describe the relationship between the assembly qual-
ity abnormity and the anomalous causes. The influ-
ence factors in the assembly process of CNC machine
were obtained by solving the fuzzy relation equation,
realizing the control of the assembly process. The
work can provide a new method for improving the
assembly quality of CNC machine, and it can also
extended to improve assembly quality of other prod-
ucts.

(2) A diagnostic model of assembly quality abnormity
based on fuzzy relation equations was established,
and a constructing method of fuzzy relation equation
from the fuzzy relation matrix and the abnormal
pattern membership degree was proposed. Through
solving fuzzy deconvolution problem by the improved
BP algorithm, the fuzzy relation equation was trans-
formed into neutral network problem. Finally, the
related parameters in the algorithm were determined
through designing the neutral network algorithm to
get the approximate solution of the fuzzy relation
equations.

(3) A diagnosis scheme of assembly quality abnormality
based on fuzzy relation equations and BP algorithm
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was established, which can diagnose the anomalous
causes to quality abnormality in detail.
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A design methodology which uses the regenerative brake model is introduced to determine the major system parameters of a
parallel electric hybrid bus drive train. Hybrid system parameters mainly include the power rating of internal combustion engine
(ICE), gear ratios of transmission, power rating, and maximal torque of motor, power, and capacity of battery. The regenerative
model is built in the vehicle model to estimate the regenerative energy in the real road conditions. The design target is to ensure
that the vehicle meets the specified vehicle performance, such as speed and acceleration, and at the same time, operates the ICE
within an expected speed range. Several pairs of parameters are selected from the result analysis, and the fuel saving result in the
road test shows that a 25% reduction is achieved in fuel consumption.

1. Introduction

Facing more and more stringent emissions regulations and
the world ever-increasing petrol price, the automotive indus-
try is looking for cleaner and more efficient powertrain for the
next generation of vehicles [1]. Hybrid electric vehicle (HEV)
which combines the traditional internal combustion engine
with the electric motor and batteries is the prime choice for
automakers as the next generation of alternative powertrain
because of its good fuel economy and better operating range
compared to the traditional vehicle and acceptable price
and cost. Many Chinese bus manufacturers and powertrain
producers are engaged in projects to develop clearer and more
economical hybrid buses to meet the requirements [2].

City buses often have low average speed and rapidly accel-
erated movement when they move in city routes. In order to
transfer more and more heavier guests, most cities of China
adopt the 12m long buses. The average speed is less than
35 km/h, and the distances between two stops often are less
than 500 meters, even if there exit many traffic lights between
them. In most situations, the maximal velocity of city buses
is less than 50 km/h. Naturally the hybrid system should be
able to emulate the engine driving in low speed, to recover

the brake energy, and to stop the engine when the bus is in
stops or waiting for the traffic lights [3, 4].

(i) The EV function uses the motor to drive the bus from
zero to a certain speed, so the start process of low
efficiency clutch-slipping, high fuel consumption, and
high emissions in traditional engine buses is avoided.

(ii) The larger the brake regeneration is, the better the fuel
economy is. To increase the brake regeneration, the
engine must be disengaged from the powertrain to
avoid its friction.

(iii) The Stop & Go function enables the engine to shut
down when the vehicle is waiting and the engine is
idling. In city conditions, this function is important
because there are too many traffic problems.

Four parallel hybrid schemes are compared as shown in
Table 1. When the vehicle is braking, the motor in scheme
(a) cannot recover the maximal regenerative energy because
the clutch cannot be opened. In scheme (b), the mechanical
construction is complex and hard to realize in buses. About
the scheme (d), the motor speed and torque are lower than
those of other three schemes because the speed and torque
cannot be amplified by the transmission; thus in order to
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F1GURE 1: Constructions of parallel hybrid electric vehicle.

TaBLE 1: Comparison of parallel configurations of hybrid system.

Scheme Scheme Scheme Scheme Parallel-
(a) (b) (c) (d) series
Potential .Of Average Good  Good  Better Better
regeneration
EV Not ok ok ok Ok
available
Stop and Go Mot or ok ok Ok
available
Eng}nfe . Good  Good Good Good Good
optimization
Sophistication of Easy Complex Hard  Easy Easy

System

achieve the same drivability as the schemes (b) and (c), the
maximal motor torque should be further amplified. From
this analysis, the scheme (c) might be the most suitable
powertrain for buses. In this paper the scheme (¢) is called the
postparallel hybrid system because the clutch is positioned
after the clutch. There are many prototypes of this scheme like
Eaton and Volvo.

For the parallel-series hybrid vehicle [5, 6] as the con-
figuration in Figure 1, the complex mechanical design has
prevented its application as a main hybrid topology. As the
configuration in Figure 2, the parallel-series scheme is an
improvement of series hybrid which adds a clutch between
the generator and the motor; thus the engine can drive the
vehicle in a proper speed range, and the overall efficiency can
be improved compared with the pure series hybrid because
the energy conversion process is avoided when the engine
drives. The parallel-series hybrid also has many applications
like the hybrid system of Golden Dragon Bus Company [7].

Previous work about hybrid design often concentrated on
control strategy development [8, 9]. Actually the parameter
design plays an important role same like the control strategy.
The parameters of the hybrid powertrain do not include only
the parameters about the motor and battery, like the power
rating of engine and motor and the maximal torque of electric
motor, but also about the gear ratio of transmission and final
reducer. From the vehicle dynamics theory, the gear ratio
belongs to the traditional vehicle optimal work, but it also

O00O

w

FIGURE 2: Constructions of parallel-series parallel electric vehicle (E:
engine, C: clutch, G: generator, M: motor, R: final reducer, and W:
wheel).

affects the regeneration energy. The parameters about the
motor and battery should be solved by the hybrid vehicle
model. For example, the regeneration model is built to study
the influence of the motor rating.

This paper tries to demonstrate a matching strategy or
methodology which can solve the matching problem in paral-
lel hybrid vehicle. The prototype vehicle is mainly bus because
the potential users of hybrid system are city buses in China.
The requirements and restrictions of city buses are introduced
with a detail illustration of the hybrid vehicle models, and the
parameters matching process is fully described to thoroughly
analyze the influence of each parameters; also the hybrid
control strategy used in this paper is briefly introduced.

2. Operation Modes of Hybrid System

The operation modes of postparallel hybrid electric vehicles
are listed below:

(i) EV: normally the conventional bus accelerates from
0 to a certain velocity using the slipping effect of the
clutch or the hydraulic couple in AT, but for hybrid
system the bus is only driven by the motor until
the speed is above the idle speed, so the inefficient
slipping process is avoided.

(ii) Boost: when the driver presses the pedal fully, the
motor will assist the engine to lighten the burden of
diesel engine and keep it running in low load zone to
improve the fuel economy.

(iii) Pure engine drive: in middle and high velocity, the
transmission often shifts to high gear and the efficient



Advances in Mechanical Engineering

Pure engine drive

Regeneration

Engine stop

FIGURE 3: Operation modes of hybrid system.

way is to drive the bus directly by the engine. In this
case, the motor will not work even if batteries’ energy
is high enough. However in the case that the battery
energy is too low, the engine should provide addi-
tional power to charge it.

(iv) Regeneration: when the brake pedal is pressed, the
motor will produce the negative torque to charge the
battery. The greater of the motor power is, the more
regenerative energy is recovered.

A typical drive pattern is shown in Figure 3. In actual
road, the EV distance might be very long in heavy traffic con-
dition, and the pure engine drive might be very short because
the maximal speed in city cycle is often lower than 50 km/h.
The battery energy is consumed in EV and boost cycles and
replenished by the regeneration; however it might cause over
discharge of the battery at low velocity as well as small
regeneration condition. The hybrid system control strategy
should avoid using the engine to charge the battery directly
because of the low efficiency. It implies that the diesel engine
should be downsized to avoid too much energy consumption
to charge the battery in boost cycle. However if it happens,
the engine would be powerful to charge the battery and to
drive the bus at the both time. Thus the target of parameter
matching is clarified as follows.

(i) The drivability requirement in boosting and regenera-
tion potential in brake are the main concern for motor
design.

(ii) Engine power rating should satisfy the power demand
in pure engine drive and achieve acceptable dynamics
in acceleration without the assistance of the motor.

3. Engine Matching

The diesel engine is the main power source of the hybrid bus.
Normally the engine power capacity should meet the power
demand in the highest velocity, and the dynamics factor
should be greater than 0.04 in highest gear to overcome the
uneven of the road during high speed cruise.

3.1. Engine Power Capacity. The power demand of the vehicle
is calculated by

CpAu?

u .
P = ﬁ Mg (fo+ fiu,) cos 6+Mg sin 6+ |
@)

3
TABLE 2: Parameters of prototype bus.
Symbol Value Unit

Glider mass 11500 kg
Cargo mass 3500 kg
Wind coeff. Cy 0.65
Front area A 7.2 m’
Zero road resistance coeflicients fo 0.0078
First road resistance coeflicients f 0.000056
Gravity g 9.81 ms’
Efficiency of powertrain n 0.9

Slope = 20% Slope = 15% Slope = 10% Slope = 5% Slope = 0%

Power (kW)

Velocity (km/h)

FIGURE 4: Resistance power versus velocity at constant speed.

where u, is the velocity in km/h; M is the total bus mass
in kg which is the sum of glider mass and cargo mass; 0 is
the percentage of slope; g is the gravity, 9.81kg-m/s; A is the
frontal area; C, is the wind coefficiency; f, and f, are the
zero and first coefficients of road rolling resistance. The value
of the parameters used in (1) is listed in Table 2.

The power demand versus the velocity is shown in
Figure 4.

Generally the slope of the overpass is about 4% according
to the state standards in most cities. For city bus it is estimated
that the maximal velocity will not exceed 50 km/h, and the
constant speed to climb the overpass will be 30~40 km/h.
Considering the passenger and cargo mass, the total mass
of the bus would be 16000 kg and the resistance power is
less than 132 kW when the speed is lower than 100 km/h, the
same as the power at 44 km/h with a 5% degree slope. Usually
there is about 20~25kW accessories power, such as the air
conditioner, fans, and other components. So the total power
of the engine would be greater than 150 kW, which is 204 hp.
The J-series engine of Yuchai Machinery Corp. has the power
from 180 to 245 hp, so the 200 hp diesel engine is selected.

3.2. Average Traction Power. Another consideration is that
the average traction power produced by engine will be greater
or at least not smaller than the road resistance during the city
cycles which has many stop & go situations. Otherwise the
battery might not be charged by the regeneration and even-
tually the charging-drive cannot be avoided.



The average driving power can be calculated by

oMu, du,
) ; (2)

1
P=— | (Poua+ =2
¢ T,[ ( oad 12,961 dt

where o is the equivalent factor to transform the inertia to
traction and other parameters are the same as those of (1). The
average power is highly associated with the average velocity,
but it is much smaller than the engine power capacity as
selected in former section. Thus the engine power design
naturally meets the requirements of city cycles.

3.3. Engine Torque Capacity. The dynamic characteristics of
pure engine drive also should be considered if the battery or
motor failed. The dynamics factor which indicates the accel-
eration ability and slop-climbing ability is shown in

1 o CDAu2
D= m (Tice — TAcc)lglom - 21'15‘2 > (3)

in which Ty is the maximal torque of engine, T is the
accessories torque, as 70 N-m in this case; i, is the gear ratio of
the transmission, i, is the ratio of final reducer, and r is the
wheel radius. The transmission and final reducer design will
be discussed lately, but for city bus the highest gear is often set
as 1, and the lowest gear is 6~7, the ratio of final reducer
is often 5~6, and the wheel radius is often 0.5 meter. The
maximal torque of the 200 hp diesel engine is greater than
730 N-m, and the D factor of the first gear is illustrated in
Figure 5, in which i, is 6 and i, is 5. D is greater than 20%
which means that the dynamics of engine only would be
acceptable.

4. Motor Matching

The major role of the motor is to propel the vehicle to a
certain speed and assist the engine if the driver presses the
pedal fully, and to generate electric power to charge the
battery when brake is active. A typical motor characteristic is
shown in Figure 6; it consists of a torque-constant range and
power-constant range. Normally during EV the engine will
work in the torque-constant range; thus the maximal torque
is decided by the dynamic characteristic or the D factor in
same meaning. The maximal power is applied when the bus
is braking to recover the electricity as much as possible; thus
the turning point and maximal power are decided. Finally the
electric power should be balanced for the sustainable drive.

4.1. Regeneration Evaluation. When the bus is braking, the
electric motor will produce the maximal negative torque to
recover the motive energy. The brake force distribution can
be shown as

Tbrake = Twheel + Tm + Mg (fO + fluu) =

where Ty ... is the total brake force, T, is the brake force
of the brake disc, and T, is the negative torque of motor. To
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FIGURE 6: Characteristic of electric power.

achieve the maximal regenerative energy, T,
Thus the equation can be rewritten as

heel 18 set to zero.

CpAu
2D1 15a + Tnegative' (5)

Tbrake = Mg (fO + flua) +

The total electric energy is calculated by
T i
= J HmMb mlglouadt (6)
1145.887r

and the efficiency of motor (1,,) and battery (1,) is set to
90%. Thus the regeneration rate A,.,,, which is the total
regenerative energy versus the motive from a certain velocity
to zero, is an indicator to value how the power and the basic
point 7, affect the brake recovering, derived by

2E

/\regen = M_Lr; (7)

a

The following chart (Figure 7) is the simulation result of
the regenerative brake from 45km/h. During simulation, a
fixed gear is selected, which normally is the highest or the sec-
ond highest gear; the final reducer ratio is set to 5. And then
the maximal motor negative torque and base speed #;, have
been changed to calculate the regeneration rate. Firstly the
base speed of the motor is set to 1400 r/min, and the motor
torque is increased by 100 N-m steps. The results are shown
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TABLE 3: Regeneration ratio under different maximal regeneration torques.
Unit & 2 3) “) 5) (6) ™)
Torque N-m 0 -100 =200 =300 —400 =500 -600
Engine power kw 0 15 30 45 60 75 90
Distance m 75799 470.11 341.41 268.22 220.96 187.89 163.47
time s 133.10 79.40 56.70 44.10 36.10 30.60 26.50
Eregen kW-h 0.00 012 017 0.20 0.22 0.23 0.24
/\regen % 0.00 2738 39.75 46.82 51.40 54.61 56.98
50 58 -
45 56
40 % 54
= 354 ‘é 52 -
£ 30 g 201
25 5 48
B g
T 20 & 461
=] Q
2 & 44 -
= 15
1o 42 4
40 T T T T
> 800 1000 1200 1400 1600
0 T T T T T T 1 ny, (r/min)
0 200 400 600 800 1000 1200 1400
Time (s) (] ig = 1, initial speed = 1200 r/min
7] ig = 1.5, initial speed = 1790 r/min
FIGURE 7: Velocity profile with different motor torque.
FIGURE 8: Regeneration ratio under different base speeds.
. . . 25.0 - ig =6
in Table 3. The more the negative torque is, the more energy '
is recovered and the shorter the brake distance and time are.
However when the torque increases from 0 to —400 N-m,
Aregen is increased to 46.8% from 0, but when the torque
continues to increase to —600 N-m, there is only 10.16% of
regeneration ratio added and the total A, is 56.98%. Thus S
the motor negative torque should be —400N-m or even A

—-600 N-m only if the motor cost allows.

Then the torque is set to —400 N-m and the base speed
has been changed. If the gear ratio (i) is 1, the motor speed is
about 1200 r/min. If the second gear is selected and the ratio
is 1.5, the motor speed is 1790 r/min. The simulation results of
these two kinds of gear ratio are shown in Figure 8, but the
different profiles are shown in it. For i, is 1.5 and the initial
speed is about 1790 r/min, the higher base speed is, the larger
regeneration ratio is. It is because the maximal constant
negative force by the motor can be affected more widely as the
base point speed is high. However if i, is 1.5, the initial speed
is 1200 r/min and the regeneration ratio will not increase if the
base point is larger than the initial speed. In fact the drivers of
city buses are inclined to change the higher gear to lower the
engine speed and lower the fuel consumption further. So in
this case for city buses the larger range of the constant power
is favorable for the regeneration. From this point of view, the
base speed should not be higher than 1200 r/min.

4.2. Dynamics Evaluation. The motor torque design is to
satisfy the pure motor drive and to help the engine when the
driver presses the pedal fully. The D factor of the first and

R
—
K——x

5.0 F
0.0 1 1 1 1 1 1
900 1100 1300 1500 1700 1900 2100
Motor speed (r/min)
—>— 300 N-m —e— 400N-m
—— 500N-m —A— 600N-m

FIGURE 9: D factor of the motor with different maximal torques.

second gear should be big enough to overcome the slopes.
The D factor is calculated by

21.15T 00k g — CpAu
- 21.15m

(8)

>

where the propelling torque is the motor torque only com-
pared with (8). The D factor of the motor is shown in
Figure 9, and the minimal D during the constant torque
range is 10% whose motor torque is 300 N-m.
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FIGURE 10: D profile and the torque profile of the powertrain.

Also as the EV mode will not be used too much in post-
position parallel configuration because the motor will only
drive the vehicle to a certain speed until the motor speed is
greater than idle speed, the acceleration time is not mainly
decided by the motor but by the motor and engine together.
The total torque profile shown in Figure 10 is much larger
than the D of the motor only or D of the engine only; thus
the dynamics would be superior compared with the those
conventional buses.

5. Gear Ratio Design

From Figure 1, the transmission affects the dynamics and fuel
economy in conventional buses, and it also affects the hybrid
bus because in postposition parallel hybrid configuration the
route of power is the same like the conventional bus [10].
However for hybrid powertrain as the analysis before, the
dynamics would be improved greatly with the help of motor.
Thus the main consideration of gear ratio design is the fuel
economy only. Normally the equivalent fuel consumption,
calculated by

genr CpAu

= 95490pui i | i NN C
Q. 95490pui i g (fo+ fiua) + )

21.15

is used to evaluate the fuel economy of different gear ratios
to compare the fuel economy of different gear ratio groups.
Here g, is the equivalent fuel consumption in g/(kw-h), p is
the density of diesel fuel in g/mm’. For the same diesel
engine, g, is same and Q, is influenced by i, and i, greatly.
The relationship of the speed n and u, can be explained

n 250igi

37rr (10)

Uy
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TaBLE 4: Combination of i, and i,.

iy i,
A 7.03 4.09 2.45 1.5 1 0.81 4.875
B 6.98 4.06 2.74 1.89 1.31 1 4.875
C 7.03 4.09 2.45 1.5 1 0.81 5.125
D 6.98 4.06 2.74 1.89 1.31 1 5.125

TABLE 5: Result of n/u, (r = 0.5).

nju,
A 181815 105.778  63.364  38.794 25863  20.949
B 180.522  105.003 70.864  48.880  33.880  25.863
C 191139 111.203 66.613 40.783 27189 22.023
D 189.779 110.387 74.498 51.387 35.618 27189
and the equation can be rewritten as
2.2 5
Gelglo CpAu
Qe = Mg(f0+flua)+ 21 15a . (11)

From (11), the first road resistance f, is very small in buses,
so in this equation it has been neglected; thus (11) is rewritten
as

CpA
Q. = % <C1i;i3M9fo +Cy P

2
2115 > (12)

where C; and C, are constant values. From this equation it
can be found that the smaller i, and i, are, the lower Q, we
get for the same velocity.

In Table 4, four groups of gear ratios are shown and final
reducers and also their value of #n/u, are shown in Table 5.

Q, of groups A and B are shown in Figure 11 and Q, of
groups A and C are shown in Figure 12. It can be seen from
Figure 10 that the curves of Q, of the high gears are drifted
from higher range of group B to lower range of A. Thus
the smaller the i, is, the lower total fuel consumption is. In
Figure 12 only curves of Q, of the gears IIl and IV are drifted
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TaBLE 6: Characteristics of different Li-ion battery cells.

Battery cell type Unit Symbol LFP LMO
Discharging power density ~ W/kg Pp 1440 2500
Charging power density W/kg Pc 860 2000
Energy density W-h/kg PE 58 99
Energy of cells W-h E 64 28.8
Nominal voltage \% Vel 3.2 3.6
Capacity Ah C 20 8
Mass kg My L1 0.29

from higher ranger of C to lower ranger of A, but the curves
of Q, of the gears V and VI are almost the same. But for city
bus the gears IIl and IV are the most used gear; thus lowering
the final reducer will decrease the fuel economy further.

6. Battery Matching

6.1. Power Matching. The battery’s power selection is decided
by the maximal electric power of motor as shown in

P, =-=, (13)

where 1, is the charge and discharge efficiency of battery, P,
is battery power, and P, is motor power. Thus if the maximal
power of electric motor is 70 kW, the maximal battery power
is 85 kW.

Li-ion battery is widely used in hybrid electric vehicle
because of its high power density (pp, W/kg) [11]. Gener-
ally the charging power density p- and discharging power
density pp, of battery are different. Table 6 shows the power
density, energy density, and other characteristics of two typ-
ical types of Li-ion battery cell used in HEV, LiFePO4 (LFP),
and LiMn,0, (LMO). In HEV application, battery pack is
often a collection of many cells, and several cells are firstly

7
TABLE 7: Summary of parameters of hybrid powertrain.
Vehicle parameter
Size 11500 mm x 2800 mm x 3250 mm
Vehicle mass 12500 kg
Cargo mass 5500 kg
Engine
Type YC6J200-30
Displacement 6.5L
Fuel type Diesel
Maximal power 155 kW (210 Ps)
Maximal speed 2500 r/min
Maximal torque 750 Nm at 1400~1800 r/min
Emission O
Motor
Peak/normal torque 600 N-m/400 N-m
Peak/normal power 90 kW/50 kW
Basic speed 1450 r/min
Maximal speed 3000 r/min
Coolant type Coolant
Voltage 250~400V DC
Battery
Type LMO battery
Capacity 16 Ah
Voltage 346V
Coolant type Wind
Powertrain
Transmission type QJ S5-120
Wheel radius 0.5m
Gear ratio 7.34/4.2/2.47/1.45/1
Final reducer 4.875

paralleled together to form a cell module which has greater
capacity and then the cell modules are connected in series to
battery pack so as to meet the voltage and energy requirement
[12].

The number of cell modules #; is decided by the motor
maximum voltage demand V., described in

ax’

Vmax
N~ ——, (14)
) ‘/cellmax
where Vg .y 18 the maximum voltage of battery cell. The

power demand of each cell P, can be expressed as

By
P cell = ——+ (15)
nS
The number of parallel cells in cell module 7, is calculated
by
PEP cell
n,=———, (16)
P pCEcell
where E_; is the nominal energy of each cell. As the charging
and discharging power densities are different, in this equation
the charging power density p- should be used.
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TABLE 8: Test results of fuel economy and acceleration.
Chinese typical cycle Fuel saving: 25.2% 0~50 km/h
Fuel economy i Battery energy consumption Fuel economy revised Acceleration test
(L/100 km) regen (W-h) (L/100 km) (s)
Hybrid bus 22.09 46.2 60.75 22.44 19.8
Traditional bus 29.22 0 0 29.22 22.1
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FIGURE 13: Electric energy fluctuation of Chinese city cycle.
= 80 2
Z
< 60}
L .
Lo W" R
= ‘ | ‘
= 20} L A ‘ W 1 =
R T Vi
: ol Pty ! (AR AR 2
105 I
93 —20t M ‘ ’ INIIW ww‘ &
—_ L
E -40 ’ 0 £
< 60t
= -0.5
T -80f
S -100 -1
Time (s)
—— Velocity (km/h) —— SOC (%)
—— Battery power (kW) —— Battery energy (kW.h)

FIGURE 14: Electric energy fluctuation of Chongging typical cycle.

The maximum voltage demand of motor is about 400 V
and the max cell voltage of LMO battery cell is 4.2 V; thus n
in this case is selected as 96. P is about 0.885kW; then the
n, is 1.5 for LMO battery, so final results 7, is 96 and n,, is 2
for LMO.

6.2. Energy Matching. The electric energy requirement will
be validated by simulation tools and real road test. The
typical Chinese city cycle and EUDC + CTC are used to
simulate the electric energy demand for the hybrid bus by
advisor. The electric energy is consumed when the vehicle is
accelerating in high speed. From Figure 13, the electric energy
fluctuation is smaller than 0.12 kw-h. In real road test result
shown in Figure 14 which is tested in a typical mountainous
city (Chongqing City, China), the maximal electric energy

consumption fluctuation is about 2.1 kw-h. From the former
calculation, the total energy Epp of battery pack of LMO is
calculated as

Egp = Vcell”scnp' (17)
The SOC using range has been set from 30% to 70%, and
the battery pack output is about 2.21kw-h. Thus the energy
of battery pack can meet the energy requirement of hybrid
electric vehicle.

7. Results Comparison

From the former calculation, the parameters of hybrid power
train are summered in Table 7. A prototype bus is built and
then the experiment is conducted. Test result according to
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the Chinese State Test Standards [13] illustrated in Figure 13
and Table 8 shows that the regenerative rate is greater than
45%, and the fuel saving is about 25.2% compared to the
same size bus with the traditional diesel engine after the fuel
consumption is corrected by electric energy consumption.
The acceleration test result [14] shows that the 0-50 km/h
acceleration time is less than 20 seconds, about 2 seconds
faster than the target bus.

8. Conclusion

The methodology of parameter matching of postposition
parallel hybrid powertrain is proven effectively. The keys to
this methodology are summarized as following notes.

(i) The engine powerrating is decided by the power
demand when the bus is driving in high speed in
constant road, the highest gear ratio should match the
top velocity with the highest engine speed, and the
lowest gear ratio should satisty the dynamic require-
ment. To realize the low engine speed in city cycle, the
n/V selection should be smaller.

(ii) The torque and power matching of motor are affected
by the potential of regenerative brake, and a proper
regenerative rate should be achieved.

(iii) The battery size should satisfy both the electric power
requirement and energy requirement during specified
drive cycle.

Finally this methodology of parameters matching for
postpositioned parallel hybrid configuration could easily
extend to other HEV types.
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Gripping and holding objects are key tasks for robotic manipulators. The development of universal fingers able to pick up unfamiliar
objects of widely varying shapes and surfaces is a very challenging task. Passively compliant underactuated mechanisms are one
way to obtain the finger which could accommodate to any irregular and sensitive grasping object. The aim of the underactuation
is to use the power of one actuator to drive the open and close motion of the finger. The underactuation can morph shapes of the
finger to accommodate to different objects. As a result, the underactuated fingers require less complex control algorithms. The fully
compliant mechanism has multiple degrees of freedom and can be considered as an underactuated mechanism. This paper presents
anew design of the adaptive underactuated compliant finger designed by topology optimization. The main points of this paper are in
explanation of kinetostatic analysis of the proposed finger structure using approximate rigid-body model with added concentrated
compliance in every single joint of the finger. The results can be used as estimation for gripping force or finger displacement.

1. Introduction

Significant efforts have been made to find robotic finger
designs simple enough to be easily built and controlled, in
order to obtain practical systems. To overcome the limited
success of the early designs, a special emphasis has been
placed on the reduction of the number of the finger’s degrees
of freedom, thereby decreasing the number of actuators.
The strategy for reducing the number of actuators while
keeping the finger capability to adapt its shape to the grasped
object (in order to increase the number of contact points) is
referred to as underactuation. Papers [1-8] show that under-
actuation allows reproducing most of the grasping behaviors
of the human hand, without augmenting the mechanical
and control complexity. Due to the multiple degrees of

freedom and passive behavior, any compliant mechanism
can be considered as an underactuated mechanism [9-14],
that is, with fewer actuators than degrees of mobility. Finger
compliance allows the finger to passively conform to a wide
range of objects while minimizing contact forces.

To take full advantage of the dexterity offered by multi-
purpose hands, it is needed to be able not only to analyze
a grasp but also to synthesize it. In other words, the grasps
would be planned that have such features as force closure, fea-
sibility, reachability, compliance, equilibrium, and stability.

Grasping is a form closure when positive combination of
contact forces derived from frictionless contacts can resist
perturbation forces. Form closure can be defined solely in
terms of mobility without specifying contact forces at all.
A grasp on an object is a force closure grasp if and only if


http://dx.doi.org/10.1155/2014/145648

(a)

Advances in Mechanical Engineering

G
/5%%

()

FIGURE L: Two target grasping functions of the optimization procedure: (a) compliant finger behavior for convex grasping shape; (b) compliant

finger behavior for concave grasping shape.

it can exert arbitrary force and moment on the object by
pressing the finger tips against this object [15]. Equivalently,
any arbitrary motion of the object will be resisted by a contact
force from the fingers, which means that the object cannot
break contact with the finger tips without some nonzero
external work. That is, the total freedom of the object is
zero. Force closure is only one necessary condition for grasp
synthesis.

The screw theory [16, 17] can be used to do contact
analysis of the robotic fingers. Screw theory uses a matrix
representation to describe, for any mating features, the part’s
degrees of freedom (twist matrix) and the directions along
which the contact forces react (wrench matrix). From these
screw-matrices it is possible to individuate the exact contact
conditions of parts into the assembly. Distribution of a load
wrench between multiple robotic subsystems as the legs
of a walking vehicle or fingers of multifingered hand was
discussed in [18]. Such a model is particularly relevant to
the analysis of multiple cooperating arms in direct contact
with a passive object where the end-effector of each arm
is independently controlled to automatically maintain force
closure at the contact. In [19-21] was analyzed detection of
intrusion of multi-agent systems. In [22], a framework for the
analysis of frictionless rigid-body interactions was presented.
A deeper understanding of the projective approach to the
kinetostatic analysis of robot manipulators with arbitrary
topology was gained in [23], extending the method presented
in [22] for the kinetostatic analysis of serial and parallel
manipulators.

In this paper, a new design of the adaptive robotic finger
with fully distributed compliance will be presented at the
beginning. The optimal topology structure of the adaptive
finger is obtained by optimality criteria method using math-
ematical programming technique [24-27]. Afterwards, the
rigid-body counterpart of the compliant finger mechanism
will be designed. Due to large deflection of the compliant
finger mechanism, the finger kinetostatic analysis would
require very strong nonlinearities which are impractical and
very complicated process. The key goal of this investigation
is to establish an approximated kinetostatic model of the
rigid-body finger mechanism using screw theory. By the kine-
tostatic analysis, the finger contact forces could be estimated.
The instantaneous motion of a grasped object is described

by a twist. A twist is a spatial vector which captures both
the angular and linear displacement of the object. Wrenches
are used to describe the system of finger forces and moments
exerted on the grasped object.

2. Finger Structure Topology

Figure 1 shows the target functions for optimization process
of the finger mechanism for two grasping shapes of object,
convex (Figurel(a)) and concave (Figure 1(b)). The target
functions (target grasping shapes) are concave and convex.
The design domain for the unknown mechanism is shown as
well.

Topology optimization of compliant mechanisms can be
performed based on continuum, as well as truss and frame,
discretization. Here, the continuum discretization was used.
The goal of the topology optimization problem is to design a
structure that converts an input displacement on a prescribed
output displacement. To be able to transfer work from the
input port to the output port, the displacement must be
performed in a structurally efficient way. Here, the finger
contact points with object were assumed to be fixed.

Assuming that the input is a linear strain based actuator,
it can be modeled by a spring with stiffness k; and force f;.
The input port has input displacement ;. The goal of the
optimization problem is to maximize output displacement u,
(or force or work) performed on a work piece modeled by a
spring with stiffness k,. By specifying different values of k,,
the output displacement amplification can be controlled. If a
low value of k, is specified, the large output displacements can
be obtained and vice versa. In order to maximize the work on
the output spring, the available material must be distributed
in the structurally most efficient way [20]. The design domain
is shown in Figure 2. Here, a unit force (f;) is applied to
the input spring on the right. Therefore, the objective is to
maximize the displacement at the output spring (u,). Since
the adjoint method is used to calculate the sensitivity of
u,, it is necessary to use two load cases. This means that
F is a matrix with two columns, F = [F;,F,], where the
first column contains force f; that is applied to node n, at
the input spring and the second column contains the unit
virtual load f,, applied to node n, at the output spring,
which effectively “extracts” the displacement at the output
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FIGURE 2: Design domain of the finger mechanism optimization process for two grasping shapes of object: concave (a) and convex (b).

FIGURE 3: Optimal design for the gripping mechanism obtained by
optimality criteria method.

spring. The global displacement matrix also consists of two
columns, U = [U,,U,]. Here, it can be seen that the contact
point becomes the support during the optimization process
(Figure 2).

The optimal finger structure topology obtained by opti-
mality criteria method is shown in Figure 3. The finite
element discretization was 60 x 40 and volume fraction was
0.5. Here it can be seen that the obtained finger structure
has distributed compliance, so it is not needed to imple-
ment additional constrains in the optimization procedure.
The finger behavior verification is shown in Figure 4 for
both grasping shapes, convex (Figure 4(a)) and concave
(Figure 4(b)).

To investigate the behavior of the compliant underactu-
ated adaptive finger, many FEM simulations were performed.
According to the FEM simulations, the finger structure was
slightly altered [28-31].

The entire FEM analysis was performed in ABAQUS
software with following parameters and characteristics:
(i) grasping object as explicit discrete rigid element,

(i) finite element type for grasping object R3D4: a 4-node
3-D bilinear rigid quadrilateral, 1 mm size,

(iii) finger material: ABS plastic (mass density 1250 g/mm’
and Young’s modulus: 2.3 GPa, Poisson’s ratio: 0.37),

(iv) solid and homogeneous section for the finger,

(v) finger as explicit 3D stress element,

(vi) finite element type for the finger C3D8R: an 8-node
linear brick, reduced integration, hourglass control,
I mm size.

According to the performed FEM simulations, it was
proven that the finger could accommodate to the two main
target grasping shapes of the objects: a convex (Figure 5(a))
and a concave (Figure 5(b)) grasping shape. Input displace-
ment (red arrow) is also depicted in Figure 5.

According to the obtained compliant finger topology the
rigid-body counterpart mechanism was designed (Figure 6).
The rigid-body finger mechanism was composed of two
four-bar crank mechanisms, one for each of the two finger
phalanges. Since the rigid-body finger mechanism has more
degree of freedom than the number of inputs (one), torsional
springs were added in each of the finger joint (Figure 7).

3. Screw Theory

Screw theory, already known at the beginning of 20th century,
is particularly suitable for the kinetostatic analysis of a rigid-
body. This theory is based on the well-known theorems of
Chasle and Poinsot [16, 17].

Chasle’s theorem: a motion of a rigid-body can be rep-
resented by a rotation of the body around an instantaneous
screw axis and translation along the same axis.

Poinsots theorem: any system of forces and moments
(generalized forces) acting on a rigid-body can be uniquely
replaced by one force and one moment. This force will be
located along the same instantaneous screw axis around
which the moment acts.

Twist and wrench are fundamental concepts of the screw
theory and describe motion and force. A twist is a screw,
which describes to first order the instantaneous motion of a
rigid-body. It is a unified representation of the translational
and rotational velocity. The first triplet represents the angular
velocity w of the body with respect to a global reference
frame. The second triplet represents the linear velocity v,
in the global reference frame, of the point of the body that
is instantaneously superimposed to the origin of the global
reference frame:

V=7Xw, T:[wx w, W, Ve Vv, vz]. )
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FIGURE 5: Finger accommodation to (a) convex and (b) concave
grasping shape of object.

For only linear motion, the first linear entries are zero,
while, if the rotation axis passes through the global reference
frame, the second triplet entries are zero.

A wrench is a screw, which describes the resultant force
and moment of force system acting on the rigid-body. The
first triplet represents the resultant force in a global reference
frame, while the second triplet represents the resultant
moment of the force system about the origin of global frame:

f:Zfi; m:ij; m; =1; % f;
" y (2)
W= [fx fy fz my m, mz]'

A screw is an ordered set of two triplets and represents
indistinctly a twist or a wrench. This unified representation
can be realized thanks to the structural similitude of twists

(®)

(a) (b)

FIGURE 6: Compliant finger structure (a) and rigid-body counter-
part finger (b).

and wrenches: the first triplet (angular velocity/force) rep-
resents a linear vector (rotation axis direction/force acting
line); the second triplet (linear velocity/moment) represents
a free vector. The only point associated with the screw is that
whose velocity is represented in the twist or that to which the
moment is evaluated.

A twist matrix is a matrix representation of a set of n
twists, each one represented by a row of the matrix. The
matrix has dimension (n x 6), while its image has dimension
equal to the matrix rank. From a physical point of view, the
matrix image is the set of all the independent motions that
the body or the joint can support. In the same way, a wrench
matrix can be defined.

Reciprocity is the most useful property of the screw
theory. Atwist T = [w v]andawrench W = [f m] are
reciprocal if m * w + f * v = 0; that is, the virtual work of the
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FIGURE 7: Underactuated finger with all parameters for kinetostatic analysis.

wrench along the directions of the twist is null (mathemati-
cally speaking, the twist matrix is the complementary space
of the wrench matrix).

If two constrained parts are rigid, if the surface contact
is frictionless, and if the contact between the parts does not
break, then twist and wrench associated with the constraint
are reciprocal. This property permits to move easily from the
twist matrix image to the wrench matrix image and vice versa.

The calculation of the reciprocal of a screw matrix consists
in two operations: (I) calculating the transpose matrix of
the null of the screw-matrices and (II) changing the first
three elements with the second three ones (flip operation).
This operation is necessary in order for the elements of the
resulting wrench to come out in the order [f m].

Screw theory provides a complete method for determin-
ing the mathematically exact kinematic state of assemblies.
It can be used to analyze the state of motion and constraint
in assemblies joined by arbitrary combinations of assembly
features. Through both twist matrix and wrench matrix, it
is possible to individuate the exact constraint conditions of
parts into the assembly.

4. Kinetostatic Analysis

Underactuated fingers generally use elastic elements in the
design of their unactuated joints. Thus, one should rather
think of these joints as uncontrollable or passively driven
instead of unactuated. In underactuated fingers, the actuation
wrench T, is applied to the input of the finger and is
transmitted to the phalanges through suitable mechanical
elements, for example, four-bar linkages. Passive elements
are used to kinematically constrain the finger and ensure

the shape-adaptation of the finger to the object grasped. The
rigid-body counterpart of underactuated two-phalanx finger
considered in this paper and all important parameters are
illustrated in Figure 7. The actuation torque T, is applied to
the first link which transmits the effort to both phalanges.

A simple kinetostatic model for the rigid-body counter-
part of the proposed adaptive finger with compliant joint
can be obtained by adding springs to every joints of the
finger. A grasp state is defined as the set of the geometric
configurations of the finger and the contact locations on the
phalanges necessary to characterize the behavior of the finger.
Static model of the finger is built to obtain generic grasping
forces exerted by the phalanges where some notations are
used:

(i) A,B,: the length of the proximal phalanx,
(ii) ByC,: the length of the distal phalanx,
(iii) A,A: the length of the first driving bar,
(iv) B,B: the length of the second driving bar,
(v) AB: the length of the underactuation bar,
(vi) F,: the grasping force on the proximal phalanx,
(vii) F,: the grasping force on the distal phalanx,
(viii) s,: the force arm of F, with respect to A,
(ix) s,: the force arm of F, with respect to By,

(x) 0,: the rotating angle of the first driving bar with
respect to the baseline,

(xi) 0,: the rotating angle of the proximal phalanx with
respect to the baseline,

(xii) 0,: the rotating angle of the distal phalanx with respect
to the proximal phalanx,



(xiii) k;: the stiffness of the torsional spring associated with
0,

1

(xiv) T,: the torque of actuator,

(xv) T;: the torque produced by the decoupling spring T; =
—k; % A0, i=1,2,3,4,56

(xvi) AB;: the ith joint coordinate relative to the rest
configuration 0, — 0;.

To determine the distribution of the contact forces
depending on contact point locations and the joint torques
inserted by springs, the friction must be ignored and grasping
object has to be fixed. The contact forces are established for
the separate proximal and distal models presented in Figure 8
with the kinetostatic analysis.

The input and the output virtual powers of the finger
should be equated as

T  «w=F" %V, (3)

where

H

3,

]
i e el ke

— input torque vector exerted by the actuator and the springs,

S1
ApBy s,
(M+W * c0593) -,
s; —AyA xsin0,

AyBy +e* cos@z) -,

Therefore the contact point velocities for both phalanges can
be expressed as

—_

w [38)

N

D> D-
w

r
f=)
L

7)

AgBy + ByB # cos 05 + BC = sin (05 — 05) —s, s, — ByB # cos (0 + 0,) — BC = sin 6;
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0,
6,
W= gz — corresponding velocity vector,
’3
0,
05
T _ Fl
e[
— vector of contact forces for two finger phalanges,
_ W
v=[v)

—> vector of the projected velocities of the contact points,
T, =k, * AB,,  i=1,2,3,4,56
Ty = —kg * AOg
— no influence—very small changing,
k; — stiftness of the torsional spring associated with 0;.

4)

Contact point velocities for both phalanges V. can be
expressed as the product of a Jacobian matrix J and the
derivatives of the phalanx joint coordinates; that is,

0,

0,

_|YilZ 0
v - [Vz] -1l g | (5)

0

| 06
where
AyB, * cos0, +s, ]
S,

s, — ByB  cos (0; + 6,) ©)

(AOB0 * cos0, + 52) — AyA #sin6,

ByCy -5,

where
Ay =5,

Ay =AgBy - sy,

A= (AOBO + BB c0503) -5,
Ay =5 —AyA=*sin0,,

A5 = AyB, + ByB * cos 05 + BC * sin (05 — 05) — s,

A= (AOBO +e cos@z) -5,
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FIGURE 8: First (a) and second (b) phalange of the finger as rigid four-bar linkage mechanism.

A, = AyBy * cos, +s,,

Ay =5y

A,y =s,— BB % cos (05 +0,),

Ay = (A4By # cosb, +5,) - AgA * sinf,,
A,s = s, — ByB % cos (6, + 0,) — BC * sin0s,

Ay = ByCy — s,
(8)

Due to four-bar linkages as transmission mechanisms in
both finger phalanges (Figure 8), the principle of transmis-
sion of instantaneous angular velocities [32] gives the angular
velocity ratio of every linkage. By superposition for given
four-bar linkage and using the principle of instantaneous
angular velocities can be obtained,

PSIBO

g4 —TuBo
P; By + AyB,

+ 6,

+ P;, By * P53 B,
(P31By + AgBy) * (Ps3B, + ByC,)

%0

6°

_ PuBy+ (PpA, +AA) .
! (P31Bo + AoBo) * PyAg

1>

P, B, + B,B -
= TP F 5By

3 1

PZOBO
_ Pg3 By, * (P4oB+Bo_B) 0
® (PBy +ByCo) * PgB
_ PyyC+CC .
5 P4OC 2

)

7
(b)
In matrix representation, it becomes
1B, 0 0 0 By
0 1 By By, 0 0
o 0 1 0 By By
Jr=1o 0 o 1 0 o | (10)
0 0 0 0 1 0
0o 0 0 0 O 1
where
P, B
B, = —sb
P31 By + AyB,
P, B, * P53 B,
By = ’
(P5By + AgBy) * (P53B, + ByCy)
B..— Py B, +W
8= T —
20Bo
_ PyBy * (PpA, +AA)
24 = ,
(P3IBO + AOBO) * PyyAg
_ PyC+C,C
35 PC >
_ PgBy # (P4OB+BO_B)
36 = :
(PsaBo + Boco) * PyoB
(11)

The first row in the matrix J; represents the finger
mechanism without compliance, that is, only with added
spring in one joint to ensure coherent motion. Expressions in
the other rows represent added compliance in the other finger
joints. For noncompliant mechanism, there are expressions
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FIGURE 9: Visual representation of the four main grasped patterns.

only in the first row. Matrix J; relates vector w to the time
derivatives of the phalanx joint coordinates as

6, 0, 6, 0,

0, 0, 0, 0,

_| o _ 0, 0, | _ 6;
O I I O e O R )

0, 0s 0, 0s
6, | 6] le] Lal
(12)

Using previous equations, the grasping forces vector can
be expressed as

Fl=T"swsV" (13)
and the following expression can be obtained:

FTz[Cu Cn Ciz Gy Cys Cm]-]’l, (14)

where
C11 = Ma’
M P, B
Cpp= M, + a * 31D
Py B, + A,B,
M, (P, B, + B,B
Chy= M, + 1(200 0)
PZOBO
Coum M4 M, % Py By # (PyAy + AjA)

(P31B0 + AoBo) * PyyA,

M, » (Pl + C©)

Cis =M, +
15 4 P40C

M, * P31 B, = Ps3B,
(Py By + AyBy) * (Ps3By + ByCy)

Cie= M5+

M, * Ps3By * (m*m)

+
(Py3B, + ByCy) * PyyB

(15)

By some trigonometric manipulations with the instan-
taneous centers of rotation for the four-bar linkages, the
following relationships can be obtained:

P;, By = Py B, (92’63) >
PyyBy = Py B, (03) >
P51 Ay = Py A, (9:1’91) >
L (16)
P53B, = P53 B, (92’93) >
PyC =P C (66)’

PyB = PyyB (65).
Finally, the grasping forces on the phalanges are expressed

as function of all angles, inserted spring torques in every joint
and phalanx contact distances:

Fy (0,,61,0,,05,05,05, T, T1, Ty, T, Ty, Tss 515 5,)

T _
F= FZ(ea’gl’GZ’93’05’96’Ta’Tl’TZ’T3’T4’T5’51’52)

17)
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F1Gure 11: Contact force for first (a) and the second (b) finger phalange as function of contact point positions for both finger phalanges.

The result reveals that the grasping forces are linear func- 5. Classification of Grasp Patterns
tions of joint torques determined by the finger configuration
and the contact locations on the phalanges. Note that 6, is

Four main grasp patterns in total can be summarized.
absent in the expression of grasping forces.

They are mainly dictated by the shape and the size of the
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FIGURE 12: Contact forces of both finger phalanges as functions of joint torques caused by inserted springs.

object grasped. To illustrate the typical scenario of each
pattern, a convex object is grasped by the finger in Figure 9.
Assumption is taken that equilibrium is established between
the finger and forces from the opposite direction of another
symmetrically positioned finger which is not shown. The
patterns are classified according to the number of activated
phalanges in contact with the object and the relationship
between the two phalanges in equilibrium.

Pattern A: only the input phalanx contacts the cylinder
and the coupling ratio (displacement transfer) between the
two phalanges does not change (Figure 9(b)).

Pattern B: the first driving bar rotates while the input
phalanx is still in contact with the cylinder. The coupling ratio
between the two phalanges begins to change.

Pattern C: the equilibrium is built in a two-phalanx grasp.
The input phalanx is blocked. The distal phalanx contacts the
object and the coupling ratio changed (Figure 9(c)).

Pattern D: the distal phalanx is blocked while the second
driving bar rotates to its mechanical limited position and the
coupling ratio changed (Figure 9(d)).

6. Results of the Kinetostatic Analysis

Kinetostatic analysis was performed for contact point posi-
tions in the middle of both finger phalanges. Figure 10 shows
the relationships of the contact forces as function of input
driving bar angle. As can be seen, in the beginning of gripping
process, the first finger phalange gets in contact with object.
The contact force on the first phalange is almost constant

since during the first period finger only pushes the grasping
object since it was unfixed. Until some point when the object
is fixed the contact force begins to increase. The contact force
on the first phalange increases when the grasping object was
fixed. The increasing period lasts until the second phalange
is activated and the finger coupling ratio is changed. First
phalange contact force decreases due to the finger relaxation
since the second phalange takes some part of thecontact
force. It can be seen that the second contact force only
increases.

The finger contact forces as function of the contact point
position of both finger phalanges are presented in Figure 11.
It can be noticed that the maximum contact force for the
both finger phalanges occurred when the contact point
positions are between 15 and 20 mm for the first phalange
and between 0 and 5mm for the second phalange. It means
that the maximum contact forces were in the middle of the
finger.

Finger contact forces as function of joint spring torques
are presented in Figure 12. It is interesting that the first contact
force decreases only when the spring torque (spring stiffness)
at joint 3 increases.

7. Experimental Contact Forces Estimation

After the presented kinetostatic analysis of the finger struc-
ture, the contact forces for both finger phalanges were exper-
imentally measured by software WorkingModel. Figure 13(a)
shows rigid-body gripper model designed in WorkingModel.
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FIGURE 13: Contact forces of both finger phalanges as functions of contact locations.

Contact position on the first phalange was fixed (in the mid-
dle of the phalange) and the contact position on the second
phalange was different in relation to the grasping object size.
Figure 13(b) shows relation of the maximal contact forces
for the both phalanges in depend on contact positions.
Similarity of the experimental relations and theoretically
obtained graphics can be noted (Figure 11).

FEM simulation was conducted on the compliant finger
to compare the result to the kinetostatic analysis. Figure 14(a)
shows the comparison of the obtained curves of the contact
forces on the first phalange for kinetostatic analysis of the
rigid model of the finger (red line) and FEM simulation of
the compliant finger (blue dotted line). The FEM simulation
was performed for cylindrical grasping object (r = 25 mm).
During the simulation contact force F; was tracked since
the contact force F, is not active. The contact force F; was
obtained only in one contact point (Figure 14(b)). After the
comparison of the curves, the similarity of both contact force
curves can be seen.

8. Conclusion

Handling irregular, unpredictably shaped, and sensitive
objects introduces demands to finger flexibility and dexterity.
Reaching the dexterity and adaptation capabilities requires
the control of a lot of actuators and sensors. The dexterity
can also be obtained by underactuation, which consists in
equipping the finger with fewer actuators than the number
of degrees of freedom. The flexibility can be reached by intro-
duction of compliant mechanisms with distributed compli-
ance, that is, fully compliant mechanisms. The combination of
the underactuation and the compliant mechanisms leads to a
finger with high adaptability and sensitivity. The main advan-
tages of the compliant underactuated finger are its distributed
compliance, simple manufacturing process, low cost, and
easy adaptation to any irregular object. The observed contact
forces which are very small could be useful for sensitive
object manipulation (glass objects). Another characteristic
of compliant underactuated fingers is the elasticity of the
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structure which ensures soft contact between the finger and
the grasped object, for example, sensitive grasping.

The finger topology was obtained by optimality crite-
ria method. Afterwards the obtained finger structure was
improved by many FEM simulations. Structural topology of
the finger mechanism enables finger accommodation to any
grasping object. Kinetostatic analysis for the designed com-
pliant finger was established by two-phalanx linkage-driven
underactuated rigid finger with inserted concentrated com-
pliance in all of its joints. Both finger phalanges were designed
as four-bar linkage mechanism. The method to obtain the
analytical expressions of the contact forces generated by this
type of finger was emphasized. What arises from the results
presented in the paper is a significant increase in the com-
plexity of the analysis: the kinetostatic expressions become
rapidly cumbersome. The thorough analysis of underactuated
fingers without compliance is already challenging and adding
compliance only increases this challenge.
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An optimal selection method of process parameters based on process condition matching is proposed, for the difficulty of
the process parameters selection in the milling of complex structure and difficult-to-cut material parts. The factors of process
parameters selection are analyzed, process condition vector and process parameter vector are defined, and their quantitative
expressions are proposed. The mapping of existing process condition vectors to the process parameter vectors is established, based
on the process data accumulated in practical production. Then, process condition matching degree is defined. In the calculation of
the matching degree, Analytic Hierarchy Process (AHP) is adopted to determine the affecting weights of process condition factors,
and leveling matrix is adopted to eliminate the differences of dimensions and numerical scales between process condition factors.
The optimal process parameters are achieved through matching the actual process condition to the existing process condition.
A group of typical aero-engine part milling processes is taken as instance, and the feasibility and effectiveness of this method
are verified. A typical aero-engine part CNC machining process database system has been designed and developed based on this

method.

1. Introduction

CNC machining process system includes three parts mainly,
machine tool, workpiece, and cutting tool. CNC machining
process is the removing of material from workpiece by the
cutting tool controlled by NC program, which is accompa-
nied by a series of changes in geometric shape and physical
parameters, such as cutting force, cutting temperature, tool
wear, material hardening, and residual stress. Therefore, the
machining quality of the part not only depends on the
NC program, but also is restricted by various variables
and parameters in machining process. They are classified
into four categories, control variables, noncontrol variables,
procedure variables, and output variables, according to the
characteristics of various variables in cutting process [1].
Noncontrol variables (workpiece material, workpiece shape,
and workpiece state) reflect the physical and geometrical
characteristics of workpiece and are selected and designed
according to the function requirement of the part. In order
to ensure that the output variables (precision, surface quality,

tool life, and chip) meet the requirement, the control variables
(machine tool, cutting tool, cooling, process parameters,
and fixtures) need to be selected legitimately, to achieve the
purpose of controlling the procedure variables (vibration,
cutting force, cutting temperature, and tool wear). Therefore,
the effects of the control variables on CNC machining must
be analyzed, to achieve a reasonable selection of the process
parameters.

Aero-engine parts have the characteristics of a wide
variety, complex structure, high requirement of machining
accuracy and surface quality, and great impact on engine
performance. For the part composed of the complex freeform
surfaces, due to its high geometric accuracy and difficult
machining, the method of subregional milling is usually
adopted in its machining process the process parameters in
different regions have great differences. The common aero-
engine materials include titanium alloys, nickel-based alloys,
and carbon-based, ceramics-based, and metal-based com-
posites. These materials have a poor machinability and are
sensitive to the process parameters in machining. Correctand



reasonable selection of process parameters is very important
to improve productivity and reduce manufacturing costs and
has a great significance for ensuring product quality and
service reliability.

In recent years, the studies on the CNC milling process
parameters optimization and selection focus mainly on the
optimization model, the solving of optimization model,
and the creation of machining process database. Wherein,
Tolouei-Rad and Bidhendi took the production costs and
efficiency as the goals, took the machine tool power, surface
quality, and cutting force as the restrictions, and then pro-
posed a cutting parameters optimization model [2]. Yan and
Li took into account three evaluation indexes: the material
removal rate, cutting energy, and surface roughness, then
selected the spindle speed, feed rate, cutting depth, and
cutting width [3]. Chen and Zhang took the profit rate per
unit time as the goal and proposed an optimization model
[4]. These studies all take the production costs or production
efficiency as the optimization goal; there is no investigation of
the loss of cutting tool and machine tool. For the issues of tool
life, Igbal et al. investigated the effect of workpiece material
hardness, tool helix angle, milling direction, and coolant on
the tool life in hard milling and then proposed a milling
parameters optimization expert system based on experimen-
tal data [5]. In his another study, the effect of the hardened
steel microstructure, cutting tool tilt angle, cutting speed,
and radial cutting depth on the tool life in milling process
was studied, but the specific method of process parameters
selection was not presented [6]. Choudhury and Appa Rao
established a tool life equation based on experimental data
and adhesive wear model for turning process and took the
tool wear as the goal to optimize and select the cutting speed
and feed rate [7]. However, the part quality was ignored in
the selection of process parameters. Vidal et al. took the
maximum material removal rate as the goal and designed
a milling process parameters optimization system based on
the optimal machining costs, in the basis of the considering
of workpiece material, surface roughness, machine tool, and
cutting tool [8]. But this study did not take into account
the type characteristics of the specific part, and it lacked
specificity. On the basis of local cutting feature Li proposed
a feed rate optimization method based on local condition, in
her master degree thesis [9]. Rai et al. simulated the material
removal process through the finite element method, took
the material removal rate as the goal, took the machine tool
power, cutting tool deflection, and feed rate in curve as the
restrictions, and used the genetic algorithms to optimize the
cutting parameters [10]. The effects of workpiece material and
cutting tool parameters on machining process were ignored
in the parameter optimization. Zhang et al. took the surface
roughness, cutting force, and material removal rate as the
goal and proposed a cutting parameters optimization method
based on the fuzzy analysis [11]. Zhuang et al. proposed
the cutting force model of plunge milling and evaluated
the cutting stability of plunge milling using the frequency
domain method. Then a strategy of cutting parameters
optimization was proposed based on the prediction of cutting
force and cutting stability [12]. This method was only for the
plunge milling process, and the application range was narrow.
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Kuram et al. studied the effect of the cutting fluid type on
machining quality through experiments. The process model
was presented on the basis of considering the cutting fluid
type, and a cutting parameters optimization method taking
the surface roughness and tool life as the goal was proposed
[13]. Vivancos et al. established a surface roughness model
for the high speed milling of injection mold. The surface
roughness was taken as the goal and the cutting parameters
were optimized through designing experiments [14]. The
cutting force and workpiece deflection were not analyzed
in the parameter optimization, so this method could not
be applied to the milling process of thin-walled and weakly
rigid parts. After establishing the appropriate optimization
model, most researchers used artificial intelligence methods,
such as fuzzy logic [15, 16], neural network [17], PSO [18],
and simulated annealing genetic algorithm [19], to solve
the optimization model. Other researchers analyzed the
accumulated cutting process parameters and then established
the cutting process parameter database. Ghahramani et al.
proposed a web-based parameter selection system, and the
system contained the client, JSP pages, and the database [20].
Users could search milling process data through the network.
Wu and Liao studied the process parameter database for high
speed machining [21]. Xu et al. developed cutting parameters
optimal selection database based on genetic algorithm for the
milling efficiency of the key parts in radar [22].

However, there are three shortcomings in current numer-
ous studies. (1) The selection of process parameters, which
was for general machining, could not satisfy the CNC
milling requirements of complex structure and difficult-to-
cut material aero-engine part. (2) Process parameters were
optimized and selected for a single goal, and there was
no comprehensive analysis of the various factors in actual
machining. This led to the fact that the resulting process
parameters were not globally optimal parameters, and the
availability of resulting process parameters was low in the
actual production. (3) The artificial intelligence method was
adopted to calculate and select the process parameters, and
there was no mining and utilization of the large amounts of
data accumulated naturally in practical production.

In response to these problems, this study takes the milling
process of typical aero-engine part as the object and proposes
an optimal selection method of process parameters based
on actual machining process condition matching, on the
basis of previous studies. In this method, the affecting factors
of machining process and process parameters are analyzed
comprehensively and then the milling process condition
vector and process parameter vector are defined. The process
condition vector is used to describe the various factors, and
the process parameter vector is used to describe the vari-
ous process parameters in machining process. The process
data accumulated in practical production is arranged, the
mapping of the existing process conditions to the process
parameters is established, and then the large amounts of
process data verified by practical production are stored in the
process parameter database. The process condition matching
degree is defined and its calculation is presented. In its
calculations, AHP is adopted to determine the affecting
weights of process condition factors, and leveling matrix
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is adopted to eliminate the differences of dimensions and
numerical scales between process condition factors. Finally,
the optimal process parameters are selected through the
matching of actual process conditions to the existing process
conditions.

2. Milling Process Condition
Division and Expression

CNC milling of complex freeform surface parts involves
many factors; these factors will have some direct or indirect
impacts on machining process and machining result. In this
paper, the set of these factors in CNC milling is defined as
process condition and it is expressed as condition vector. The
factors are divided into six subsets according to the needs of
the milling process, characteristics of the machined part, and
milling process method. These subsets are machine tool, cut-
ting tool, material of machined part, cooling, characteristics
of the machined part, machining procedure, and machining
method.

2.1. Machine Tool. In the milling process, all the metal cutting
is carried out on the machine tool. The machine tool, tool
and workpiece compose a process system with multi-degree
of freedom together. The capability of the machine tool
determines the process quality and efficiency. The factors of
the machine tool are considered from power, spindle torque,
maximum speed of revolution, maximum feed rate, and
position precision. These factors are written in the form of
condition subvector, as shown in

Mt = {P, T, 10> frnax> P} ey

wherein the various factors are power, spindle torque, maxi-
mum speed of revolution, maximum feed rate, and position
precision.

2.2. Cutting Tool. In the milling process, this tool removes
the allowance and forms the machined surface, so the profile
of tool is critical to machine the workpiece accurately. To
describe the geometry of the tool, it must be modeled
firstly; the profile model of milling cutter can be determined
through seven parameters {r,R., R,, R,,a,b, h}, as shown in
Figure 1(a). These parameters can express the profile infor-
mation of the milling cutter accurately. Various types of
milling cutters are defined by giving different values of these
parameters. For instance, flat mill (Figure 1(b)) can be defined
as{R, = R, = O,R, = r,a = b = 0,h}; ball end mill
(Figure 1(d)) can be defined as {R. = R, = r,R, = 0,a =
b=0,h}.

The overhang length of tool, flute number, and edge
geometry are also extremely important, in addition to the
tool profile information. The angles of tool include rake angle,
flank angle, and helix angle. These parameters will affect the
machining quality and efficiency. These factors are written in
the form of condition subvector, as shown in

T = {ryRC)Ry: RZ’ a, b) hyzay()) (X(): /—;}) (2)

wherein the first six items represent the geometric parameters
of tool profile, which is defined in Figure 1. The other five
items are overhang length of tool, flute number, rake angle,
flank angle, and helix angle.

2.3. Workpiece Material. Part material determines the per-
formance of part and also determines the machinability of
part. The parts in aviation and aerospace industry are mostly
titanium alloy, superalloy, and other difficult-to-cut mate-
rials, which leads to difficulty to machine, and more rigor
of selection of process parameters. The workpiece material
factors are written in the form of condition subvector, as
shown in

M = {HRC, E, G, 4, p, 05, 0, k} . (3)

Various factors in the formula are Rockwell hardness,
elastic modulus, shear modulus, Poisson ratio, density, yield
strength, tensile strength, and thermal conductivity.

2.4. Cooling. In machining process, the functions of cooling
are to lubricate and cool the milling region, it affects the
cutting force and cutting temperature directly, and improves
the machining quality of results and tool life. Therefore, the
effect of cooling cannot be ignored, the factors of cooling are
written in the form of condition subvector, as shown in

C={S,p,Lt}. (4)

Various factors in the formula are cooling mode, pressure,
flow rate, and temperature (the temperature of the coolant
when in the coolant mode, the temperature of the air when in
the air cooling mode, and the temperature of the environment
when in the dry cutting mode).

2.5. Part Feature. Traditional data of milling parameters are
for simple structures, rigid workpiece, and straight cutting
motion. These data are obtained through experiments or
statistics; they are not suitable for machining of weakly rigid
part and complex freeform surface structure. The geomet-
rical characteristics of workpiece affect the milling process
significantly. If such information did not persist in the cutting
parameter records, it cannot match the specific process
condition with the conditions recorded in the database, and
it cannot judge whether the process data in the database
can be utilized. Thus, the structure feature information of
workpiece needs to be described in addition to the workpiece
material, when describing the process condition. The features
of machined part include part category (open blisk, closed
blisk, blade, etc.) and local feature (flow passage, blade body;,
wheel hub, etc.), and its form of condition subvector is shown
in

F = {C,Lf}. (5)

The two factors in the formula are part category and local
feature.

2.6. Machining Procedure and Method. In milling process,
it is generally divided into roughing milling, semi-finishing
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FIGURE 1: The profile of arbitrary mill. (a) Definition of tool geometry. (b) Flat mill. (c) Toroidal mill. (d) Ball end mill. (e) Cone mill.

milling, and finishing milling. In different procedures, the
main purpose of milling is also different. The main purpose
of roughing milling is fast and efficient removal of allowance.
The task in semi-finishing milling is to machine further on
the results of roughing milling and to make the allowance
of finishing milling well-distributed to prepare for finishing
milling. The complete surface of part is formatted in finishing
milling. Therefore, the process parameters used in different
machining procedure or different machining method have a
great difference. Its form of condition subvector is shown in

P = {wp,m}. (6)

The two factors in the formula are machining procedure
and machining method.

2.7. Condition Vector. The factors analyzed above are mutu-
ally independent, so we take these factors as the subvectors
of condition, and they compose condition vector of milling
process. Its expression is shown in

Cc={Mt, T,M,C,F,P}. (7)

The six subvectors in the formula represent subvector
of machine tool, subvector of cutting tool, subvector of
workpiece material, subvector of cooling, subvector of part
feature, and subvector of machining procedure and method,
respectively.

Then, a condition vector space consisting of six dimen-
sions is established, and the six dimensions are composed of
its condition subvector, respectively.

3. Milling Process Parameters

The selection of cutting parameters has a direct effect on
machining quality, machining efficiency, and tool life. The
cutting will produce different results using different cutting
parameters in the same process condition. The process
parameters selected in milling process include spindle speed
of revolution, cutting depth, cutting width, and feed rate, as
shown in Figure 2.

Spindle revolve

Cutting depth
Cutting width

!

-

FIGURE 2: Cutting parameters in milling.

3.1. Process Parameter Vector

Spindle Speed of Revolution. Spindle speed of revolution deter-
mines the velocity of cutting edge relative to the workpiece,
namely, cutting speed. Since cutting speed has the great effect
on tool life, the selection of cutting speed relates to the
durability of tool closely. Too low or too high cutting speed
will cause the tool life to decline dramatically. Meanwhile,
in the milling of thin-walled workpiece, spindle speed of
revolution has a significant effect on the stability of cutting.
Therefore, the spindle speed of revolution should be selected
discreetly in milling process.

Cutting Depth and Cutting Width. Cutting depth and cutting
width are restricted by spindle power, transmission power
of machine tool, material type, tool parameters, coolant,
machining procedure, and the stiftness of machine tool-tool-
workpiece system. And, they have a great effect on tool
life. Therefore, they should be selected reasonably according
to machining quality, machining efficiency, and machining
procedure. Generally, machining efficiency is the first goal
in roughing machining, so a larger cutting depth and cutting
width should be selected. Quality of workpiece surface is the
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FIGURE 3: Natural evolution of process parameters and accumula-
tion of data.

main goal in finishing machining, so a less cutting depth and
cutting width should be selected.

Feed Rate. Feed rate is the velocity of feed move of the cutting
tool relative to workpiece in milling process. Generally, linear
feed rate is adopted in practical production and it is defined
as feed per minute. The feed rate of milling will affect
the machining accuracy, surface quality, deformation of the
workpiece, and tool life directly. And it is also restricted by
tool parameters, workpiece material, tool path, stiffness of
machine tool, and performance of feed system. In machining
process, the feed rate of milling is selected according to part
material, geometry features, quality requirements, and the
capability of machine tool.

The process parameters mentioned above can be written
in the form of vector, as shown in

Pp = {n, ap, we,f} , (8)

wherein these parameters represent spindle speed of revolu-
tion, cutting depth, cutting width, and feed rate.

Then, a process parameter vector space consisting of four
dimensions is established.

3.2. The Mapping of Process Condition to Process Parameter.
Process parameters are the concrete instance of process
knowledge in the machining of practical workpiece and
process knowledge is implicit in the process data. Process
data accumulated in practical production is used, amended,
and validated repeatedly through long time, and then the
natural evolutional process knowledge is achieved. Therefore,
the process data accumulated in practical production implies
alarge amount of field-proven process knowledge. These data
should be mined deeply and the process knowledge should be
used in the selection of process parameters.

The experiential process data of practical production is
analyzed and arranged according to the proposed condition
vector and process parameter vector, and then these data are
accumulated into process database. The process parameter
vectors are matched with the condition vectors, and the
mapping of condition vector space to process parameter
vector space is constituted. The process of natural evolution
of process parameters and accumulation of data is shown in
Figure 3.

Process
condition

Actual condition
vector 1

Data
accumulation

I
I .
I
< Selection

Process
parameters

Actual process
parameters

Process database

FIGURE 4: Matching and optimal selection of process parameters.

4. Method for Optimal Selection of
Process Parameters

4.1. Matching Selection of Process Parameters. The typical
parts of aero-engine are mostly of complex structure and
freeform surface, there are too many uncertain factors in
the machining of these parts, and these uncertain factors
will have a direct or indirect effect on machining process
and machining result. So in a complex milling process, the
process parameters must be selected reasonably, combining
these uncertain factors and considering the requirements of
various factors to process parameters, to enable the machin-
ing quality and machining efficiency to reach optimum.

The traditional method of cutting parameters selection
aims at the general machining condition. This method applies
to the machined part with relatively simple structure, less
requirement of machining quality, and test cutting. However,
the experiential process data accumulated in practical pro-
duction implies a large amount of process knowledge, with
a high availability. Therefore, the actual process condition is
analyzed and matched to process conditions in the database,
to find the process condition in the database which has the
highest matching degree of the actual process condition.
When the highest matching degree exceeds the threshold,
the relevant process parameter vector could be used as the
optimal process parameters in this actual process condition.
The principle of the matching and optimal selection of
process parameters is shown in Figure 4.

4.2. Calculation of Process Condition Matching Degree

4.2.1. Process Condition Matching Degree. The matching
degree of the actual process condition Cc and a specific
process condition Cc, is defined as

-1/2

; )

wherein D is the difference vector of Cc and Cc;, W is the
weight matrix of the differences vector, and their expression
is

Mdr=(D><W><DT)

D = {Dy, Dy, Dy, Dc, Dy, Dy} (10)

The components of D are the various differences of
condition subvector, respectively,

0 w, --- 0
w=|. (a
(N We
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TABLE 1: Values and meanings of the factors which cannot be quantified.

Condition factor 1 2 3 4 5 6

Cooling mode Coolant Air cooling Dry cutting

Part category Open blisk Closed blisk Blade Impeller

Local feature Flow passage Blade body Wheel hub Blade edge Damper platform Tenon

Machining procedure Roughing Semi-finishing Finishing

Machining method Slotting plunging Slotting Cylindrical milling ~ End milling Point milling Clean-up

wherein w;, w,, ..., w, are the various weights of the differ-
ence of condition subvector, respectively, and their sum is 1.

4.2.2. Difference Vector of Process Condition. The component
Dq(q = Mt T,M,C,F, P) of difference vector of process
condition D denotes the difference of machine tool subvector,
cutting tool subvector, workpiece material subvector, cooling
subvector, part feature subvector, and machining procedure
and method subvector, respectively.

Since the dimensions and scales of various factors in
subvector are different, there is no comparability between the
various factors. Therefore, the leveling matrix of difference
scale is introduced, to level the scale of various factors and
remove the dimensions.

The difference of various subvectors is

Dq = (((q - qo) X SLq) x Wq X ((q - qo) X SLq)T)1/2>
(12)

wherein g = Mt, T, M,C, F, P represents the various sub-
vectors in process condition vector, q and q, are the various
components of the actual process condition and a specific
process condition, respectively. SL, is the scale leveling
matrix of various condition subvectors, and W, is the weight
matrix of various condition subvectors, and their expression
is

sly 0 -0 0
0 sl 0

SL, = . , (13)
0 0 - sy,

wherein sl ;, sl oy, ..., sl,, (g = Mt, T, M,C, F, P) denote the
scale leveling coefficients of the various factor differences
in condition subvectors. # is the number of the factors in
various condition subvectors, when q = Mt, T, M,C, F, P,
the corresponding values of n are n = 5,11, 8,4, 2, 2, respec-

tively.
Consider
wy 0 -+ 0
0 wy 0
W, = ) , (14)
0 0 Wy
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FIGURE 5: Calculation of condition matching degree.

wherein Wy, wy,,...,wy, (@ = Mt,T,M,C,F,P) denote
the weights of the various factor differences in condition
subvectors and their sum is 1. n is the number of the factors
in various condition subvectors, when g = Mt, T, M, C, F, P,
and the corresponding values of n are n = 5,11,8,4,2,2,
respectively.

It should be noted that the cooling mode in subvector of
cooling, the part category and local feature in subvector of
part feature, and the machining procedure and machining
method in subvector of machining procedure and method
cannot be quantified to describe. Therefore, different discrete
values are used to represent these factors and the values and
meanings of the factors which cannot be quantified are listed
in Table 1.

For the factors of condition subvector represented by
discrete values, if the discrete values are the same, their
difference is 0, else, their difference is 1, when calculating the
difference of condition subvectors.

4.2.3. Calculation Process. The determined weight matrixes
of the difference and leveling matrixes are brought into (9),
and the matching degree of the actual process condition and
a specific process condition in database is calculated and
obtained; the calculation process is shown in Figure 5.

4.3. Determination of the Weight Matrix of Difference and
Scale Leveling Matrix

4.3.1. Weight Matrix of Difference. Using the method to
determine the weights of various factors in AHP [23], the
correlation between various subvectors in condition vector
and process parameters is analyzed and the effect of various
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TABLE 2: Weight matrixes of the differences of condition sub-vectors.

Condition sub-vector Compar'ison Maximum Normalized Cm}sistency ConsisFency As weight
matrix eigenvalue eigenvector index ratio vector
Machine tool Ay 5.0723 Pot 0.0181 0.0162 Yes
Cutting tool Ap 11.2024 Pr 0.0202 0.0134 Yes
Workpiece material Ay 8.4055 Par 0.0579 0.0411 Yes
Cooling Ac 4.2072 Pe 0.0691 0.0768 Yes
Part feature Ap 2 Pr 0 0 Yes
Machining procedure A, 2 b, 0 0 Yes

and method

subvectors in condition vector on the difference of process
condition is determined, respectively. Through analyzing the
various subvectors in condition vector, using the nine-point
scalein AHP [23] to compare the factors of various subvectors
pairwise, the comparison matrix A is obtained. Each row of
the comparison matrix indicates the importance of one factor
relative to the other factors.

Consider
'1 1 1 1 1 11
6 7559
1 1
61 -11 -
4 5
1
741 3 2 —
A= 3 15)

1 11
51 -1 - -
3 2 5

1
51 - 2 1l
2 4
L9 5 3 5 4 1]

The maximum eigenvalue of the comparison matrix
A is calculated, it isA,,, = 6.2654, and the cor-
responding normalized eigenvector is p = (0.0264,
0.0968,0.2308, 0.0861, 0.1190, 0.4408)" . Consistency index is
CI = (6.2654 — 6)/(6 — 1) = 0.0531, the random consistency
index obtained from the table in [23] is RI = 1.24, the
consistency ratio is CR = CI/RI = 0.0531/1.24 =
0.0428 < 0.1, and this eigenvector satisfies the requirement of
consistency as the weight vector corresponding to the weight
matrix of difference [23]:
w = (w,w,,... ,wé)T
=p = (0.0264, 0.0968, 0.2308, 0.0861, 0.1190, 0.4408)T.
(16)

The same applies to machine tool, cutting tool, work-
piece material, cooling, part feature, machining procedure,
and method subvector; the comparison matrixes, maximum

eigenvalues, normalized eigenvector (weight vectors), and
consistency ratios are obtained and listed in Table 2, wherein
the comparison matrixes of various condition subvectors are

(1 2 1 1 7]
1 1
-1 =15
2 2
1 2115
Ay = >
11115
11111
7 555
[1 2 2 2 2 231 2 2 2]
1 11 1
- 111 - -2=111
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1 11 1
- 111 - -2=111
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111111 1 11
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—111112111l
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TABLE 3: Sub-vector of machine tool.

ID Power (KW) Spindle torque(Nm)  Maximum revolution (rpm)  Maximum feed rate (mm/min) Position precision (mm)
24 162 15000 15000 0.010
12 70 10000 10000 0.012
TABLE 4: Sub-vector of cutting tool.
Radius R R R ) ) Overhang Flute Rake Flank Helix
ID (mm) (m;n) (m;n) (min y @ ") b() length number angle angle angle
(mm) @) @) @)
17 2.5 2.5 0 2.5 0 40 4 8 10 35
134 3.5 35 0 35 0 40 4 8 10 35
TABLE 5: Sub-vector of workpiece material.
Rockwell Elastic Shear Poisson Densit Yield Tensile Thermal
ID  Trademark hardness modulus modulus ratio ( /cm3))’ strength strength  conductivity
(HRC) (GPa) (GPa) § (MPa) (MPa) (W/m’K)
1 TC4 35 110 42 0.33 4.43 824 906 6.8
2 TC17 40 112 44 0.32 4.68 1030 1120 8.2
GH4169 37 199.9 772 0.3 8.24 550 965 13.4
TABLE 6: Sub-vector of cooling.
D Cooling Pressure Flow rate Temperature
mode (MPa) (L/min) (°C)
27 1 (coolant) 0.6 40 25

1 8 7 6 83 3
1 11
1,111,111
8 2 2 4 4
1 1 11
~ 21 =3 = -
7 2 6 6
1 11
22 13> -
6 55
1111 11
Ay=|- 22 212 =2
8§ 3 3 3 6 6
1
~ 465611
3
1
~ 46 5611
3
1 1
Z 3323 = -
4 2 2
(1 9 9 9]
1
~ 141
9
A 1111
“PCT 19 4 30
1
~ 131
9
1
1 = 1
Ap = 31, Ap =
31 3

N W[N] = W= W]

— | =

The normalized eigenvectors corresponding to maximum
eigenvalue of various comparison matrixes are

Pt = (0.2829,0.1770,0.2660, 0.2311,0.0430)”,
pr = (0.1534,0.0678,0.0678,0.0678,0.1182,0.1182,
0.0368,0.1645,0.0617, 0.0617, 0.0821)",
Pur = (0.3631,0.0402,0.0448, 0.0580,
’ 0.0253,0.1854, 0.1854,0.0977)", (18)
P = (0.7373,0.1141,0.0452,0.1034)",
pr = (0.25,0.75)",
pp = (0.25,0.75)".

Therefore, the weight vectors corresponding to the weight
matrix of difference of various condition subvectors are

T
Whme = (wMtl’ Whpezs - - +» wMtS) = Pmo
— T —
Wr = (prsz:---)wTu) =Pr
j— T p—
Wy = (prwMz) cee ,st) =Pm

T (19)
We = (wcv wcz’wcs»wm) =Po

T
Wr = (wprFz) =Pp

T
Wp = (Wpy, Wpy)" = Pp.

4.3.2. Leveling Matrix. 'The differences of various factors are
17) transformed to values without dimension in the range of
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TABLE 7: Sub-vector of part feature.

1D Part category Local feature

1 3 (blade) 6 (tenon)

13 1 (open blisk) 2 (blade body)
TABLE 8: Sub-vector of machining procedure and method.

1D Machining procedure Machining method

13 3 (finishing) 6 (clean-up)

15 1 (roughing) 3 (cylindrical milling)

17 3 (finishing) 5 (point milling)

[-10, 10] according to their actual range. The leveling vector
is used to indicate the main diagonal elements of the leveling
matrix.

The leveling vectors of various condition subvectors are

T
shye = (Sl Shweas - - > Shs)
11 1 1 T
= <_) AR T Ann? _$500> >
225 1000 2500
T
SlT = (SlTl’ Ssz, ey SlTll)
1.1 11 111\
= _311_)1311_)_)2;_)_)_> >
22 320 324

sly = (Slyps Slygas - oo Slygs) (20)

111 1 1 1\"
:<_3_>_>40:2)_>_>_) >
2 10 4 50 50 10

T 1 1\"
sl = (sl~, sl Sl~s, sl =(10,10,—,—> R
¢ = (sleps sleas sless sley) 10° 10

sl = (slpy, Sle)T = (10,10)",

slp = (slpy, slpy) " = (10,10)7,

wherein slg;, sl ..., sly, (g = Mt T, M,C, F, P) represent
the leveling coeflicients of the differences of various factors
in condition subvector.

If the absolute values of the differences of various factors,
which are transformed through leveling transform, are still
greater than 10, then 10 is taken as the absolute value, as the
maximum difference. The factors of various leveling vectors
correspond to the main diagonal elements of corresponding
leveling matrixes; thus the leveling matrixes of various con-
dition subvectors are obtained when the leveling vectors are
determined.

5. Example and Application

Some process condition vectors and process parameters are
taken out, for instance, to validate this method. Parts of
condition subvectors in the process parameter database are
listed in Tables 3, 4, 5, 6, 7, and 8.

These condition subvectors are combined into various
process condition vectors; these process condition vectors are
listed in Table 9.

The process parameter vectors corresponding to these
process condition vectors in process parameter database are
listed in Table 10.

A group of actual process conditions are taken out; this
method is adopted to determine the process parameters
of these actual process conditions. In order to express
process condition succinctly, the process condition vectors
are combined from the existing condition subvectors in the
examples. For the situation of the condition subvectors of
actual process condition is not in the process parameter
database, the process and method of calculation are the same
as these examples. The actual process conditions are listed in
Table 11.

The matching degrees of various actual process condi-
tions and process conditions already in the process parameter
database are calculated using this method, and the results are
listed in Table 12. In the table, the rows represent the actual
process conditions and the columns represent the process
conditions already in the process parameter database.

Wherein, the matching degree of +0o means that the
matching degree is infinite and the two process conditions are
completely identical.

The matching degree of 0.3 is taken as the threshold of
matching degree, and if the matching degree of two condition
vectors is lower than 0.3, there is no correlation between
the two condition vectors and the process parameters of
the two condition vectors can not be cross-reference. When
the matching degree is greater than 0.3, the greater the
matching degree is, the more similar the process conditions
are, according to the definition of the matching degree of
process condition. Then the process parameters of process
condition vector with the greatest matching degree in the
process parameter database should be taken as the process
parameters of the actual process condition.

The matched process condition and process parameters
of various actual process conditions are obtained according
to the results in Table 12, and the matched results and process
parameters are listed in Table 13.

All the matching degrees of actual process condition 6
and the process conditions in the process parameter database
are less than 0.3, so there is no process condition matched to
this process condition. Therefore, the process parameters of
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TABLE 9: Process condition vector.

ID Machine tool ID  Cutting tool ID  Workpiece material ID  Cooling ID  Part feature ID  Machining procedure and method ID

10 3 17 3 27 11 17

14 3 17 1 27 13 17

31 5 134 3 27 11 13

38 3 17 2 27 11 15

43 3 17 3 27 13 13

TABLE 10: Process parameter vector.
Condition Spindle sp.eed Cutting Cu.tting Feed rate
D of revolution depth width (mm/min)
(rpm) (mm) (mm)

10 10000 0.15 0.2 3000
14 8000 0.3 0.2 3000
31 6000 0.15 0.2 2500
38 8000 0.25 0.25 5000
43 8000 0.15 0.2 2500

TaBLE 11: Actual process condition vector.

ID  Machine tool ID Cutting tool ID Workpiece material ID Cooling ID Part feature ID Machining procedure

and method ID
1 3 134 2 27 11 13
2 5 17 1 27 11 17
3 3 134 3 27 1 13
4 5 134 3 27 13 17
5 3 17 2 27 11 15
6 5 17 1 27 13 15
TABLE 12: Matching degrees of actual conditions and existing conditions.
Condition ID 10 14 31 38 43
1 0.1594 0.1458 0.3829 0.1506 0.2344
2 0.5075 0.2836 0.1657 0.1464 0.1431
3 0.1739 0.1438 1.3688 0.1409 0.2896
4 0.2834 0.5064 0.1491 0.1262 0.1725
5 0.1409 0.1313 0.1401 +00 0.1267
6 0.1229 0.1497 0.1298 0.2628 0.1444
TABLE 13: Matched results and process parameters of actual conditions.
Actualcondition Matchingcondition Spindle speéis r(r)lg revolution Cutt;;%n(i)epth Cutt(lrr;gm V\)Ildth (f;;d/ Irnaitrel:)
1 31 6000 0.15 0.2 2500
2 10 10000 0.15 0.2 3000
3 31 6000 0.15 0.2 2500
4 14 8000 0.3 0.2 3000
5 38 8000 0.25 0.25 5000
6 None
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the actual process condition 6 cannot be elected in the process
parameter database.

The typical aero-engine part CNC machining process
database system is designed and developed using the method
of condition division and matching proposed in this paper.
The database system contains the sub-databases of machine
tool, cutting tool, workpiece material, cooling, part feature,
machining procedure and method, and process parameter.
The process data accumulated in practical production are
arranged into the database system for the use in selection of
process parameters. In this system, enter the actual process
condition in the parameter query interface, then the corre-
sponding process parameters could be checked out.

6. Conclusion
In this study, the following useful conclusions can be drawn.

(1) The division and vector expression of the process
condition were presented in this paper and they could
be used to describe the CNC machining process
condition of complex structure and difficult-to-cut
material parts. The milling process condition of aero-
engine part was expressed accurately through this
method.

(2) The accumulated process data were arranged accord-
ing to the condition vector and process parameter
vector, then the mapping of the existing process
conditions to the process parameters was established.
A large amount of process data and their mappings
were stored in the process parameter database, as
the basic data of the optimal selection of process
parameters.

(3) On the basis of the process condition vector, pro-
cess condition matching degree was defined and
its calculation was presented. Matching degree was
used to represent the similarity of actual process
condition and existing process condition. The greater
the matching degree was, the more similar the process
conditions were and the more reference value the pro-
cess parameters had. The process condition matching
degree provided a theoretical basis for the intelligent
matching of CNC machining process condition.

(4) The optimal selection of process parameters based
on process condition matching was proposed. This
method was based on the process parameter database,
aimed at the CNC milling of the complex structure
and difficult-to-cut material aero-engine parts, and
achieved the optimal selection of process parameters.
Finally, the feasibility and effectiveness of this method
were verified through a group of instances.

This work investigated various factors in machining
process comprehensively, utilized the process data that
evolved naturally and accumulated in practical production
adequately, and avoided the deviation caused by simplifying
optimization model in traditional parameter selection effec-
tively. The succession of the process parameters of the same

1

category part was enhanced and the actual availability and
accuracy of the optimal parameters were improved, for the
complex parts. An effective program was provided for the
automated selection of the optimal process parameters and
the design and development of the typical aero-engine part
CNC machining process database system.
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The turbine blade works at high thermal loads, especially the trailing edge of the blade due to the hot gas leakage flow. Pin-fins are
well recognized as a kind of effective device to augment the convective heat transfer and effectively cool the trailing edge. In this
paper, the cooling effectiveness of chordwise outlet pin-fins distance and inner pin fin diameter is, respectively, studied on the heat
transfer and flow friction of the trailing edge of the blade with software CFX. A 90 deg turn cooling wedge passage with cylindrical
pin-fins is used to model the trailing edge. Results show that the pin-fins distance at the outlet and the arithmetic arrangement of
the inner pin-fins diameter both are vital factors to influence the cooling effectiveness in the trailing edge of the blade.

1. Introduction

It is well known that the thermodynamic efficiency of the gas
turbines can be highly increased by raising the inlet working
temperature, and therefore the highly effective cooling system
of turbine blades is indispensable. The trailing edge of the
blades has very thin cross-section which makes it very feeble
to high temperatures and brings about a particular challenge
to cool it. Pin-fin arrays are introduced as appropriate cooling
devices to lower down its temperature. Pin-fins increase the
internal cooled surface area and produce a high turbulence
level to enhance the convective heat transfer performance
between the cooling gas and the inner wall of the blade. They
can also strengthen the intensity and stiffness of the trailing
edge structure.

Lots of work has been performed on the heat transfer
and flow characteristics of rectangle channels with the pin-
fins. The influence of pin-fin cross-section shapes has been
experimentally studied on rectangle channel with elliptic
shape by Li et al. [1], with square shape by, respectively,
Sara [2] and Jeng and Tzeng [3]. Sahiti et al. [4] numerically
simulate the pressure drop and heat transfer of rectangle
channels with a NACA profile, a profile having a drop shape,

a lancet profile, an elliptic profile cross-section pin-fins.
Among all the cross-section shapes, the circular one is the
most popular [5-7]. Chang et al. [8] experimentally studied
the endwall heat transfer distribution and pressure drop
for four rectangular channels with different ratios between
clearances from pin tips to the measured endwall and the
pin-fin diameter. They found that the area average endwall
Nusselt number and the pressure drops both decrease with
the increasing ratios. Yu et al. [9] performed experiments on
rectangular duct with staggered arrays of pin-fins and found
great improvement of an overall thermal performance of their
geometrical configuration. The experiments of Lawson et al.
[10] on rectangular duct found that spanwise pin spacing
affects the pressure loss more greatly than streamwise spacing
while the latter had a larger influence on the heat transfer than
the former.

The real shape of the trailing edge of the gas-turbine
blade is similar to the wedge duct. Hwang and Lui [11]
conducted experiments on the heat transfer and pressure
drop in the wedge duct pin-fin with the consideration
of influence of Reynolds number, outlet flow orientation,
and pin configuration. Bianchini et al. [7] investigated the
numerical and experimental results of the wedge duct similar



to the real trailing of the blade, and two pin-fin arrangements
were taken into account as staggered arrays and pentagonal
displacements.

In this paper, the connective heat transfer and flow fric-
tion of the stagger-arrayed circular pin-fins in the trapezoidal
duct are numerically studied. The innovation of the paper
is to design new structural styles of pin-fins in the trailing
edge of the blade, and then we investigated the influence of
the arrangement of distance between each two pin-fins at the
chordwise outlet and the arithmetic arrangement of the pin-
fins diameter in the inner duct on the cooling effectiveness.
This study intends to give instructions on the design of
cooling in trailing edge of the turbine blade.

2. Numerical Method

2.1. Geometry. A schematic drawing of a real blade is shown
in Figure 1. The trailing edge of the blade is the wedge-shaped
gas cooling passage, in which the gas flows from the blade
root to the tine, for example, radial direction. The gas flows
out from the chordwise outlet. A stagger-arrayed circular
pin-fin arranged in the wedged duct is used to model the
trailing edge of the turbine blade as shown in Figure 2. Two
sets of solid faces, namely, Wall_1 and Wall 2, are indicated in
Figure 3 for the use of boundary conditions. Wall_I includes
the top endwall, bottom endwall, and the side face, while
Wall_2 is a set of the other outer faces without any inner faces
in solid (shown in Figure 2). The cross-section in the cooling
passage is given in Figure 3 where the pin-fins in the cooling
passage are arranged in nine equidistant and staggered arrays
with 13 pin-fins for each array in 2D. Totally, 117 pins span the
distance between two principal duct walls. The dimensions
of the bottom endwall and the top endwall are 15.5 mm
x 30.5mm and 15584 mm x 30.5mm, respectively. The
thickness of the walls is 0.5 mm. All pin-fins stand vertically
on the bottom endwall. The heights of the duct entrance
and straight exit are 3.586 and 2 mm, respectively, forming
a wedge angle of about 5.863°. The pin spacings in the same
row along the radial (longitude) and chordwise (transverse)
directions are 3 mm and 2 mm, respectively, while those in
the adjacent row are 1.5 mm and 1 mm, respectively, as shown
in Figure 3. Two cases are considered with variable distance
between the pins at the chordwise outlet (Case 1) and variable
diameter of pin-fins (Case 2), respectively (Figure 3).

In Case 1, the diameter of all the pin-fins is the same
value of 1 mm. There are 8 pin-fins with semicircular shape
at the whole chordwise outlet location; therefore, these pin-
fins partition the outlet to 9 portions denoted by X, to X,.
The dimension of the 9 portions is geometric-proportioned,
and the proportion is set as a parameter #:

X X _ X

XS X2 Xl rl,
0 o
Y X, =220mm.

n=1

The variation range of # is 1~1.6. The total length of the
outlet section is a fixed value of 30 mm; thus different values
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FIGURE 4: Grids of the fluid domain (namely, the cooling gas) in all models. (a) Three prism layers around the small circular holes produced
by the pin-fins of the blade. (b) Three prism layers at the fluid-solid interface.

of X, to X, are derived. Every portion stands for each hole
between the two adjacent pin-fins at the chordwise outlet.
Particularly when 7 has the value of 1, this represents that the
9 pin-fins are isometrically arranged at the outlet location.
In this case, the arrangement of the distances between the
outlet pin-fins can influence the mass flow rate of every hole,
and then the inner cooling gas flow field will be changed
indirectly. Finally, the cooling effectiveness of the blade
trailing edge can be altered.

In Case 2, the diameter of the pin-fins in the radial
direction (from d; to d,3) is set as an arithmetic sequence
with the fixed # value of 1.2. The difference between each two
inner adjacent pin-fins diameter is denoted by a parameter A,
where the variation range is —0.1~0.1 mm and the diameter d,
of the middle pin-fins is maintained the same value of 1.0 mm,
which are expressed in formula (2). As different as Case 1, the
parameter A can directly change the inner flow field; thus the
cooling effectiveness is also altered:

d,-d,,=A n=1tol3
)

d, = 1.0 mm.

2.2. Numerical Computation Process

2.2.1. Turbulence Modeling. The numerical calculation uses
the realizable K-¢ model (RKE) of Xie et al. [12] which is
proved to be in a good agreement with the experimental data
for the case of cylindrical hole. Brief introduction of the main
equations is given here. For the details of the model, please
refer to [13]. The governing equation for the flow and heat
transfer can be expressed as follows [12, 13]:

(i) continuity equation:

—_y, (3)
(ii) momentum equations:

ouu; b} b} ou;  Qu.
iy __o% 9 i, 9t
P 0x; © Ox; " Ox; <(“+“t)<axi * axj>)’ )

(iii) energy equation for fluid:

ouT 0 /7R ) oT
ox;  Ox; ((Pr i Pr,/ ox; )’ ®)
(iv) energy equation for solid:
o [ AdT
0= (==,
0x; <cp 0x; ) (©)

(v) turbulent kinetic energy k equation:

) ) yt> ok
2 (puk)=-2 B - pe
5, (k) = 5 [(wak axj]+ pe. )

And in the turbulence model the coefficient o}, = 1.0.

2.2.2. Boundary Conditions. 'The static temperature and mass
flow rate at the passage inlet are set to 880 K and 20.376 g/s,
respectively, while the inlet turbulence level is set to 5%
intensity. The average static pressure at the outlet is 0.8 MPa.
Wall_1 is set as the adiabatic boundary condition while
Wall 2 is the third heat transfer boundary condition in
heat conduction within which the heat transfer coeflicient is
2100 W/(m? %K) and the outside gas temperature of the blade
is 1346 K. The boundary conditions, which are stated in all
the computation cases, are shown in Table 1. In this paper, the
fluid domain stands for the cooling gas and the solid domain
represents the structure of the trailing edge of the blade.

2.2.3. Grid. For all computation models, a kind of unstruc-
tured hybrid mesh was generated in both the fluid and solid
domains by using the commercial software ICEM CFD. Flow
region in the fluid zones near-pin-fins was meshed with
denser grids of three prism layers due to the small circular
holes produced by the pin-fins of the blade as shown in
Figure 4(a). Moreover, in Figure 4(b), three prism layers were
also set at the fluid-solid interface in the fluid domain. Three
kinds of different amounts of grids about one model with
n = land A = 0mm, namely, 1.77M, 1.96 M, and 2.27 M
cells, were analyzed, and the all-around property parameter
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TABLE 1: Stated boundary conditions of the two domains in all models.

In fluid

In solid

Inlet gas static temperature: T; = 880 K
Inlet gas mass flow rate: 11 = 20.376 g/s
Outlet gas average static pressure: P = 0.8 MPa

Wall_1: adiabatic
Wall_2: heat transfer coefficient H = 2100 W/(M?*K)
Outside gas temperature T, = 1346 K
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FIGURE 5: Comparisons of the average Nusselt number Nu and the
fluid flow friction parameter f in Case 1.

Eu (10) was, respectively, 0.147, 0.1426, and 0.151, which
showed that the influence of grid amount on the computation
results can be neglected when the grids can get to about
2 M cells. Furthermore, the range of the nondimensional wall
distances y+ of the first nodes near wall is about 20~100.

2.2.4. Solver. In the process of numerical computation, the
software CFX is utilized to compute. In pretreatment of
CFX, the stated boundary condition of the two computation
domains can be set. The minimum convergence criterion is
set to 107 with the residual type of RMS in the CFX-Pre. At
the fluid-solid interface, an energy balance is satisfied at every

0.1450

0.1425 4 =~
0.1400 -
0.1375 A

0.1350 A

0.1325 \\
0.1300 - "\
0.1275

0.1250 -

7
-~
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1.0 1.1 1.2 1.3 14 1.5 1.6
n

FIGURE 6: Distribution curve of the all-around property parameter
Eu versus the outlet distance proportion 7 in Case 1.

iteration, such that the heat flux at the wall on the fluid side
is equal in magnitude and opposite in sign to the heat flux on
the solid side. The fluid is assumed to be incompressible with
constant thermal physical properties and the flow is assumed
to be three-dimensional, turbulent, steady, and nonrotating.
The working fluid is ideal gas. The blade is chosen as the
aluminium material. In this study, the scalable wall functions
of the RKE model are applied on the walls for the near wall
treatment.

3. Results and Discussion

The study of this paper aims to investigate the best heat trans-
fer and flow friction among all the computation models in
the two cases, namely, Case 1 and Case 2. Several parameters
are defined before analyzing and comparing the fluid flow
characteristic and heat transfer. The friction f represents
the flow characteristic while the average Nusselt number Nu
stands for the heat transfer characteristic. Comparison of
each model’s all-around property is denoted by the parameter
Eu. Details of the three parameters are listed below.
The friction factor is defined as [12]

Ap D,
=1
PYU;

, (8)

where u; is the inlet mean velocity and L is the total length of
the cooling duct shown in Figure 3.

The average Nusselt number Nu is determined in the
following way [12]:

Nu = ——x 3%, ©
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FIGURE 7: Comparisons of the average Nusselt number Nu and the fluid flow friction parameter f in Case 2.
0.18 average Nusselt number Nu has the increasing trend while
am the flow friction f monotonically increases. When # = 1, the
0.16 4 e average Nusselt number Nu has the highest value and is 16.94
././' higher than the lowest with = 1.6. Similarly, the highest f
0.14 1 e is 38.34% more than the lowest.
-/-/' The distribution curve of all-around property parameter
2 0.12 1 Eu versus the outlet hole length # is shown in Figure 6. Eu
has the decreasing trend when # increases. Eu synthesizes
010 both the average Nusselt number Nu and flow friction f, and
0.08 / its change trend is in contrast to the friction f. So when 7
- / increases, the flow friction f changes more and is a strong
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FIGURE 8: Distribution curve of the all-around property parameter
Eu versus the inner pin-fin diameter difference A in Case 2.

where T, stands for the average temperature of the solid and
T_f is the average temperature of the fluid after cooling. g is
the average wall heat flux which can be obtained by querying
the numerical result in the software CFX-POST.

For evaluating the cooling all-around property, the
parameter Eu is calculated as [6, 9]

u= M (10)

(1)

where the other two parameters Nu and f can be determined
by formula (8) and (9) and Nu, and f, are the reference
Nusselt number and the reference friction factor [9].

3.1. Case 1. Figure5 shows the average Nusselt number
and flow friction comparison when the outlet hole length
proportion # changes from 1 to 1.6. With # increasing, the

the fluid flow friction, the average Nusselt number, and the
all-around property in this case. Figure 7(a) shows that the
average Nusselt number Nu is almost linearly decreasing
with the inner pin-fin diameter difference A increasing, in
which the difference between the Nu highest and lowest
value is 46.25. Meanwhile, in Figure 7(b), the friction f has
the parabola decrease trend when A increases. When A =
—0.1 mm, f has the maximum value and is 6.22 times as much
as that when A = 0.1 mm. So it is clear to know that the
friction f varies distinctly with A increasing.

Because of the friction f varying distinctly, the all-around
property parameter Eu has the opposite change trend of it.
As shown in Figure 8, Eu has the parabola increase trend and
its maximum value is 2.564 times as much as the minimum
value.

4. Conclusion

In this paper, a new structural style of the pin-fins in
the wedge duct has been proposed to find the best all-
around cooling property through comparison. We studied
the array distance of the pin-fins at the chordwise outlet and
the arithmetic arrangement of the inner pin-fins diameter



in the inner cooling gas passage to improve the cooling
performance of the blade trailing edge. From all the foregoing
analyses, the main findings can be listed as follows.

(1) With the outlet hole length proportion # increasing,
the average Nusselt number Nu has the increasing
trend and the friction f monotonically increases.
However, the all-around property Eu is almost lin-
early and inversely proportional to the proportion #.
In this case, the variation amplitude of these three
parameters is small.

(2) When the inner and nonuniform pin-fin diame-
ter difference A increases, the Nusselt number Nu
decreases and the friction f has the parabola decrease
trend while the all-around property Eu is opposite to
the friction f. The amplitude of both Eu and f varies
greatly.

(3) In the design process of blade trailing edge, one
meaningful suggestion can be concluded. Within the
scope of safety design of the blade, the smaller the
outlet hole length proportion # value and the bigger
the inner and nonuniform pin-fin diameter difference
A are, the better the cooling effectiveness and blade
design will be.

Nomenclature

Fluid-solid interface surface area
Volume of the fluid domain
4V;/A = hydraulic diameter
Heat transfer coefficient
Turbulent kinetic energy
Length of the channel in the fluid domain
: Average Nusselt number
Pressure
Average heat flux at the interface
Temperature
Average temperature = IV Tdv/ _[V dv(V
is the volume of solid or fluid domain)
Inlet velocity
: All-around property index
Ap : Pressure drop
Pr: Prandtl number

C,: Specific heat at the constant pressure.

SN

el il Ikt

oS
e =

Greek Symbols

: Rate of energy dissipation

: Fluid density

: Fluid dynamic viscosity

: Fluid-thermal conductivity.

~T o ™

Subscripts

i: Inlet
s: Solid
f: Fluid
o : Outside.
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A novel method is presented based on fuzzy hybrid-based features to classify strokes into 2D line drawings, and a human
computer interactive system is developed for assisting designers in conceptual design stage. Fuzzy classifiers are built based on
some geometric features and speed features. The prototype system can support rapid classification based on fuzzy classifiers, and
the classified stroke is then fitted with a 2D geometry primitive which could be a line segment, polyline, circle, circular arc, ellipse,
elliptical arc, hyperbola, and parabola. The human computer interaction can determine the ambiguous results and then revise the
misrecognitions. The test results showed that the proposed method can support online freehand sketching based on conceptual

design with no limitation on drawing sequence and direction while achieving a satisfactory interpretation rate.

1. Introduction

Sketching is an effective means of visualizing information,
which can convey information and rapidly express creative
ideas. Sketching plays a key role in conceptual design pro-
cess, in which conceptual designers frequently use vague
and imprecise geometry to convey information via 2D or
3D sketches. A computer aided conceptual design (CACD)
system which is based on the CAD system for the conceptual
design with a user friendly interface can permit the geometric
specification of these sketches [1] and permit online freehand
sketching input [2-4]. However, conceptual designers still
would rather use paper and pencil than operating CAD
systems for expression, communication, and recording of
novel ideas [5] due to the nonuser friendly interface of the
CAD systems [6].

As part of CACD system, sketch recognition interface
provides a paper-like interface for users to sketch their ideas
[7], and automatically recognize them into line drawing
which can seamlessly enter into the computer aided detail
design step. Two main methods have been developed to solve
the challenges of freehand sketch recognition, that is, (i)
gesture-based recognizers and (ii) geometric-based recogniz-
ers. The first method only interprets freehand sketches as two-
dimensional gestures by using some sketching constraints
on the user. And the second method which focuses on the

shapes rather than the gestures can interpret input stroke as
geometrical shape [8-10]; to date, this method has obtained
more and more attentions [11]. However, these geometric-
based recognizers, which just can recognize basic primitives
by thresholds and heuristic hierarchies, are not enough for
ambiguous sketches. This paper presents a novel method for
classifying stroke into geometry primitive based on fuzzy
hybrid features. The approach consists of three stages: (i)
stroke preprocessing, (ii) fuzzy hybrid-based features clas-
sifying, and (iii) human computer interaction. A prototype
system, Online Freehand Sketch Recognition (OFSR), was
developed successtully. Compared with the other low-level
fuzzy recognizers [8, 9], this method displays three outstand-
ing advantages: (i) it returns multiple interpretations when
the freehand sketch is very ambiguous, (ii) it is much easier
to correct the recognition errors when users find that the
recognition result is not right, and (iii) it recognizes more
primitives, for example, distinguishing circle from ellipse and
circular/elliptical arc from open conic curve.

The paper structure is as follows: Section 2, which follows
this introduction, summarizes the related works on online
sketch classification models and methods; Section 3 demon-
strates the method for classifying sketches; and Section 4
reports the implementation of the algorithm and shows some
examples before the conclusion.



2. Related Works

Although more and more researchers reported the applica-
tion of sketch in CAD modeling [12-17], these reports focused
on the feature recognition by using primitive recognition
techniques. The main methods in these reports can be clas-
sified into two categories, namely, gesture-based recognition
and geometric-based recognition.

The gesture-based recognition method is an active
research area in robotics as well as in human computer
interaction community [18]. This method typically focuses on
how a sketch was drawn rather than on what the final sketch
actually looks like. The typical goal of this method is to take
an input stroke and classify each one into a set of predefined
gestures [19]. In 1991, Rubine [20] firstly proposed thirteen
features which could be used to classify simple gestures with
an accuracy of 98% on a fifteen-class gesture set when trained
with at least fifteen examples per class by using pen-based
gesture recognition. But it can only handle single stroke
which mustbe drawn in a predetermined manner. Later, Long
et al. [21] extended Rubine’s features by decreasing two time-
based features and increasing eleven new features. However,
these two systems required strokes that are drawn in the
same pattern. The ink features were presented in [22]. These
feature sets were well designed, but they often troubled user
because they need to be extracted by manual entry way. In
a word, this approach used mathematical sound classifiers to
produce fast classification along with normalized confidence
value, but this method required individual training to give
good recognition result. In addition, this method displays
sensitivity to change in scale and rotation.

Due to the limitations of gesture-based recognition as
described previously, a shift has occurred towards more
geometric-based recognition [8-10]. For this reason, more
and more single stroke recognition systems have been devel-
oped that do not use gesture-based approach but, rather, use
geometric attributes to classify stroke in basic primitive [8-
10]. This method has been used to describe shapes geometri-
cally, focusing on what the sketch looks like and less on how
it was actually drawn. This method includes two systems: (i)
low-level system and (ii) high-level system.

In low-level system, the strokes are segmented into
various primitives such as straight line and circle, which
can be used to produce higher-level shapes. Yu and Cai [9]
presented an alternative low-level sketch recognition. They
introduced a feature area error metric and achieved near
98% accuracy. Sezgin et al. [8] reported an interesting work
which focused on the low-level geometric descriptions by
using scale space theory. They claimed that this theory looks
like a promising way of detecting different scales inherent
in the data and avoiding a priori judgments about the size
of relevant features. The system was limited to only a few
primitive shapes: lines, ellipses, and complex fits. For complex
fits and vertex (corner) approximation, the authors reported
an accuracy of 96%.

Typically, diagrams and sketches consist of symbols that
are more complex than the primitives supported by these
recognizers. Therefore, tools such as LADDER [23] have
been created which allow users to describe higher-level
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symbols as a combination of lower level primitives meeting
certain geometric constraints. UML diagrams, mechanical
engineering diagrams, circuit diagrams, military course of
action diagrams, and flow charts are all examples of various
sketch systems that have been produced by using this shape
definition language. However, it will be very difficult to define
geometrical shape by using this method. Avola et al. [24]
proposed a method to handle ambiguous strokes by intro-
ducing the spatial and temporal information that represent
the user’s sketching, editing, and overtracing process. This
method allows users to sketch in free manner without any
sketching constraints. However, their method just focused on
the ambiguity interpretation of the few geometrical elements
including point, polyline, and polygon. Furthermore, the
recognition accuracy was not very high except for a specific
domain.

Comparing gesture-based methods with geometric-
based methods, because the latter recognize a stroke to an
ideal primitive using geometric formula, it is more natural,
where the user can be allowed to draw without interruption
to ensure a continuous flow of ideas. However, some of the
present geometric-based methods just consider the geometry
features and just blend the speed features. Some of them
adopt a set of related fixed thresholds and are short of human
computer interaction for ambiguous results and revising
misrecognition.

3. New Methods

The OFSR system for the sketch classification process is
shown in Figure 1. The geometry primitives (e.g., line seg-
ment, polyline, ellipse, etc.) can be recognized in the OFSR
system. The classification method is based on four proce-
dures, namely, (i) remove of redundant points in the stroke
preprocessing, (ii) detection of shapes by using distinctive
criteria that are based on hybrid features, (iii) determination
of membership degree by using fuzzy logic to recognize
primitives, and (iv) development of HCI tool for determining
recognition results and revising misrecognition. Therefore,
it allows recognition indeterminacy or error to be easily
corrected or determined by the users through a simple
click which could be used to switch to a human computer
interaction.

3.1. Stroke Preprocessing. In the OFSR system, a stroke is
defined as a sequence of mouse positions which is obtained
from pressing a button, moving the mouse while the button
is still pressed, and releasing it. The split and merge algorithm
of polygonal approximation is used to represent a stroke
by an approximate polygon. The algorithm depends on a
given threshold which is expressed by a measure function
as described in [25]. Assuming a stroke is represented by a
sequence of sampling points {P, = (x;, y,,t;); 0 < i < n},
where P, is the coordinate and time of the ith point in the
sampling list. The distance of any point (x;, y;) from the line
segment consisting of two endpoints is
g = =o)X+ (g = %) 3 + (xudo = X03)

! 2 2 : (1)
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FIGURE 2: Split and merge method for an approximate polygon.

The sign of d; can be used to compute the deflected times from
line segment between the first point and the last point. The
normalized maximum absolute error is

max; |d,-|
V(= %0) + (3 = 20)

The stroke is represented initially as a line segment between
the first and last points which were labeled as v, and

E =

)
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FIGURE 3: Definition of membership function.

vy, respectively (see Figure 2(a)). The farthest point from
the straight line (vyv;) can be determined by (1). If the
normalized maximum error (&) is above a threshold, then
the initial stroke will be represented as a polyline (v,v,v,),
as shown in Figure 2(b). Then, the splitting algorithm is used
recursively to calculate both of the line segments (v,v;, v, v,).
The splitting algorithm will terminate when the normalized
maximum error (¢), for all sampling points along the polyline,
is less than the threshold ().

In the stroke preprocessing step, a sequence of vertices
{v;;0 < i < u < n} with drawing position and time can be
obtained. The vertices are linked orderly to create a polyline
which can represent the stroke. The vertices and the polyline
are defined as polygon vertices and an approximate polygon,
respectively.

3.2. Fuzzy Feature Detection. In order to solve the problems
of imprecision and uncertainty when sketching by using the
traditional method, in the OFSR system, fuzzy logic is used to
determine the degree of membership for classifying strokes,
which is a more natural method of handling ambiguities.

3.2.1. Fuzzy Logic. The selection of fuzzy membership func-
tions is a key step in this process, and the functions should
meet two requirements: (i) reflecting users’ intention cor-
rectly and precisely and (ii) high computational efficiency
[26]. Three frequent triangular membership functions are
shown in Figure 3.

Consider
x-a
1+ , a—-s<x<a,
S1
u(x:s,as,)=10, others, (3)
x-a
1- , a<x<a+s,.
s

r

In this paper, a general membership function is defined
as depicted in (3) with three scalar parameters s;, a, and
s,, which can, respectively, represent the special triangular
membership functions u,(x), normal triangular u,(x), and
u5(x), as shown in Figure 3. These functions are shown in (4),
respectively

u, (x) =u(x:+00,a-s,5),
u, (x) =u(x:s,as,), (4)

uy (x) =u(x:s,a+s,,+00).
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FIGURE 4: Human interactive dialogs.

A stroke is classified by computing their degrees of mem-
bership. Each geometry primitive is defined by several fuzzy
sets which do not have the same number of features for all
primitives.

3.2.2. Fuzzy Feature. In our OFSR system, each classified
stroke will be fitted into a corresponding conic curve (see (5))
by least median squares method. The open/closed classifier
is used, which was detailed in [11] to detect open or closed
when the stroke is in the conic section. This method permits
users to draw a stroke by any direction of rotation. A closed
conic can be circle or ellipse; otherwise it can be circular arc,
elliptical arc, hyperbola, and parabola.
Consider

q(x,y) =ax’ +bxy +cy’ +dx +ey + f. (5)

(1) Open/Closed Detection. Suppose a stroke is represented by
a sequence of vertices {v;;0 < i < u} with drawing position
and drawing time. The open/closed detecting method is
designed for determining open or closed when the stroke
is a conic section. Firstly, the mass center o(x,, y,) of the
stroke is calculated. Linking the mass center to the vertex v;
accordingly, a sequence of radius vectors, {ov;,0 < i < u}, is
built. In light of whether the cross product directions of all
neighboring vectors are coincident, we can classify whether
the stroke is conic section or not. If it is a possible conic
curve, we calculate the circumferential angle 6; between two
adjacent radii in clockwise (positive value) and anticlockwise
(negative values). A sequence of the corresponding circum-
ferential angles is represented as {0;;0 < i < u—1}. Define the
sum of all circumferential angles as the rotation angle of this
stroke. Comparing this rotation angle with the rotation angle
27 of the closing conic curve, we can estimate easily whether
the stroke is open or closed.

(2) Fitting Error Detection. By employing least median squares
method [15] to fit the polygon vertices of a stroke to a conic
curve in (5), we can get a series of constructed functions of
fitting error detection. The mean absolute error is calculated
as follow:

_ 1 &
g=——) la()l. (6)

u+leg

Equation (7) is the standardized error measurement function
with the stroke length L:

7)
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The measurement function of maximum absolute value is
described as

Emax = max {|q (v;)|;0 < i <u}. (8)

m;
The membership functions of the aforementioned mea-
surement functions for standardized error and maximum
absolute value can be constructed by triangular membership
function.

(3) Subdivision of Conic Curve. When a stroke is classified as
conic curve, OFSR system will determine the details deeply.
The invariants of conic section are used to filter the detail
categories. For example, 12 can be used to determine the
stroke which belongs to ellipse, hyperbola, or parabola. If the
stroke is ellipse type, it will be segmented into closed (ellipse,
circle) and open (ellipse arc, arc) by the aforementioned
open/closed detection.

3.3. Hybrid-Based Classifiers. After drawing a new stroke,
obtaining the polygon vertices by stroke preprocessing, a set
of approximation features are calculated, such as first/last
points, stroke length, enclosing rectangle of the stroke, and
speed features. Each primitive employs various classifiers.
Next, we exemplify how to develop hybrid-based classifiers
for sketch recognition.

(1) Line-Segment Classifier. We classify line segment by
comparing the length (h) and its width (w) of the minimum
enclosure rectangle. The w/h ratio will have values near 0
for line segment and near 1 for other geometry primitives. It
ascertains that very slim stroke should be recognized as line
segment.

(2) Polyline Classifier. For the polyline classifier, the stroke is
broken into sub-strokes by the polygon vertices. First, a least
median squares line is fitted to sub-stroke sampling points.
The orthogonal average distance (OAD) between the fitted
line and the sub-stroke sampling points is calculated, which
is similar to the [27]. Second, the sum of orthogonal average
distances for every sub-stroke is divided by the stroke length,
which is defined as the least median squares error ¢, for the
polyline fitting which must be below a certain threshold k.

(3) Conic Section Classifier. Through the experiment analysis
in the OFSR system, the membership functions of conic curve
based on hybrid features are related to some aforementioned
classifiers. The membership functions of conic section are
different for open/closed strokes.

3.4. Classification with Human Interaction. In our OFSR
system, a human computer interactive dialog is developed for
determining the ambiguous recognition result and revising
misrecognition, as shown in Figure 4. On the one hand, it is
designed for resolving the indeterminacy by interaction with
the users. In this OFSR system, whenever the fuzzy classifiers
return more than one geometry primitive,in other word,
whenever there are at least two values in all membership
degree values close to 1, as a result, this OFSR system
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FIGURE 6: Examples of the application in different fields.

displays a dialog in which all possibilities are activated (see
Figure 5(a)), allowing the user to choose their intentions by
themselves.

On the other hand, it is designed for correcting the error
recognition result. If the user finds that the recognition result
is not in accordance with their intentions, the wrong result
can be corrected easily by moving the mouse near the stroke.
The user just needs to the click right-hand button of the
mouse to activate the dialog of human computer interaction,
as shown in Figure 5(b). This interactive method makes the
stroke recognition easier and eliminates the need to redraw
the sketch for the desired result.

4. Implementation and Examples

This OFSR system has been implemented on Windows XP
by using Visual C++. This input sketch interface of OFSR
system allows the user to sketch freely as though using pencil
and paper. The input device is a computer mouse. The system
interprets the strokes into geometry primitives, if the results
are ambiguous, OFSR system will need the users to say the
last word, as shown in Figure 5(c).

This OFSR system has been tested in many fields such
as 2D/3D engineering drawing, flow chart, and statistical
diagram, and some examples of them are shown in Figure 6.

The first column shows the original sketches in different
colors to indicate the difference strokes; the second column
gives the comparisons of input sketches and recognition
results; the recognition results are shown in the third column,
which has consisted of 2D line drawings. The results show that
the OFSR system can interpret users’ freehand single strokes
into 2D line drawing correctly and effectively.

The OFSR system has been tested for 3D reconstruc-
tion from freehand sketches with several examples and
some of them are shown in Figure7. Figure7(a) shows
the original sketches, and Figure 7(b) gives the results of
elementary recognitions. The endpoint clustering result and
3D reconstruction result are shown in Figures 7(c) and 7(d),
respectively. Figure 7(e) is the recovered 3D model from the
freehand sketches.

This system gives users greater freedom to quickly specify
2D/3D geometry through 2D drawing and can encourage
users with poor sketching skills to use it for a creative design
task. Table 1 gives the statistical result of freehand sketch
recognition. It can be inferred from the statistical data, before
the human computer interaction, that recognition rates are
all more than 97% except for hyperbolas and parabolas. The
recognition rate can receive apparent improvement after the
human computer interaction, especially the hyperbolas and
parabolas.
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(a) Sketches (b) Recognition result (c¢) Endpoint clustering (d) Line drawing (e) 3D model
FIGURE 7: Examples of 3D reconstruction from freehand sketches.
TABLE 1: Statistical result of freehand sketch recognition.
Target sketches Straight line Over_traced Polygon Circle Ellipse OverF raced Ove.rtraced Hyperbola Parabola
line (arc) (arc) ellipse circle
Drawing times 118 100 46 76 70 47 30 30
Before HCI
Recognition rate % 1.0 1.0 0.978 0.983 0.974 0.986 0.979 0.8 0.6
After HCI
Recognition rate % / / 1.0 0.992 0.987 1.0 1.0 1.0 1.0

5. Conclusion

This paper presents a novel stroke fuzzy classification method
based on hybrid features to interpret sketches into line
drawing for low-level recognition, which is aimed to enable
the user to use it easily and intuitively. The OFSR system
developed is capable of classifying eight primitive shapes
including line segment, polyline, circle, circular arc, ellipse,
elliptical arc, hyperbola, and parabola. The proposed method
is suitable for online freehand sketching. It can easily correct
the recognition errors and determining the recognition
result by activating a dialog of human computer interaction.
Furthermore, through the integration of our researches into
the high-level sketch recognition system, we are developing
interpretations system for fitting overtraced strokes [27]. The
work presented here is only a part of our final sketched-
based 3D modeling system. The future work is to improve
the endpoint clustering method and reconstruct a 2D line
drawing to 3D model.
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