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Natural or man-made disasters, CBRN (chemical, biological,
radiological, and nuclear), can cause many casualties in
urban areas and massive destruction in critical in-
frastructures. Terrorist attacks, especially in high-rise
buildings, can be responsible for entrapment of a large
number of people. Entrapment can also occur as a result of
collapsed structures due to accidental or deliberate explo-
sions (e.g., collapsed mines, technical failures, and confined
spaces).

In past events, PPDR (public protection and disaster
relief) agencies, e.g., fire brigades, ambulance service, and
police, have always had many difficulties to effectively do
their work because of technical and organizational issues.
Interoperability among first responders belonging to dif-
ferent teams has always been very difficult, as well as co-
ordination actions among the agencies [1]. In addition,
managing and recovery of collapsed terrestrial telecom-
munication infrastructures has always been a major issue to
solve in crisis events [2-4].

Ideally, future public safety systems should be in-
teroperable, secure, and resilient for voice and data com-
munications, supporting broadband communications and
services. Therefore, the development and setup of advanced
telecommunication and networking technologies for
emergency networks as support of future public safety
systems are among the most important tasks to face [5-7].

The purpose of this special issue is to publish original
efforts in the ICT domain for effective future public safety
systems.

Earthquakes have been responsible for more than 30% of
the total fatalities from natural disasters in the last 30 years.
A seismic alert system represents one of the most important

measures to prevent and minimize earthquake damage.
Klapez et al. present and evaluate the performance of
Earthcloud, a cloud-based alert system helpful to reduce
processing and communication delays.

Communications among first responders are funda-
mental for their work to provide help.

Crespo-Bardera et al. propose a two-hop relay network,
merging MIMO textile technology at the first responders’
jacket into the LTE-A cellular network. Their results prove
the improvements in terms of network capacity and cov-
erage of this novel architecture.

Future public safety systems have to operate over,
possibly, dedicated radio resources.

Chaudry et al. present an overview of current LMR and
emerging broadband LTE netwtorks to be deployed in the
700 MHz band. Their comparative study between current
LMR networks and next LTE ones clearly shows the way for
future public safety networks, even if several LTE services
still do not meet mission-critical requirements, so that
further studies and standardization activities are required.

However, public safety agencies around the world started
migrating to LTE networks to support broadband com-
munications. Sun et al. evaluate the performance of an off-
network mission-critical push-to-talk device in direct mode
communications over LTE. Their study may help to define
configuration guidelines and end users to properly set the
system.

Interoperability among agencies and countries is a
mandatory requirement for future public safety systems.
Sedlar at al. present the design, implementation, and results
of a test bed for the 112 emergency service, which uses the
Pan-European Mobile Emergency Application (PEMEA)
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protocol. This test bed shows the feasibility of this approach,
and it eases next developments of this system.

Emergency networks can employ wireless sensor net-
works, which can be sparse. Zhao et al. present a sensing
coverage algorithm of sparse mobile sensor node, with trade-
off between packet loss rate and transmission delay.

After a severe meteorological event, telecommunication
infrastructures and radio resources can be strongly damaged
and made out-of-service. Therefore, it is very important to
detect as soon as possible, possibly real time, the current
availability of the radio spectrum. Santana et al. present a
tool that senses and monitors in real time the radiofrequency
spectrum and optimally places a number of sensors using
Lora or other IoT technologies, to provide an emergency
wireless coverage.

When telecommunication infrastructures are damaged
by natural disasters, unmanned aerial vehicles (UAV) are
also very useful to provide wireless coverage, given that they
could be rapidly deployed. Mayor et al. investigate the
optimal deployment of drones equipped with WiFi. Their
proposal minimizes the number of drones required to
provide reliable communication services.

A telecommunication infrastructure is composed of
heterogeneous radio and mobile technologies. Therefore, in
emergency scenarios, an efficient management of them is
mandatory. Bisio et al. propose a decision maker in charge of
performing network selection and handover decision. They
evaluate several metrics through customized algorithms and
show the best techniques for all the considered metrics.

In case of natural disasters, it is also very important to
manage all available ICT resources at the best, to reduce
delays and to improve information throughput among all
actors involved in disaster recovery. Choksi et al. propose a
solution for real-time resource allocation and scheduling to
handle multiple objects in postdisaster situations. Their
algorithm performs successfully in terms of maximal re-
source utilization and fulfilling the demand for different
tasks at various places. Kumar et al. propose a resource
scheduling algorithm for the postdisaster management in
which they estimate the waiting time for the availability of
resources using queueing theory.

With this special issue, we hope that readers will be in-
terested in emergency networks and future public safety systems
and they will find this issue helpful for their research and work.
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This paper is the design of a Radio Environment Map (REM) with a real-time tool to sense the radiofrequency spectrum and
optimally places with Surrogate Modelling and Sequential Experimental Design tools a total of 72 SDR sensors in the selected area,
using LoRa and/or NB-IoT technologies for networking. It permits the regulatory body to check the correct use of the assigned
spectrum and constitutes a communication alternative in case of a catastrophic event, such as a hurricane or an earthquake, where
radio and TV broadcasting play an important role in keeping people informed after such meteorological event. The radiobroadcast
services use large antennas and high towers, making them vulnerable to such events. Regardless of the chosen technology, the IoT
monitoring network will be more robust, since it uses small antennas and lower towers, and often a given area is covered by multiple
base stations. The tool can be used to deploy new services in the nonserved area (e.g., 4G in the 700 MHz band at a lower cost or
using TVWS techniques to provide communications and internet connection) and optimal interference management.

1. Introduction

Wireless communications and broadcasting play a vital role
in connecting people around the world. These systems are
used to inform, entertain, educate, and protect citizens.
However, in developing countries, financial resources are not
always available to have them operate efficiently.

Many developed countries introduce new broadband
services, e.g., fourth-generation networks (4G), at higher
frequencies (Long Term Evolution, LTE) band 38, 2570 MHz-
2620 MHz). However, at higher frequencies, base stations will
have a reduced coverage area, requiring much more base
stations for the same service area. This densification of base
stations is not feasible in underdeveloped countries because
of the high cost. Moving these services to lower frequencies
(e.g., 700 MHz) the numbers of base stations will be lower
covering more area.

Some underdeveloped countries deploy their network
in a progressive way based in coverage area without any

planning tool. The major unsolved issue in efficiently shar-
ing radio frequency spectrum between different services is
related to the coverage area and radiated power by base
stations.

Spectrum sensing performed by Cognitive Radio (CR)
seems adequate due to its lower infrastructure requirement
and wide application areas [1, 2]. In the case of CR, the
spectrum-sensing task is to obtain the characteristics of
spectrum usage. Moreover, it determines the type of signals
that occupy the spectrum (digital or analog signals) and their
features like the waveform, modulation, carrier frequency,
and bandwidth, among others. However, this needs more
precise signal analysis techniques which adds computational
complexity to the detection algorithms [3].

CRs can avoid interference with primary users. Reliable
sensing techniques identify the possible availability of spec-
trum opportunities to increase dynamic access to cognitive
networks capacity. The most valuable parameters of the
CR concept are the ability to sense, detect, learn, and be
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aware of the radio operating environment, the state of the
communication channel, the spectrum availability, the user
requirements and applications, the local policies, the available
networks (infrastructures), and the operating restrictions
determined by the regulatory body. But the principal feature
is its capacity of flexible autonomous autoreconfiguration [4].

Software Defined Radio (SDR) is one of the most signifi-
cant and latest technologies already and profusely commer-
cially in use for modern wireless communication-related
systems. SDR, the hardware platform of almost all CR, can
tune different frequency ranges and implement various (de-
)modulation schemes and various standards in the same
device/hardware by using a reconfigurable hardware and
software system [5]. In SDR, a broader range of capa-
bilities depends on elements which are basically software
configurable [6]. The two major advantages of SDR are
flexibility and easy adaptation. However, the deployments of
SDR sensors technology with the capability of transmitting
information are usually expensive [7]. Most recent advances
on standardization and industrialization for the Internet of
Things (IoT) technologies could contribute to solving the
interconnection of the SDR devices.

Cubea is yearly hit by tropical storms (e.g., hurricane Irma
in 2017) causing a lot of damage in the telecommunications
infrastructure, destroying people’s houses and making the
circulation impossible. In this case, the recovery process
should have good synchronization among the involved enti-
ties. Regardless of the chosen technology, the IoT moni-
toring network (using SDR sensors as sensing devices) will
be more robust, since it uses small antennas and lower
towers and often a given area is covered by multiple base
stations. Having a Dynamic Monitoring Tool (DMT) able
to detect in real time the radiofrequency spectrum and
making suggestions with possible solutions is helpful to cover
the damaged zone by the hurricane and keep the people
informed.

The novelty of this paper is the design of a tool that senses
and monitors in real time the radiofrequency spectrum and
optimally places with Surrogate Modelling (SUMO) and
Sequential Experimental Design (SED) tools a number of
SDR sensors in the selected area, using LoRa and/or NB-
IoT technologies for networking [1]. This tool will build a
REM of the selected radiofrequency spectrum and use this
information for the following purposes. First, it permits the
regulatory body to check the correct use of the assigned
spectrum. Second, it constitutes an alternative during recov-
ery process in case of a catastrophic event, such as a hur-
ricane or an earthquake, where radio and TV broadcasting
play an important role in keeping people informed. The
radiobroadcast services use large antennas and high towers,
making them vulnerable to such events. Third, the tool
will be useful for decision-making authorities and service
providers, showing the real-time available frequencies and
coverage interference about nonserved or underserved areas
because of the damage caused by the event. Fourth, the tool
can be used to deploy new services in the nonserved area
(e.g., 4G in the 700 MHz band at a lower cost or using
TVWS techniques to provide communications and internet
connection).

Wireless Communications and Mobile Computing

This paper continues as follows. Section 2 presents the
related work and the IoT platform solution. Section 3 pro-
poses a network’s architecture for our system. A real broad-
casting scenario is considered, including the optimization for
sensor position and IoT base stations. Section 4 shows the
results for the network design, the feedback loop for different
IoT platforms, and spectrum usage efficiency. Conclusions
are presented in Section 5.

2. Related Work and IoT Platform Solutions

2.1. Related Work. A surrogate model is a cheap-to-evaluate
replacement model of expensive, highly accurate computer
simulations (e.g., sensors positioning). Hence, the SUrrogate
MOdeling and Sequential Design tools are an alternative to
deeply explore the design space by evaluating large amounts
of samples. In [8], the authors use a surrogate model to
simulate the behavior of RF circuits. In [9], the same authors
use a surrogate model to find the best approximation of a LNA
describing functions.

Using SED, all the data points are chosen at once and the
modelling algorithm proceeds from there, without evaluating
any additional samples later. In [10], the authors present a
comparison and analysis of different space-filling sequential
design methods, where the results are compared to traditional
one-shot Latin hypercube designs. In [I1], a comparison
is made among different Sequential Experimental Design
methods for global surrogate modeling on a real-world
electronics problem.

Spectrum sensing, as a key enabling functionality in
CRNs, needs to reliably detect weak Primary Radio (PR)
signals of possibly unknown device types [4]. Spectrum
sensing should also monitor the activation of primary users to
vacate the occupied spectrum segments for secondary users.
However, it is difficult for CR to capture such information
instantaneously due to the absence of cooperation between
the primary and secondary users. Recent research efforts on
spectrum sensing have focused on the detection of ongoing
primary transmissions by CR devices. Generally, spectrum-
sensing techniques fall into two categories: wideband sensing
and narrowband sense. Narrowband sensing splits coherent
[12] and noncoherent detection. For coherent detection, no
knowledge about the parameters of the primary signal is
required, while noncoherent detection is the most appropri-
ate one when the SDR has limited information on the primary
signals (e.g., only the local noise power is known) [13]. Energy
detector [14] is an example of noncoherent detection, while
the waveform detector and the cyclostationary detector are
coherent [3].

Collecting measurements for constructing the REM can
be done by SDRs. Therefore, developing dedicated sensors to
increase the quality of the REM must be considered. In [16],
the effect of sensor geometries on Primary Users (PU) and the
environmental parameter estimation are studied. Distributed
spectrum sensing with Cognitive Radio Networks (CRNs) by
exploiting sparsity is proposed in [17].

To obtain knowledge about the network, a generic
approach to develop CR based on the REM is proposed in [18,



Wireless Communications and Mobile Computing

(¢

Broadcast

Transmitter

Block IV
o XL Block IT_
i Monitoring
| (9)
: Sensor ( )
I
! Block I
I
:  —
i SDR dongle
I
i IoT BS
I
I
i Raspberry PI
|
|
I
! IoT
i Transceiver
I
I
|
| Node 1

) = (D

Block VI

Monitoring

—_— é
7N

FIGURE 1: Dynamic network architecture.

19]. AREM is envisioned as an integrated database consisting
of multidomain information, which supports global cross-
layer optimization by enabling CR to “look” through various
layers. The cognitive radio engine (CE) for various cognitive
functionalities such as situation awareness, reasoning, learn-
ing, planning, and decision support can exploit the REM, as
a vehicle of network support to CR. In [18], simulation results
are presented. However, the authors do not consider different
metrics for performance evaluation (e.g., the environmental
noise interferences produced by cars, weather, and adjacent
transmitters).

2.2. IoT Platform Solution. In recent years, IoT networks
have increased quickly. The LoRaWAN (Long-Range Wide
Area Network) is one of the most adopted IoT standards
in the world [20]. Long-Range (LoRa) technology is gener-
ally implemented in the unlicensed 433 MHz and 868 MHz
bands, with a channel bandwidth of 125kHz. The physical
layer (PHY) implements a Chirp Spread Spectrum mod-
ulation (CSS), which provides excellent robustness against
interference [20].

Narrowband Internet of Things (NB-IoT) is a new cellu-
lar technology introduced in Third-Generation Partnership
Project (3GPP) Release 13 for providing wide-area coverage
for IoT. It includes relevant improvements for better perfor-
mance of IoT applications. Narrowband-IoT (NB-IoT) allows
flexibility by using a small portion of the traditional LTE
network spectrum [21] requiring 180 kHz of bandwidth for
both downlink and uplink. The choice of a minimum system

bandwidth enables a number of deployment options (e.g.,
replacing one GSM carrier (200 kHz) with NB-IoT).

The air interface of NB-IoT is optimized to ensure
harmonious coexistence with LTE, and thus such an “in-
band” deployment of NB-IoT inside an LTE carrier will not
compromise the performance of LTE or NB-IoT. An LTE
operator also has the option of deploying NB-IoT in the
guard-band of the LTE carrier by upgrading the software of
the LTE BS.

3. Methods

3.1. Network Architecture. 'To implement a dynamic network,
we designed a network architecture able to retrieve the
required feedback data to the DMT in real time through an
IoT feedback loop. Figure 1 shows a block diagram of the
proposed network architecture.

The DMT (Block V in Figure 1) collects and analyses
Quality of Service (QoS) (Block II, Figure 1) data retrieved
from the sensing devices (Block I, Figure 1) to build the REM
(Block VI, Figure 1) of the real propagation conditions in the
covered area. The QoS data also allows detecting frequencies’
interference from secondary services (e.g., adjacent transmit-
ters) and available coverage and taking further actions (Block
IV, Figure 1). The actions to take will depend on the scenario
that the DMT is working on (e.g., normal conditions or after a
disaster caused by a hurricane). In this way, a bridge between
the broadcasting network and the DMT network (Block III,
Node1, Node 2, and Node N, Figure 1) was implemented. The



TABLE 1: Parameters to retrieve by the sensing device at the receiver
location.

Parameters Size Unit
Channel 7 bit
Frequency offset 10 bit
SNR 7 bit
Bit Error Rate 13 bit
Total 5 Bytes

IoT network has to be designed and optimized to overlap with
the broadcasting network coverage.

To build the sensing device, a Raspberry Pi (RPI), an SDR
USB device, and an IoT transceiver were combined (Block I,
Figure 1). The RPI has enough computational performance
to drive both devices [22]. To detect Digital Terrestrial
Multimedia Broadcast (DTMB) signals, the measurement
device implemented by hardware using an SDR USB device
must accomplish at least with the following parameters: (i)
covering the radiofrequency UHF band (470-806MHz), (ii)
bandwidth 6 MHz, and (iii) Signal-to-Noise Ratio (SNR)
from 14 dB to 30 dB.

Table 1 lists the required parameters to implement the
dynamic radiofrequency map and to provide feedback about
interference issues to the DMT of Figure 1. The bit size for
each parameter is software dependent. The frequency offset is
required to correct the local frequency reference and achieve
a higher measurement accuracy. A 5-byte packet is sent to the
DMT. An IoT transceiver will collect the data packets from
the sensing devices and later transmit it to the optimization
servers every 5 minutes. Retrieved data is based on the 96-
percentile for the previous 5 minutes. For LoRa packets of 10
bytes, the time on air with SF =7 is around 40 ms [23]. Hence,
the latency of the IoT network is not a critical constraint for
this application.

3.2. Configuration and Scenario. First, define the proper link
budgets for each technology, to sense the broadcasting net-
work and to design and optimize the IoT network. Consider
the IoT transceiver and the SDR sensor to be integrated as
shown in Figure 1, Block I. Table 2 lists the most relevant
link budget parameters for DTMB, SDR sensor, LoRa, and
NB-IoT. A link budget accounts for all the gains, losses, and
implementation margins in the transmitters, the receiver,
and the propagation channel. Based on the link budget, it
is possible to calculate the maximum allowable path loss
(PLmax) for each technology in a certain scenario [24].

3.3. Broadcasting Network and Hurricane Effects. To make
the dynamic map of the radiofrequency spectrum, a realis-
tic suburban scenario in Havana, Cuba, and the currently
deployed DTMB network (UHF band) was considered. Three
DTMB transmitters (operating on 575 MHz, 677 MHz, and
689 MHz; the last two transmitters are situated in the same
building) are covering an area of 50 km?. Figure 2 shows
the coverage area of the broadcast transmitters and avail-
able cellular base stations (BSs) (dotted line). To sense the
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FIGURE 2: Broadcast transmitters, covered area, and cellular BSs
(delimited with dotted line).

radiofrequency spectrum we deploy a number of sensors to
cover the area and a number of IoT base stations (BSs) to
collect the information from the sensors. The optimization
and deployment of the sensors and IoT BSs will be described
in Sections 3.5 and 3.6, respectively.

The OFDM parameters (including Frequency Sampling
Factor) and bitrate of the broadcast transmitter were retrieved
from the DTMB standard specifications [25]. Another speci-
fication of the broadcasting network, such as radiated power,
radiation efficiency, frequency, bandwidth, antenna parame-
ters, and receiver parameters, depends on the setup, network
planning, and technology in use by the service provider
(currently deployed network). Notice that the transmitter
efficiency takes into consideration both the high-power
amplifier and radiation system efficiency.

The shadowing standard deviation was retrieved from
the Regulation for Digital Television Broadcast by the local
regulatory authorities.

The wind speed in a tropical cyclone in the Caribbean
could reach between 250 km/h and 400 km/h (e.g., hurri-
cane Irma in 2017) [26]. The buildings have its structure
prepared to support the wind speed, but the cyclone can
destroy the windows, knock down the trees, and destroy the
electrical service in the area making the circulation almost
impossible. Let us suppose that, after the hurricane, two of
the three transmitters and approximately 60% of the BSs
are destroyed (Figure 3). The TV coverage zone and the
operation of the DMT will be affected due to the lack of
available infrastructure. The DMT will be helpful to check
the spectrum availabilities. Hence, there are two options to
get the DMT back: (i) giving priority to the BSs of the cellular
network in the recovery process, deploying the DMT using an
NB-IoT network, or (ii) deploying a LoRa network without
dependencies on the existing or destroyed infrastructure. In
both cases, the design of a network redundancy will be taken
into account in case the base stations used for the DMT are
destroyed by the hurricane.
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TaBLE 2: Link budget parameters.

Parameter DTMB LoRa NB-IoT Unit
Frequency 575 677 689 868 716 MHz
Radiated Power 50 60 58.45 14 23 dBm
Radiation efficiency 16.8 19.6 191 15.0 14.6 %
Bandwidth 6 0.125 0.015 MHz
0.180
OFDM Subcarriers 3780 - 12 -
OFDM Used 3744 - 12 -
Subcarriers
Frequency Sampling 0.420 0 1536 )
Factor
Cell Iyterference 0 0 ) 4B
Margin
BS Antenna Height 40 145 145 20-31 30 m
Receiver Antenna
Height 3 3 3 m
Re;elver Antenna 3 8 3 dB
Gain
Receiver Feeder 0.6 0.6 0.6 dB
Losses
Noise Figure 35 6 3 dB
Sha(.iov.vmg Standard 75 75 75 4B
Deviation
-20.0
-17.5
Receiver SNR 35 150 -12.6 dB
125 3.0
-10.0
-7.5
0.24
0.44
Bitrate 18274 0.97 0.02 kbps
204.8
1.75
3.12
5.46

3.4. IoT Infrastructure. To evaluate the required resources
(i.e., infrastructure and spectrum usage) for the IoT feed-
back loop, we designed, optimized, and compared the
two IoT networking solutions in the proposed scenario:
LoRa and NB-IoT. Notice that the SigFox constraint of
maximum packets delivered per day does not fit this
application.

LoRa devices can radiate a signal level higher than 14
dBm (Class A end-devices), but due to the regulation of the
maximum allowable radiated power in the 868 MHz, the
maximum Equivalent Isotropically Radiated Power (EIRP) is
limited to 14 dBm [27]. The maximum EIRP in NB-IoT end-
devices is 23 dBm [28].

Using different configurations, LoRa BSs allow emulating
up to 49 virtual channels [27]. Here, the maximum available
physical channels only are considered (eight channels) [27].
The LoRa PHY layer implements a larger range of modulation

schemes, allowing bit rates for a single channel from 0.25 kbps
to 5.5 kbps [27]. The SNR is in the range from -7.5dB to -
20 dB. The spread spectrum modulation encodes each bit of
information into multiple chirps. Hence, the spread spectrum
processing gain allows receiving signal powers below the
receiver noise floor.

For NB-IoT, we consider a joint deployment with LTE
(band B8-900MHz) BS infrastructure, considering n-band
mode. The occupied bandwidth per channel for LoRa is 125
kHz [27], and for NB-IoT is 180 kHz using a single LTE PRB
[21]. The radiation efficiency of the NB-IoT power amplifier,
radiation system, and the sampling factor will be the same as
for LTE [29].

An additional 2dB loss should be accounted for NB-
IoT in the cell interference margin. This is because the LTE
cell frequency distribution requires considering a permissible
interference among nearby cells [24].
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TaBLE 3: The four different categories for sequential design and examples [15].

Input-based Output-based

Model output-based Model-based

Uses input and output
values from previous
samples to determine next

Uses only input values from
previous samples to
determine next sample.

Uses previous samples and
model properties and
parameters to determine

Uses previous samples and
model evaluations to
determine next sample

sample. next sample.

Examples: Examples:

(i) Random sampling (i) Adaptation to

(ii) Low-discrepancy irregularities
sequences Examples: (ii) Slope, local optima and Examples:
(iii) Sequentially nested (i) LOLA-Voronoi variance criteria (i) Kriging-based
Latin hypercubes (iii) Sequential Exploratory

. . Experimental Design
i;vlil;jl‘i’;;n‘”'based method (SEED)

(V) M Carl (iv) Model error sampling

v) Monte Carlo
Optimization-based
sampling
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FIGURE 3: Broadcast transmitters, covered area, and cellular BSs
(delimited with dotted line) after some meteorological event.

3.5. Sensing Network Optimizations. To optimize the sensing
networks, several parameters need to be taken into account.
Firstly, we have to cover an area of 50 km? in a suburban area
with three TV transmitters working in the UHF band (470-
806MHz). Hence, the propagation loss plays an important
role at the moment to decide how many sensors we are going
to use. To estimate its behavior, the Okumura-Hata model for
propagation loss in a suburban scenario is considered, which
is fully explained in [30].

Secondly, we have to calculate the required number of
sensors to fit the area avoiding the errors trying to estimate
the received power among adjacent sensors. To achieve that,
the received power was estimated using the Okumura-Hata
model in a suburban area varying the receiving distance
in steps of 1km. Figure 5 shows the results for the three
transmitters in the area.

As can be seen, the received power drops dramatically
in the first 10km for all the transmitters. However, for the

575 MHz frequency and transmitted power of 50 dBm, after
5 km the received power drops under the TV sensitivity
threshold established in a Cuban regulation for UHF band
(-84 dBm) [31]. Hence, the proposition is to work with a
resolution of one sensor per km?.

To optimize the deployment the SUMO was used [32, 33].
The SUMO is a MATLAB tool that automatically builds
accurate surrogate models (also known as meta-models or
response surface models) of a given data source (simulation
code, dataset, script, etc.) within the accuracy and time
constraints set by the user. The tool minimizes the number
of data points (which it chooses automatically) and tries to
be as adaptive and autonomous as possible, requiring no user
input besides some initial configuration [32, 33].

Usually, the simulations require expensive computational
hardware. Hence, the SUMO tool is an alternative to deeply
explore the design space by evaluating large amounts of
samples. The goal of surrogate modeling is to find a model
that mimics the original system’s behavior but can be evalu-
ated much faster. This function is constructed by calculating
multiple samples at key points in the design space, analyzing
the results, and selecting a model that approximates the
samples and the system behavior.

Table 3 shows a wide variety of model types available;
their limitations depend on the system that is being modeled.
Popular choices are polynomial and rational functions [34],
Kriging models [35], neural networks [36], and radial basis
function (RBF) models [37]. These can be used to perform
optimization and sensitivity analysis once the model is
constructed [38].

Also, the SED [11, 39] was used trying to achieve a similar
result and thus compare both deployments. The SED is a
powerful tool for sequential Design of Experiments (DoE).
In traditional experimental design, all the design points
are selected up front, before performing any (computer or
real-life) experiment, and no additional design points are
selected afterward. This traditional approach is prone to
oversampling and/or undersampling because it is often very
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FIGURE 4: Flow diagram of the Sequential Design, including the
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difficult to estimate the required number of design points
in advance. The SED tool solves this problem by providing
the user with state-of-the-art algorithms that generate an
experimental design in a sequential way, i.e., one point at a
time, without having to provide the total number of design
points in advance. The SED was designed to be extremely fast
and easy to use, yet very powerful [11, 39].

The traditional DoE is chosen based only on the available
information in the first simulation, such as the input variables
and the result of the measurements. This information is then
added to the experimental design in the simulator, which
evaluates all the information in the Surrogate Model. This
is a one-shot run, where all the points are assessed at once,
and the modeling algorithm proceeds without evaluating any
additional samples [40].

Sequential Experimental Design (SED) improves on this
approach by transforming the unique algorithm into an
iterative process. SED methods analyze data (samples) and
models from previous iterations to select new samples in
areas that are more difficult to approximate, resulting in
a more efficient distribution of samples compared to the
traditional DoE.

Figure 4 shows the flow graph to work with both tools
(SUMO and SED). In the first step (initial configuration),
the coordinates (UMT format to SUMO tool and degree
format to SED tool) of the area under evaluation need to
be added. In addition, constraints are defined with, e.g.,
buildings, lakes, or rivers, not allowed areas to place the
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FIGURE 5: Received power variation using the Okumura-Hata model
in steps of 1km. The inputs parameters were taken from Table 2.

sensors. In both tools, these are known as “constraints.”
Finally, the number of samples to add in every iteration and
the final number of samples to deploy need to be assigned.
The rest of the process continues with a loop until finding
the optimal number of sensors to deploy is defined. In the
case of the SUMO tool, it starts adding known samples with
their received power (dBm). If the number of samples does
not satisfy the requirements, the tool advises new locations
(samples), where the received power should be measured.
There are then new samples and the whole process is repeated
again. In the case of SED, putting the desired number of
sensors to deploy is only needed and it will design the whole
deployment.

Table 3 lists some of the available methods to work
with SUMO and SED tools. A model is considered accurate
enough when its root relative square error is lower than
0.05 [8]. The maximum number of samples allowed for each
frequency was fixed at 65. In this paper, the output-based
(LOLA-Voronoi) and model-based (Kriging-based) sampling
were used because both use the input and output values
from previous samples to determine the next samples. By
adding samples after every simulation, the REM can be built
as precisely as we want.

3.6. IoT Networks Optimizations. To optimize the IoT net-
work, the power consumption of the dedicated feedback
channel has to be minimized. To this aim, an IoT LoRa and
an NB-IoT network (Table 2) are designed, optimized, and
benchmarked.

To account for the minimally required infrastructure
and optimize the network power consumption, the heuristic
algorithm presented in [41, 42] and improved in [1] was used
to reduce the number of base stations required in the IoT
physical layer. Figure 6 shows the process for the design
and optimization for minimal infrastructure and power
consumption of the IoT feedback network. The design and
the optimization are performed in two different steps (two
heuristic cycles of the algorithm). In the original algorithm
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presented in [11, 41], only one cycle is present (no optimal
BS location selection is implemented). The network design
tool is capacity-based, meaning that the traffic density and
end-devices density are input parameters. The software also
receives as input parameters the target area and a number of
possible BS geo-locations including the BS antenna height.
Forty simulations are performed to assess the mean power
consumption of the whole network, where the progressive
average for all simulations is calculated to validate a proper
estimation of the percentage of users covered.

In the first step (Figure 6), the best set of BSs among
the whole set of possible BS locations is chosen. Forty-one
available BS locations were considered in the scenario of
Section 3.2. The software optimizes the power consumption
connecting each user to the active BS with the lowest path loss
if this BS still has enough capacity to support the user. Only if
no other active BS can support the current end-device, then
a new BS is marked as active.

The best BS locations in terms of path loss are statis-
tically chosen after 40 simulations (step 1). The maximum
number of BSs chosen will depend on the traffic demand
and effective coverage per BS that guarantee at least 96% of
end-devices actually covered by the network. The Path Loss
(PL) [dB] between the end-devices and each base station
(BS) is calculated as a function of the distance d [km], the
frequency f [MHz], the BS antenna height #b [m], and the
end-device antenna height Am [m]. For our scenario, we use
the Okumura-Hata path loss model [30], which fits well with
the scenario topology and related technology parameters (i.e.,
frequency, maximum range, and effective heights).

In the second step of the algorithm (Figure 6), the power
consumption is further optimized by connecting users to the
active BSs with the lowest path loss and by reducing the EIRP
while the PL between the base station and end-devices is less
than the maximum PL.

4. Results and Discussion

This section presents the results of the network simulations
and optimizations in the considered scenario.
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FIGURE 7: Sensing network deployment for the UHF band using
SUMO and SED for optimal positioning and number of sensors for
spectrum monitoring.

4.1. Sensing Network Optimization. As mentioned in Sec-
tion 3.5, we calculated the optimal position for sensors using
SUMO and SED tools. The main constraint of both tools is
that they use approximation algorithms. As a result, we will
obtain a new deployment every time we run the application
(number and position of the sensors might be different) until
the optimal position is found.

In order to improve the accuracy, an adaptive sam-
pling procedure drives the selection and simulation of new
samples. Modeling starts with 30 known samples using
LOLA-Voronoi. Afterwards, a Kriging-based model adaptive
sampling is applied. After each sampling iteration, 10 more
samples are required, the received power (in dBm) for every
new sample is estimated, and the process is repeated until
one of the following conditions [9] is satisfied: (i) the user
required accuracy has been achieved and (ii) the maximum
allowed number of samples has been reached.

Once the 65 samples for each frequency (one per trans-
mitter) are obtained, the results should be combined to
obtain the final deployment, with the condition of every
sensor having to receive information from the three available
transmitters in the selected zone. The difference among
sensors is fairly small to assume one final position for the
same sensor. Only seven more sensors were required to cover
the entire area. Finally, an optimal deployment of 72 sensors
in the selected area was obtained. Figure 7 shows the sensors’
deployment in the selected area.

Figure 8 shows the coverage zone for the three trans-
mitters in the area. Figure 8(a) represents the coverage zone
for the transmitter working on 575 MHz. It does not cover
the entire zone (50 dBm of radiated power and 40m of
antenna height) because the received power in some parts
of the selected area is under the TV sensitivity threshold for
UHF band (-84 dBm). However, the other two transmitters
transmitting on 677 MHz (Figure 8(b)) and 689 MHz (Fig-
ure 7c) located in the same building (60 dBm and 58.45
dBm, respectively, of radiated power and 145m of antenna
height) can cover the selected area without reaching the
TV sensitivity threshold (-84 dBm) in any part of the area.



Wireless Communications and Mobile Computing

Latitude [o]

23.14

23.13 |

23.12 |

23.11 |

231

23.09 |

Received Power @575MHz

dBm
=35

—40
—45
=50
=55
-60

-65

=70
23.08 |
=75

23.07 |

23.06
—82.42

-85

—82.41 -824 8239 -82.38 -82.37 -82.36 -82.35 -82.34

Longitude [o]
(a)

Received Power @689MHz dBm

23.14 =35

2313 | —40
—45
2312
-50

23.11 + _55

231 b -60

Latitude [o]

—65
23.09 |

=70
23.08 -
=75

23.07 + ~80

23.06

L L L L L L L -85
—-82.42 -82.41 -824 -82.39 -82.38 -82.37 -8236 -82.35 -82.34

Longitude [o]
(0)

4 - Received Power @677MHz dBn} 35
2313 + -40
—45
2312 |
-50
_ B a5
L
L
g 231 | -60
k1
= 2300 | —65
-70
23.08 |
-75
23.07 | 80
23.06 | -85

-82.42 -82.41 -824 -8239 -82.38 -82.37 -82.36 -82.35 -82.34

Longitude [o]
(b)

Coverage Map without interference among the 3 Transmitters dBm

23.14 -35

23.13 b —40

2312 +

23.11

23.1 +

Latitude [o]

23.09 +

23.08

23.07 +

23.06 L L L L L L ,
-82.42 -8241 -824 -82.39 -82.38 -82.37 -82.36 -82.35 -82.34

Longitude [o]
(d)

FIGURE 8: Coverage map simulation-based in the selected area, (a) 575 MHz, (b) 677 MHz, (c) 689 MHz, and (d) coverage map with the 3
transmitters (black square) working in the area without interference among them.

Every one of those transmitters is working at a different
frequency and transmitting different information. Hence,
there is no interference between them. Figure 8(d) shows the
three transmitters together; 100 percent of the area is covered
by the TV signal with a received power higher than -84 dBm
in every point.

4.2. IoT Feedback Network Optimization. Figure 9 shows the
two obtained solutions for the IoT feedback network coverage
map in the considered area, for LoRa (Figure 9(a)) and
NB-IoT (Figure 9(b)), using the method and scenarios of
Section 3.2. The BSs chosen to optimally satisfy the density
of connected devices and traffic are highlighted with a darker
color.

The required number of BSs for LoRa is 4 and for NB-IoT
is 6. Theoretically, the area coverage requirement (50km?)
is satisfied with only 1 to 3 BSs (depending on the SF).
However, a larger number of BSs are required to satisty the
capacity demand for the worst-case traffic generated by the
monitoring application of the receivers. For this reason, the
best LoRa network performance is achieved if all devices are
capable of connecting with SF=7 to the nearest BS (in terms of
pathloss). The reason for this is that SF=7 achieves the highest
bit rate and lowest time on air. NB-IoT has a higher capacity
with QPSK modulation scheme, but the maximum coverage
per BS (i.e., ~2 km) is lower than LoRa SF=7 (i.e., ~3.1km).

Notice that the DMT will be deployed using the existing
infrastructure to provide 3G and in a near feature LTE. In our
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FIGURE 9: IoT feedback network coverage map (black circles): selected BS locations (black points) and sensors with red crosses, (a) LoRa

network solution and (b) NB-IoT network solution.

solutions (LoRa and NB-IoT) more than 70% of the possible
BS locations are never chosen. As such, the algorithm is a
heuristic: the obtained solution might not be (nevertheless, it
can be) the optimal solution, but it is a suboptimal one close to
the optimal one. The approach that more than 70% of possible
BSs are never chosen can be used to develop a background
network to face the recovering process after a meteorological
event. Removing the chosen BSs in the previous design and
running the described process in Figure 6, a new optimal
deployment is obtained.

4.3. Recovery Process after a Meteorological Event. The sce-
nario presented in Section 3.2, where it is assumed that
two of the three transmitters are destroyed by the hur-
ricane, is considered. These two transmitters are located
on the same building with a height of 145m retrieving
in a higher probability of the antenna destruction caused
by the wind. The process to recover the original trans-
mitters can take days and during this time, the people in
the area are still uninformed about the situation they are
facing.

In this case, the proposed DMT plays an important role
in helping the authorities during the recovery process after a
disaster event. The first step to keep the DMT running is to
provide the sensing devices with batteries (Figure 1, Block I).
The Raspberry PIis the core of the sensing device and it works
with 5V consuming around 2A. Hence, with a power bank of
10,000 mAb, the sensing devices run around 5 hours.

The second step is to have all the necessary base stations
working to collect the information from the sensing devices.
In Section 4.2, we provided two solutions. The first uses
4 LoRa BSs and the second one uses 6 NB-IoT BSs. All
these locations are used to provide cellular connections

and are equipped with a backup power supply and cooling
system, making them work during and after the hurricane.
To decide the best solution, the following elements need to
be accounted for: (i) access level to those locations after the
hurricane, (ii) BSs’ state, and (iii) in case of partial or total
destruction how much time it takes to restore the service.
The IoT technology will be chosen depending on the elements
previously mentioned.

As mentioned, we obtained two solutions for the IoT
network: 4 BSs for LoRa and 6 BSs for NB-IoT. The locations
of LoRa BSs coincide in position with 4 of the 6 locations of
NB-IoT BSs. However, the antennas of both technologies use
the same tower. Hence, the time to repair one tower is the
same no matter the technology. To have the DMT working
back and save time in the recovery process, it is better to use
LoRa solution.

For the scenario described in Section 3.3 where two
transmitters were destroyed, the one still transmitting does
not have enough power to cover the entire area (Figure 8(a)).
The DMT can detect that in approximately 30% of the area the
received power is under -84 dBm. In this situation and to keep
the people informed, we propose using a small transmitter
located in the same building with a transmission power of
40 W (around $700) instead of repairing the original one
(installation time will be longer and price will be higher,
around $20,000). Figure 10(a) shows the coverage area of
the new transmitter (~46 dBm, 145m of antenna height).
Figure 10(b) shows the two transmitters together and 90% of
the area is covered by the TV signal with a signal strength
higher than -84 dBm. Only 10% (black square) of the area still
remains as an unserved area.

In Section 3.3, we assumed that 60% of the 41 available
base stations we needed to provide a cellular connection
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F1GURE 10: Coverage map (received-power) simulation-based in the selected area, (a) 677 MHz with a transmitted power of 40 W, (b) coverage
map with the 2 transmitters (black square) working in the area without interference between them. The black square is the unserved area,

around 10% of the total surface.

(GSM, 3G, and 4G) were destroyed by the hurricane (25
BSs destroyed). After a hurricane, it is difficult to check
all the BSs in a short time period. In this situation, the
proposed DMT is useful to precisely detect which BS is
working and give the authorities feedback about the real
situation.

4.4. Network Deployment Cost Considerations. For network
deployment, we need to consider the end-devices structure
and the BS infrastructure. A single sensing device is built
with an SDRplay sensor (model RSPIA), a Raspberry PI 3
(model B+), and an IoT transceiver (LoRa and NB-IoT). The
approximate price for all of these devices is $215. The total
price for 72 sensors is approximately $15,480. A single LoRa
BS has deployment cost up to $1,000 and a single NB-IoT of
$15,000, considering the reusage of LTE infrastructure. The
difference in infrastructure is not significant (2 BSs more for
NB-IoT). However, the NB-IoT license cost for the mobile
operator is thus considerably higher. The total LoRa BSs
infrastructure cost is just $4,000 (4 BSs). For NB-IoT, the
total BSs deployment cost is $90,000 (approximately 22 times
higher for 6 BSs).

5. Conclusion

In this paper, we investigated the feasibility of building a
REM deploying 72 SDR sensors using SUMO and SED
tool in a selected area and using LoRa and/or NB-IoT
technologies for networking. The IoT feedback network is
designed and optimized for minimal power consumption and
infrastructure.

This DMT permits the regulatory body to check the
correct use of the assigned spectrum and plays an important

role in the recovery process after a catastrophic event, such as
a hurricane, where radio and TV broadcasting are important
in keeping people informed. Besides, the tool can be used to
deploy new services in the nonserved area (e.g., 4G in the
700 MHz).

Future research will consist of the emulation of the DMT
in a real scenario.
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To solve the problem of sensing coverage of sparse wireless sensor networks, the movement of sensor nodes is considered and a
sensing coverage algorithm of sparse mobile sensor node with trade-off between packet loss rate and transmission delay (SCA_SM)
is proposed. Firstly, SCA_SM divides the monitoring area into several grids of same size and establishes a path planning model
of multisensor nodes’ movement. Secondly, the social foraging behavior of Escherichia coli in bacterial foraging is used. A fitness
function formula of sensor nodes’ moving paths is proposed. The optimal moving paths of all mobile sensor nodes which can cover
the entire monitoring area are obtained through the operations of chemotaxis, replication, and migration. The simulation results
show that SCA_SM can fully cover the monitoring area and reduce the packet loss rate and data transmission delay in the process
of data transmission. Under certain conditions, SCA_SM is better than RAND_D, HILBERT, and TCM.

1. Introduction

Wireless sensor networks (WSNs) are composed of a large
number of sensor nodes and are deployed manually or ran-
domly in a given monitoring area. The sensor node recognizes
and collects the state of the monitoring environment (such
as temperature, humidity, and brightness) and sends this
information to devices (sink nodes or base stations) that
are suitable for data processing, visualization, analysis, and
decision-making [1, 2]. Because sensing range and energy of
sensor nodes are limited, the analysis of large amounts of local
data is impossible when the monitoring area is huge and the
environment is complex. Moreover, large-scale deployment
requires a huge cost investment. Therefore, a sparse mobile
sensor network with a small number of sensor nodes is
considered; in particular, a device such as a drone or robot
can be used in the sensor node to move to each monitoring
position. The mobile monitoring node can sense the entire

monitoring area. It reduces the system application cost
[3].

However, sparse mobile sensor network may generate a
large packet loss rate and a long data transmission delay.
Therefore, mobile path selection and sensing coverage of
mobile sensor nodes need be studied. At present, some
scholars focus on the path selection of mobile sensor nodes
installed on UAVs (unmanned aerial vehicle) and achieve
certain results. For example, a rasterized motion model is
established based on the environmental information within
the scope of the UAV in the literature [4], and A * algorithm is
used to obtain the UAV’s moving path. The literature [5] con-
structs the model of UAV flight path, quantitatively describes
the threat area on the path, and uses improved artificial
potential field method to obtain a sufficiently smooth flight
path. A three-layer framework consisting of sensor layer,
cluster head layer, and moving collector layer is proposed in
the literature [6]. The mobile collector calculates its moving
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trajectory planning, uses the divide and conquer method to
determine the turning point on the path, and obtains its
efficient mobile data collection scheme. In the literature [7],
each mobile sensor node is assigned a unique ID to find
its potential moving position. The greedy algorithm is used
to select the optimal stayed position from these potential
moving positions. Finally, its optimal path is constructed.
The literatures [4-7] mainly implement the path of mobile
sensor node from starting position to target position, but
how to efficiently cover the entire monitoring area is not
taken into consideration. The literature [8] uses HILBERT
curve as moving path of mobile aggregation node to cover
the entire network. The literature [9] proposes a temporal
coverage mechanism (TCM) for mobile sensor nodes in a
sparse network environment. TCM divides the monitoring
area into several grids so that mobile sensor nodes can
cover the entire monitoring area as quickly as possible.
Meanwhile, to achieve efficient coverage of the monitoring
area under the sparse WSNs, some scholars focus on using
artificial intelligence algorithms to obtain the moving paths of
mobile sensor nodes. For example, the literature [10] proposes
an improved artificial bee colony algorithm to solve the
traveling salesman problem of neighborhood search in sparse
WSNs and obtains the optimal data collection and movement
paths of mobile sensor nodes. The literature [11] proposes
autonomous movement model of mobile sensor node, which
can be solved by bacterial foraging optimization algorithm
(BFOA). The autonomous mobile solution of each mobile
sensor node can be obtained. However, the literatures [8—
11] do not consider that the storage space of mobile sensor
nodes is limited and have large packet loss rate and high data
transmission delay.

Therefore, a sensing coverage algorithm of sparse mobile
sensor node with trade-off between packet loss rate and
transmission delay (SCA_SM) is proposed. The monitoring
area is divided into a finite number of square virtual grids by
SCA_SM. Each mobile sensor node takes neighbor grid center
as next stayed position, proposes a mathematical expression
of moving paths of mobile sensor nodes, and establishes
a moving path planning model for multiple sensor nodes.
To quickly solve the optimization model, the processes of
chemotaxis, replication, and migration in the BFOA are used
to solve the model. In accordance with the optimization
goal of the WSNs, fitness function is proposed to reduce
the packet loss rate and data transmission delay as much
as possible. Mobile sensor node simulates two basic actions
of Escherichia coli, such as advancement and flipping in
the search space. The mobile sensor node first moves a
step in any random direction. If the fitness value of current
moving path in this direction is improved compared with
that value of previous moving path, then it will continue
to advance in this direction. Instead, it will flip to find a
new random direction and a position that can improve the
fitness value. When all mobile sensor nodes cover the entire
monitoring area or reach the end condition, SCA_SM outputs
an optimal solution. Therefore, optimal moving paths of all
mobile sensor nodes which cover the entire monitoring area
are obtained, and the packet loss rate and data transmission
delay in data transmission process are reduced.
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FIGURE 1: Principle of SCA_SM.

2. Algorithm Assumptions
and Basic Principles

In SCA_SM, WSNs are assumed to be evenly distributed
in the monitoring area of two dimensions. Multiple mobile
sensor nodes and one static sink node exist in the network.
Mobile sensor node has a fixed communication radius and
data storage capacity. The position coordinates of the nodes
are obtained by satellite positioning modules, such as GPS,
Beidou, or other positioning modules. Only one grid center
is allowed to pass once in one round of data collection.
Static sink node collects data at the center of the monitoring
area and can only listen to the data reported by mobile
sensor nodes in the single communication range of sink
node.

As shown in Figure 1, the monitoring area is divided
into square grids of uniform size, and some mobile sensor
nodes are randomly placed in the monitoring area. When
the network is running, all mobile sensor nodes move to the
neighbor grid center’s positions which are not stayed before
and sense the data of grid area. If a mobile sensor node is
within the communication range of sink node, then the data
are sent to sink node in single-hop manner; otherwise, the
data are stored in the mobile sensor node. If storage space of
mobile sensor node is full, the oldest data are deleted, and
the received data are stored. However, SCA_SM still needs to
solve the following two problems. The first is how to establish
an optimization model of multisensor nodes’ mobile sensing
coverage through mathematical model. The second is how to
use the improved bacterial foraging algorithm to solve the
optimization model and obtain optimal moving path scheme
of multiple mobile sensor nodes that can fully cover the
monitoring area. The specific solutions to these two problems
are as follows.

3. Establishment of the Optimization Model

The optimization model of multisensor nodes’ mobile sensing
coverage can be converted into
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where P* represents the moving path of mobile sensor node
k. p;.‘ represents the jth stayed grid center’s position of

mobile sensor node k. Cf represents the amount of data
stored in the mobile sensor node k at time t. C,,, represents
the maximum storage space of mobile sensor node. d,
represents the distance from mobile sensor node k to sink
node. d,,, represents the maximum communication radius

of sink node. SDfJrl represents the amount of data received

max

and sensed by mobile sensor node k at the next moment. D
represents the total number of lost packets of mobile sensor
node k from network start time to time t. Cover, represents
the sensing coverage of mobile sensor node k, that is, the
ratio of the number of grid center positions in the moving
path of mobile sensor node k and the total number of grids.
Dy, represents the packet loss rate. N, represents the total
number of packets generated by all mobile sensor nodes.
Taverage Tepresents the current data transmission delay. T,,
represents the time when the packet m is successfully sent to
sink node. t,, represents the generation time of packet m. t,,
represents the generation time of packet » stored in mobile
sensor node or discarded. N, represents the total number
of packets generated by mobile sensor nodes after time ¢.
T,, represents the threshold of data transmission delay. x,
represents the weight factor of packet loss rate. x, represents
the weight factor of data transmission delay.

Equation (1) represents the objective function of opti-
mization model, namely, minimizing the packet loss rate
and data transmission delay. Formula (1a) represents that the

moving path of mobile sensor node k is composed positions
of grid centers. Formula (Ib) represents that each mobile
sensor node does not repeat through the same grid center
during one round of movement. Formula (1c) represents that
when mobile sensor node k is within the communication
range of sink node, the data are directly sent to sink node;
otherwise, the data are stored in the cache space. If the cache
space is full, then the oldest data will be discarded. Formula
(1d) represents an updated calculation formula for the total
number of lost packets of mobile sensor node. Formula
(le) represents that the moving paths of all mobile sensor
nodes contain all grid centers; namely, the sensing coverage
equals 1. Formula (1f) is a formula for calculating the packet
loss rate. Formula (1g) is a formula for calculating the data
transmission delay.

4. Algorithm Solving

BFOA is a distributed parallel and random global opti-
mization algorithm that is widely used in image processing,
machine learning, pattern recognition, workshop schedul-
ing, and other fields [12]. BFOA simulates the foraging
behavior of Escherichia coli in human intestines and seeks
optimal population through four operations: chemotaxis,
aggregation, replication, and migration. The solving process
for the optimal moving paths of mobile sensor nodes is
the process of Escherichia coli searching for the area of
abundant food. However, the solution of bacterial fitness
value needs to be solved and BFOA needs to be improved



in the solution process. Therefore, each bacterium is moving
paths of all mobile sensor nodes which sense and cover the
entire monitoring area. data(S,, S, k, t) represents the data
sensed by mobile sensor node k on the grid (S, S,) at time £.
L., represents the length of current moving path of mobile
sensor node. G,,, represents the number of grids that mobile
sensor node has not passed. Cover,,,, represents the sum
of coverage of all mobile sensor nodes. N,, represents the
total number of mobile sensor nodes. S represents the size of
bacterial population. N,;, N,,, and N, represent the number
of migration, replication, and chemotaxis, respectively. P,;
represents the probability of migration. N,, represents the
number of mobile sensor nodes. J (i, g, h, [) represents fitness
value of bacterium i at the gth chemotaxis, hth replicas and
Ith migration. N Gf represents the neighbor grid set of mobile
sensor node k in the bacterium i. § = {Sj, S;, Sé, s ;'c}
represents the movement scheme of current bacterium i after
migration, and it is initially an empty set. S; represents the
moving path of mobile sensor node k in the bacterium i. The
specific content of the model solution is as follows.

4.1. Calculation of Bacterial Fitness Value. Because the setting
of bacterial fitness value affects the solution of optimization
model (1), the chemotaxis operation leads the bacteria to
preferentially move to a nutrient-rich environment. But if
the fitness value of the bacterium i is directly calculated by
model (1), mobile sensor node can easily preferentially move
to the grid within the communication range of sink node. It
results in a large packet loss rate and data transmission delay.
Therefore, different fitness value formulas are adopted in the
actual path finding process and after the path is searched.
The specific implementation steps of bacterial fitness value
calculation are as follows.

Step 1. Initialize the parameters and the storage space of all
mobile sensor nodes. Initialize the storage space of sink node.
t=1, k=1.

Step 2. At the current time t, the data of mobile sensor

node k at the position (Sx,Sy) are sensed, stored, and

recorded as data(S,,S,,t). The data storage amount Cfﬂ

at next moment according to formula (I1c) is updated. If
the data storage amount Cfﬂ at next moment is greater
than maximum storage space SC,,, then the oldest data
are deleted. According to formula (1d), the deleted data are
recorded in the number of lost packets, and the number of
lost packets is updated.

Step 3 (t=t+1). Mobile sensor node k moves to next stayed
position. If mobile sensor node k is within the single-hop
range of sink node, all data in the storage space are directly
sent to sink node. The data received by sink node are
recorded, and the data storage capacity is updated. Then
whether a neighbor mobile sensor node exists is determined.
If it exists, then it communicates with the neighbor mobile
sensor node, obtains coverage rate of the neighbor sensor
node, and calculates the sum Cover,,,, of sensing coverage
of the known mobile sensor nodes.
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Step 4. Ift < L, then skip to Step 2; otherwise, k=k+1, t=1.
If k < N,,, then skip to Step 2; otherwise, skip to Step 5.

Step 5. If Cover,,,,,=1, then packet loss rate Dy, is calculated by
formula (1f). Skip to Step 7; otherwise, the mobile sensor node
is still looking for the path. The number S,,,,,, of grids in the
single-hop communication range of sink node is calculated.
The number N, of discarded packets is calculated by
formula (2).

Nloss = Grest + Ct - Snum (Cmax + 1) (2)

where G,,,, represents the number of grids which is not
passed before. C, represents the sum of data stored by all
mobile sensor nodes.

Step 6. When N, < 0, the grids in the single-hop
communication range of sink node is allocated reasonably,
and the other grids do not generate the number of lost
packets, N, . = 0. Otherwise, N, is recorded in the number
of lost packets, and the packet loss rate D} is calculated by
formula (3) on the basis of received data packets of sink node
and the number of lost packets stored in mobile sensor nodes.

I (Nt + Nloss)
D} = ot Toss) 3)
N, total
where N, represents number of lost packets of mobile sensor
node at previous moment and N,,,,; represents total number
of packets generated by all mobile sensor nodes.

Step 7. The estimate value T,,,,,.. of data transmission delay
is calculated by formula (Ig), and the fitness values of all
bacteria are calculated by formula (4).

x,T,

average

T,,

fitness = x, Dy +

(4)

where packet loss rate Dy is

Dy, Coverg,, <1

BR _ sum (5)
Dy, Coverg,, = 1.

4.2. Chemotaxis of Bacteria. Mobile sensor node simulates
two basic actions of Escherichia coli, such as advancement
and flipping in the path planning process. First, each mobile
sensor node in a bacterium moves a step in any random
direction. If the fitness value of current moving path in this
direction is improved compared with the fitness value of
previous moving path, then it will continue to advance in
this direction. Otherwise, it will flip to find a new random
direction and a position that can improve the fitness value.
If neighbor grid has been accessed, the mobile sensor node is
easy to fall into dead end. At this time, the nearest grid should
be selected to meet the constraint condition (1b), thereby
achieving the chemotaxis operation. As shown in Figure 2,
the specific implementation steps are as follows.

Step 1. Obtain all current bacterial information and replica-
tion parameter h, and let g=1, =1, i=1, k=I.
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obtain all current bacterial information and
replication parameter h,letg=1,i=1,k=1

v

calculate the fitness value J(i, g, h, I) of bacterium i

Is S and empty set?

Select the position of
stayed grid in set and
add it to current
moving path.

Update the sensing coverage. Mobile sensor node k
communicates with neighbor mobile sensor nodes

within a single hop range, and calculate the sum of
sensing coverage of known mobile sensor nodes.

Is Cover, 1?

sum

Update the neighbor grid set NG;‘

Add current closest
grid to the grid set

Randomly select a grid in the set NG:-< as the flip
direction, select the grid as next stayed position and

add it to the moving path, and calculate the fitness
value of the new moving path.

JG, g+ 1, h 1) <]G g hD)?

| i—itlk=1 |

N
| g=g+Lk=1i=1 |

Complete the chemotaxis operation and output all
current bacteria

FIGURE 2: Flow chart of chemotaxis.




Step 2. Calculate the fitness value J (i, g, h, I) of the bacterium
i.Itisjudged whether the set §' is an empty set. If it is an empty
set, then skip to Step 3. Otherwise, let qu =g+1+N.(h-1).

Select the S;th stayed grid in the set S}. Let it be the next grid

of mobile sensor node k. Add it to current moving path, and
obtain the new moving path. Skip to Step 6.

Step 3. Update the sensing coverage Cover;, and mobile sen-
sor node kK communicates with neighbor mobile sensor nodes
in the single-hop range to calculate the sum Cover,,, of
sensing coverage of known mobile sensor nodes. If Cover,,,

is 1, then skip to Step 6; otherwise, skip to Step 4.

Step 4. Update the neighbor grid set NG, and determine
whether the set N Gf is an empty set. If it is, add current
closest gird to the grid set N fo ; otherwise, neighbor grid set
N Gf.‘ is not updated. Randomly select a grid in the set NGf.c as
the flip direction, delete the grid in the set N Gf.‘, add the next

stayed grid to moving path, and calculate the fitness value
J(i, g + 1, h,1) of the new moving path.

Step 5. 1f J(i,g + Lh1) < J(i,g,h 1), it indicates that
the bacteria are closer to optimal solution, so skip to Step
6. Otherwise, if fitness value is not improved, then judge
whether the set NG:.C is an empty set. If it is, skip to Step 6;
otherwise, skip to Step 4 and reselect the random direction
for chemotaxis.

Step 6 (k=k+1). If k < N,,, then skip to Step 2; otherwise, i =
i+ 1, k=1.1fi < S, then skip to Step 2; otherwise, g=g+1, k=1,
i=1. If g < N, then skip to Step 2; otherwise, the chemotaxis
operation is completed.

4.3. Improved BFOA. As shown in Figure 3, SCA_SM cal-
culates bacterial fitness value through formula (4) and uses
chemotaxis, replication, and migration of improved bacterial
foraging algorithm to solve the model (1). The specific
implementation steps are as follows.

Step 1 Initialize the bacterial population and algorithm
parameters: the initial positions of all mobile sensor nodes
in bacteria are randomly generated, and neighbor grid set is
updated. Let F, be infinite, g=1, h=1, I=1, i=1, k=L

Step 2. Use chemotaxis to obtain moving paths of mobile
sensor nodes in all bacteria.

Step 3. Calculate the fitness values of S bacteria in the
population and arrange them in ascending order. Remove
half of the bacteria with high fitness value and copy half of
the bacteria with small fitness value. h=h+1. If h < N,,, i=l,

g=1, then skip to Step 2; otherwise, skip to next step.

Step 4. Select the moving paths and fitness value of the
bacterium with smallest fitness value Fy .. If Fioor < Fpesrs
Fpost = Fiocarr then the moving paths of mobile sensor nodes
in the bacterium are the optimal moving paths. Otherwise,
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the bacterium is eliminated and the optimal moving paths of
mobile sensor nodes are replicated to the bacterium.

Step 5. Calculate the adaptive probabilities Psielf of all §
bacteria via formula (6).

) ]i _ ]min

i _ Jnum num
Pself - Joax _ ]min PEd (6)

num num

where J,,,,,, represents the fitness function and P, ; represents

the migration probability.

Step 6. Generate a random number between 0 and 1. If the
adaptive probability P! ; ¢ is greater than the random number,
initial positions of N,, mobile sensor nodes are randomly
generated as current grid positions and current moving paths
in the bacterium i. Let the set S’ be an empty set; otherwise,
the moving paths of bacterium i are saved in set S'.

Step 7 (I=l+1). If | < N4, then skip to Step 2; otherwise,
output the optimal moving paths of all mobile sensor nodes
and end the algorithm.

5. Algorithm Simulation

5.1 Simulation Parameter Selection. To verify the algorithm
performance, the simulation experiment is performed and
SCA_SM is compared with RAND_D, HILBERT [8], and
TCM [9]. Assume that the 200 m*200 m monitoring area
is divided into several virtual square grids. The sink node is
in the center of the monitoring area. The positions of mobile
sensor nodes are random, and the communication radius of
each nodes is 50 m. In the simulation, the main parameters
are set to the following values. The maximum storage space
Cpnax 18 6 kbit. The amount of data received and sensed by
the node in each uncovered grid is 2 kbit. The threshold T,

of data transmission delay is 10°. The weight factor x, of
packet loss rate and weight factor x, of data transmission
delay are 0.5. The chemotaxis number N, is 10; the replication
number N,, is 20. The migration number N,; is 50. The
migration probability P,; is 0.6. The number of bacteria S is
50 when square grid number is less than or equal to 150, and
the number of bacteria S is 100 when square grid number is
greater than 150.

5.2. Analysis of Simulation Results. Because multiple mobile
sensor nodes are considered and randomly placed within
the monitoring area, initial positions of mobile sensor nodes
are randomly generated. To illustrate the effectiveness of the
algorithms, random initial positions with (25, 25), (25, 175),
and (175, 175) are selected, and the number of mobile sensor
nodes is 2, 3, and 4. Then the parameters in Section 4.1 are
selected and Figures 4-7 are obtained. As shown in Figure 4,
all mobile sensor nodes in RAND_D randomly select the
closest grid which is not stayed before as next stayed position.
As shown in Figure 5, the number of stayed positions of
HILBERT is a power of 4, and each mobile sensor node moves
following HILBERT path until the entire monitoring area is
covered. As shown in Figure 6, each mobile sensor node in
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Initialize the bacterial population and let F,, be

infinite, S’ is an empty set, i = 1

I
v

Use chemotaxis to obtain moving paths of
mobile sensor nodes in all bacteria.

v

value, h=h + 1.

Calculate the fitness values of S bacteria in the
population and arrange them in ascending order.
Remove half of the bacteria with high fitness value

and copy half of the bacteria with small fitness

Y

Select the moving path and fitness value of the
bacterium with smallest fitness value F,,

The bacterium is

Flacul < Fbest ?

eliminated and
optimal moving

path is replicated

Fyest = Fiocal

Then the moving paths of mobile sensor nodes in
the bacterium are the optimal moving paths.

to the bacterium.

v

bacteria via Formula (6).

Calculate the adaptive probabilitiesPsielf of §

A

v

Generate a random number between 0 and 1. If the
adaptive probability is greater than the random
number, then initial positions of all mobile sensing
nodes are randomly generated as current grid
positions and current moving paths in the bacteria
i. Let the set S’ be an empty set; otherwise, the
moving paths of bacterium i are saved in set, [ =+ 1

N

Y

Output the optimal moving path of all mobile
sensing nodes and end the algorithm.

FIGURE 3: Flow chart of SCA_SM algorithm.

TCM follows the shortest moving path in the literature [10]
which fully covers the monitoring area. As shown in Figure 7,
no matter the number of mobile sensor nodes, SCA_SM
can establish a path planning model of multisensor nodes’
movement, calculate bacterial fitness value of each bacterium,
solve the optimization model (1) by improving the bacterial
foraging algorithm, and obtain optimal moving paths. Every
mobile sensor node passes through several grids and moves to
the vicinity of sink node to send data. Then SCA_SM reduces
the packet loss rate and data transmission delay.

The bacterial population completes chemotaxis operation
and replication operation of all mobile sensor nodes, then it

implements and completes a migration operation. After each
migration operation, mobile sensor nodes have their current
optimal moving paths with different steps. The fitness value
of optimal moving paths is current optimal fitness value.
As shown in Figure 8, the abscissa represents the number
of migrations, and the ordinate represents the optimal fit-
ness value. The fitness value of SCA_SM decreases almost
vertically after previous migration. After five migrations, the
fitness value of optimal moving path drops to a lower value.
As migration operation can help the algorithm jump out of
local optimum and improve the convergence accuracy, the
fitness value converges to 0.13424 after about 16 migrations.
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FIGURE 5: Moving path of HILBERT.

This fitness value is the optimal solution of optimization
model (1). Therefore, SCA_SM is convergent.

Simulation Results for Different Maximum Storage Spaces. In
the section, the parameters in Section 5.1 are selected. Side
length of the monitoring area is 400 m. Number of mobile
sensor nodes is 3. Maximum storage space is 20, 22, 24, 26,
28, and 30 kbit. 10 different initial position distributions of
the nodes are randomly generated. The packet loss rates and
data transmission delays of RAND_D, HILBERT, TCM, and
SCA_SM under each initial position distribution of nodes
are calculated separately, and the average values are taken as
simulation results.

As shown in Figure 9, in RAND, although maximum
storage space of the node is increased, mobile sensor node
randomly selects moving path. It leads that some moving
paths are away from sink node and improves the packet loss
rate. Therefore, packet loss rate of RAND fluctuates with the
increase in the maximum storage space. Packet loss rates of
HILBERT, TCM, and SCA_SM decrease with the increase in
the maximum storage space. Especially, packet loss rate of
SCA_SM decreases faster. Because HILBERT and TCM do
not consider the data loss problem when storage space is full,
packet loss rates of HILBERT and TCM are larger than that
of SCA_SM. The SCA_SM uses bacterial foraging algorithm
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FIGURE 6: Moving paths of TCM.

to solve the optimization model (1) and finds moving paths
that weigh packet loss rate and data transmission delay
through multiple migrations. In the moving path selection,
when the storage space is almost full, the node moves to the
communication range of sink node as much as possible, sends
the stored data to sink node, and continues to perform mobile
coverage. It can reduce the packet loss rate. In summary,
when maximum storage space increases, packet loss rate of
SCA_SM is always lower than that of RAND_D, HILBERT,
and TCM. When maximum storage space reaches 34 kbit, the
packet loss rate is close to 0%.

As shown in Figure 10, RAND_D has randomness, and
data transmission delays of HILBERT and TCM decrease
with the increase in the maximum storage space. However,
they do not consider the data transmission delay in the
moving path selection. SCA_SM establishes an optimiza-
tion model, which is solved by improved bacterial foraging
algorithm, and obtains the optimal moving path of each
mobile sensor node which is through the grid centers in
the communication range of sink node. When mobile sensor
node moves along its optimal path, it can send its own data
to sink node in time. Therefore, the data transmission delay
of SCA_SM is always lower than the data transmission delays
of RAND_D, HILBERT, and TCM.

Simulation Results in Different Monitoring Areas. Considering
the size of the monitoring area, the number of square grids
divided in the monitoring area is different. To analyze the
impact of different sizes of monitoring area on performance
parameters, number of mobile sensor nodes is 3, and max-
imum storage space is 1/4 of the number of grids. Square
monitor area I has a side length of 800 m. Monitor area 2 has
a side length of 700 m. Monitor area 3 has a side length of
500 m. Monitor area 4 has a side length of 400 m. Monitor
area 5 has a side length of 200 m. The parameters in 4.1
are selected, and 10 different initial position distributions of
nodes are randomly generated. The packet loss rate and data
transmission delay of each algorithm are calculated under
each initial position distribution of sensor nodes, and the
average values are used as simulation results.

As shown in Figures 11 and 12, in the different monitoring
areas, RAND_D has a large number of loss packets and
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a long moving path; therefore, its packet loss rate and
data transmission delay are relatively large. The number of
stayed grid of HILBERT must be a power of 4, so only
the monitoring areas 1, 4, and 5 are valid and the moving
path of each mobile sensor node is fixed. Its perceptual
coverage problem of mobile sensor node is not considered.
TCM only covers the entire monitoring area as short as
possible and does not consider the packet loss rate and
data transmission delay as HILBERT. SCA_SM establishes
a reasonable optimization model and fitness function due
to comprehensive consideration of packet loss rate and data
transmission delay. Moreover, it uses improved bacterial
foraging algorithm to obtain the optimal moving paths of all
mobile sensor nodes. The moving optimal paths can maintain
low packet loss rate and data transmission delay, and it is
significantly better than RAND_D, HILBERT, and TCM.

6. Conclusion

A sensing coverage algorithm of sparse mobile sensor node
with trade-off between packet loss rate and transmission
delay (SCA_SM) is proposed in this paper. First, the algorithm
assumptions and basic principles are proposed. Second, path
selection constraint, data capacity update, packet loss rate,
data transmission delay, and other related parameters and
conditions are considered. An optimization model for fully
covering the monitoring area and balancing the packet loss
rate and data transmission delay is established. Bacterial
fitness value calculation, bacterial chemotaxis operation, and
improved bacterial foraging algorithm are proposed to solve
the optimization model. Optimal moving paths of multiple
mobile sensor nodes are obtained. Finally, simulation param-
eters of the algorithm are given. The simulation results show
that the SCA_SM algorithm can find the optimal moving path
of multiple mobile sensor nodes, has low data packet loss
rate and data transmission delay, and is superior to RAND_D,
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HILBERT, and TCM. However, the algorithmic complexity
of SCA_SM is relatively high. Therefore, the next goal is to
study the optimization model and heuristic method of each
mobile sensor node to solve the optimization model based on
local information. Then optimization solution of each mobile
sensor node is obtained, and it reduces the complexity of the
algorithm.
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This paper presents a concise overview of current public safety communication networks known as LMR (Land Mobile Radio)
and emerging LTE- (Long-Term Evolution-) based broadband public safety networks to be deployed in the 700 MHz band. A
broadband nationwide network for public safety based on LTE is inevitable where shared or dedicated types of LTE-based public
safety networks are possible. Current LTE services do not meet mission-critical requirements and several enhancements have been
defined by 3GPP to address this in Releases 12 and 13. First responders are familiar with LMR and consider it to be a reliable
technology with massive deployment everywhere. Therefore, it is expected that LMR will continue to exist alongside any new LTE-
based broadband public safety network. Recent LTE releases (particularly Release 15) addressed the LMR-LTE interoperability issue
and described comprehensive interworking facilities. New and upcoming features and services of LTE in Releases 14 and 15, such
as mission-critical data, mission-critical video, and aerial user equipments, are also directly applicable to public safety. The paper
endeavours to provide a quick yet meaningful review of all these issues. It also offers a look ahead at the new and rapidly advancing
virtualization technologies, such as software-defined radio access network, and radio access network slicing, as enablers for future

public safety networks.

1. Introduction

Public safety organizations have the responsibility to protect
people’s lives in natural and man-made disasters as well
as in emergency situations. Such organizations include law
enforcement agencies, emergency medical services, and fire
departments; they are the first to arrive on the scene of
emergency and are commonly referred to as first responders.
The ability of first responders to flawlessly communicate
among themselves and to access as well as share critical
information in timely fashion influences their ability to save
lives [1].

Public safety networks are perceived as mission-critical.
They are required to be dependable, resilient, and secure,
while satistying other strict requirements concerning net-
work coverage, system accessibility, and end-to-end perfor-
mance. These crucial operational demands are the primary
drivers for the design and engineering of the “public safety
grade” network. Basic services provided by public safety net-
works include functionalities such as push-to-talk, group call,

direct call, and dispatch services, which differentiate public
safety services from typical user services over commercial
networks [2].

The safety of public as well as the first responder per-
sonnel is based on the first responder’s immediate access to
reliable voice communications. Push-to-Talk (PTT) provides
near instant call setup by allowing half-duplex communica-
tions between first responders, using a push button to instan-
taneously switch from voice reception mode to transmission
mode. Direct call for off-network (or infrastructure-less)
peer-to-peer communications, i.e., voice communications
directly between two radio devices, must be provided in all
operational environments. A group call entails the commu-
nication of speech to all group members. The permission
to speak is administered by a dispatcher. Dispatch services
consist of personnel with supervisory authority who manage
and coordinate the activities of the first responders.

The mission-critical aspect of public safety communi-
cations places unique demands on the underlying radio
technologies. When a first responder needs to use the PTT
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service and presses the button on their radio device to request
to talk, they must have the confidence that their voice com-
munication will be successful with very high probability. In
an emergency situation when the network may be congested,
their call must go through anyway or lives may be lost.

Due to longer propagation distances, the 700 MHz band
is an attractive option to build systems for public safety
networks. For public safety, 20 MHz of dedicated spectrum
is available for broadband while 12MHz is available for
narrowband communications in the 700 MHz band. Land
Mobile Radio (LMR) communication systems for public
safety are typically voice-centric narrowband systems. They
operate in either the UHE, VHE 700 MHz, or 800 MHz and
12.5kHz is the standard bandwidth. Long-Term Evolution
(LTE) is a widely deployed broadband technology offering
high-data rate applications currently not supported in LMR.

Local public safety agencies in the U.S. have the flexibility
to design and run their own public safety communication
networks. Failures due to lack of interoperability between
these disparate systems is considered a major problem for
public safety. For example, interoperability issues on site
after shooting at Columbine High School in 1999 forced first
responders from different public safety agencies to use run-
ners to carry written messages from one agency’s command
center to another, which greatly impacted their reaction time.
Public safety networks also suffer from scalability issues such
as holes in coverage, which affects their ability to always meet
the mission-critical standards [3]. Hence arises the need for
a single nationwide wireless communication network for all
public safety agencies. Such a public safety network can be
either based on sharing an existing nationwide commercial
LTE network via upcoming technologies like radio access
network slicing or can be a completely separate nationwide
wireless network dedicated for public safety agencies such
as FirstNet. FirstNet will be the first LTE-based dedicated
nationwide public safety network in the U.S. that will operate
in the 700 MHz spectrum.

As public safety embraces LTE, LMR features like direct
call, group call, and PTT will need to be replicated onto
LTE. Although LTE already provides services like PTT over
cellular, over-the-top PTT, push-to-video, and push-to-x,
these services do not meet the requirements of the mission-
critical public safety radio users. To address public safety
applications, 3GPP has defined several LTE enhancements
in Releases 12 and 13 like proximity services, group commu-
nication system enablers, and mission-critical PTT. It may
take several years for the transition from LMR to LTE. In the
meantime, public safety agencies will most likely be using a
mix of LMR and LTE networks, and effective interoperability
solutions for these systems will be required.

3GPP has defined additional mission-critical services like
mission-critical data and mission-critical video in Release
14. In addition to evaluating further mission-critical related
topics like interworking between LTE and LMR for voice
and data in Release 15, 3GPP is also investigating LTE’s
capability to provide connectivity to unmanned aerial vehi-
cles as aerial user equipments (UEs), which could be vital
to using unmanned aerial vehicles for public safety opera-
tions. Unmanned aerial vehicles are also being considered
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for deployment as aerial base stations in LTE-based net-
works to restore critical communications during disasters.
Enabling technologies like software-defined networking, net-
work functions virtualization, software-defined radio access
network, and radio access network slicing will also play an
important role in shaping future public safety networks. The
contribution of this work includes presenting a brief overview
of 700 MHz spectrum, LMR, and LTE in relation to public
safety communications; exploring shared and dedicated type
of LTE-based public safety networks; highlighting existing non-
mission-critical public safety services over LTE as well as
mission-critical enhancements to LTE such as device-to-device
communications (or proximity services), group communication
system enablers, and mission-critical PTT; discussing coex-
istence of LMR and LTE and examining solutions for their
interoperation; highlighting new and upcoming features and
services of LTE directly applicable to public safety such as
mission-critical data, mission-critical video, and unmanned
aerial vehicles as aerial UEs; and providing a look ahead
at the emerging virtualization technologies, such as software-
defined radio access network, and radio access network slicing,
as enablers for future public safety networks.

An overview of legacy and emerging public safety com-
munication technologies is presented in [1]. Introduction
of novel capabilities in LTE for public safety has been
discussed in [2]. Policies leading to present day public safety
communication systems, alternative directions for the future,
and steps toward a more effective policy are highlighted in [3].
Suitability of LTE for mobile broadband public safety services
is examined in [4]. Public safety use cases are described in
[5] along with current status of related activities in 3GPP
standards, and future challenges in public safety. Legacy
public safety networks and their limitations, potential of
LTE for future public safety networks, and rapid emergency
deployment in LTE-based public safety networks are sur-
veyed in [6] along with some future research challenges.

A high-level discussion of LMR, LTE, and Voice over
LTE (VoLTE) is provided in [7] along with recommendations
for possible FirstNet architectures. Operational contexts and
requirements of public safety organizations, different wireless
communication technologies used by public safety organiza-
tions, technology standards and regulatory frameworks gov-
erning public safety organizations, and potential evolution
of communication technologies in the public safety domain
are discussed in [8]. Some aspects related to public safety
communications that are reviewed in this paper that have
not been explored in [1-8] include existing non-mission-
critical public safety services over LTE including over-the-
top push-to-talk, push-to-video, and push-to-x; LMR-LTE
interoperability solutions for public safety including inter-
working function, inter-RF subsystem interface, and radio
over IP; current research issues including mission-critical
data, mission-critical video, and use of unmanned aerial
vehicles as aerial LTE UEs for public safety operations;
and enabling technologies for future public safety networks
including software-defined radio access network, and radio
access network slicing.

The rest of the paper is organized as follows. A brief
overview of 700 MHz radio spectrum, LMR, and LTE in
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F1GURE 1: 700 MHz spectrum.

perspective of public safety communications is provided
in Sections 2, 3, and 4, respectively. Section 5 discusses
shared and dedicated type of LTE-based networks for public
safety. The existing non-mission-critical public safety services
over LTE are briefly described in Section 6. Section 7 gives
details of LTE enhancements for mission-critical services
while LMR-LTE interoperability solutions are discussed in
Section 8. Section 9 presents current research issues and
Section 10 highlights enabling technologies for future public
safety networks. The conclusions are summarized in Sec-
tion 11.

2.700 MHz Spectrum for Public Safety

Wireless signals in the 700 MHz band have good propagation
characteristics, which makes this band an attractive option to
build wireless systems for commercial as well as public safety
networks. The 700 MHz band is made up of two subbands: the
lower 700 MHz subband and the upper 700 MHz subband.
Figures 1(a) and I(b) illustrate the spectrum allocation,
uplink (UL) and downlink (DL) frequency, and band gap
for these subbands. In Band Class 14 in the U.S., 20 MHz
of dedicated spectrum in the 700 MHz band is allocated for
public safety as illustrated in Figure 1(c). This broadband (BB)
spectrum, highlighted using green colored blocks, is intended
for an LTE-based public safety network. The D block will be
reassigned for utilization by Public Safety BB. Consequently,

10 MHz will be available for downlink and 10 MHz will be
available for uplink for Public Safety BB in Band Class
14. Narrowband (NB) spectrum, shown in orange colored
blocks, is designated for narrowband public safety networks,
such as LMR systems for voice communication. To prevent
any interference, guard bands (GBs) of 1 MHz are positioned
between narrowband, broadband, and commercial spectrum

[1].

3. LMR for Public Safety

LMR is a wireless communication system meant for ter-
restrial users operating portable or mobile radio units like
two-way digital radios or walkie-talkies. Public safety LMR
systems are typically voice-centric and are purposely built
to support individual and group communications. In a
traditional LMR network configuration, shown in Figure 2,
the first responders are connected to dispatch services and to
each other via trunked radio access points or repeaters.
LMR started as a mechanism for sending analog voice
notifications from an AM base station to a mobile radio
receiver and quickly transformed into a two-way FM sys-
tem. During the next major development that came under
the Association of Public-Safety Communications Officials
(APCO) International’s Project 25 (P25) [9], LMR shifted to
digital (or analog) radios, which could operate in 12.5kHz
channels on either the VHE, UHE 700 MHz, or 800 MHz
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FIGURE 3: System-level representation of LMR network.

bands. P25 forms the core function of majority of LMR radio
communication systems for public safety [7].

P25 radios use analog mode to communicate with legacy
radios, and either digital or analog mode for communication
with other P25 radios. P25 supports voice and low-data rate
communications limited to a maximum of 9600 bits/s. It
does not subscribe to any cellular radio structure; instead,
the coverage is based on strong wide-coverage transmitters
with extensions and repeaters. The usual coverage radius of a
base station is a few kilometers depending on the terrain. P25
offers a prolific set of features including PTT, direct call, group

call, and others. At the operational level, features offered by
P25 exhibit real demands of public safety operations since it
was designed with end users’ needs as requirements [8].

P25 radio systems are either conventional or trunked. A
conventional P25 system consists of a simple infrastructure
of repeaters that repeats radio calls from one frequency
channel to another. A trunked P25 system is characterized by
a central controller in the infrastructure, which assigns calls
to available channels. Instead of giving each user a dedicated
channel, channels are assigned to users as needed. System-
level representation of LMR system is shown in Figure 3.
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The LMR system consists of mobile or portable subscriber
units, and repeaters or base stations connected to a Radio
Frequency Subsystem (RFSS).

Terrestrial Trunked Radio (TETRA) [10] is a well-es-
tablished narrowband technology that delivers mission-
critical communications to first responders in Europe. The
TETRA technology has been standardized by the European
Telecommunication Standards Institute keeping in view the
requirements of the public safety agencies. TETRA for Police
(TETRAPOL) [11] is another technology for public safety
communications that competes with TETRA to provide
narrowband public safety networks in Europe. Other pro-
fessional mobile radio technologies including TETRA and
TETRAPOL are not discussed here in detail since the focus
of this paper is on LMR.

4. LTE for Public Safety

LTE has been broadly deployed as the worldwide mobile
broadband standard. The primary benefit in using LTE for
public safety is to take advantage of all technological advances
being constantly introduced into commercial cellular sys-
tems. LTE is a broadband technology that allows high-data
rate applications currently not supported in LMR. LTE offers
an all-IP system architecture and flexible air interface that
supports carrier bandwidths from 1.4 MHz to 20 MHz [2].
LTE is currently able to transmit data at 300 Mbps on the
downlink and 75 Mbps on the uplink. It is expected that the
data rate of LTE-based networks will increase substantially
over the next few years.

Figure 4 illustrates the system-level block representa-
tion of LTE. An LTE network consists of two key parts:

the Evolved Universal Mobile Telecommunications System
(UMTS) Terrestrial Radio Access Network (E-UTRAN) [12]
and the Evolved Packet Core (EPC) [13]. Together, E-UTRAN
and EPC comprise the Evolved Packet System (EPS). EPS
employs EPS bearers to provide IP connectivity to a UE
for accessing the Internet. E-UTRAN controls the radio
transmission functions, whereas EPC handles the session and
mobility management functions.

E-UTRAN comprises base stations named evolved
NodeBs (eNBs or eNodeBs). EPC consists of a Mobility Man-
agement Entity (MME) for control functions including loca-
tion management, a Serving Gateway (S-GW) for managing
user traffic from/to the E-UTRAN to/from the EPC, and
a Packet Data Network Gateway (P-GW) for providing IP
connectivity to external IP networks by setting up EPS bearers
between the UE and P-GW. Home Subscriber Server (HSS)
is a central database that contains information related to
users’ subscription. IP Multimedia Subsystem (IMS)—an IP-
based service control platform—is used to support advanced
multimedia services. The Policy and Charging Rules Function
(PCREF) entity controls the treatment and charging function-
alities of different data flows over EPS bearers.

Multimedia Broadcast Multicast Service (MBMS) is a
point-to-multipoint service for transmitting data from a
single source to multiple receivers. MBMS was introduced
in Release 6 and has been updated in Release 9 [14],
where it is known as evolved MBMS (eMBMS). The main
constituents of eMBMS include Broadcast/Multicast Service
Center (BM-SC), MBMS Gateway (MBMS-GW), MME,
Multicell/Multicast Coordinating Entity (MCE), and eNB.
BM-SC controls broadcasting services to end users and serves
as point of entry to the mobile network for content providers



transmitting content from external networks. MBMS-GW
broadcasts to eNB within the service area and eNB distributes
the data to end users. MCE manages admission control and
allocates radio resources for the MBMS session. eMBMS is
being exploited by 3GPP for public safety operations over
LTE and will play a vital role in providing LMR-like group
communication services over LTE.

5. LTE-Based Networks for Public Safety

In LMR, first responders communicate over infrastructure
and spectrum that is dedicated to public safety. However,
these public safety networks do not always meet the mission-
critical standards due to coverage holes. Many first respon-
ders like police and firefighters routinely carry cell phones
as backup in case their public safety network fails to provide
coverage. Also, public safety agencies in the U.S. design and
run their own public safety communication networks, which
leads to interoperability failures between these disparate
systems [3].

To overcome these coverage and interoperability issues, a
single nationwide wireless network is required for all public
safety agencies. One option is to share an existing nationwide
commercial LTE network either by sharing infrastructure or
by prioritizing public safety traffic to guarantee capacity for
public safety in case of an emergency. Another option will be
to build a dedicated nationwide LTE-based wireless network
that will be exclusive for public safety agencies. Yet another
option can be to create a new nationwide wireless network
to serve both public safety and commercial subscribers. The
business case of such a network is discussed in [15].

5.1. Sharing LTE for Public Safety. An LTE-based public safety
network can share a nationwide commercial LTE network via
passive or active infrastructure sharing. Passive sharing, such
as sharing sites or masts, does not need active coordination
between different network operators. Active sharing involves
sharing of active elements or intelligence of the network, such
as RAN (Radio Access Network) or EPC sharing.

All 3GPP LTE releases support active infrastructure
sharing, generally referred to as network sharing. The sharing
scenarios can be divided into three main categories [16]:

(i) Geographically split network sharing: In this case,
each operator has its EPC and RAN with no over-
lapping coverage. The networks of both operators
(operator A and operator B) are interconnected,
i.e., RAN-A is connected to EPC-A and EPC-B and
similarly RAN-B is connected to EPC-A and EPC-B.

(ii) Multiple EPCs sharing a single RAN: In this case,
each operator has its own EPC but these operators
share a single RAN. A single RAN can be shared
by multiple EPCs using RAN slicing. This is an
upcoming technology that can be used for enabling
tuture public safety networks and is discussed later in
this paper.

(iii) Multiple RANSs sharing a common EPC: In this case,
each operator has its own RAN but these operators
share a common EPC.
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5.2. Dedicated LTE-Based Network for Public Safety. FirstNet
is an LTE-based wireless network that gives first responders
their own separate nationwide broadband network. The First
Responder Network Authority, created by the U.S. Congress
in February 2012, is charged with overseeing the construction,
operation, and maintenance of FirstNet—the country’s first
nationwide public safety broadband network. In the spring of
2017, a giant step forward for FirstNet was the start of a public-
private partnership between AT&T and First Responder Net-
work Authority to build a $46.5 billion broadband network.
AT&T has been tasked to build, deploy, operate, and maintain
this network under a 25-year agreement. After roughly a year
of partnership, FirstNet is starting to come alive as AT&T
announces the nationwide launch of its dedicated network
core in March 2018. FirstNets own EPC built on dedicated
(or physically separate) hardware implies that first responders
have a separate broadband wireless network and that its traffic
is isolated end-to-end, as the FirstNet core totally segregates
public safety traffic from all commercial traffic.

FirstNet is an LTE-based wireless broadband network
exclusive for public safety services that operates in Band
Class 14 of the 700 MHz spectrum. Salient features of FirstNet
comprise PTT, direct communication mode, group calls, full
duplex voice system, talker identification, and emergency
alerting. As shown in Figure 5, FirstNet comprises distributed
core, terrestrial mobile systems, satellite mobile systems, and
deployable mobile systems. Distributed core incorporates an
EPC network and a service delivery platform to dispense
different services to end users. The terrestrial mobile systems
consist of terrestrial-based communication, while satellite
mobile systems will employ satellite communication links
to connect to the satellite core network. Deployable mobile
systems are mainly comprised of cells on wheels (or vehicles),
which provide services in areas with network congestion or
fill coverage holes [1].

FirstNet vehicular networks are split into five categories:
vehicle network system (VNS), cell on light truck (COLT),
cell on wheels (COW), system on wheels (SOW), and deploy-
able aerial communications architecture (DACA). These
FirstNet vehicular systems are envisioned to serve a vital
part in arranging coverage extension for the nationwide
public safety broadband network. Such deployments will
provide necessary coverage and capacity in areas without
terrestrial coverage, or where normal coverage disappears
during natural or man-made disasters.

During disasters, such as earthquakes, critical communi-
cation facilities are likely to be without power. After a few
hours, widespread communication outages can be expected
as backup batteries and generators at these facilities begin to
fail. Terrestrial communication facilities can also be damaged
resulting in significant communication outages. DACA has
the potential to dramatically improve emergency response in
such disaster situations. It is envisioned as an aerial capability
that is deployable within the first few hours after a disaster
to temporarily restore critical communications. In the pres-
ence of DACA systems, first responders on the ground can
continue to provide emergency services while repair crews
restore the terrestrial communication infrastructure [17].
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6. Existing Non-Mission-Critical Public
Safety Services over LTE

Non-mission-critical services over cellular (or LTE) provide
users with the possibility to create or access talkgroups and
set up voice, data, or video calls within these talkgroups
by pushing a key on the handset. However, these cellular
services do not satisfy the demands of the mission-critical
public safety radio users in areas of guaranteed and seamless
network coverage and capacity in rural and urban localities
during incidents.

6.1. Push-to-Talk over Cellular (PoC). PTT services over
cellular have been available for many years with commercial
network solutions. The concept of carrier deployed PTT or
Push-to-Talk over Cellular (PoC) or cellular PTT has contin-
ued with Sprint in their QChat-enabled service and Kodiak-
enabled services for Verizon and AT&T [18]. Verizon offers
a PoC service on their network called PTT+. This service is
provided via a hosted solution from Kodiak Networks.

PoC is a mobile telephony service for one-to-one and one-
to-many half-duplex communications over cellular phones
emulating two-way push-to-talk LMR radios. A single person
can speak at a time and the rest of the participants hear this
verbal communication. Other participants can reply to this
speech once it has ended. Floor control handles the contention
of the right-to-speak among various participants. Recipients
hear the sender’s voice either via auto answer in which case

they do not require any effort on their side or through manual
answer after being prompted to accept the connection.

Initial PoC systems were launched in the early 2000s to
operate over 2G or 2.5G cellular networks. Cellular networks
have quickly progressed to LTE, which supports mobile data
applications requiring high data rates. To deliver high-quality
one-to-one and one-to-many voice communications, the
latest broadband PoC technology leverages LTE broadband
cellular networks. Broadband PoC can operate on a wide
range of cellular devices including ordinary smartphones or
special rugged smartphones having a dedicated PTT button.
Organizations that use LMR can employ broadband PoC for
LMR augmentation [19].

6.2. Over-the-Top Push-to-Talk (OTT PTT). In Over-the-Top
(OTT) PTT architecture, the PTT system is independent of
the carrier’s wireless network. OTT PTT applications work
on a variety of devices and across multiple carrier networks
as these are application-layer-enabled systems. These are
typically cloud-based solutions that can be implemented
immediately and are cost competitive and scalable [18].
Google Play has more than 150 applications available for
download that offer PTT functionality. The main advantage
of OTT PTT applications is their ability to work on multiple
access technologies such as Wi-Fi and LTE.

OTT PTT solutions overlay the cellular network and are
not integrated or optimized. Since these solutions utilize the
Internet as a means to access the cellular network like any



other third-party data application, they are not subject to any
Quality of Service criteria. Carrier deployed PoC, on the other
hand, provides tight integration between the wireless network
and PoC system, resulting in faster call setup times and better
performance during periods of high network congestion.

6.3. Push-to-Video (PTV). Video utilises and amplifies a
human’s capability to collect a vast amount of visual infor-
mation. A few seconds of video can provide much more
data regarding an incident and the possible outcomes of a
situation that cannot be described in voice communications
or shared with still images. For first responders at the
frontline, Push-to-Video (PTV) communications will mean
improved situational awareness leading to improved first
responder safety, which will in turn result in greater public
safety.

The Group Communications solution from Nokia pro-
vides a push-to-video feature over cellular (or LTE) to
enhance situational awareness. It supports the ability for
groups of first responders to share live video feeds from a
disaster scene.

High bandwidth, low latency, dedicated throughput,
unlimited availability, and geographic coverage are the key
requirements for effective use of PTV communications over
LTE. A dedicated public safety LTE-based mobile broadband
network such as FirstNet has great potential in this area.

6.4. Push-to-X (PTX). Push-to-X (PTX) is an evolution of
PoC. However, it is more than just “pushing” voice to a user
via PTT; it leverages the same application to push data like
images or to push video to another user or groups of users. For
instance, a first responder may wish to transmit information,
other than speech, for example, data, text messages, GPS
coordinates, a map, a video file, live audio, streaming audio,
live video, streaming video, etc., to the talkgroup or to a
colleague with the push of a button.

AT&T has recently upgraded their Enhanced PTT
(EPTT) service. The upgrade features PTX functionality that
enables sending highly secure texts, photos, videos, voice
recordings, files, and location data to groups on FirstNet and
AT&T network.

Today’s public safety mobile devices for LMR are
restricted to voice communication and are not capable of
transmitting multimedia data to first responders. Expway and
Bittium are offering LTE broadcast-enabled mobile devices,
which support push-to-talk, high-definition push-to-video,
and large file delivery for public safety communications.

7. LTE Enhancements for Mission-Critical
Public Safety Services

As public safety adopts broadband technologies such as LTE,
all existing features and applications need to be replicated
onto that broadband platform, while preserving interop-
erability with existing narrowband public safety networks
such as LMR. LMR employs a number of features like
direct call, group call, and PTT, which were not taken
into consideration when LTE was designed. Next-generation
public safety communications in the U.S. can be envisaged

Wireless Communications and Mobile Computing

as a ubiquitous 700 MHz LMR narrowband network overlaid
with a 700 MHz LTE broadband network. LMR is expected
to persist as the lifeline for public safety agencies. LTE will
provide them access to high-data rate applications that cannot
be sustained over narrowband wireless technologies like
LMR.

3GPP concentrated on two major areas in LTE Release
12 to address public safety applications: Proximity Services
(ProSe) [20] and Group Communication System Enablers for
LTE (GCSE_LTE) [21]. An objective of 3GPP was to safeguard
the quality of LTE while incorporating these features.

7.1. Proximity Services (ProSe). When the network coverage
is absent, a public safety UE can automatically use proximity
services. Even in the presence of network coverage, the
UE can be manually set by the user to employ direct
communication. In conventional LTE communication, the
data path of two UEs, communicating in close proximity
with each other, goes through the operator network where
eNBs and/or gateways are involved. In network-assisted direct
communication between UEs in close physical proximity that
are served by the same eNB, the data path is routed locally
for their communication. Direct communication between two
UEs without network supervision moves the data path off the
access and core networks onto direct links between the UEs.
In direct communication, a communication link is estab-
lished between the two users without traversing the network;
this saves network resources while enabling mission-critical
communication among the first responders even when they
lack network coverage [1]. Direct communication does not
need any support from the network, and communication is
carried out by utilizing information locally available at the
UEs. Network assisted direct communication needs network
assistance for authorizing the connection.

The ProSe-based direct communication between ProSe-
enabled UEs has been standardized in Release 13 in 3GPP’s
technical specification TS 23.303. The 3GPP system enablers
for ProSe encompass the following functions [22]:

(i) EPC-level ProSe discovery

(ii) EPC support for WLAN direct discovery and com-
munication

(iii) Direct discovery
(iv) Direct communication
(v) UE-to-Network relay.

7.2. Group Communication System Enablers for LTE (GCSE_
LTE). A group communication service is meant for providing
an eflicient method to convey the same message to multiple
users in a controlled fashion. Group communications is
extensively used in LMR systems for public safety operations.
The basic purpose of this service in LMR is to deliver PTT
functionality; so a group communication service based on
3GPP architecture that uses LTE should support PTT voice
communications with similar performance [23].

3GPP’s technical specification TS 23.468 [24] describes
how a Group Communication Service Application Server
(GCS AS) may use the 3GPP system enablers to provide a
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FIGURE 6: Combination of unicast and MBMS delivery for group communications.

group communication service. These enablers are known as
group communication system enablers. The GCS AS employs
EPS bearer services and may also employ MBMS bearer
services. The UE uses an EPS bearer service to send data to the
GCS AS in uplink. In downlink, the GCS AS may use the UE’s
individual EPS bearer service and/or MBMS bearer service
to transfer data. Figure 6 shows a situation where the GCS
AS employs a combination of unicast and MBMS delivery
for different UEs belonging to a single group. UE-1 and UE-2
receive DL traffic through unicast whereas UEs 3-6 receive
DL traffic via MBMS. Different delivery modes are used for
UE-2, UE-3, and UE-4, even though they are connected to
the same eNB (i.e., eNB-2). Unicast is used for UE-2 since it
is in an area having low MBMS signal strength.

7.3. Mission-Critical Push-to-Talk (MCPTT). The Mission-
Critical Push-to-Talk (MCPTT) service offers an enhanced
PTT service over LTE that is appropriate for mission-critical
scenarios. It emulates the behavior of Push-to-Talk service
delivered by LMR. MCPTT is meant for providing voice
communication between several users during a group call
where each user can attain access to the permission to talk in
a controlled fashion. However, it also offers direct (or private)
calls between pairs of users [25].

First responders operate in groups and perform different
tasks. Their tasks and operations are controlled, assisted, or
coordinated by a dispatcher. For their communications, first
responders are organized in groups. To enable them to coor-
dinate quickly, people working together converse in the same
MCPTT group. People with different functions converse in
separate MCPTT groups. The routine public safety tasks are
handled by standard procedures using dedicated MCPTT
groups. However, MCPTT groups are also created for tackling
large incidents.

3GPP has been diligently working to develop techni-
cal enhancements for LTE that support MCPTT. MCPTT
builds upon service enablers: Group Communication Sys-
tem Enablers for LTE (GCSE_LTE) and Proximity Services
(ProSe). The end user is anticipated to have similar experience
whether MCPTT is employed under coverage of an EPC
network or in direct communication when there is no net-
work coverage. FirstNet is promising a mission-critical voice
service—a VoLTE service with enhanced priority—in future
in its roadmap. However, this is not MCPTT. Although 3GPP
has completed its standardization of MCPTT in technical
specification TS 22.179, implementation by manufacturers
and service providers, such as FirstNet, has still to occur. LTE
off-network communications is still not mature enough to
match LMR direct call (or talk-around) service.
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7.4. Open Mobile Alliance-Push-to-Talk over Cellular (OMA-
PoC). Open Mobile Alliance (OMA) develops specifica-
tions for the application layer called service enablers. OMA
enablers provide a standardized approach to tasks such as
data gathering and transporting information from a network
to a device or server. They are network agnostic, i.e., they are
devised to work over any kind of network layer.

OMASs Push to Communicate for Public Safety (PCPS) is
a PTT specification for LTE [26]. It has been adopted by
3GPP for use in defining the MCPTT requirements. PCPS
has evolved from the OMA-Push-to-Talk over Cellular (OMA-
PoC) enabler [27]. OMA-PoC employs Real-time Transport
Control Protocol (RTCP) to carry PTT control information,
Real-time Transport Protocol (RTP) for voice packets, and
Session Initiation Protocol (SIP) as the call control protocol.

8. LMR-LTE Interoperability for Public Safety

LMR handsets usually transmit using 3 to 5 Watts of power,
whereas an LTE handset may transmit at about 1 Watt.
This simply results in longer range for LMR systems. For
an LTE network to support the same coverage area as an
LMR network, more sites spaced closer together need to be
installed that will result in higher costs. Due to prohibitive
infrastructure costs, it will not be easy for an LTE broadband
network at 700 MHz to replace LMR.

LTE will not replace LMR any time soon. In the initial
version of FirstNet, LTE will be a complimentary enabler
that will sit on top of LMR. It may be several years before
the transition from LMR to LTE is made. It is highly likely
that public safety agencies will be using a mix of LMR and
LTE networks in both the short and long term and will
need to have effective interoperability solutions. The ultimate

goal will be to achieve standards-based interworking between
legacy PTT on LMR and MCPTT on LTE.

A report published in January 2018 by the LMR-LTE
Integration and Interoperability Working Group of National
Public Safety Telecommunications Council (NPSTC) has
identified the following requirements for LMR-LTE interop-
erability [28]:

(i) Firstresponders operating on LMR and LTE networks
shall be able to communicate with each other

(ii) Consoles operating on LMR and LTE networks shall
be able to monitor and participate in the voice
communications on interworked LMR and LTE talk-
groups

(iii) First responders and consoles shall have access to
multiple LTE talkgroups to coordinate operations
and many of these LTE talkgroups will need to be
interconnected with LMR talkgroups to support these
operations.

8.1. Interworking Function (IWF). 3GPP has studied and
identified solutions in their technical report TR 23.782
[29] suitable for interworking between LTE mission-critical
systems and non-LTE mission-critical systems that satisfy
the MCPTT requirements. LMR system specifications define
the equipment and subsystems that constitute the network
including base stations and terminals, whereas, in LTE, the
MCPTT server delivers centralized support for MCPTT
services. In order to realize communication between these
different systems, an Interworking Function (IWF) is intro-
duced to support protocol translation, identity mapping,
routing, and so on. Figure 7 illustrates a solution based on
IWE It is assumed that the interworking group, consisting of
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group members from the MCPTT/LTE system and the LMR
system, has been created and configured before a group call
is initiated on this interworking group. Following are some of
the interworking scenarios between LTE and LMR systems
that have been discussed in this report along with related
issues and their solutions:

(i) LTE UE initiates private communication to LMR
Mobile Station (MS)

(ii) LMR MS initiates a private communication to LTE
UE

(iii) LTE UE or LMR MS initiates a group communication.

8.2. Inter-RF Subsystem Interface (ISSI). The TIA-102.BACA-
A [30] specification defines how RFSS can be connected via
an IP interface to allow wireline interoperability. The Inter-
RF Subsystem Interface (ISSI) is an IP based connection that
uses SIP for call control and media is handled via RTP. ISSI
specifications were defined to achieve network interoperabil-
ity by interconnecting RFSSs from different vendors. This
allowed the implementation of a P25-based LMR network
that consisted of RFSSs from multiple vendors. Although
ISSI was originally meant for integrating two different P25
systems, the PTT application vendors have leveraged it as a
way of moving radio traffic between a P25 system and a PTT
service.

Integration of OTT PTT into LMR via ISSI is available. A
crucial problem with OTT PTT is its lack of interoperability.
For example, a user of Harris BeOn PTT cannot directly
communicate with a Motorola Wave PTT’s user; everyone
needs to have the same application.

PoC services from Sprint, Verizon, and AT&T provide
integration into LMR and feature rich PTT services. Verizon’s
PoC service, PTT+, offers ISSI-based LMR interworking via
a virtual private network connection. These PoC services,
however, do not provide interoperability between solutions
from different vendors or even within the same vendor if the
PoC service is provided by different carriers. This means that
a user of AT&T’s and a user of Verizon’s PoC services cannot
communicate with each other over PoC. First responders will
benefit from using a globally recognized MCPTT implemen-
tation from 3GPP when it becomes available in future rather
than an OTT PTT application or a PoC service.

If an LTE network running OMA-PoC as the native PTT
protocol needs to interoperate with an existing P25 network,
a P25 to OMA-PoC interoperability gateway is required
that employs ISSI as the interworking protocol between the
P25 network and the gateway. AT&T’s Enhanced PTT or
EPTT service is based on OMAs PCPS and is powered by
Kodiak’s PoC technology. It supports interoperability with
LMR and allows AT&T EPTT subscribers to communicate
with LMR radios by using an ISSI-based interoperability
gateway. The ISSI gateway provides fast and reliable setup
of communication sessions between the EPTT solution and
LMR system.

8.3. Radio over IP (RoIP). Radio over IP (RoIP) is an appli-
cation of Voice over IP (VoIP) technology to a two-way radio
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network. It is a generic term and does not describe any
specific implementation or standard. RoIP is an expansion of
the use of VoIP with additional control functions needed in
LMR systems such as PTT.

RolIP offers a low-cost and reliable solution that meets
the basic needs for PoC-to-LMR interoperability. RoIP has
limited capabilities; for example, it does not support the
passing of device IDs between networks. RoIP relies on a
donor radio for connecting LMR and LTE networks. The
advantage of the donor radio approach is that any radio
technology (P25, TETRA, etc.) can be supported. However,
RolIP systems require one donor radio for each LMR radio
channel to be shared.

PoC vendors have integrated with RolP systems to bridge
their PoC systems to the LMR world. RoIP gateways can be
connected to PoC servers that are hosted locally or in the
cloud. Two types of RoIP gateways are available for providing
interoperable PTT voice services between LTE and LMR
including vendor-specific and third-party vendor-agnostic
solutions. Motorolas WAVE and Harris' BeOn are examples
of vendor-specific RoIP, while vendor-agnostic RoIP solu-
tions include Mutualink and ESChat. JPS Interoperability
Solutions also provides a modular vendor-agnostic RolIP
gateway with multiple RoIP interfaces for PoC to LMR
interoperability [31]. Figure 8 illustrates AT&T’s EPTT system
connected to an LMR system via JPS’s RoIP gateway. Note
that an RoIP gateway can connect any LMR talkgroup to
a PoC talkgroup whereas the entire LMR network can be
connected to the PoC network through an ISSI gateway.

9. Current Research Issues

3GPP has added additional mission-critical services in
Release 14 that was completed in 2017. They include Mission-
Critical Data (MCData) [32] and Mission-Critical Video
(MCVideo) [33] over LTE. The MCData and MCVideo spec-
ifications offer equipment vendors and network operators a
detailed set of standards that are available for implementa-
tion.

In Release 15, which is the first release of the 5G system,
3GPP is presently evaluating further mission-critical related
topics including

(i) interworking between 3GPP defined mission-critical
system and legacy mission-critical systems like P25
for voice and Short Data Service (SDS)

(ii) video push
(iii) video pull
(iv) off-network File Distribution Service (FDS)

(v) data streaming.

3GPP is also evaluating the ability for Unmanned Aerial
Vehicles (UAVs) to be served as UEs using LTE network
deployments in Release 15, which could be vital to employing
UAVs for public safety operations in an LTE-based public
safety network. The objective of the study in TR 36.777 [34]
is to investigate the capability of LTE to provide connectivity
to UAVs as aerial UEs.
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FIGURE 8: PoC to LMR interoperability via RoIP gateway [31].

The public safety oriented 3GPP specifications are titled
MCPTT over LTE, MCData over LTE, MCVideo over LTE,
etc. 3GPP is considering removing the “over LTE” text so that
the same specifications can be reused for 5G work. Removing
the LTE limitation from stage one requirements will help
evolve the mission-critical services in stages two and three to
support the 5G network.

9.1. Mission-Critical Data (MCData). The MCData service
supports communication between a pair of users (i.e., one-
to-one communication) and several users (i.e., group com-
munication), where each user is able to

(i) share data using SDS
(ii) share files using FDS.

SDS is provided in both on-network and off-network modes
while FDS is provided only in on-network mode.

SDS can deliver messages over the signalling channel or
over a media bearer. SDS over media bearer can be standalone
where the media bearer is set up for the purpose of delivering
one message only and then disconnected afterwards or the
media bearer can be established as a session for a group to
carry multiple messages among group members. As a short
message service, there is no pre-check for permission to
transmit.

FDS can be session-based when all recipients are required
to make mandatory download, or http upload-based where
the file is temporarily stored in the controlling MCData server
followed by distribution of notification of the file availability
to the target recipients. In the latter case, the distribution

control is managed and the recipient clients can manage
their own reception. There is also provision for mandatory
download with this method.

9.2. Mission-Critical Video (MCVideo). MCVideo defines a
service for mission-critical video communication using LTE
transport networks. Although this service is designed for
transport over commercial and dedicated LTE networks, it is
not expected to be limited to use over LTE.

MCVideo service includes

(i) video capture and encoding of the video information
(ii) secure streaming and storing of the video information

(iii) video decoding and rendering of the video informa-
tion

(iv) processing of the video information, including the
ability to annotate video frames and recognize video
features

(v) mission-critical and public safety level functionality
(e.g., group sessions, affiliations, end-to-end confi-
dentiality, and emergency type communications) and
performance (e.g., low latency)

(vi) transmission and control of the parameters relevant
to those functions

(vii) secure operation such that video information can be
reasonably unimpeachable when used in evidentiary
procedures

(viii) definition and configuration of MCVideo groups and
applications
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(ix) configuration of the MCVideo users’ profiles and of
the MCVideo UEs

(x) interoperability with other services and systems.

While the streaming of video is part of the MCVideo
service, the non-real-time or offline transfer of a video clip
stored as a file containing video data is covered by the
MCData service. An MCVideo UE is a device that provides
video acquisition (e.g., has a camera), video rendering (has
a display), or both and normally also has some encod-
ing/decoding, communication and storage capabilities.

9.3. LMR-LTE Interworking/Interoperability. As discussed in
Section 8, 3GPP’s IWF will adapt LMR data and signaling to
MCPTT data flows for connecting a P25 ISSI to the public
safety LTE broadband network. To interconnect MCPTT
over LTE to local P25 LMR networks, every single ISSI
connection to the IWF would need to be separately and
securely connected, which will make management and cost
of this implementation unfeasible. The use of an ISSI hub has
been proposed as an efficient way to achieve this interworking
as it will be cost-effective and easier to secure a single point
of entry into local P25 LMR networks [18].

9.4. Unmanned Aerial Vehicles (UAVs). 3GPP has mainly
focused on the use of UAVs as aerial UEs and is working
on specifying enhancements to improve terrestrial LTE net-
works for providing connectivity to UAV UEs. On the other
hand, research is also being carried out to explore the role of
UAV:s as aerial base stations that can be deployed on-demand
to boost network coverage. The use of UAVs as aerial UEs or
aerial base stations can be vital for public safety applications
during natural or man-made disasters.

9.4.1. UAV UEs. In disaster situations, UAVs could be
deployed as aerial UEs of an LTE-based public safety network
to relay images or videos of the disaster-hit area to augment
the situational awareness of first responders on the scene
or where the building or infrastructure may be temporarily
inaccessible due to a hazard such as an earthquake or a
chemical spill. The performance of the LTE network in the
presence of UAV UEs is evaluated in 3GPP TR 36.777 in the
following three scenarios:

(i) Urban macrocell with UAV UEs
(ii) Urban microcell with UAV UEs
(iii) Rural macrocell with UAV UEs.

The main issue with a UAV UE in the sky is the generation
of uplink interference to multiple neighboring cells/eNodeBs.
This uplink interference can degrade the performance of
the existing UEs on the ground if not properly controlled
or mitigated. Understanding the impact of uplink as well
as downlink interference in the presence of UAV UEs is a
key objective of the study in TR 36.777. Other aspects of
LTE that are investigated include mobility performance and
UAV identification. After the completion of this study, 3GPP
has started a follow-up work item to specify enhancements
to improve the efliciency and robustness of terrestrial LTE
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network for delivering efficient connectivity solutions for
UAV UEs [35].

9.4.2. UAV Base Stations. As mentioned earlier in Section 5,
DACA systems can be employed to temporarily restore crit-
ical communications during disasters such as earthquakes,
hurricanes, or tsunamis, when terrestrial communication
facilities are damaged resulting in communication outages.
The main requirement in such scenarios is to provide broad-
band communication between first responders and between
first responders and victims. Due to their mobility, UAVs
serving as aerial base stations are a good fit for providing
emergency communications where needed through a quickly
deployable low-cost communication infrastructure.

A scenario in which different types of UAVs, including
balloons, quadcopters, and gliders, serve as Unmanned Aerial
Base Stations (UABSs) to provide emergency broadband
connectivity after a disaster is investigated in [36]. The
potential benefits of UABSs in the post-disaster scenario
are investigated by evaluating the improvements in capacity
and coverage of an LTE network that are gained after the
deployment of UABSs. Once deployed, these UABSs form
new small cells to improve network coverage. Unlike the
fixed LTE communication infrastructure such as macro- or
microcells, the positions of the UABSs can be adjusted and
optimized to achieve better network performance. It should
be noted that 3GPP has not yet provided any specifications
for the standardization of aerial base stations.

10. Enabling Technologies for Future
Public Safety Networks

The virtualization technologies can have tremendous advan-
tages for public safety wireless networks in terms of multi-
tenancy, programmability, and flexibility. The virtualization
technologies such as Software-Defined Networking (SDN) and
Network Functions Virtualization (NFV) act as key enablers
for a Software-Defined RAN (SD-RAN) that provides the
platform for RAN slicing thereby allowing public safety
operators to effectively share existing RANs deployed by
commercial operators.

10.1. SDN and NFV. The principal aim of SDN is to separate
the control and data planes to achieve a programmable
network. A centralized SDN controller executes all control
tasks to facilitate network configuration and management.
NFV is a strategy for the virtualization of network func-
tions. The conventional network functions implemented as
standalone boxes of specialized hardware and software are
transformed into software components or virtual network
functions running on virtual machines in the cloud. By
employing SDN and NFV in the RAN, these virtualization
technologies serve as key enablers of SD-RAN, which in turn
is the key enabler of RAN slicing. RAN elements can be used
as service offered to multiple core networks; the physical
resources (i.e., base stations) can be shared by abstracting
and slicing them into virtual RAN resources. This can enable
the RAN to be shared by multiple operators resulting in
significant savings on infrastructure costs.
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10.2. Software-Defined RAN. In active sharing of network
resources discussed earlier in Section 5, mobile network
operators can share RAN to provide services using part of the
available resources. However, the requirements of operators
in terms of radio resources can dynamically change based on
the needs of their subscribers, making RAN management a
significant challenge. Using a Software-Defined RAN that is
based on virtual network functions, operators can introduce
programmability in the RAN to greatly simplify the control
and management of RAN operations.

An open-source SD-RAN platform, referred to as
FlexRAN, is proposed in [37] that incorporates an application
programming interface for separation of control and data
planes in the RAN. It offers a flexible control plane that sup-
ports other RAN management applications to be built over
the FlexRAN controller. It provides flexibility to dynamically
realize various degrees of coordination among base stations.
It is transparent to the UEs, enabling easier deployment and
evolution.

10.3. RAN Slicing in LTE. In RAN slicing based on SDN,
NFV, and cloud computing, a slice orchestrator has been
proposed that is responsible for instantiating slices from the
EPC down to the RAN. Based on the slice provider requests,
it instantiates a slice by selecting appropriate virtual network
functions, e.g., core network functions such as forwarding
of packets, session management, mobility management, and
security, that have been virtualized. Each slice can have
its own SDN controller to set up communication paths
and manage the traffic within that slice. Resources such as
infrastructure and radio spectrum can belong to the same or
different network operators [38].

In an architecture for RAN slicing in LTE proposed in
[38], the slice orchestrator instantiates instances of the EPC
by selecting a set of virtual network functions or physical
network functions for an instance. These EPC instances are
connected to the shared RAN/eNodeB via the classical S1
interfaces or the new interfaces proposed by 3GPP in TR
23.799 [39]. By using the slice ID indicated by a UE that is
hard encoded in the UE’s SIM, the RAN/eNodeB steers the
slice traffic to the appropriate EPC instance. Also, the eNodeB
uses the slice ID to provide the appropriate slice resources
such as the appropriate MAC schedular instance to satisfy the
Quality of Service (QoS) required by a UE.

In the structure of the eNodeB under this solution, an
abstraction layer in the form of a Resource Mapper (RM) is
added. It provides an interface between the shared physical
resource blocks and the Slice Resource Manager (SRM). Each
slice has its own SRM that is responsible for scheduling
UEs in its slice over virtual resources or virtual resource
blocks. The RM maps the virtual resource blocks to physical
resource blocks according to the amount of resources allowed
to each slice. This RAN slicing architecture assumes that the
slice orchestrator is employing an application programming
interface such as FlexRAN to configure eNodeBs in real time.

10.4. RAN Slicing for Public Safety. To limit the time and cost
of deployment as well as guaranty public safety requirements,
a new communication architecture can be envisaged that
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introduces the notion of integrating a shared RAN with a
dedicated one. Such a shared RAN is based on the concept
of resource virtualization and RAN slicing. The architecture
of a public safety network employing this concept is proposed
in [40] and is illustrated in Figure 9, where RAN resources are
shared with commercial networks. It is based on the concept
of multi-operator core network—this is one of the network
sharing configurations defined by 3GPP [41] in which only
the RAN is shared.

The public safety and commercial networks maintain
separate EPCs. Public Safety EPC (PS-EPC) has two con-
nections via separate Sl interfaces with shared-RAN and
dedicated-RAN whereas Commercial EPC (C-EPC) is linked
with shared-RAN only as dedicated base stations are unable
to support commercial UEs. The shared-RAN steers the
traffic toward the appropriate EPC over the corresponding
S1 interface based on a slice ID encoded in UE’s SIM. The
slice ID is also used over the X2 interface between the Shared
Base Station (S-BS) and Dedicated Base Station (D-BS) for
handover purposes.

The RAN management in the shared base station admin-
isters the resources in the shared-RAN. The Layer Resource
Manager (LRM) coordinates among the shared base sta-
tion and dedicated base stations in its coverage area for
resource usage. Two slices are considered: commercial (C-
Slice) and public safety (PS-Slice). Each S-BS comprises two
slice resource managers to schedule respective UEs over
virtual resources. A resource manager finally translates the
virtual resources to physical resources. With this architecture,
a public safety operator can exploit the nationwide RAN of
a commercial operator based on appropriate service level
agreements, while increasing access point density in few
desired areas by deploying extra D-BSs.

11. Conclusions

First responders around the world are still largely using
narrowband voice-centric communication networks such as
LMR. These networks are designed to provide wide coverage
and make extensive use of repeaters and device-to-device
communications. The ease of use, reliability, and familiarity
of these LMR networks will ensure that they will remain
in existence for a long time to come. The primary aim of
introducing a broadband public safety network is to take
advantage of all recent radio technology advances. Also,
a single nationwide wireless network for all public safety
agencies can overcome critical issues like interoperability
failures in current narrowband public safety networks.

LTE is a natural choice as a platform for introducing
a range of new services to first responders. An LTE-based
broadband nationwide public safety network can either share
an existing nationwide commercial LTE network via upcom-
ing technologies like RAN slicing or can be a completely
separate wireless network dedicated for public safety agencies
such as FirstNet. However, current LTE services for public
safety like PoC, OTT PTT, PTV, and PTX do not meet
mission-critical requirements, and 3GPP has addressed this
via several recent enhancements such as proximity services,
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FIGURE 9: Network architecture employing RAN slicing [40].

group communication system enablers, and mission-critical
PTT.

LTE will not replace LMR anytime soon and LMR is
expected to continue to exist alongside any new LTE-based
public safety network. However, LMR and LTE are quite
different and getting them to interoperate effectively and
seamlessly will need some innovative thinking. Existing inter-
operability solutions only provide integration of LMR with
non-mission-critical LTE services like PoC and OTT PTT
via ISSI and RoIP. Achieving standards-based interworking
between legacy PTT on LMR and MCPTT on LTE will be
critical. 3GPP has recently identified solutions suitable for
interworking between LTE mission-critical systems and non-
LTE mission-critical systems such as LMR.

Upcoming features and services of LTE such as mission-
critical data, mission-critical video, and aerial UEs are also
directly applicable to public safety. UAVs are also being
considered as aerial base stations in LTE-based public safety
networks that can be deployed on-demand to restore critical

communications during disasters. In this paper, we provided
a quick yet meaningful review of all these issues. We also
offered a look ahead at the emerging virtualization technolo-
gies, such as SD-RAN, and RAN slicing, as enablers for future
public safety networks.

A reasonable approach that is likely to dominate is to
use the existing LMR voice-centric infrastructure as default
mode of operation in an LMR-LTE integrated network. LTE
is capable of providing a range of radio services that are
not currently supported in LMR. For example, LTE can
support radio bearers with variable QoS classes. Voice quality
can be maintained even when the overall quality of the
radio channel degrades. LTE can support rich multimedia
environment through its IMS subsystem and MBMS. Also,
LTE offers advanced network management capability with
flexible access control. Other services will include execution
of functions related to data analytics and mission-critical
scene analysis. It is also likely that integrated LMR-LTE
networks of the future will take advantage of upcoming
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virtualization techniques such as SDN, NFV, SD-RAN, and
RAN slicing. In the near future, LTE will be part of 5G and
that will provide an even wider range of facilities including
support for internet of things, virtual reality, and augmented
reality. The interoperation of LMR and 4G/5G networks will
also be imperative to the evolution and advancement of future
public safety networks.
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The telecommunication infrastructure in emergency scenarios is necessarily composed of heterogeneous radio/mobile portions.
Mobile Nodes (MNs) equipped with multiple network interfaces can assure continuous communications when different Radio
Access Networks (RANSs) that employ different Radio Access Technologies (RATs) are available. In this context, the paper proposes
the definition of a Decision Maker (DM), within the protocol stack of the MN, in charge of performing network selections and
handover decisions. The DM has been designed to optimize one or more performance metrics and it is based on Multiattribute
Decision Making (MADM) methods. Among several MADM techniques considered, taken from the literature, the work is then
focused on the TOPSIS approach, which allows introducing some improvements aimed at reducing the computational burden
needed to select the RAT to be employed. The enhanced method is called Dynamic-TOPSIS (D-TOPSIS). Finally, the numerical
results, obtained through a large simulative campaign and aimed at comparing the performance and the running time of the D-

TOPSIS, the TOPSIS, and the algorithms found in the literature, are reported and discussed.

1. Introduction

Natural disaster events such as earthquakes, hurricanes, and
floods and man-made ones such as terrorist attacks and
toxic waste spills are facts of these last few years. Not
only is the number of the disaster occurrences increasing
very seriously, but also the number of killed and severely
injured people is dramatically high. Environmental impacts
on human health and quality of life are very high and there
is an increase in disaster risk. Disaster management cycle
is very complex and goes from prevention and mitigation
to alert, response, and recovery. A quick deployment of a
telecommunication infrastructure is essential in this case.
For this motivation the role of the Information and Com-
munication Technology (ICT) is topical for the deployment
of a telecommunication infrastructure for risk and emer-
gency management, for the technology integration, and for
the implementation of specific technological developments
possibly offering quick reconfigurability, interoperability, and

scalability. The reference telecommunication infrastructure
for the aforementioned scenario is necessarily composed of
heterogeneous radio/mobile portions. On the other hand,
nowadays the increased diffusion of mobile terminals, often
called Mobile Nodes (MNs), has multiple network interfaces,
such as Wi-Fi, WiMAX, and UMTS, and can assure consistent
improvements in the mobile communication field. As a mat-
ter of fact, such a type of MN can operate inside the previously
mentioned heterogeneous scenario where different Radio
Access Networks (RANs) that employ different Radio Access
Technologies (RATs) are available. Consequently, users can
access a new set of services independently of their positions.
It is worth noticing that different RATSs have different charac-
teristics and, of course, different strong points and weakness.
These can also depend on the emergency conditions in which
the MN is operating.

In the introduced context, a useful challenge is to assure
an ubiquitous connection to MNs, defining an anytime and
anywhere network, using the most appropriate RAN available
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that best fits users’ requirements. Following the Always Best
Connected (ABC) criterion (see [1] and references therein)
an MN is constantly connected to the core network using
a specific RAN that matches some predefined requirements.
Moreover, this paradigm enables the MNs to be aware of the
heterogeneous and dynamic context where it is, represented
by the available RANs status, and to adapt its behaviour
consequently during the communication.

In this framework two processes cover a crucial role: (i)
the handover that is the redirection of the active connections
from a RAN to another one and (ii) the network selection
that is a decisional process that selects the RAN that the MN
has to use, among the available ones. According to the IEEE
802.21 standard, defined in [2] and described in Section 3,
whose goal is to facilitate the interoperability of different
Radio Access Technologies, these two functions are tightly
linked: network selection is a fundamental part of the whole
handover process as is detailed in Section 2.1. Both these
functions are necessary to enable the MN to use the best
RAN in terms of communications performance but they have
stringent time requirements in their execution as stated in [3].
So an algorithm for the network selection must reduce the
operations number necessary to perform the selection and, as
a consequence, the needed time. On the contrary, an increase
in the employed algorithm computational complexity may
have a negative effect on the considered handover process
that must wait for the selection procedure. This waste of time
can provoke a performance detriment of the QoS perceived
by the user and, in the worst case, can determine a service
interruption.

During the network selection process, each RAN can
be evaluated considering several characteristics often called
attributes. Considering the mobile scenario, it is possible to
say that the values of some attributes change dynamically
while other attributes keep their values constant indepen-
dently of the MN position inside the considered coverage
area. As a consequence, as presented in [4], the attributes
may be divided into 3 groups: static, dynamic, and semidy-
namic. We propose a novel formulation of the Technique for
Order of Preference by Similarity to Ideal Solution (TOPSIS)
algorithm, taken from the Multiattribute Decision Making
(MADM) theory [5], called Dynamic-TOPSIS (D-TOPSIS),
which has the goal of limiting the operations number neces-
sary to select the network, generating the same selection of
the TOPSIS standard formulation.

The main contributions of this paper are listed below:

(i) A description of the mobile communications frame-
work, regarding in particular handover process, net-
work selection, and a possible applicative scenario, is
included in Section 2.1

(ii) A brief overview of the Standard IEEE 802.21, which
plays a fundamental role in the management of
heterogeneous RANS, is presented in Section 3.

(iii) A classification of the network selection algorithms,
found in the literature, is reported in Section 4.

(iv) The formulation of both TOPSIS and D-TOPSIS algo-
rithms, aimed at highlighting the difference among
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them and the reduction in the computational com-
plexity, constitutes Section 5.

(v) The definition of a Decision Maker, within the pro-
tocol stack of the MN and in charge of performing
network selection and handover decision, is proposed
in Section 5.3. In this section the reference scenario
used as a common test-bed to compare the considered
algorithms is also described.

(vi) The numerical results, obtained through a large simu-
lative campaign and aimed at comparing the different
performance and the different execution time of the
D-TOPSIS, the TOPSIS, and the algorithm found in
the literature, are discussed in Section 6.

2. The Vertical Handover

The handover process can be divided into two categories:
(i) horizontal handover and (ii) vertical handover. While
the former occurs when the user switches between the
same technologies RAT (for example, passing from a Wi-Fi
network to another), the latter happens when the user moves
from a technology to another. A possible example of vertical
handover is the transparent switch from WiMAX to LTE.

Three main contributions are included in this section: a
possible applicative scenario, the description of the handover
process, and finally the presentation of the network selection
concept.

2.1. A Heterogeneous Communication Network Example. In
Figure 1 a possible heterogeneous network composition is
represented. Suppose that a member of a rescue team operat-
ing during an emergency event is connected to a remote host,
for example, an Emergency Operation headquarter, through
an MN equipped with several heterogeneous network inter-
faces. The MN is moving by following the trajectory rep-
resented by black, dotted line with the arrow. Until he is
in his house, the MN uses the domestic Wi-Fi connection.
When he leaves the house, moving outside for the rescue
operations, the Wi-Fi coverage area, the MN perceived that
the quality of the Wi-Fi channel is degrading. Consequently,
the MN decides to execute a handover and redirect the traffic
to another RAN to prevent service interruption. In particular
a UMTS and a WiMAX networks are available: in this case
the network selection algorithm, implemented in the MN,
selects the WiMAX network. Obviously, all these functions
are executed automatically by the MN that maintains active
the connection with the remote host, and the user is unaware
of the handover execution. While the user is walking along
his path, the MN periodically controls the state of the system,
represented by the value of the attributes used to evaluate
each RAN, and executes the network selection algorithm.
Until the selected network is in use (represented by the black
circles in Figure 1), the MN does not perform any handover.
On the contrary, when the selected network has not been
employed, the MN does the handover, for example, switching
from WiMAX to UMTS as reported in Figure 1. Finally,
when the user arrives at his office, the MN detects a Wi-Fi
network that, according to the network selection algorithm, is
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Remote Host

MN detects

a WiMAX
RAN
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RAN selected . UMTS (not in use)
WiMAX (not in use) already in use hand
handover no handover andover

FIGURE 1: A possible applicative scenario of mobile communications.

better than the WiMAX in use, and it executes the handover.
Similar behaviour characterizes also different scenarios such
as the Intelligent Transportation Systems applications, which
constantly monitor a vehicle moving along its path or inside
a port area or in a construction site. Obviously, each network
selection algorithm can give different decisions and it is
characterized by different performance depending on the
speed of the MN, as reported in Section 6.

The employment in this reference network of Wi-Fi,
WiMAX, and UMTS technologies represents an example.
The use of more modern and efficient mobile networks,
such as LTE/4G and 5G, is object of ongoing performance
investigation but it is worth noting that the network selection
techniques presented and evaluated in this paper work
independently of the available RAT.

2.2. The Handover Process. The term handover identifies the
overall process that enables a Mobile Node (MN) to change
the access network that it is using and to switch to another
one among the available RANs. As report in [6] and briefly
reprised at the beginning of this section, two different types of
handover are defined according to the network technologies:
(i) horizontal handover, when the RAT selected is the same
one currently used by the MN, or (ii) vertical handover, when
the target RAT is different from the one used by the MN. A
typical example of horizontal handover happens when an MN
moves outside a cell of a RAT such as the UMTS or the Wi-Fi.
To maintain the communication active, the MN changes the
Point of Access (PoA) and connects itself to the radio base
station of the cell in which it enters. On the other hand, a
vertical handover occurs, for example, when an MN exits the

coverage area of a Wi-Fi network and switches to the UMTS
technology in order to maintain the connection active.

Another classification of the handover process is pro-
posed: (i) soft handover or make-before-break that represents
the case in which an MN is connected to both PoAs during
the switching phase and (ii) hard handover or break-before-
make in which an MN can have contact with only one PoA
at a time. A further type of handover, called seamless, meets
the following requirements: (i) it is a soft handover, which
means that the communication is maintained active during
the network switching; (ii) the whole handover process has
a limited duration; (iii) the handover must not determine
any Quality of Service (QoS) degradation. Such a type of
handover execution is also called transparent because the
user is unaware of the RAN change performed by the mobile
terminal.

2.3. The Network Selection Problem. The network selection
is a task that is in charge of selecting the most appropriate
RAN that an MN must use among the available ones. This
procedure is tightly linked with the handover process. In fact,
the decision taken by the network selection algorithm may
trigger the handover execution when the selected network is
not already used by the MN. In other words, the network
selection is in charge of determining when the MN has
to switch from a RAN to another: an MN may execute a
handover not only when it moves away from the cell in use
but also when a different available RAN is better from the
network selection algorithm view point. In order to support
the cooperation among different RATs the network is in
charge of maintaining an efficient signalling architecture,



efficiently managing the resource utilization, and assuring the
security and the integration of the communications. On the
other, hand the network selection decision can be taken by
the core network (i.e., Centralized Network Selection) or by
the MN (i.e., Distributed Network Selection).

In a homogeneous environment, where there is only
one type of RAT, the network selection is typically based
on physical layer parameters, such as the Received Signal
Strength Indicator (RSSI) or the Signal to Noise Ratio (SNR).
In practice a Decision Maker (DM) entity evaluates only the
quality of the channel and selects the PoA that assures the best
channel conditions. These algorithms, which belong to the
single-attribute group, are quite simple but they may provide
a suboptimal selection from the user’s viewpoint. In fact, dif-
ferent users may have different preferences and requirements
not only referring to the quality of the communication but
also, for example, to the power consumption minimization
or to the Monetary Cost reduction. Moreover the various
RATs, which characterize a heterogeneous scenario, may
differ from each other not only in the channel quality but
also in the aforementioned metrics. Consequently, another
family of algorithms applied to solve the network selection
problem is called multiattribute group; they are able to take
advantages from the availability of different RATs and can
select the best one evaluating more than one metric (or
attribute) simultaneously [7]. More details about these groups
of algorithms are reported in Section 4.

3. A Quick Overview of
the IEEE 802.21 Standard

The IEEE 802.21 standard for the Media Independent Han-
dover (MIH) defines extensible IEEE 802 media access
independent mechanisms that enable the optimization of
handover between heterogeneous IEEE 802 networks and
facilitates handover between IEEE 802 networks and cellular
networks, as reported in [2]. Its purpose is to assure to an MN
the service continuity during the handover execution as well
as after the handover. Moreover the standard is also aimed at
assuring that the change of access network is not noticeable to
the end user. As a logical consequence, it is mandatory not to
decide the QoS degradation during the handover procedure
limiting both packet losses and delay. It is worth noticing that
two different aspects of QoS are considered by the standard:
(i) the QoS experienced by an application during a handover
and (ii) the QoS considered as part of a handover decision.
Therefore, it is clear that this standard supports the handover
execution not only for assuring the service continuity but also
for selecting the RAN that best fits the MN requirements, in
terms of QoS.

In more detail, it represents a common interface between
the upper layers and the lower layers inside the protocol stack:
even if an MN can have multiple network interfaces inside
the lower layers, the MIH Layer is unique (for this reason,
it is called technological dependent layer). A further logical
element, defined by the standard, is a set of functions, called
Media Independent Handover Function (MIHF), whose aim
is to support the handover process. Indeed, this set of func-
tions is in charge of activating the communication between
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the MIH Layer and the upper and the lower layers and
providing the necessary information to support the handover
procedures.

The standard defines three types of MIHF:

(i) Media Independent Event Service (MIES) compre-
hends the functions that provide the higher layers
with some information sent by the technological de-
pendent layer.

(ii) Media Independent Command Service (MICS) in-
cludes all the functions that send instructions from
the higher layer to the technological dependent layers.

(iii) Media Independent Information Service (MIIS)
defines a set of functions that provides the mechanism
for retrieving information and assisting the handover
decision.

More details about the aforementioned MIHF can be found
in [2, 8].

According to [2] the communication model proposed by
the IEEE 802.21 standard is represented in Figure 2, directly
taken from [2]. An important virtual entity is introduced:
the Point of Service (PoS). The MIHF of each network node
becomes a PoS for an MN if it communicates directly with
the same layer inside the MN protocol stack. In other words,
a PoS is a network element that is in charge of providing an
MN with the necessary information to perform the handover.
In Figure 2 it is possible to see that there are two network
portions, the client side where the MN is located and the
network side that includes the PoS and the non-PoS elements,
which are the network nodes that communicate with the MN
indirectly. It is possible to view that the PoSs are logically
located inside the Points of Access (PoAs) currently in use,
inside the target PoAs, and inside other network nodes that
are not PoAs but can be, for example, a database that contains
some information of the neighbour RANs. All these nodes
communicate together directly or indirectly, inside a client-
server communication model, where the MN is the client
that requires some information to execute the handover, and
the core network is the server that provides the necessary
information. As previously said, the IEEE 802.21 proposes a
new layer, the MIH Layer, inside the protocol stack of each
node. The communication with the other layers is based on
the concept of Service Access Point (SAP) as reported in
Figure 3. Three different types of SAP are defined by the
standard:

(i) MIH-SAP: This SAP enables the communication
between the upper layers, called also MIH Users,
and the MIH Layer. Only a single MIH-SAP is
implemented in each protocol stack and it is also
called Technological Independent SAP

(i) MIH-LINK-SAP: This type of SAPs assures the
communication that the MN implements between the
MIH Layer and each Link Layer. This communica-
tion takes place through media-specific instances of
MIH-LINK-SAP for each different Link Layer. As a
consequence, this SAP is also called Technological
Dependent SAP.
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FIGURE 2: MIHF communication model proposed by [2].
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FIGURE 3: MIH Layer and SAPs reference model proposed by the IEEE 802.21 standard.

(iii) MIH-NET-SAP: This is the SAP that provides trans-
port services supporting the exchange of MIH infor-
mation and messages with the remote MIHE

IEEE 802.21 also proposes the standardization of the han-
dover procedure. The operations are divided into 3 phases,
as reported in Figure 4:

(i) Handover Initiation: This is phase one of the han-
dover process. The initiation comprehends message
exchange with the Point of Access along with some
preliminary measurements on the available RANs.

(i) Handover Preparation: This is phase two. Here
the Mobile Node chooses the network that will be

employed after the handover and the negotiation
for resource reservation that aims to grant that QoS
requirements begin.

(iii) Handover Execution: In this final phase the traffic
flows sent by the MN move to the selected RAN
leaving the network access in use.

Some operations are included in the scope of the standard
while others are only cited, but their implementation is not
specified by the standard and, consequently, many different
solutions can be applied. These operations are identified by an
asterisk in Figure 4. Among these, a very important function
is the handover decision, which refers to decisional process
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FIGURE 4: Three procedures that constitute the handover execution
according to the IEEE 802.21 standard.

in charge of determining when the MN has to perform
the handover and which is the target network: in practice,
it identifies the network selection engine. The decision of
the appropriate algorithm is something that has not been
determined yet. Indeed, the algorithm that can be applied
in this context has to assure good performance but at the
same time it is characterized by stringent time constraints.
It is worth noticing that a technique that selects the network
may have a bad effect on the ongoing process, which remains
in waiting status until the selection is performed.

4. The Network Selection Algorithms

The state-of-the-art comprehends two main branches of
network selection algorithms: Single Performance Metric
Optimization (SPMO) and MADM or, in the following,
Multi-Performance Metrics Optimization (MPMO). SPMO
algorithms choose the RAN by taking into account just one
metric. MPMO algorithms take their decisions based on
multiple metrics, at the same time, to choose the RAN to use.
The object taking decisions about the RAN to be chosen is
named Decision Maker (DM).

4.1. SPMO Algorithms. Each available network represents an
alternative way that is validated trough one performance
metric, named attribute. The DM is used to choose the best
possibility, among the available ones, in accord with the
maximization ( or the minimization) of the metric, used as
a utility (Cost) function. Let m be the possible RANs; we
call the alternatives with an array A = (A,,...,A;,..., A,).
The j-th alternative is defined as A j = (x;), where x; is the
considered metric (or attribute). The best option is denoted
as A‘;‘?fMO and is achieved by using the following equation.
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A‘;‘lgMo = {Aj s arg m}ax (xj)} 1)

Equation (1) is true if the employed metric needs to be
maximized. If a metric needs to be minimized the arg min j(-)
operator is applied in (1).

Within the set of the possible metrics employed by the
SPMO algorithms, a commonly taken decision is the RSSI,
employed in [9, 10], which represents the received power
measured in [dB] and is the parameter taken as a reference
during the horizontal handover. Similarly, the same criterion
could be employed for vertical handover. The method used
for selection is very simple: the MN senses the RSSI from
the PoAs among the RANs and determines the one with the
highest value. Another weak point of this technique is the
“Ping Pong effect” where there is repetitive and not useful
handover, which occurs also if the RSSI value of an alternative
RAN is slightly higher than the one related to the RAN cur-
rently employed [9]. This represents a drawback that affects
negatively the QoS of MNs. The SPMO family techniques
require a low computational burden, a low running time,
and a limited power consumption. Differently, they can yield
scarce performance if the goal would be the optimization of
multiple metrics.

Target collision probability is another possible metric that
has been used in network selection algorithms. Reference
[11] uses it to maximize secondary users throughput by
employing a Markov queuing model. The authors evaluate
their proposal by comparing it with other state-of-the-art
strategies (Random and Greedy algorithms) showing its
superior performance.

4.2. MPMO Algorithms. More than one metric is considered
at the same time [7, 12]. They can be divided into

(1) QoS-based metrics, for example, packet loss, RSSI,
bandwidth throughput, and transmission rate;

(2) power saving-based metrics, for example, MN battery
lifetime and power consumption;

(3) other parameters-based metrics, for example, user
preferences, Monetary Cost, and RAN security level.

DM task is to choose the best option in accord with a certain
criterion. Most of the time MPMO techniques are character-
ized by higher computational burden than the SPMO ones.
This is due to the fact that they can optimize simultaneously
more metrics. MPMO approaches may select a suboptimal
RAN by taking into account just one parameter and by
finding the optimal solution considering all the different
metrics at the same time.

Recalling the concept that the alternatives array m is
defined with A = (A,,...,A},..., A,,), for the MPMO algo-
rithms the j-th alternative is denoted as A j = (x4 PR

-» %, j), where x;; represents the i-th attribute of the j-th
alternative. The quantity n stands for the attributes number
employed to compute each alternative.

4.2.1. Simple Additive Weight (SAW). The solutions that be-
long to this category (see [13] and references therein) leverage
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on a quantity, called cost. In particular they assign to each
alternative a cost value calculated trough the summation of
the normalized value of each considered attribute. To further
strengthen the importance of each attribute, weights may also
be employed. Finally, the chosen network is the one that
presents the smallest cost value. The mathematical detail is
provided in (2).

VSAW( ) Zw SAW( )

angrmin (v (4)] ¥

J

opt
AMPMO SAW {Aj

j=L....,m

(i) A?\%’MO—S A is the provided alternative that the algo-
rithm SAW has chosen;

(ii) Vsaw(A)) is the quantity linked to the alternative j,
denoted by A i (i.e., the cost);

VA . .
(iii) Vg (x; J) is the normalized cost of the j-th alternative

computed by considering the i-th attribute x;;

(iv) wj is the weight associated with the i-th attribute.

This idea is already present in several papers within the
same field, for example, in [13-17]. Within such a plethora
of works, valuable realization of this approach can be found
in [14]. It minimizes the generic cost of the employment of
j-th network, based on the power consumption, Monetary
Cost, and the bandwidth made available. The paper in [13]
publishes a network selection strategy which defines the cost
of the j-th network by using the weighted sum of the available
bandwidth (normalized) and the Received Signal Strength
Indicator (RSSI).

4.2.2. Weighted Product Method (WPM). It provides each
alternative with a cost computed through the product of the
attribute values [18]. It permits avoiding the normalization
required by the SAW method. The detailed mathematical
expression is written in (3).

Vivens (4) = HWPM( )"

Aopt (3)

MPMO-WPM — {Aj s arg mjin (VWPM (AJ))}

j=L...,m

(i) A?\%’MO wpa 18 the choice made by the WPM tech-
nique;
(ii) Viypa(A ) is the quantity linked to the j-th alternative
i
(iii) WPM(x ;) is the value of the i-th attribute of the j-th

alternatlve Xij3

(iv) wj is the weight associated with the i-th attribute.
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FIGURE 5: Block diagram of Fuzzy Logic Algorithm.

Apart from [18], WPM is not employed in many practical
scenarios. For example, it is also used in [19] as a reference to
show an analysis based on multiattribute error so as to obtain
more robust differentiation between alternatives in a specific
scenario.

Under certain constraints (see [20]), the minimiza-
tion/maximization of the sum of logarithms is the same
mathematical operation. Simplifying, max[];;f;(x) cor-
responds to max ) .;In f;(x), where f;(x) are the utility
functions. Reference [20] also stresses a similar concept.

To sum up, taking into account all the aforementioned
reasons, the WPM has been taken as a reference in this paper.

4.2.3. Fuzzy Logic. A widely employed method for network
selection consists in exploiting the Fuzzy Logic [21, 22]. It
comes directly from the Fuzzy Set Theory. Specifically, the
considered variables can have a “truth value” that can assume
any value between 0 and 1. The scheme of a generic Fuzzy
Logic technique is sketched in Figure 5. It takes as input
all the alternatives A, evaluated according to the employed
metrics. The algorithm begins with the fuzzification step
that links RAN attributes to fuzzy sets by relying on each
set membership function. Figure 6 provides an example of
membership functions for three fuzzy sets. They are LOW,
MEDIUM, and HIGH for the i-th attribute referred to as the
j-th alternative, x;

The next operation required by the Fuzzy Logic Algo-
rithm is the use of the inference engine. Namely, in accord with
the control rules, it decides a strategy to evaluate each RAN
set of the attributes.

Finally, the ultimate step requires the defuzzification. The
output provided by the inference engine will be employed to
decide which is the best alternative.

4.2.4. Mixed Approach. The Mixed Approach merges to-
gether the Fuzzy Logic and a cost function for the network
selection. This idea is reported in [23] in which 4 quantities
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FIGURE 6: Membership function of the Fuzzy Logic Sets.

have been taken into account as input for the DM: Monetary
Cost, available bandwidth, Received Signal Strength (RSS),
and user preferences. Mixed Approach is then employed in
order to decide the WWANS and the WLANSs by making these
steps:

(1) for each RAN, input quantities are normalization;

(2) for each parameter, the normalized values are to one
fuzzy set: LOW, MEDIUM, HIGH. This is called
fuzzification.

(3) Performance Evaluation Value (PEV) is finally com-
puted and the best RAN is selected based on the
highest PEV.

In the performance evaluation section, we refer to the
Mixed Approach as Fuzzy-Simple Additive Weight (F-SAW).
Network Selection methods that provide a similar approach
can be found in [21, 24, 25].

5. The Proposed Network Selection Algorithm

The technique discussed in this paper, called D-TOPSIS, is a
variation of the TOPSIS algorithm, already employed in the
network selection algorithm [26-28]. This new formulation
provides similar results in the decision processes and, at the
same time, it lowers the operation number fundamental to
obtain the solution.

5.1. The TOPSIS Algorithm. TOPSIS takes into account the
alternatives defined by the quantities assumed by the con-
sidered attributes. The i-th alternative is denoted by an array
A, = (xi*l,...,xfju- ,x;) for i € [1,m] in which n and m
are the number of attributes and the number of alternatives,
respectively. As you can find in [5], the TOPSIS technique
may be modeled by exploiting the geometry with m points in
an-dimensional space. Thus, we can use the Euclidean Norm
to calculate the distance between each alternative and one or
more reference points.

TOPSIS requires several steps that are summarized as
follows:

(i) Calculation of the weighted normalized attribute

values:
_ ij
K= (4)
yrox2
i=1 "Vij
every i = 1,...,m alternative, for each j = 1,...,n

attribute. w; represents the weigh linked to the j — th
attribute, and the condition Z?:I w; = 1 must hold.
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(ii) Identification of the Positive Ideal Solution A* (PIS)
and the Negative Ideal Solution A~ (NIA), as detailed

by
A" = (v;‘,...,v;,...,vZ)

<maxvl] | je ]l>,<miinv,~j | je ]2) | i

=1,...,m>
V;)

T = (Ve
((mm,] e h)(maxvy 1 jen) i
:1,...,m>

in which J; is a quantity that stands for the set of
positive attributes (which have to be maximized) and
J, is a quantity the represents the set of negative
attributes (which have to be minimized).

)

(iii) Calculation of the Separation Measures (SMs): to
compute the distance between alternatives and the
optimal, utopia point the Euclidean Norm is applied

(see (6)).

2
(v,-j—v;f) ;0 fori=1,...,m

M=

SM; =

[
Il
—

(6)

2 .
(vij—vj) ; fori=1,...,m

£
1]
M=

[
Il
—

(iv) Calculation of the Similarity Index (SI): for the i —
th alternative, A;, the SI is calculated as SI, =
SM; /(SM; + SM]"). The values range is within [0 —
1]. Specifically, the quantity SI; = 0 occurs if the
alternative coincides with the NIS (ie, A; = A").
On the other hand, the case SI; = 1 refers to the
situation where the alternative coincides with the PIS
(i.e, A; = A").Itishence possible to state that the best
alternative is represented by the one which presents
the higher associated similarity index.

5.2. New Formulation of the TOPSIS Algorithm. The novel
variant of the TOPSIS technique is named Dynamic-TOPSIS
(D-TOPSIS). This name has the purpose to stress the concept
that the decision at the generic step ¢ also considers the
decision previously taken. In more detail, at the step t
employed to compute the i — th alternative, the attributes
are split into two groups: the static attributes s;(t) and the
dynamic attributes d;(t). For each alternative the attributes
keep their numbers constant at each step ¢ when the network
selection is performed, when the alternative is available.
Consequently, for the i —th alternative the quantity associated
with each static attribute at the step t is equal to the value
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FIGURE 7: Variation of the number of alternatives over time in the
network selection problem.

of the same attribute at the time of the previous TOPSIS
execution £. In practice s;(t) = s;(f).

The next steps, which must be done to compute the
selection, depend on the alternatives that are available at the
instant ¢: if the set of available RANS is the same in ¢ and in
t the nonstatic (i.e., the dynamic) form of the technique is
used, while, if this condition does not occur, the static version
of the technique is then used. Figure 7 highlights how this
condition impacts on the network selection formulation: the
position of the MN moving along its path is represented.
It enters and exits the coverage area of different RANs and
periodically executes the network selection. The number of
available alternatives (i.e., the number of available networks),
m(t), in each instant in which the selection is performed, is
also reported. In particular, the blue squares represent the
execution of the standard TOPSIS algorithm, while the black
circles identify the execution of the D-TOPSIS.

As a consequence of the distinction among static and
dynamic attributes the i — th alternative can be defined as in

A ()= (s (?)’di 1) = (51',1 (?)V"’Si,j (?)"'”Si,ns (?)’

di,j (t),-~->di,j ). "’di,”d (t))

(7)

where n, and n; are the number of static and dynamic
attributes, respectively. The matrix A(t), reported in (8),
describes all the available alternatives at the step t.

A (t) s, (£),d, ()
At) = A;(t) = s; (£),d; () (8)
Ay (1) Sy (1) sy (£)

As previously said the TOPSIS algorithm is based on the con-
cept of distance between alternatives represented by points
inside a multidimensional space. Applying the Euclidean
Norm it is possible to measure the distance between each

A\

\ B

FIGURE 8: Distance of the i — th alternative from the Negative Ideal
Solution (NIS).

alternative and two reference points (the PIS and the NIS
previously defined). In order to better explain the D-TOPSIS
approach, the distance reported above is highlighted in
Figure 8. Both the attributes are positive which means that
they must be maximized. One of them is static (s;) and the
other is dynamic (d,). In Figure 8 only the distance from
the NIS is represented. Even though not plotted, analogous
deductions can be obtained for the PIS case.

Considering Figure 8 the NIS A™(t) at the instant t and
the NIS A (%) at the instant f are denoted by a red and blue
squares, respectively. The distance between the PIS and the
i — th alternative at the instant t is determined by the two
components S;; () and D;; (t). In this paper, we name it Partial
Distance. It have to be computed for each alternative for each
run of the TOPSIS technique. From Figure 8 we can see that
S;(t) = S;; (). Thus, there is no need to compute the value
of this parameter since it reduces the operations number
necessary to effectuate the RAN selection. In an intuitive way,
such reduction is even more notable if the number of static
parameters or the number of alternatives increases.

As a consequence, the algorithm proposed is based on the
following steps:

(i) Calculation of the weighted normalized values of the
static and dynamic attributes.

N (s; (1)
N (sij (?)); if RANs do not change
= 5 (1)
w,——2———; otherwise
Z::(f) Sij Ok
)
i=1,...,m j=1,...,ng
d;; (t)
Ny 0) =
Zi:] dij (t)
i=1,...,m; j=1,...,n45
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(ii) Identification of the Positive A*(¢) and the Negative
A~ (t) Ideal Solution

A" (1)

(N(s* (£)),N(d* (t))); if RANs do not change (10)
otherwise;

(N(s™ (1), N(d" (1))

where

s (0= (N (5] 0),....N (s, )
= ((maxn (55 @) 1 €7, )
(miinN(Sij ) 1je f))

& 0= (N ®)....N(d), )
- ((maxN (ay0) 1€ ).

(miinN(dij (t)) lje ]dz))'

A (t)

(1)

otherwise

3 (N(s™(£)),N(d" (t))); if RANs do not change (12)
NG @) N )

where

N(s~(0) = (N (s ®)....N (s, (1))
= ((minn (s, 0) 1€, ).

<miaxN(S,-j (t)) | J € ]sz>>
N(@ )= (N ®).....N(d; ©))

(13)

- ((mmn (@) 151,

(max (4, 0) 1€ 1,)).

In (11) and (13) J; and J,; represent the sets of positive
static and dynamic attributes, respectively, that have
to be maximized. Similarly, /; and J; represent the
sets of negative static and dynamic attributes that need
to be minimized, respectively.

(iii) Calculation of the Partial Distances for all the
attributes between each alternative and the Ideal
Solutions as in (14) and (15).

N(s;0)

{S{j GF

|N (s,»j (t)) -N (s;‘ (t))'; otherwise

ifRANs do not change

i=1...,m j=1,...,n;
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D; (1) =[N (d; (0) =N (d} )]

i=1...,m j=1,...,ng
(14)
0
_ S; (B) if RANs do not change
'N (sij (t)) -N (s; (t))'; otherwise
(15)

i=1,...,m j=1,...,n4

Dy (1) = [N (d;; (1) - N (d; ()]

i=1...,m j=1,...,ng

(iv) Calculation of the Separation Measures (SMs) as
reported in (16).

SM (t) = \j
SM; (t) = \j

(v) Calculation of the Similarity Index (SI) as SIi(t) =
SM; (t)/(SM; (t) + SM; (t)). The highest Similarity
Index identifies the best alternative for the D-TOPSIS
algorithm too.

X
o

ng

2 2
(850) + 2. (D5 ®)

j=1

[
Il
—

X
o

ng (16)

(5;0) +Y (D )

=1

(..
I
—_

i: 1’... , M

Employing the D-TOPSIS algorithm for each alternative, it
is not mandatory to compute both values of the Partial
Distances for the static attributes. Indeed, these values are
memorized during the last run of the standard TOPSIS and
therefore loaded during the execution of the D-TOPSIS. As
a consequence, the sole Partial Distances referred to as the
dynamic attributes have to be determined so as to compute
the Separation Measures and the Similarity Index, during the
execution of each network selection process independently of
the set of available alternatives.

5.3. The Network Selection as IEEE 802.21 Component. In
order to compare the performance of the D-TOPSIS with the
other network selection algorithms described in Section 4,
the authors propose a definition of a new component, called
Decision Maker (DM), modeled as a virtual entity, which is in
charge of performing the selection of the RAN implementing
the considered algorithms. The structure of the DM is
represented in Figure 9, where it is possible to see that it is
integrated into the MIHF Layer of the MN. As a matter of
fact this virtual entity is deputy to take the handover decision
functions, which is included in but not defined by the IEEE
802.21 standard, as reported in Section 3. In other words, the
DM senses the heterogeneous environment in which the MN
is moving; it acquires the characteristics of each RAN and,
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FIGURE 9: Structure of the proposed Decision Maker set inside the
MIH Layer.

according to the implemented algorithm, selects the one that
the MN has to use.

Observing Figure 9, it is possible to see that the DM
is composed of three parts. The first block, called Decision
Maker Input (DMI), collects the values of each metric that
defines each available RAN through the MIH Layer prim-
itives. This information belongs to two different groups: (i)
Information from the technological dependent lower layers,
which comprises the Lower Layers Information (LLI) vector,
one for each available RAN. This information is taken directly
from the heterogeneous RAT interfaces and includes, for
example, the RSSI and the power consumption. It is worth
noticing that #, is the number of different RAT interfaces of
the MN, in Figure 9. (ii) Information from the technological
independent upper layers that comprises the Upper Layer
Information (ULI) vector, again one for each available RAN.
This information is collected inside the matrix A created by
the DML

The algorithm used to evaluate the RANs available is
implemented inside the Decision Maker Core (DMC) block.
It receives as an input the matrix A used to describe each
RAN (i.e., each alternative) and produces as an output the
alternative selected according to the used algorithm, A*.

Finally the Decision Maker Output (DMO) block receives
as input the selected RAN from the DMC block and it decides
to perform the handover, if the selected network is not already
in use; otherwise, it decides to do nothing. If it decides to
change RAN, it initiates the handover procedure using the
MIH Layer primitives.

6. Performance Analysis

6.1. Simulation Scenario. As already done in other works (see
[29]), the simulated scenario adopted to test the network
selection algorithms and to compare their performance has
been realized by using Network Simulator 2 (ns-2). To
support the IEEE 802.21 standard, the package provided by
the National Institute of Standards and Technology (NIST) is
used inside ns-2 [30]. Moreover the authors implement in the
simulated MN the aforementioned DM and the considered
network selection algorithms.
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TaBLE 1: Range value of the attribute considered.

Parameters Range Value
Power Consumption [0,16-0,22] w
Monetary Cost [1-10]
Wi-Fi Capacity [1-20] Mbps
Wi-Max Capacity 2 Mbps
UMTS Capacity 0.384 Mbps

The communication is established by a User Datagram
Protocol (UDP) traffic flow generated by a remote host to
the MN. The DM inside the MN collects the values of
each attribute of each RAN, executes the network selection
algorithm, and decides to perform or not the handover each
5 [s] (i.e., the decision period) when two or more RANs are
available.

As in the reference example described in Section 2.1,
three different RATs are considered: UMTS, WiMAX (IEEE
802.16), and Wi-Fi (IEEE 802.11). There is a single UMTS
cell that contains the entire environment equal to 2000x2000
[m], a single WiMAX cell, and 8 Wi-Fi cells. Two separate
cases are taken into account according to the MN speed:
pedestrian, 3 [m/s], and vehicular, 10 [m/s]. The overall
duration of the simulation is set equal to 500 [s]. While
the aforementioned parameters are kept constant in each
simulation, other parameters are casually determined in
each simulation. Such parameters are the position and the
dimension of the WiMAX and Wi-Fi networks, the start point
and the end point of the MN.

The metrics used as attributes of the RANs are four (n =
4); three of them are static (n, = 3) and only one is dynamic

(T’ld = 1)

(i) The Received Signal Strength Indicator measure which
is related to the distance between the MN and the PoA
of each RAN. It represents a positive, thus having to be
maximized by the network selection algorithm, and
dynamic attribute.

(ii) The Capacity that each RAN reserves for the MN. It is
a positive and static attribute. Its value, for each RAN,
is set in each simulation according to Table 1.

(iii) The Monetary Cost that the MN has to pay to use a
RAN. It is a negative, thus having to be minimized by
the network selection algorithm, and static attribute.
Its value, for each RAN, is set in each simulation,
according to Table 1.

(iv) The Power Consumption of the MN to maintain the
communication active with the remote host. It is a
negative and static attribute. Again, its value, for each
RAN, is set in each simulation, according to Table 1.

It is worth noticing that, in Table 1, the Monetary Cost is a
rough indication that allows sorting the network from the
cheaper, in which MN is set equal to 1, to the more expensive
one, with MC = 10.

6.2. Performance Comparison. In the performance com-
parison, 9 network selection algorithms are considered.
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Specifically, we have employed 5 MADM techniques that
comprise also the TOPSIS and the D-TOPSIS. The rest are
single-attribute Decision Maker algorithms. Namely, each
of the remaining selection algorithms is devoted to the
optimization of one of the attributes only: (i) Received
Signal Strength Indicator based, (ii) Available Capacity, (iii)
Monetary Cost, and (iv) Power Consumption.

To evaluate the network selection algorithms six metrics
are adopted:

(i) Capacity (C) (expressed in [bps]) that the RAN in use
assigns to the traffic flow transmitted by the remote
host to the MN;

(ii) RSSI (expressed in [dBW]);
(iii) Monetary Cost (MC) payed for employing the RAN;

(iv) power consumption (P) (expressed in [W]) of the MN
to maintain the communication active;

(v) packets delay (D) calculated as the difference between
the packet transmission time and the time in which
the packet is received by the MN in [s];

(vi) number of handover processes executed by the MN
(H).

All the aforementioned metrics are negative except for
the first two. The optimal choice of the network selection
technique is to select the network that guarantees the best
compromise between the considered metrics, maximizing the
positive one and minimizing the negative one.

In Figures10,11,12,13,14,and 15 the evaluated tech-
niques are labeled as follows: the single-attribute methods
that optimize RSSI, C, MC, and P are reported as #l,
#2, #3, and #4, respectively; the multiattribute optimization
approaches SAW, Fuzzy Logic, WPM, TOPSIS, and D-TOPSIS
are indicated with #5, #6, #7, #8, and #9, respectively.

Concerning the RSSI metric, among the single-attribute
methods, the best performance (i.e., the highest RSSI) is
obtained, obviously, if the metric optimized is exactly RSST
(in this case #1). The MADM techniques perform satisfacto-
rily in all cases: from #5 to #9 the obtained RSSI is almost
equal to #1. In general the obtained RSSI is approximately
similar for all the evaluated network selection approaches.
Analogous considerations are valid if the other performance
metrics are used to evaluate the techniques.

Indeed, when MADM tools are applied, it is not simple to
define a best performance: the outcome of a MADM solution
is a compromise by definition. The key point is to obtain
comparable performance with respect to the cases in which
the metrics are considered singularly. This is true for almost
all the considered MADM techniques employed in this paper
to implement the network selection. The crucial difference
is the time needed to find the aforementioned compromise
solution: this motivates the analysis reported in the next
subsection.

6.3. Computational Complexity Study. A computational
complexity analysis of TOPSIS and D-TOPSIS is discussed in
this subsection. As previously said, one of the most important
requirements for an MN is to limit the complexity of the
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TABLE 2: Number of operations performed by TOPSIS and D-
TOPSIS.

Standard

Operation Dynamic TOPSIS ~ Percentage
TOPSIS
ArgMin n,+ny ng ﬁ
ArgMax n,+ny Ny n, :l_s n,
Multiplication 11 - (n, + n,) m-ny nsTsnd
Power 2 m- (g + 1) - m-ng-(m+2) M
(m+2) ny +ny
Subtraction  2.m-(n,+n,) 2:m-ny n, :l_snd
Division m-(n+ny+1) m-(ng+1) ﬁ
Square root m-(ng+ny+2) m- (n; +2) dﬁ

implemented algorithm in order to reduce the execution
time. As a consequence, limiting the number of necessary
operations to select a network is a crucial task in order to
define a new algorithm.

The first two columns of Table 2 show the number of
operations that are necessary to select the alternative with the
two TOPSIS algorithm variants. The third column indicates
the reduction (as a percentage) in the number of operations
obtained using the D-TOPSIS algorithm with respect to
the TOPSIS. This percentage is computed as the difference
between the number of operations for the D-TOPSIS and
that for the standard TOPSIS, divided by the number of
operations of the TOPSIS.

Each row identifies one operation used in the formulation
of both the algorithm versions; as previously defined n; is
the number of static attributes, n, is the number of dynamic
attributes, and m is the number of available alternatives (i.e.,
the number of available RANs). It is important to notice that
the percentage of reduction in the number of operations does
not depend on the number of alternatives m that are available.
This consideration is confirmed by the numerical results
discussed in Section 6. Moreover the reduction in the number
of operation is explicitly calculated considering different
number of dynamic and static attributes (i.e.,n; = [1,...,10]
and n; = [1,...,10]). In Figure 16 the reduction of a first
group of operations is plotted, including the Argmin, the
Argmax, Multiplication, Power 2, and Subtraction, which is
equal ton,/(n,+n,) as reported in Table 2. Two further groups
of operations are considered, referred to as the Division and
the Square root. Their reductions, which are, respectively,
equal ton,/(n,+n,+1) and n,/(n,+n4+2), are calculated over
the same variation of the number of attributes considered
for the first group and are plotted, respectively, in Figures
17 and 18. As previously said a network selection method
has stringent execution time constraints in order to avoid
unnecessary time waste for the handover process as a whole.
As a consequence it is necessary to limit the computational
complexity of the used technique. The proposed D-TOPSIS
algorithm can assure great benefits in this direction with
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F1GURE 10: The considered RSSI metric for various network selection techniques.
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F1GURE 11: The considered C metric for various network selection techniques.
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FIGURE 12: The considered MC metric for various network selection techniques.
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FIGURE 13: The considered P metric for various network selection techniques.
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FIGURE 16: Percentage of reduction in the number of operations of
first group using D-TOPSIS respect to TOPSIS.

FIGURE 17: Percentage of reduction in the number of operations of
second group using D-TOPSIS compared to TOPSIS.

respect to the standard TOPSIS implementation as high-
lighted in Section 5. Now the question is, how much does
this complexity reduction impact the execution time? So in
this subsection a comparison of the execution time of both
the TOPSIS implementation versions is proposed. Moreover
also the execution time of the algorithms cited in Section 4 is
evaluated and compared.

Figure 19 highlights 2 different quantities: the difference
in the execution time between the two different implementa-
tion versions of the TOPSIS algorithm (see left ordinate axis)

15

FIGURE 18: Percentage of reduction in the number of operations of
third group using D-TOPSIS compared to TOPSIS.

Time reduction [%]

Execution time difference [us]
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Number of available networks

FIGURE 19: Execution times of TOPSIS and D-TOPSIS and percent-
age of execution time reduction of D-TOPSIS over different number
of alternatives.

and the percentage of the execution time reduction of the D-
TOPSIS with respect to the TOPSIS (see right ordinate axis).
This quantity is calculated as the difference between the two
execution times, divided by the TOPSIS execution time. The
total number of attributes is four (n = 4) while the number of
static and dynamic attributes is, respectively, three and one.
In practice, n, = 3and n,; = 1.

From the figure we can extrapolate the idea that the
difference between the execution times of the two versions
of the TOPSIS algorithm gets bigger if the number of
alternatives increases. On the other hand, this is not true for
the reduction of execution time [31]. Indeed, such quantity
is constantly between 70% and 75% independently of the
number of alternatives. In practice, these results confirm that
the execution time reduction is independent of the number
of available alternatives, as anticipated in Section 5. Figure 20
shows the execution time for all the considered network
selection algorithms for a different number of RANs with
n, = 3 and ny; = 1. One more time, D-TOPSIS is the
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FiGURE 20: Execution time of the considered network selection
algorithms over different number of alternatives.

second fastest algorithm among the considered algorithms.
As a matter of fact the algorithms that belong to this group
are computationally lighter with respect to the multiattribute
approaches and select the network considering a single
parameter applying only an argmax or argmin operator. On
the other hand, these algorithms give poor results and a
suboptimal selection [31].

Further considerations can be made observing the multi-
attribute algorithms: the D-TOPSIS can assure good results,
in terms of fast execution with respect to all the considered
network selection algorithms. As is shown in Figure 20, the
D-TOPSIS is the fastest algorithm among the multiattribute
ones, while the standard TOPSIS is set in a middle range
and the fuzzy solution requires the maximum execution time.
This is due to the fact that it needs many operations during the
fuzzification and defuzzification steps.

Finally, we can observe how the difference between the
running times gets bigger when the number of alternatives
increases. If m = 10, the D-TOPSIS running time is equal to
1.9 [us]. For the TOPSIS standard such quantity is 6.6 [us],
while, for the Fuzzy Logic, it has the value of 7 [us].

7. Conclusions

The paper considers the problem of the network selection
when different Radio Access Networks (RANs) that employ
different Radio Access Technologies (RATs) are available
and can be used to guarantee communications in case of
emergency event during which more than one network has
to be used to allow a continuous exchange of information
between a Mobile Node (MN) and a remote host.

In more detail, in the general framework of the IEEE
802.21 standard, a Decision Maker (DM), within the protocol
stack of the MN, in charge of performing network selec-
tions and handover decisions, has been proposed. From the
mathematical viewpoint, the Multiattribute Decision Mak-
ing (MADM) techniques are considered and in particular
the TOPSIS approach, which has been made lighter (and
called D-TOPSIS) with respect to the computational burden,
needed to select the RAT. The concept applied is that the
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attributes (i.e., the performance metrics) used to evaluate
an alternative (i.e., a RAT) can be divided into two groups:
the static attributes and the dynamic attributes. The static
attributes for each alternative maintain their values constant
when the alternative is available. The dynamic attributes
change over time. The basic idea is to run TOPSIS each time
the set of available RANs changes (i.e., the MN enters or leaves
a new RAN), to find a partial solution (based on the static
attributes) and reuse it in each successive decision selection.
This is D-TOPSIS.

A large simulative campaign, aimed at comparing the
performance and the running time of the D-TOPSIS, the
TOPSIS, and the technique found in the literature, has
been finally reported. MADM approaches guarantee a sat-
isfactorily compromise performance for all the considered
metrics, RSSI, Capacity (C), Monetary Cost (MC), power
consumption (P), packets delay (D), and the number of
handover processes executed by the MN (H)). On the other
hand, in terms of computation burden, for a single network
selection decision, D-TOPSIS allows saving from 10% to 70%
of the time needed by the other MADM decision techniques
to provide the selected RAT.
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When telecommunication infrastructure is damaged by natural disasters, creating a network that can handle voice channels can be
vital for search and rescue missions. Unmanned Aerial Vehicles (UAV) equipped with WiFi access points could be rapidly deployed
to provide wireless coverage to ground users. This WiFi access network can in turn be used to provide a reliable communication
service to be used in search and rescue missions. We formulate a new problem for UAV's optimal deployment which considers not
only WiFi coverage but also the mac sublayer (i.e., quality of service). Our goal is to dispatch the minimum number of UAVs for
provisioning a WiFi network that enables reliable VoIP communications in disaster scenarios. Among valid solutions, we choose
the one that minimizes energy expenditure at the user’s WiFi interface card in order to extend ground user’s smartphone battery
life as much as possible. Solutions are found using well-known heuristics such as K-means clusterization and genetic algorithms.
Via numerical results, we show that the IEEE 802.11 standard revision has a decisive impact on the number of UAV's required to
cover large areas, and that the user’s average energy expenditure (attributable to communications) can be reduced by limiting the

maximum altitude for drones or by increasing the VoIP speech quality.

1. Introduction

The use of UAVs in natural disasters has become popular in
recent years [1, 2]. During the critical first 72 hours, UAVs can
be used for tasks such as situational awareness [3], deploying
communication systems [4-6], or search and rescue (SAR)
missions [7]. In this work, we aim to dispatch UAVs to deploy
a reliable communication system that can be used in SAR
missions.

There are many aspects to consider in the communication
that takes place during SAR missions. In [8] the authors
identify the main building blocks (e.g., commanding, survey-
ing, relaying, etc.) and its communication requirements in
terms of tolerance to delay, jitter and minimum throughput.
Such requirements should be carefully considered when
selecting wireless link technologies for either UAV-to-UAV
or UAV-to-Infrastructure communication [9]. Similarly, in
[10] the authors identify requirements for a flexible, secure,
robust, and QoS-aware emergency response communication
system, analyzing current wireless technologies (e.g., WiFi,
WiMAX, cellular, TETRA, and Satellite) in the light of their

capability to carry voice, video, and push-to-talk emergency
communications. In the aforementioned works however,
the fitness criteria are based on link properties such as
throughput, delay or coverage versus the requirements of
a single communication. Nevertheless, QoS performance in
shared access networks such as WiFi does not only depend
on signal coverage but also on the traffic generated/consumed
by ground users sharing the medium, and if speech quality
degrades, the communication service cannot be used. Unfor-
tunately, this fact is frequently overlooked.

In this work we take a first step into the problem of
deploying a UAV-aided WiFi network that can support real-
time communications in SAR missions such as the one
illustrated in Figure 1. We consider a reference SAR commu-
nication service composed of a QoS-guaranteed bidirectional
voice channel for each ground user as well as a broadcast
audio channel for announcements. Then, we define a new
optimization problem for the deployment of a set of UAVs-
mounted Access Points (APs) which consists of finding the
minimum number of UAVs (and their position) to provide
the aforementioned communication service to a set of known
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FIGURE 1: Reliable communication service scenario.

ground targets. Among alternative solutions (i.e., same num-
ber of UAVs but in different positions) we choose the one
that exhibits the lowest energy expenditure in the network
interface card (NIC) of terminals so ground users may extend
their battery life. To the best of our knowledge, a similar
problem has never been considered before. Note that we
assume that the performance of the WiFi access network (see
Figure1) is critical for the feasibility of the QoS-guaranteed
service while UAV-to-UAV or UAV-to-Infrastructure does
not significantly impair QoS, or its impact can be added to
our model as a constant extra delay and/or loss. Therefore,
the scope of this paper is restricted to the IEEE 802.11 access
network to be deployed.

Our optimization problem could be directly applied to
cover known areas (e.g., meeting points or facilities) when the
number of users is known or to provide service to semistatic
ground users. Besides, we also analyze the limits of the
applicability of this problem when ground users are moving.

The contributions and originality of this paper are as
follows:

(i) We mathematically formulate a new optimal drone
location problem that considers coverage, quality of
service, and energy expenditure attributable to the
communication.

(ii) We provide a mathematical model to predict speech
quality for a set of heterogeneous VolIP traffic sources
and for different IEEE 802.11 standard amendments.

(iii) We propose a mathematical model to predict energy
expenditure for a set of users and for different IEEE
802.11 standard amendments.

(iv) We provide a preliminary analysis of the applicability
of our problem to ground users on the move.

The findings of this paper can be useful not only for
deploying a communication network, but also as a first step
in the field of media coverage (audio), which is an unexplored
area of application in disaster management according to [1].

2. Related Works

The deployment of standalone communication systems in
disaster scenarios is not new [1]. UAVs-aided wireless
communication systems have been previously proposed to
provide ubiquitous coverage (e.g., off-load of existing Base
Stations, or functional replacement of damaged ones [4, 9]),
relaying by interconnecting groups of distant users [11], or to
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disseminate or collect information to/from ground terminals
[12, 13]. All previous applications can be useful in disaster
scenarios. However, the comparison of existing proposals is
difficult as each one sets the focus on different aspects of
the communication system (e.g., networking schemes and
architectures [10, 14, 15], network formation in UAV-to-UAV
communication [16], use of hybrid networks with various
wireless link technologies [10, 17]) and, generally, does not
specify the traffic generated by users, or else such traffic is not
voice or video [15].

Most works addressing the optimization of UAV deploy-
ment seek to find the minimum number of UAVs required
to provide signal coverage (i.e., received signal strength) to a
set of ground users at known positions [18, 19] disregarding
the traffic generated by ground users. In some cases, the opti-
mization problem seeks to cover all users while minimizing
the energy expenditure in the UAV as a result of propulsion
[20] or the communication [21].

UAV-mounted IEEE 802.11 Access Points (APs) have
also been explored in the past [8, 22-25]. A comprehensive
summary of the challenges and implications of the various
IEEE 802.11 amendments in long-range outdoor WiFi deploy-
ments can be found in [25]. Studies, however, only analyze
the performance of IEEE 802.11 links in terms of delay,
jitter, or throughput achievable by one traffic flow. While
results confirm the technical feasibility of deploying an UAV-
aided WiFi network for real-time voice communications,
they have a common weakness: only one communication
flow is considered, disregarding the negative effect of the
traffic generated/consumed by WiFi users in the network
performance. Moreover, it is well known [26] that there is an
upper bound in the number of simultaneous conversations
that each AP can take so the speech quality perceived by VoIP
users is acceptable. For this reason, deploying a WiFi network
usable in SAR missions should consider this restriction in
the number and position of UAVs deployed. However, to the
best of our knowledge, no previous work has taken this into
consideration before.

3. Guaranteed QoS VoIP Service and Energy
Expenditure in WiFi Networks

Speech quality perceived by users largely depends on end-
to-end delay and packet loss experienced by VoIP packets,
which is related to the performance of the WiFi network.
This relation has been investigated over the last decades in its
own research field [26-28] but its findings have been seldom
applied to AP positioning. This section elaborates on the
implications of WiFi network performance in both speech
quality and NIC energy expenditure experienced by ground
users in our context.

Speech quality can be estimated at the planning stage
by using the E-Model [29], which provides a quality score
termed R factor (0-100). It is generally agreed that conver-
sations are acceptable when its R factor is above a threshold
(Rpin)> commonly R, ;. = 65. In its simplest form, R can be
expressed as [30]

min

R = 942 - Id - Ie,eff (1)
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FIGURE 2: Traffic in the VoWiFi system.
TABLE 1: 802.11 sensitivity relations for OFDM modulations with 20 MHz channels.
Modulation Coding rate Data rate Sensitivity
(Mb/s) (dBm)
BPSK 172 6 -82
BPSK 3/4 9 -81
QPSK 172 12 79
QPSK 3/4 18 -77
16-QAM 1/2 24 -74
16-QAM 3/4 36 -70
64-QAM 2/3 48 -66
64-QAM 3/4 54 -65

where, for now, it suffices to know that I; represents all
impairments due to delay and I, is a factor that accounts
for the impairments caused by low bit-rate coding and packet
loss [31]. Both delay and packet loss are certainly affected by
the performance of the IEEE 802.11 access network.

Figure 2 illustrates a system composed of a set of IEEE
802.11 stations associated with one UAV-mounted AP. Each
station is represented by its physical layer and its medium
access control (MAC) sublayer. While all stations share a
common MAC protocol, each user station auto-conﬁgure
its Modulation and Coding Schema (MCS) according to the
Received Signal Strength Indicator (RSSI) from the AP. An
example of different MCSs defined for OFDM modulations
(e.g., 802.11a/g) is shown in Table 1. Thus, depending on the
received signal power, each user terminal will auto-configure
its MCS to the greatest bit-rate possible.

At the application level, this work assumes that each
ground user handles two real-time VoIP communication
channels: one downlink broadcast audio channel to listen
to announces from the rescue team and one bidirectional
channel for a regular conversation. We assume that the
broadcast traffic is always sent at the lowest bit-rate possible.

In this scenario, it is well known that VoIP speech quality
is mainly determined by the delay and loss experienced at
the AP’s downlink transmission buffer [26], which in turn
depends on the speech codec used by the VoIP application

and the number of simultaneous calls at a given moment
(i.e., traffic load). Some studies quantify this effect and
determine the maximum number of conversations that can
be simultaneously held so that delay and/or loss in the AP
does not exceed a certain threshold. For example, in [26] it
was found that a maximum of 15 calls for 64kb/s CBR traffic,
or 38 calls for VBR VolIP traffic, can be held for IEEE 802.11b.

Thus, UAV placement will be strongly influenced by
the maximum number of simultaneous calls that each AP
can take so that minimum level of speech quality is met.
However, finding this number is a complex task which falls
into the WiFi QoS research field. There is a plethora of
analytical models of the IEEE 802.11 mac behaviour [32-35].
In most models, the central variable is the probability that an
observed station attempts to transmit in a random time slot
(7). However, different models apply different assumptions
to derive their analytical expression for 7. In this paper, the
following assumptions are made:

(i) Heterogeneous traffic sources (users may have differ-
ent physical data bit-rate according to their received
signal strength).

(ii) Nonsaturated stations (transmission buffer could be
empty).

(iii) Noisy channel (packets can be corrupted due to
channel noise).



Regarding the energy consumption attributable to the
wireless card of IEEE 802.11 stations, one could break it
down into the time spent on each possible power state (e.g.,
transmission, reception, idle) as

E=pu T+ P Trx + Piate * Tiate 2)
where T,,, T,,, and Ty, stand for the time spent by the

network interface on transmission, reception, and idle states
and p,,, p,,» and p;g, stand for the power consumption of
network interface during those states (the WiFi standard
offers the possibility of using Power Saving Mode (PSM),
which would add a new factor pg,,, * Pyecp> namely, sleep
mode. Nevertheless, time traffic such as VoIP rarely uses the
original PSM mode because it can introduce extra delays,
so in this work it will not be considered.). According to
[36], the average NIC consumption attributable to the VoIP
application is 0.15W.

Clearly, aspects like retransmissions due to noise or
collisions, or the MCS used by a station have a great influence
in T,,, T,,, and T;y,. For instance, the station’s data bit-rate
(which depends on its MCS) will determine the duration of
the transmission or reception of a packet. So we can conclude
that the distance between drones and users (the greater
distance the lower data rate) and the traffic supported by the
WiFi network (which again depends on 7) will influence the
NIC energy consumption.

Then, the following two aspects are distinctive of our UAV
placement problem:

(i) Each AP can only cover as many users as a minimum
guaranteed speech quality level allows to (i.e., R >
Rmin)'

(ii) From solutions with the same number of UAVs, the
one that exhibits the lowest average power consump-
tion will be preferred.

4. Problem Statement

In the scenario illustrated in Figure 1, we want to deploy a set
of drones to create a WiFi access network that can be used
to provide the service described in Section 1. The following
assumptions are made for the sake of tractability:

(i) The position of ground targets (i.e., users confined in
a known area) is known.

(ii) Users have a smartphone running an app which han-
dles the VoIP communications described previously
using a known codec.

(iii) Channelisation between APsis done in such a manner
that interferences are negligible.

4.1. Terminology. We discretize the flying zone as illustrated
in Figure 3. The set 9 represents the set of 3D coordinates of
each edge of the grid (i.e., potential locations of a drone). The
following terms and definitions will be used for the remainder
of this paper:
(i) Users are denoted by the set = {1,2,...,U} and at
known locations given by {w, | k € %}, where w;, €
R represents the 3D coordinates of user k. There are
U = 12 ground users illustrated in Figure 3.
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FIGURE 3: UAVs placement scenario.

(ii) Drones are denoted by the set 2 = {1,2,..., D} and
at known locations given by the set ' = {x; | i €
D,x; € P}, where x; represents the 3D coordinates
of drone i. There are D = 3 drones in Figure 3.

(iii) G(i) C % represents the set of users associated with
the AP installed at drone i € 9. Figure 3 illustrates
the sets €(1), €(2), and €(3) with 4, 1, and 7 users,
respectively.

(iv) Let 51']‘ belifuseri € €(j) and 0 otherwise. Then, C =
Z].D:I Zgl 8 = 2121 |€(i)| is the number of ground
users associated with the WiFi network (C =12 =U
in Figure 3).

(v) R(i) represents the speech quality level for the users
associated with the AP at dronei € 9.

(vi) E;; represents the average energy consumption per
second of the WiFi network card installed at user s
terminal when it is associated with drone j € 2.

(vii) E(j) represents the NIC average energy consumption
of stations associated with the AP at drone j. Then

E(j) = Y2, Eg6,;/1B(j).

4.2. Problem Definition. Our goal is to minimize the number
of drones deployed to provide service to ground users and,
among solutions with the same number of drones, minimize
the NICs average power consumption attributable to VoWiFi.
This can be formulated as

D = ,.
min D+lZE—(I)
X DSE

max

D U
subject to Z ZSU =U
j=li=1 (3)
R() >Ry, VieD
x, €P, VieD
D <D, .«

where D represents the number of drones (which is
bounded by D, ), E,.. is a constant that represents the

max max
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maximum NIC energy consumption possible (i.e., a station in
the highest consumption state, e.g., transmission), and E(i) is
the average NIC energy consumption of stations associated
with drone i. The constant R represents the minimum
acceptable speech quality (e.g., 65). Observe that the objective
function is composed of a principal part (number of UAVs,
which is an integer between 1 and D, ,,, and a subordinated
one (which is < 1), so its integer part always indicates the
minimum number of UAVs that meet all constraints.

By minimizing the number of drones launched, the
deployment cost is reduced. Besides, choosing the config-
uration that minimizes the average energy expenditure in
stations also benefits the SAR mission as it prolongs the
battery life of ground users’ terminals.

5. Solving by Exhaustive Search

The objective function can be evaluated for all edges of the
grid & with one drone (D = 1), if no solution is found,
the number of drones will be increased (D = 2) and every
possible combination of positions {x;,x, | x, € &P, x, €
P, x, #+ x,} will be evaluated, and so on, until an optimal
solution is found or a maximum number of UAV's is reached
(Dynay)-

Algorithm 1 indicates the main steps followed. The input
of the algorithm is the set of ground users and their location,
the set of edges 9, D, and the level of speech quality
required R_;,. For an incremental number of drones (D),
all possible combinations of UAVs locations 2" are checked.
Firstly, the number of users associated with each drone in the
WiFi network is evaluated. If the first constraint is met, the
QoS constraint is assessed (considering the lowest R among
all UAVs). If both constraints are met, a potential solution
is found and the objective function is evaluated. Among
potential solutions with the same value of D, the one with the
lowest objective function is selected. The algorithm ends after
finding the optimal solution, or after trying unsuccessfully
with D, drones. The output is the set of optimal UAVs
locations and the value of the objective function. A null
location will be returned if no solution is found.

Next, we elaborate on the functions used for the assess-
ment of signal coverage, speech quality, and power consump-
tion.

5.1. Signal Coverage Evaluation: Associate(). A WiFi station
requires Signal to Noise Ratio (SNR) and RSSI to be above
minimum levels to properly demodulate the signal from an
AP. In case of multiple APs (i.e., D > 1), a station associates
to the one with greatest RSSI.

Let RSSI;; be the power received by user i located at w;
from the UAV j located at x;. We assume an open area and
Line of Sight. Although more complex path loss models could
be used (e.g., [37]) we use a free space propagation model:

RSSI,; = Pry +147,55 + Gy —n- 101ogy, (||w; - ;)
(4)

—20log, (f)

G;; = 10log,, (10(;”"‘/20 - cos’ Gij) (5)

5

Input: %, {w,}, P, D, .o Riin

Output: Z (location), of,;, (obj. function)

Initialization: D = 0, & = @,

Ofmin = Dmax +1
(1) while(£ =@ or D<D_,)do
(2) D++; /l increase UAVs
(3) for x € X do
(4) for j=1to D do
(5) C(j) = associate(%,{w,},X);
(6) end
7) if Y72, 18(3i)| == U then
/% first constaint met  */
(8) for j=1to D do
© R(j)=QoSEval(%(j).x,);
(10) E(j)=EnergyEval(‘€(j),xj);
(11) end
(12) R = min{R(k)};
k=1.D
(13) if R>R,;, then
/* candidate solution  */
1 & E(i)

(14) of=D + D;Emax’
(15) if of < of ;. then
(16) of,;, = of;
(17) L=
(18) end
(19) end
(20) end
(21) end
(22) end

ALGORITHM 1: Exhaustive search algorithm.

where Pryx (dBm) stands for the power delivered by the
transmitter antennas; Gij represents the gain of the antenna
between user i and UAV j as indicated in (5); n is the
propagation exponent (e.g., approximately 3.3 in outdoor);
|lw;, — x j|| is the Euclidean distance between user i and drone
j; f (hertz) is the channel frequency. In (5), Oij (radians)
accounts for the elevation angle between user’s position w;
and UAV’s position x; and Gy, is a constant indicating the
maximum power.

Given RSSIL;j, the Signal to Noise Ratio (SNRij)(dB) can
be readily obtained by subtracting the receiver’s noise figure
(NF) and thermal noise (N) as indicated in (6) and (7).

N =-174 + 10log,, (Cgy) (7)

where Cy,, is signal bandwidth as specified by the IEEE 802.11
standard in use.

For all i € % and for all j € O, let us define y;; as
a Boolean variable that represents whether user i satisfies
minimum thresholds SNR;; > SNR,;, and RSSI;; > RSSL,;;,
with respect to UAV j or not. Then, the function associate()
returns, for a specific UAV k, the set of users that meet
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FIGURE 4: WiFi system in a generic set € (k).

minimum thresholds and whose RSSI with drone k is greater
than with any other drone:

G (k)={i € %|ys=1, RSSI; >RSSI; Vj#k} (8)

5.2. VoWiFi Service QoS Evaluation: QoS.eval(). This func-
tion uses an analytical model to estimate the delay and packet
loss experienced by the set of users associated with a specific
AP. This is then used as input to the E-Model to assess the
speech quality level of the set of users associated with a
particular UAV.

Remember from Section 3 that each user will be execut-
ing an app which handles a broadcast VoIP traffic flow (for
announcements) and a bidirectional VoIP conversation. Traf-
fic from all users will be aggregated in the AP-mounted UAV
to which users are associated which will act as transparent
bridge. Each station is autoconfigured with a specific MCS
which determines its data bit-rate and bit error rate (BER).
This is illustrated in Figure 4.

All stations are assumed to run the same Distributed
Coordination Function (DCF) of the 802.11 MAC sublayer,
which uses CSMA/CA (Carrier Sense Multiple Access with
Collision Avoidance) for medium access control. In summary
CSMA/CA works as follows: each contending station must
sense the medium during a period of time in order to
ensure that it is idle before transmission. If the channel
is busy, the station waits a random backoff interval before
trying again. The backoff process is based on the Binary
Exponential algorithm. Time is discretized by defining a time
slot duration, and the algorithm picks a random number of
time slots between 0 and 2'W,, where W, accounts for the
minimum contention window value, and i increases by one
in each failed attempt up to a ceiling m. After a maximum
number of retransmissions is reached (M), the packet is
discarded.

5.2.1. Delay and Packet Loss Estimation. The set of stations
in €(k) and its AP (see Figure 4) constitute a system whose
performance has been largely studied in scientific literature
[38-41]. We have used a mix of different analytical models
from [32-35] suited for the conditions assumed in Section 3:
heterogeneous traffic sources, stations are nonsaturated, and
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noisy channel. For the sake of clarity, we keep this section as
simple as possible using a homogeneous notation. However,
the reader is encouraged to read more elaborated information
in the corresponding references.

The probability that an observed station attempts to
transmit in a randomly chosen time slot (7) can be modelled
asin [32]:

11 ( W,
nl-q\ (1-p)(1-01-n")
W, (W, +1)
2(1-(1-n")

-qr(1 —P)> )

=(1-r+

W, +1 rquD B
"2 )(1—(1—@“”17(1 g (10)
B Y P 7‘2W0
a0 )+ s (e
m—1
+qr(1—p)2) <2WO—1_P1_E)2(§P) +1>

where # is defined in (10), g is the probability of having at
least one packet queued at the transmission buffer after an
average MAC service time, p is the probability that a packet
suffers any transmission errors, and 7 is the probability that
at least one packet arrives during an idle state. Assuming
nonsaturated stations and Poisson packet arrivals to the
queue (with rate 1), r and g can be expressed as

r=1- M 11)

q= 1- e—AE[T]E[B] (12)
where E[T] represents the expected average slot duration and
E[B] is expected average number of backoff slots that a packet
waits before transmission. Due to its complexity, a closed-
form of E[T] is deduced in Appendix A. E[B] can, however,
be expressed as in [35]:

Wo l_p_ (zp)m m M+1>
E[B] = -2 (13)
7] zu—p)( G2 7

Let T(j), r(j), q(j), E[B(j)] and A denote 7,1, 4, E[B] and
A for the station j in the system under consideration (i.e.,
ground users and AP such as in Figure 4), where j refers
to either one user station j = {1,2,.|€(k)|}, or the AP
(j = |€(k)| + 1 = AP). Let p"” be the probability of packet
transmission error p for station j. Then, p(j)
down as

P = (1

where Pi(j ) accounts for the probability that the j-th station
finds the channel idle and FER"Y stands for the Frame Error

can be broken

~P?)+ FERY - (1- P?) . FERY  (14)
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Rate due to channel noise. The probability of finding the
channel idle can be further expressed as

s
P =[] (1-+9) (15)
i=L,i#j
where S stands for the number of stations in the system,
including the AP (ie., |[€(k)| + 1).
Assuming that frames have a constant size of L bits (L =
preamble + header + data), it is possible to obtain the FER of
station j as

. AL
FERY =1 - (1- BER(J)) (16)

where BER'Y represents the bit error rate of station j, which
can be readily calculated (see BER equations in [42] and [43]
for DSS and OFDM modulations respectively) if one knows
user’s modulation (i.e., MCSj).

Finally, solving the nonlinear equation system, the packet
loss of station j can be expressed as

MY D717 @@
(1—PERJ)Tin:1,i¢j(1—T’) )
ADE[T]
Since we assume a very small buffer size, the queueing
delay can be neglected and the only delay component will be

the channel access delay. Then, the delay of a station j can be
expressed as

PLY =1 -

DELY = E [BV] E[T] (18)

As justified in [26], the AP (j = AP) is the most saturated
station, leading the packet loss and delay in the system
(observe that the AP is also part of the system and its MCS
and FER change dynamically according to its communication
partner. Our approach is to consider average values of its data
bit-rate and FER.). Thus, we can take its packet loss and delay
as representative of the worst case. Then, the output of this
step is

PL = PLAP) (19)
DEL = DEL“P (20)

5.2.2. Speech Quality Estimation. As stated in Section 3, the
E-Model rates the conversation quality R factor, which can
be calculated using (1) [44], whose terms were

(i) L, fs is the effective impairment equipment parame-
ter, which is a combination between the impairment
equipment parameter at zero packet loss (I,), and a
function of I, that is dependent on packet loss rate and
packet loss behaviour. It can be expressed as

P,

Lr=1+(95-1)—F
ety = Lot ( ‘) P,/BurstR + B,

(21)

where I, is a codec-dependent constant associated
with codec compression degradation (a list of values
from ITU-T codecs were presented in ITUT-T Rec.
G.113 Appendix I), P, represents the packet loss rate,
BurstR accounts for the burst ratio (i.e., equals 1 if
packet loss if random and greater otherwise), and B,

represents the codec packet loss robustness, which
also has a specific value for each codec (listed in ITU-
T Rec. G117 Appendix I).

(ii) I; accounts for all impairments due to delay of
communication chain. A widely accepted approxima-
tion for I; can be obtained from one-way delay in
communication path (d) as follows:

I;=0.024d +0.11(d - 177.3)H (d - 177.3) (22)

where H is the heavy side function (i.e., H(x) = 0
for x < 0 and H(x) = 1 for x > 0). This shows that
in practical terms, small delays (e.g. <100 ms) can be
disregarded.

In this paper we will use the G.711 codec (I, = 0), with
BurstR = 1 and B, = 25.1. So, assuming that P, = PL (from
Eq.(19)) and d = DEL (from Eq. (20)) + 20 ms (from the VoIP
codec packetization), R for the set of users associated with a
drone can be expressed (the 20 ms of packetization delay are
included) as

R=9372-95 — [0.024DEL

PL + 251 (23)
+0.11 (DEL - 157.3) H (DEL — 157.3)]

5.3. Energy at Terminals: EnergyEval(). As stated in Section 3
the energy consumption depends on how long the NIC
spends on each one of the possible energy states (TX, RX or
IDLE) as shown in (2). Considering all disjoint events that
can happen during a slot, the energy consumption at the NIC
of station j can be further decomposed as

E[JV]= 1B+ L

idle interval

() pl) () p(i)
+ ]tx,eptx,e + ]t P

X,C7 EX,C

tranmission interval

+ 79 pO) 4 19 pi) 4 O pli)

X, TX,S rx,e” rx,e TX,C" TX,C (24)
reception interval
() p(i)
+ ]o,sP 0,5
—

other stations
(6)) () ()
where ], J;i.» and J;; . represent the expected energy
consumption during a successful, erroneous, or collided

transmission, respectively, ]ﬁi)’s, ]fi),e, and ]gc)’c represent the

expected energy consumption during a successful, erroneous,
or collided reception respectively, and ]SJS) represents the
expected energy consumption when listening to a packet

successfully sent to other station. The terms Pt(,{,)s, Pt(xj,)e, Pt(,{,)c,

PO, P pY) - pl)indicate the probability of such events

during a time slot (E[T]). Finally, ]((fj) represents the energy
spent during an idle interval (i.e., none of the other events
happened) and P, is the probability of that.

As an example, let us analyze the first factor of (24): ]((,j )
and P,. The expected energy consumption during an idle
interval of duration o will be

Jo = Pidie O (25)
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TABLE 2: Solution obtained versus simulation.
Algorithm / Simulation
Drone (i) X; C(i) R(i) &
(1-100] Eome
1 (20,20, 20) 1 86 /87 0.10 / 0.09
2 (30,70, 20) 1 85/87 0.11/0.10
3 (80, 30, 20) 15 80/83 0.12/0.11
4 (80, 80, 20) 13 83 /85 0.11/0.10
TaBLE 3: Example solution input parameters.

IEEE Standard Scenario Traffic Constraints
Revision 802.11n Users 50 Call length 180's RSSI i -82 dBm
GI 800 ns Size 100 m x 100 m VoIP codec G.711 SNR in 20dB
Preamble Greenfield X-Y step 10 m On/Off times CBR Ruin 65
Bandwidth 20 MHz Altitude layers {20, 30} m Packet interval 20 ms
Retries (M) 7 Prop. Exponent 3.3 Broadcast channels 1

and the probability that stations do not transmit in an interval
is

R=[101-)

j=1

(26)

A detailed expression of the remainder factors in (24) is
deduced in Appendix B.

Given that E[J] is the expected energy consumption
for each slot, it is possible to carry out the average energy
consumption per second of station j as

E[](j)]
i T TET]

Then, the average energy consumption per second of all
ground user stations that belong to € (k) will be

Yict(k) Ei
1€ (k)|

which is the output of this function.

(27)

E= (28)

6. Example Solution

This section introduces a first example of the results obtained
after implementing Algorithm 1 in Matlab®. The scenario
includes 50 users randomly distributed among an area of 100
m x 100 m. The X-Y step used was 10 m. The parameters used
are listed in Table 3 . The consumption values for p,,, p,»
and p,y, were 2.5, 0.9, and 0.11, respectively. Unless otherwise
specified, such parameters are common to all experiments in
this paper.

Figure 5 provides a graphical representation of the solu-
tion obtained, showing users’ distribution among UAVs by
color. In this case, 4 drones were necessary to service ground
users with the standard IEEE 802.11n.

The solution obtained with our exhaustive search algo-
rithm has been used as input scenario to the network
simulator ns-3 in order to validate the IEEE 802.11 analytical

z (m)

¥ Drone
@ Associated users

FIGURE 5: Solution obtained.

model provided in Section 5.2. The ns-3 model YansWifiPhy
with a transmission buffer size of one packet has been used
in simulation. Table 2 summarizes the results obtained,
comparing R and the normalized energy expenditure from
our analytical models with that of the simulation. Results
presented are the average of 30 runs.

Looking at Table 2 one can see acceptable differences in
the output of the E-Model, which suggests that the methods
and models proposed in Section 5.2 are accurate enough.

While exhaustive search always finds the optimal solu-
tion, it exhibits poor scalability since assessing D drones

requires to evaluate de:l ("?') possibilities (e.g., ~ 7 - 10
points in the scenario under consideration). For that reason,
exhaustive search is not always feasible and heuristic search
methods are commonly used as a general way to find a (semi)

optimal solution.

7. Heuristic Solutions

Genetic algorithms (GAs) have demonstrated consider-
able success in providing good solutions to a wide vari-
ety of optimization problems, including UAVs deployment
[45, 46]. Other metaheuristic methods, including particle
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Input: %, {w}, P, D, .o Ripin
Output: Z (location), of ..;,, (obj. function)
Initialization: D=1,% =@

(1) while(=@ or D<D,__)do

max

(2) Z, of = GAsearch(D, {w;}, R ,;,);
/% call GA %/
(3) D++;

(4) end

ALGORITHM 2: Heuristic search pseudocode.

swarms optimization, artificial immune system, and sim-
ulated annealing, can be used instead or in hybridization
with GAs. However, we opt for using GAs for the sake of
simplicity since the performance obtained (which is analyzed
in the following subsection) is fair enough for the purpose of
providing a numerical analysis of our new problem which is
our main contribution.

We propose a heuristic search method that replaces lines
(2)-(21) in Algorithm 1 by a function call (GAsearch) that
runs a genetic algorithm to find the optimal solution for a
specific number of drones D as shown in Algorithm 2. D is
increased until a valid solution is found up to a maximum
value of D, drones.

71 Genetic Algorithm: GAsearch(). Wehave used the Matlab®
R2017A Global Optimization Toolbox, whose main operators
are defined in [47]. The basic concepts and steps followed are
detailed bellow.

711 Individuals. An individual is defined as a possible
solution to the problem. Thus, each individual is a location of
DdronesZ = {x1,%,,....,%p | x; € P, i € D, x; # xjlyju}>
where x; € 9 represents the 3D coordinates of drone i. For
example, for D = 2, an individual {x,, x,} is composed by a
sequence of genes (e.g., {X}, 1,215 X3 V25 Z5})-

71.2. Algorithm Steps. The main steps followed by our GA can
be summarized as follows:

(1) An initial population is generated.

(2) Each individual from the generation is evaluated and
ranked by assessing a raw fitness score (e.g., objective
function of the problem (3)).

(3) Some individuals are selected to be parents according
to their position in the ranking.

(4) A new generation is created as follows:

(i) A 5% of the new individuals are a copy of the top
5% of the previous generation (elite individuals).
(ii) Of the remaining individuals:

(a) 80% is created by Crossover-and-Mutation
(CM) combining the genes of two selected
parents (crossover) and applying a muta-
tion to these new individuals with a very
low probability pc™.

(b) 20% is created by an operation of mutation
of some parents (termed self-reproduction
and mutation, SRM) with probability pS*™.

(5) The exit criteria are checked after creating the new
generation. The algorithm finishes when the lowest
raw fitness score found cannot be improved (i.e.,
lowered) after 50 consecutive generations by at least
1073, If this condition is not met, go to step (2).
However, if within the first MAX generations no
individual meets problem constraints, the algorithm
returns & = @ to indicate that no solutions can be
found with that number of drones.

For example, for a population size of 200 individuals, each
generation would be composed of 10 elite individuals (5%),
152 individuals formed by CM, and 38 individuals formed
by SRM. Although this differs slightly from the traditional
sequential application of operations done by the canonical
GA, it improves convergence according to [48, 49].

7.1.3. Initial Population. An initial population of p individuals
is created. Experimentally, we found that a population size of
P = 200 individuals provides results that cannot be improved
in the scenarios tested.

According to [50], choosing an initial population which
is not completely random, but containing individuals prone
to be fit, improves the performance of the GA. For this
reason, we use the k-means clusterization method illustrated
in Figure 6. In particular, inside an area similar to the grid X-
Y dimensions, U points—which represent 2D user locations
from the set {w;, | k € %}—are taken as input to create
D clusters so that the mean distance from each point to its
cluster centroid is minimized. Once the k-means method is
applied, we add to each 2D centroid the average altitude (i.e.,
vertical axis) of the grid, obtaining a set of 3D centroids. The
first individual of the initial population will locate its drones
in the grid edges closest to these centroids.

The other (p — 1) individuals of the initial population
are created by distributing each individual’s drones randomly
among the spatial regions created around each centroid. In
particular, we define cubes with a volume equal to the d-th
part of the grid volume. Observe that since the centroid of
each cube was determined by k-means clusterization, there
could be overlapping regions or regions out of the grid
bounds such as those illustrated (in 2D) in Figure 6. Note that
drones are always located at grid edges.

To guarantee convergence to the optimal, after creating
the initial population, these spatial regions are no longer
taken into consideration for next generations. This implies
that genes carried by individuals from next generations could
be any edge € & without any restriction.

7.1.4. Operators. The following operators have been used:

(1) Evaluation and ranking: each individual is assigned a
raw fitness score by assessing the problem objective
function as detailled in Appendix C. Since the genetic
algorithm 1is called to search for solutions with D



10

Wireless Communications and Mobile Computing

TABLE 4: Heuristics validation input parameters.

IEEE Standard Scenario

Traffic Constraints

Revision 802.11n
GI 800 ns
Preamble Greenfield
Bandwidth 20 MHz
Retries 7

Users {10,...,40}
50 m x 50 m
1m
20 m

3.3

Size

X-Y step
Altitude layers
Prop. Exponent

180 s RSSI -82 dBm
G.711 SNRin 20 dB
CBR Rin 65

20 ms

Broadcast channels 1

Call length
VoIP codec
On/Off times
Packet interval

min

+  centroid
%  ground user
area for UAV positioning

FIGURE 6: Example of 2D spatial regions where drones of initial
population are confined (D = 4).

drones, individuals that do not meet the problem
constraints are assigned a higher score by adding a
penalty (a number between 1 and 2, according to
the ratio of ground users that meet QoS constraints)
to the value of their objective function. Individuals
are then sorted according to their raw fitness score.
Finally, if an individual is in the # position in the rank-
ing, it is assigned a new scored termed expectation
value of 1/+/n.

(2) Parents Selection: we use a stochastic uniform selec-
tion process among individuals according to their
expectation value. In our case, 342 parents (152 x
2 CM + 38 SRM) are selected for crossover and/or
mutation operations. Therefore, individuals in the top
positions are chosen multiple times to be parents.

(3) Crossover: the crossover operator combines the char-
acteristics of two parents to create a new individual.
We use a uniform crossover operation by generating a
random binary vector which determines for each gene
of the child whether it comes from one parent or the
other.

(4) Mutation: We apply an exchange-type uniform muta-
tion that consists of changing one gene of an individ-
ual with a given probability (pS for those individuals
generated after crossover, or po<™ for parents) for
a random coordinate within the grid edges (we set
PSEM = 1/(3- D) and pSM = 1/2- pIRM).

7.2. Heuristics Performance. This section validates the heuris-
tic method proposed above in terms of accuracy and conver-
gence speed. To do so, we propose a series of experiments
using the parameters listed in Table 4. The number of users
has been increased from 10 to 40 in a fixed area of 50 m
x 50 m and as a result, the number of required drones has
also increased. Each experiment has been repeated 30 times
(users’ position is generated randomly on each run). Results
shown represent averaged values.

7.2.1. Quality of the Solutions. The optimal solution found
with our heuristic method is compared with that from
exhaustive search and from simply applying the k-means
clusterization method (i.e., the first individual in our initial
population). Table 5 shows for each method the number of
drones D, the average energy consumption at the stations as
E, and the value of the problem objective function. Results
also include the standard deviation between parentheses
when greater than 1072, It can be observed that, while
results obtained with our heuristic method are very close
to the optimal ones (i.e., provided by exhaustive search),
the k-means clusterization method always overestimates the
number of required drones.

Results have been extended from 50 to 150 ground users
for our heuristic method and k-means but not for the exhaus-
tive search one (such extension poses a computational burden
too high for exhaustive search method with the grid under
consideration. For example, for D = 3 and | 9| = 2500 edges,
more than 15-10° possible UAV location combinations would
have to be evaluated). Figure 7 plots the value of the objective
function in our extended comparison. Results suggest that
the number of drones obtained with our heuristics tends to
grow linearly with the density of users in the scenario under
consideration, outperforming the solutions found with k-
means in the studied cases. Observe that since the energy
term in (3) is normalized and typically small, the objective
function value is almost entirely determined by the number
of drones (which explains the steps in the plot).

7.2.2. Convergence Speed and Complexity. The number of
generations until our heuristic algorithm finds the solution
is plotted in Figure 8. Notice that if no individual satisfies the
problem constraints during MAX; consecutive generations,
the number of drones D is increased and the GAsearch
procedure is called again (this value was determined exper-
imentally: initially, we tried MAX; = 200 generations in
an scenario of 10 000 m with 1 m X-Y steps but, since
solutions were always found during the first five generations,
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TABLE 5: Comparison of exhaustive, heuristic, and k-means.
U 10 20 30 40

D 1 1 2 2
exhaustive E 0.24 0.34 0.28 0.33

of 110 114 2.12 2.13

D 1 1 2 2
genetic E 0.24 0.34 0.29 0.33

of 110 114 212 2.13

D 3(0.62) 4(0.88) 5 (0.96) 5 (1.07)
k-means E 0.17 (0.01) 0.20 (0.02) 0.21 (0.02) 0.22 (0.02)

of 3.47 (0.62) 4.38 (0.87) 5.18 (0.95) 5.49 (1.06)

12

objective function value

0 1 1 1 1 1 1 1
20 40 60 80 100 120 140
U
x  exhaustive
= T--- genetic
—F— k-means

FIGURE 7: Comparing heuristics, exhaustive search, and clusteriza-
tion.
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FIGURE 8: Generations evaluated until exit criteria are met.

we decided to reduce it to 50.). Results show that the best
individual is always found within the first five generations in
all scenarios tested. This explains that solutions with D drones
(see Figures 7 and 8) commonly require evaluating around
~ 50D generations (see our exit criteria).

The fast convergence speed obtained can be explained as
follows:

(i) Both the initial population selection based on apply-
ing k-means and the large population size (p = 200)

create a first generation of individuals prone to be
excellent candidates.

(ii) The number of grid edges (|<|) (which depends
on the discretization step and the terrain size) also
impacts on convergence speed. Observe that the
number of grid edges that belong to each cluster
(i.e., |2|/D) is not too large when compared to the
population size p. In general, scenarios with a greater
number of grid edges would need a larger population
to attain fast convergence.

In terms of computational complexity, the most demand-
ing procedure in our heuristic method is the assessment of
the raw fitness score (see Appendix C), whose computation
time can be expressed as O(U - D). However, if one considers
that D is upper bounded by the constant D, ,, and that the
number of evaluations of the fitness function is also upper
bounded in our heuristic, then the computational complexity
of our heuristic method would be O(U) (if the upper limit
of D was not bounded by the problem constraint but by
the number of ground users U, then the computational
complexity would be O(U?). At any rate, solutions can be
computed in polynomial time.). Figure 9 shows the execution
time obtained in the previous experiments with a computer
with 16 GB RAM and CPU Intel Broadwell x86 (8 cores and
4 threads per core) at 2.2 GHz. Results confirm computation
time monotonically increases with U in less than polynomial
time for our heuristic method. The exhaustive search method,
however, shows a stepped rise in computation time when the
number of drones in the solution is increased from 1 to 2 at
U = 30 (see Figure 7).

From the previous results it can be concluded that the
quality of the solutions found with the proposed heuristic is
acceptable and that computational complexity and computa-
tion time are also acceptable for practical purposes.

8. Numerical Results

In this section we provide a numerical analysis using the
heuristics proposed in Section 7. All results shown represent
the average value after repeating each scenario 30 times (each
time the user disposition was random). We set the focus
on three different aspects: the impact of the IEEE 802.11
standard in use in the number of UAVs used, the energy
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TaBLE 6: IEEE 802.11 revisions considered.
Frequency Channel Bandwidth Revision
20 MHz 802.11g
2.4 GH!
“ 20 MHz 802.11n
40 MHz
5GHz 20 MHz 802.11ac
80 MHz

consumption and its dependence of traffic load, and the
impact of speech quality and grid bounds constraints in the
energy consumption of ground users.

8.1 Influence of the IEEE 802.11 Standard Revision. In this
section, we compare the performance of the widely adopted
IEEE 802.11 g/n/ac standard amendments with the configura-
tion listed in Table 6. In particular we would like to find out
if certain amendments are more fit than others for the two
following scenarios of application:

(i) Low user density scenario: for a fixed number of users
(U = 100) we change the terrain size from 100 to
10000 m?, obtaining a range of user sparsity from 1
to 100 m*/user. In this type of scenarios the number
of UAVs required is expected to increase mainly due
to the signal coverage requirement.

(ii) High user density scenario, (sparsity < 1m*/user): in a
small area of 25 m* we change the number of users
from 25 to 100 which yields a user sparsity range from
1to 0.25 m*/user. In these circumstances the number
of drones required is mainly determined by the need
to satisfy the Speech Quality constraint (R,;,).

Results are shown in Figures 10(a) and 10(b). In the low
user density, large area scenario (Figure 10(a)), it can be
observed that those standard revisions using the 2.4GHz
band (g and n) outperform (for large areas) the revision ac
which uses 5GHz as a result of lower path loss. Regarding
the small scenario with high-density shown in Figure 10(b),
no significant differences can be observed among different
revisions.
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8.2. NIC Energy Consumption. We study how the area size
and user density impact on the average energy consumption
of ground users. In our study we define two terrain sizes of
10 m x 10 m and 100 m x 100 m (100 m* and 10 000 m”
respectively), changing the number of ground users from 10
to 100 in steps of 10. The energy is expected to increase with
the number of users associated per drone (i.e., |[€(k)|) as a
result of an increment in collisions.

Results shown in Figure 11 represent the average energy
consumption of ground users and the UAV altitude from all
drones. The following points can be made after examining
these results:

(i) In the small size scenario, at some points the number
of users increase but the average energy decreases
(e.g., between 20 and 30 users in Figure 11(b)) which
seems anti-intuitive. This is attributable to an incre-
ment in the number of UAVs (see Figure 11(a)), which
is consistent with our hypothesis since the number of
users associated with each AP decreases due to the
increment in the number of UAV.

(ii) Ground wusers in the smaller size terrain exhibit
higher energy expenditure than those in the bigger
size up to a number of 60 users. This can also be
explained as a result of less drones being deployed
and a higher number of users associated with each
drone, and therefore more traffic load per drone is
generated.

(iii) Both curves get slightly inverted after 70 users. In this
case the number of deployed UAVs is the same in
both scenarios, so energy consumption in both cases
tend to be more similar although a little higher in the
bigger terrain. This can be explained looking at the
average drone altitude in Figure 11(c). The larger area
produces UAVs in higher altitude to provide coverage.
As a consequence, path loss is higher and more users
receive a weaker signal, setting a MCS that sets a lower
data bit-rate, which translates into more transmission
time.

8.3. Relation between Energy and Constraints: R, and
Grid Bounds. We would like to show how the minimum
speech quality (R;,) and the maximum height of the grid
(M) used in the problem have a direct impact in the
energy consumption of ground users. We perform a different
experiment for each constraint:

(i) Limited altitude scenario: we create a large area
(10000 m?) with a range ground users from 10 to
100 and limit the maximum altitude of the grid to
(hpe = 1{10,25,40} meters). In this scenario it
is expected that the low upper bound results into
more UAVs in the solutions and, in turn, less users
per drone which should translate into less energy
consumption.

(ii) Higher speech quality scenario: we create a small

area of 100 m* with a range of ground users from 10
to 100 so that coverage is not demanding. Then we
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FIGURE 11: Energy consumption analysis.

solve our deployment problem for different values of
the speech quality constraint (R.;, = {70,75,80}).
It is expected that higher quality turns into more
UAVs and consequently, as previously stated, should
translate into less energy consumption.

The results obtained in both scenarios are shown in
Figures 12 and 13 respectively. Results suggest that our
rationale is confirmed: the greater maximum height is, the
less UAVs are launched and as a consequence the energy
expenditure in ground user stations tends to decrease. The
same logic applies to decreasing the minimum speech quality
R..in. Choosing one or the other constraint to regulate
the energy consumption has various implications. Limiting
the altitude in the grid bound will be more effective in
large areas where users are disperse, while increasing the
minimum speech quality will have more impact in scenarios
with higher density of ground users. However, note than
choosing very strict bounds (i.e., too high quality or too low
altitude) can severely overestimate the number of UAVSs to be
deployed.

9. Discussion of the applicability to
SAR Missions and Open Issues

As stated in Section 1, this work is a first step into the
provision of a WiFi network that enables a reliable com-
munication service for SAR missions. The problem defined
in Equation (3) is aimed at solving the initial deployment
of UAVs, but it can also be applied to provide service to
ground users gathered in specific areas such as meeting
points or rescue areas, or in situations when ground users
remain semistatic (e.g., users are conducted to remain still
by the communication broadcast channel). In this section we
provide a brief analysis of its applicability when ground users
are moving and identify key issues to be addressed in further
research.

9.1. Conditions for the Validity of the Solutions. Given a
solution obtained at time t,, the conditions for its validity in
t, (being t; < t,) are

(i) Ci(t;) = Ci(ty), Vi € D (i.e., wireless clients do not
change their AP)
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(i) RSSI;(t;) < RSSIy(t,), Vi,Vj € % (ie., ground
station’s data rate, energy, and speech quality are not
negatively affected)

When ground users can freely move the previous conditions
are unlikely to be satisfied after a while. In such case, a new
solution search has to be carried out, arising new issues to be
discussed next.

9.2. Preliminary Analysis of the Applicability When Users Are
Moving. Assuming that ground users can be tracked, their
position could be periodically checked in a process such as
the one illustrated in Figure 14 where T represents the period
between consecutive observations (an alternative scheme to
Figure 14 is to ignore validity conditions and recalculate new
solutions every T seconds.). In such process, the following key
points have to be considered:

(i) The observation period (T): it should be set according
to how ground users are expected to move (e.g., speed
and direction). Note that the difference between the
theoretical set of user locations {w,} at the beginning

of each observation period and the actual position of
ground users at the end of such period will likely grow
with T. As such, long values of T' will produce less
accurate speech quality prediction and higher chances
of not satisfying the validity conditions. Although
in Figure14 we assume that T is long enough to
relocate UAVs, its strict lower bound simply requires
T > T, where T, stands for the time required
to compute a new solution. Obviously, the shorter
computation delay the better, which in turn depends
on the computational resources available as well as the
heuristic method used to find solutions (our heuristic
method can be sped up in various ways and other
alternative heuristics could also be explored).

(ii) Relocating UAVs: relocating drones may result in

transient periods where the problem constraints are
not met for some users. The actual strategy for
UAVs displacement constitutes a problem itself that
deserves further analysis as it should minimize not
only the relocation delay (e.g., see [51]) but also ser-
vice disruption to ground users. For example, initial
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strategies could include minimizing the sum of all
UAVs displacements, the longest UAV displacement,
or the number of users affected by service outages.

(iii) Problem objective function: after the previous dis-
cussion it seems reasonable to define a new problem
targeted to the relocation of UAVs during service
provision. This new problem could be an extension of
the one defined in this paper but including a cost that
accounts periods of disrupted communication, which
allows one to balance the pros and cons of relocating
UAVs. For example, it may be reasonable to keep the
last solution as long as the problem constraints are
satisfied if the new solution implies a transient period
where some users lose their connectivity.

For illustrative purposes and as a prospective exercise, we
have performed the following experiment: using the scenario
and parameters shown in Table 4 we have placed users who
move according to a correlated random walk model (each
ground user moves at a walking speed of 5.3 km/h with a
probability of 0.8 and, in such case, the direction remains
unchanged with probability 0.8. Users rotate 180 degrees
when they reach the area bounds.). Then, we perform an off-
line computation (i.e., T, = 0) of the optimal solution every
T seconds. Algorithm 2 is used for the initial deployment and
the number of drones deployed D remains unchanged for the
remainder of the simulation (30 min). When recalculating
new solutions we simply get the best solution possible with D
drones found by our GA (even though problem constraints
were not satisfied). With every new solution, drones are
relocated (considering a speed of 60 Km/h) so that the sum
of the distances travelled by all drones is the minimum
possible. Every five seconds the position of ground users
is sampled and the problem constraints (i.e., coverage and
speech quality) are verified. For each user, we define a service
disruption event when the speech quality constraint is not
satisfied for two consecutive samples.

Figure 15(a) shows the percentage of the simulation time
(i.e., 30 minutes) that a ground user on average experiences
a service free of disruption events. As expected, results show
that longer observation periods provide worse performance,
obtaining uneventful service during more than 90% of the
time for T < 60 seconds. In our simulations, the longest
distance ever travelled by any drone was always shorter than

20 meters, which results in a maximum relocation delay of 1.2
seconds.

A final experiment was done similar to the previous one
but launching one extra drone (D + 1) in the initial deploy-
ment (i.e., one extra iteration in the loop in Algorithm 2). The
results obtained are plotted in Figure 15(b) and suggest that
launching more drones than strictly necessary (D + 1 in our
case) can be an effective method to avoid service degradation
during transient periods.

10. Conclusions and Further Work

In this paper we have addressed the problem of UAVs
deployment to provide a reliable emergency communication
service usable in SAR missions. We have formulated a new
problem suited for the initial deployment of UAV's which can
also be applied to provide service to ground users gathered
in specific areas such as meeting points or rescue areas or
in situations when ground users remain semistatic. We have
also analyzed the limits of its applicability to moving users.
Our optimization problem minimizes the number of drones
required to provide a reliable communication service. Among
equivalent solutions we choose the one that minimizes energy
expenditure at ground user’s stations due to communication.
Optimal solutions are found using well-known metaheuristic
such as GA since exhaustive search is not generally feasible
due to its high computational complexity.

Numerical results suggest large area scenarios with highly
disperse users benefit from IEEE standards using 2.4 GHz
and the lowest bandwidth possible, as less drones will be
needed to provide the service. The average number of ground
users associated with each UAV will also have impact in
the energy consumption and, therefore, in the ground users
battery life. For that reason, problem constraints such as the
maximum altitude allowed to UAVs or the minimum speech
quality required can be used to increase energy expenditure
at ground user stations.

A number of open issues linked to users’ mobility have
been pointed for further research. In addition to including
the cost of relocating drones, other optimization problems
can also be studied in the context of SAR missions (e.g., opti-
mizing drones” energy expenditure, maximizing the number
of covered users given a fixed number of drones, etc.).
Relocation strategies should also be explored, considering not
only the minimization of the deployment delay but also the
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number of users affected and the level of degradation of the
service.

Appendix
A. Expected Time per Slot: E[T]

The expected time per slot represents the expected length of
each state of the Markov chain modelling the IEEE 802.11
system. To come up with a closed-form expression of E[T],
we follow the approach presented in [34], which considers the
probability of being on each of the following states:

(i) Idle state, when nobody attempts to transmit.

(ii) Success state, when only a single station attempts to
transmit with no channel related errors.

(iif) Error state, when a single station attempts to transmit
but channel errors occur.

(iv) Collision state, when more than one station attempts
to transmit simultaneously (same slot).

Consequently, we can obtain E[T] by weighting the time
spent on each state as shown in (A.1).

E[T|=T;+Tsg+Tg+1T¢ (A1)

In the previous equation, T; can be calculated as follows:

T;=Po (A.2)

where o stands for the timeslot duration as defined in the
corresponding IEEE 802.11 revision. P, is the probability that
the channel is not busy in a randomly chosen slot, which can
be expressed as

R[]0~

j

S
(A.3)
=1

where S was the number of stations in the system (including
the AP).

The time spent on successful (T) and erroneous (1) slots
in (A.1) are as follows:

S

Tg=y PY (1-FERV)TY (A.4)
j=1
S o . o

Ty = y PYFERVTY (A.5)
j=1

where Ts(j) and Te(j) represent the average time that sta-
tion j spends in successful and erroneous transmissions,
respectively. Their calculus depend on the used standard and
physical data rate due to the fact that every waiting interframe
periods (DIES, SIFS...) and time spent in transmission
(headers, payload, ack.) must be taken into account (note
that in the case of the access point, these times may be
averaged considering every conversation with different data
rates and/or codecs). In the previous equations, Ps(j) stands
for the probability that only an observed station j attempts to
transmit while the rest remain silent, which can be expressed
as

S
PO =9 [T (1-1%) (A.6)
k=Lk#j

Finally, the time spent in collided transmissions is repre-
sented by T in (A.1). Each station has an average time for
collision, Tc(j), according to the time spent in an erroneous
transmission (i.e., Tc(j) = Te(j)). Nevertheless, when packets
sent by two different stations suffer collision, the time to
be considered corresponds with the longest average collision
time. In order to address this concern we will group stations
in traffic classes according to its Tc(j) (all stations belonging
to the same class have the same average collision time). We
consider N, traffic classes tagged with d € {1,..., N_} ordered
from higher to lower channel occupancy during collisions.
Hence, we define C(d) as the set of stations that belongs to
class d.
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Now we can calculate the probability that at least one
station from the d-th class transmits

Pg(d) =1- H (1 _T(J'))

seci (A7)

as well as the probability that at least one station from a
higher or lower class transmits

N,

PIO=1-T] T] (1-79) (A8)
i=d+1 jeC(i)
d-1

PE =1 (1-7) (A.9)
i=1 jeC(i)

Due to the fact that lower classes slow down higher ones
as a result of longer transmissions, T, can be calculated as

N,
Te=Y (PE9D+ p@) 1@ (A.10)
d=1

where Tc(d) is the average time that any station from class d
spends on a collided transmission and Pcc(d) represents the
probability that any collision occurs between stations from
the same class d:

PO _ (1- PH(d)) (1- PL(d))

c tx tx

_ (A1)
(reo- 5 P00,

jeC(d)

and PH accounts for the probability that class d is involved
in a collision with at least one station from a higher class.

H(d) _ pCd) | pH(d) L(d)
PO = pJD . PP (1-PY)

c tx

(A.12)

A closed-form expression of E[T] is obtained with the
proper substitution of T}, T, Ty, and T in (A.1).

B. Expected Energy Consumption
per Slot: E[]]

During a slot, different events can happen with a certain prob-
ability each one with different energy consumption. Then it is
possible to estimate the average energy consumption during a
slot as specified in expression (24). This appendix details how
to calculate each term of such equation.

B.1. Probabilities Associated with Each Event. The channel is
idle with a probability of

Pi:
J

(1-77) (B.1)

D
=1
Probability of successful packet transmission by station j:

PO = (1-FERD) . PV
N

tx,s

(B.2)
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where Ps(j) is defined in (A.6). Probability of transmitting a
corrupted packet by station j:

P}, = FERY . P (B.3)
Probability of collision by station j
Ple=t"-{ 1= T (1-77) (B4)
i=1,i#j

Probability of receiving a successful packet (destinated to
station j) by station j # ap:

)

PO _ plan Ao

rX,s xS (ap) (B.5)

Probability of listening to a successful packet (with destina-
tion other station) by station j:

S
() _ (1) ()
Po,s _< Z Ptx,s>_Prx,s

i=1,i#j

(B.6)

Probability of listening to a corrupted packet (to any destina-
tion) by station j:

S
() _ ()
Prx,e - Z Ptx,e
i=Li#j

(B.7)

Probability of listening to a collision (any destination) by
station j:

S

_ Z ps(i)

i=1

PP =1-p-P)

7X,C i~ Lix,c

(B.8)

B.2. Energy Consumption Terms Associated with Each of the
Previous Events

]a = Pidie® (B.9a)
() (j)
ti,s = thTti,data + prxTack
(B.9b)
+ Pigie (SIES + 28 + DIES)
]t(ajc?c = Pthdutulc + Didie (EIPS + 6) (B9C)
t(;i?e = Pthdumle + Pidle (EIPS + 8) (B9d)
j ()
]gc),s = prxTri,dam + pthuck
(B.%¢)
+ Pigie (SIES + 28 + DIES)
I = PraTaatae + Piaie (BIFS +8)  (BI)
I = PrcTaatae + Piare (EIFS +8)  (B.9g)
L(»{s) = prdeatals + prxTack
(B.9h)

+ Pigie (SIES + 28 + DIES)
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where
0 0 Input: %, 2, {w;}, {x;}
. LY + 1LY ) Initialization: fg,., = D + 2
() ( head. dat tness
Tti,dutu = PLCP * % (Bloa) Output: fﬁmess
Rb (1) fori=1toU do
0 (broadcast (2) for j=1 to D do
] roadcast
T(j) - Ttx,dutu + By - Ttx ot (B.10b) (3) solve RSSI; ;3 /] Eq. (4)
rxdata — 1+B ) (4) solve SNR; ; /] Eq. (6)
* en (5)  end
ack (6) end
Tooe = PLCP + —= (B.10¢) (7) fori=1toU do
(8) fork=1to D do
where R, (physical data bit-rate) depends on the MCS, R ©) if RSS2 RSSI,,;, and
corresponds to the lowest bit-rate (MCS 0), By represents o SN. I;: 1;2 ES?N lelgsg}enV' h
the number of broadcast channels, and T, br;"tdm“) represents (10) ! then Lae o VI #
the transmission time of data. (11) B(k) = B(k) Uis

In the previous equations p,,, p,,, and p;y, represent the (12) end
power consumption on each power state in the NIC; T' di )m (13) end
and T;Z ;( indicate the duration of the reception/transmission S;L; en dend
gf a data packet or ACK at station j; T a5 T dataler @nd (16) if Y2, |%(i)| = U then
T jatq)s represent the average duration of the transmission of (17) for k=1to D do
a data packet that has collided, suffered error, or successfully (18) build set § = € (k) U o/ s
transmitted, respectively. (19) for j=1to ] do .

(20) solve T9, Y, Y FERY;
. 1 S I (21) end
Tdatuls TS o) Pt;cj,sTti,dum (B.11a) (22) r(li)xt = T(J) v
i=1 Ptx,s j=1 (23) while dsz > A do
(24) ™ =l
— B () (i) (25) solve E[T]; // Appendix A
Taatale = 5 50 ZP e tedata (B.11b) (26) for j=1to || do
j=1 Pive = 27) sol. E[BY); // Eq.(13)
_ (28) solve r, g,

The expression of T jata|c is more complex as if a collision // Eqgs. ?11), (12)
between two stations occurs, it must preserve the longest (29) solve p?; 1/ Eq. (14)
duration collision time (the slow.est stations negatively aﬁ‘ec.t (30) solve 79 ;. // Eq. (9)
the fastest ones). To capture this effect we take the termi- (31) end
nglogy from Appendbs A, where d ¢ .{1, e N€} represents (32) diff = max - TU)D’ Vi
different traffic classes in the set of stations considered. (33) end

(34) solve R(k); /1 Eq. (23)
N, d )\ (d =
T B Zdzl (Pcc( )+ PcH( )) Tt(x,)data (B.11c) (35) solve E(k); /I Eq. (28)
datalc — ZNC (PC(d) v PH(d)) e (36) end
d=1\"¢ ¢ (37) if R(k) > R_;,, Vk € {1,..., D} then
1 & E(k)
C. Raw Fitness Criteria Evaluation (38) iiness = D+ Bkz o
—1 “max
Algorithm 3 detaills how the raw fitness score has been (39) else
3 : : (40) fﬁtness D+1+
evaluated. In sum, It requires solving the following tasks: 5 (k)
ey R(k) mm >
(i) First, signal constraints are calculated by computing z < E o ]
every RSSI and SNR for each possible user-drone (41)  end
association (lines (1)-(6)). Then, each user station is (42) end
associated with its best drone (lines (7)-(15)).
(ii) The set of stations is created for each drone (i.e., each ALrGoriTHM 3: Fitness function evaluation.
drone mounts an AP and consequently forms its own
network) (line (18)).
(iii) The performance for each IEEE 802.11 network is
evaluated by solving the nonlinear equation system (iv) Finally, raw fitness scores are calculated by applying
iteratively (lines (22)-(36)). The output is the quality a fitness function which depends on the objective

factor R and the average energy consumption E. function we introduced in (3) (lines (37)-(41)).
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Public safety organizations around the world started migrating toward Long-Term Evolution (LTE) networks to support the
increasing needs for video and data. To address the unique voice communication requirements of first responders, the 3rd
Generation Partnership Project (3GPP) introduced new capabilities that aim at providing similar functionalities as the traditional
Land Mobile Radio (LMR) systems, namely, Direct Mode communication and mission critical push-to-talk (MCPTT). Direct
Mode communication, also called Proximity Services (ProSe), allows public safety users to communicate directly with each other
regardless of the network status. MCPTT was the first mission critical service, and first application, standardized by 3GPP to provide
both on- and off-network voice capability. Assessing the performance of those capabilities is critical to accelerate their deployment
and adoption by first responders. In this study, we evaluate the performance of an off-network mode MCPTT device over ProSe
by focusing on the access time, a measure of the delay incurred before a user can talk. We develop analytical models for various
types of calls and verify the accuracy of the predicted access time using ns-3 simulations. We perform sensitivity analysis to show
the validity of the models for various scenarios. Finally, we show how the models can be used to guide parameter configuration for

both MCPTT and ProSe to optimize the performance.

1. Introduction

Public safety agencies require real-time applications, and
voice communication remains the most important means of
communication for first responders in emergency situations.
While most existing push-to-talk (PTT) communication is
carried over Land Mobile Radios (LMRs) to achieve public
safety grade voice quality and reliability, first responders have
already adopted broadband technology, including 3rd Gen-
eration Partnership Project (3GPP) Long-Term Evolution
(LTE), to access video and data. Thanks to the effort of public
safety organizations around the world, 3GPP has extended
LTE’s capabilities to support many of the situations faced
by first responders and increase the network’s reliability. In
particular, extensions were made to fulfill the mission critical
voice communication requirements defined by the public
safety community [1, 2]. Those requirements include PTT,
which is the standard means of communicating amongst
first responders (similar to walkie-talkie), and Direct Mode,
which allows first responders to communicate unit-to-unit
without using the network. Also included is the ability to talk

to multiple units at once (i.e., group call), the identification
of the person speaking, and notification of emergency situa-
tions.

PTT is not new, and a lot of research has been done
on the Open Mobile Alliance (OMA) PTT over Cellular
(PoC) services [3] in recent years. Early evaluations of PoC
were done over 3G technologies and the results showed
significant setup delays [4] and talking wait time on the order
of seconds [5, 6]. Even over LTE, PoC is far from being able
to provide the performance needed by first responders. For
example, Kuwadekar and Al-Begain evaluated PoC using a
real network under different conditions [7]. The call setup
delay was measured in the testing, which is the time from
when the PTT button was pressed to the time when all the
UEs were connected so that the user could speak. The results
showed that if the network was not loaded, the call setup
delay ranged from 0.7 s to 4.6 s, and that the average call
setup delay was 2.556 s, which is higher than what is seen
in LMR systems. Kuwadekar and Al-Begain also showed that
PTT call setup delay increased roughly linearly with respect
to the amount of emulated background calls that they injected
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into the network, and the call setup delay exceeded 10 s once
the number of simultaneous background calls exceeded 700.
Tests of PTT during a festival, when the local network was
being used by up to around 10,000 people, resulted in a
100% call failure rate. Those high delays are attributed to the
Session Initiation Protocol (SIP) used by PoC and provided
by the Internet Protocol (IP) Multimedia Subsystem (IMS).
An enhanced version of PoC for public safety, called Push-
to-Communicate for Public Safety (PCPS) [8], was devel-
oped and aligned with 3GPP efforts to standardize a PTT
application capable of meeting public safety needs in terms
of features and performance. This Mission Critical Push-to-
Talk (MCPTT) application was introduced in LTE Release
13 and further enhanced in later releases [9]. The current
efforts to evaluate MCPTT mainly focus on on-network
scenarios, where the devices are connected to the network via
a base station. In [10], Kim et al. proposed an algorithm to
shorten the time of the initial uplink transmission in order
to reduce the control plane latency. In [11], Solozobal et al.
looked at using mobile edge computing to provide a flexible
architecture in 5G networks where the user plane can be
deployed closer to the users, thus improving performance.
The proposed solution would also allow the network operator
to deploy the control plane at the edge of the network to
provide a standalone service if the evolved NodeB (eNodeB)
is disconnected from the core network.

To support Direct Mode capability in LTE, 3GPP intro-
duced Proximity Services (ProSe) capability in Release 12 and
has continued to enhance ProSe in subsequent releases [12].
ProSe allows a piece of User Equipment (UE), such as a laptop
or a phone, to discover and communicate with other UEs.
ProSe supports both one-to-one and one-to-many transmis-
sions, thus allowing for efficient group communication. The
research on ProSe communication has primarily focused on
the coverage and capacity aspect of this new feature. Wang
and Rouil evaluated the expected device-to-device (D2D)
coverage using ProSe [13] for various channel conditions and
conducted a sensitivity analysis to determine the main factors
impacting coverage. This work considered only a single link
and did not capture the effects of multiple users accessing
the same resources. Griffith et al. developed analytical and
simulation models to evaluate the probability that a control
packet reaches a certain number of devices assuming a par-
ticular control channel resource pool configuration [14]. In
this work, multiple devices were considered but conservative
assumptions were made regarding the channel effects. A
follow-up work by Griffith et al. was done to evaluate data
transmissions over the shared channel [15] and a similar work
was completed by Cipriano and Panaitopol [16]. The results
of those contributions can help operators allocate resources
based on a desired performance target but do not consider
end-to-end performance metrics such as latency.

To the best of our knowledge, this is the first work
that evaluates the performance of off-network MCPTT over
ProSe. Using the MCPTT access time as the key performance
indicator (KPI), we propose analytical models to estimate the
access time under different scenarios. The models can be used
to guide parameter configuration, and to better understand
the interaction between MCPTT and ProSe. We have also
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developed a ns-3 model for simulating MCPTT over ProSe
[17], which we used to validate the predicted delays. Major
functions of the simulation model include floor control, call
control, call type control, and emergency alert. All protocol
operations are based on 3GPP MCPTT specifications [18,
19]. We designed test cases and used them to check the
correctness of the protocol models that we implemented in
the simulator [20].

The rest of the paper is organized as follows. In Section 2,
we describe D2D communication over ProSe and our base-
line model to estimate the transmission delay. In Section 3,
we leverage the ProSe model to develop a set of theoretical
models to estimate the MCPTT access time for the various
types of calls. We included simulation results to compare
with our analytical estimates. In Section 4, we conduct a
sensitivity analysis of the ProSe and MCPTT parameters.
Section 5 concludes the paper and outlines future work.

2. Modeling of Message Transmission
Time over ProSe

2.1. D2D Communication over ProSe Sidelink. The need for
wireless communication among public safety users while
out-of-coverage can be met by utilizing Mode 2 of D2D
communications supported by 3GPP LTE [12]. In Mode 2,
UEs operate without any network supervision, which is the
case when the UEs are out of coverage of any base stations,
and voice and data communications are carried over the air
interface referred to as the ProSe sidelink, or “sidelink” for
short. D2D communication over sidelink is performed over
periodically repeating sets of sidelink resources in the time
domain, where a single set of sidelink resources compose
a sidelink period. Each sidelink period contains instances
of two channels that are separated in the time domain:
the Physical Sidelink Control Channel (PSCCH) and the
Physical Sidelink Shared Channel (PSSCH), as depicted in
Figure 1. Each channel is defined by a resource pool, whose
elements are defined by a combination of certain Resource
Block (RB) indexes in the frequency domain, and certain
subframe indexes in the time domain. The transmitting UE
uses the PSCCH to send a Sidelink Control Information (SCI)
message to indicate to which UEs its subsequent data mes-
sages are addressed, where and when the data transmissions
on the PSSCH will occur (i.e., resource assignment in the
time and frequency domains), and how (i.e., the modulation
and coding scheme). Upon successful reception of the SCI
message, any receiving UEs can tune to the corresponding
resources in the PSSCH. Transmissions in the PSSCH use a
Time Resource Pattern (TRP), which is a subframe indication
bitmap of a fixed length N pp (e.g., 8 subframes for LTE
in Frequency Division Duplex (FDD) mode) repeated in
the time domain through the length of PSSCH, to identify
which subframes are used by a transmitting UE. Each TRP is
identified by an index Iyp corresponding to the predefined
subframe indication bitmap established in [21]. Every data
transmission on the PSSCH is performed with four HARQ
transmissions. In addition, if outgoing data is to be scheduled
for transmission in a given occurrence of the PSSCH, the data
has to be available at least 4 ms before the beginning of the
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FIGURE 1: D2D communication over ProSe Sidelink, with periodically repeating control and shared channels.

corresponding sidelink period. In this paper, we identify this
gap as the scheduling cutoft time. Sidelink communication is
considered half duplex, which means that a device is not able
to receive messages if it is transmitting in the same subframe.

2.2. One Way Transmission Time. Let X be a message that a
transmitting UE must send and let the one-way transmission
time of message X over the sidelink, denoted as T}, (X), be
the duration from when the message X becomes available at
the transmitting UE to the time when message X is received
successfully by the receiving UE. The calculation of T, (X)
considers the packet error rate (PER) of each transmission
attempt, the random occurrence of PTT button push timing,
and ProSe configuration parameters. To be more specific,
T, (X) can be written as a function f() that has the form:

T.(X)=f (Tsp Toscers T detays [p1>-->on]

Prob. (PTT pushing), Nygp, Irgp, N, 1)

@

where

(i) Ty is the duration of a sidelink period;

(ii) Tpgocy 1s the duration of the control channel
(PSCCH) of a sidelink period;

(iil) Tyerqy is the transmission plus propagation delays
from the sending UE to the targeted receiving UE;

(iv) psn=1,2,...,N,isthe PER of the n-th transmission
attempt within a sidelink period, with N being the
total number of transmission attempts of a packet in
one sidelink period;

(v) Prob. (PTT pushing) represents the distribution of
the PTT button push timing;

(vi) Npgpand Irpp are ProSe time resource pattern related
parameters;

(vii) [ is an integer between 1 and L, with L = [(Tg —
Tpsccr)/ (N X Npgp)l, and the MCPTT message is
included in the I-th Transmission Block (TB) of the
sidelink period data channel (PSSCH).

Since T,,(X) remains the same for all MCPTT messages
discussed in this paper and thus does not depend on X, we
refer to it as T}, for short.

The minimum value of T, that one message may experi-
ence occurs when the following three conditions are met, as
shown in Figure 2(a):

(1) the message becomes available for transmission right
before the scheduling cutoft time of the upcoming
sidelink period K (i.e., 4ms ahead of the start of
sidelink period K);

(2) the message is scheduled to be transmitted in the first
subframe of the data channel of the sidelink period
(e.g., Irgp = 0); and

(3) the first transmission attempt of the message is suc-
cessfully received by the targeted UE.

Thus, the minimum value for T, in units of milliseconds is

2)

The maximum value of T}, that one message may experience,
assuming that only the last transmission attempt is success-
fully received by the targeted UE, is shown in Figure 2(b).
The message transmission time can be even larger if none of
the transmission attempts in one sidelink period succeed, and
we will discuss this situation in Section 4. When both of the
following two conditions are met, the maximum value of T},
shown in Figure 2(b) occurs:

min (T,) = 4 + Taetay + Trscems

(1) the message becomes available for transmission right
after the scheduling cutoff time of the upcoming
sidelink period K, so it must wait for the full length
of the sidelink period K and is scheduled to be
transmitted in the subsequent sidelink period K + 1;

(2) the last transmission attempt of the message is sched-
uled to be transmitted in the last subframe of the data
channel of the sidelink (e.g., I;zp = 7) period.

Thus, the maximum value of T}, in units of milliseconds is

3)

max (Ttx) =3+ Tdelay + 2 % TSL;
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FIGURE 2: Message TRANSMISSION TIME over ProSe T, and T .

Assume the [-th TB is the TB in which message X is assigned
to be transmitted. Let T, denote the time between the
moment the PTT button at the transmitting UE is pushed
and the beginning of the sidelink period in which the
message is transmitted. There are four components of the
message transmission time T.: (1) T}, (2) the control
channel duration Tpgecpy; (3) the time offset of the I-th
TB from the beginning of the current instance of the data
channel PSSCH which equals (I — 1) X Npgp X N; and
(4) the duration from the beginning of the /-th TB to the
time that message X is sent out successfully within the I-th
TB. Note that for a message to be transmitted with ProSe
parameters Irp = i and assuming the message is transmitted
successfully in the n-th attempt initially, component (4)
equals (1 —1) X Nygp + i + Ty, This is because for each

failed transmission attempt, an additional Np ms delay will
be added, and within each round of transmission attempt,
there is i ms time offset introduced for a message transmitted
with TRP bitmap parameter I;p = i. Therefore, the average
of component (4) shall be calculated by conditioning on
the possible Irzp values i and, given i, by additionally
conditioning on the index number of the first successful
transmission attempt #n. Also, since we are looking at the
delay associated with a successful message transmission, we
use the law of total probability and condition the value of
component (4) on the event that the message transmission
succeeds in exactly n attempts for n 1,2,...,N; the

probability of this event is (1- p,) [

1
moPm- Furthermore, the
probability of message transmission failure is the probability

of N transmission attempt failures, which is ]_[fl\r:l P, Thus,



Wireless Communications and Mobile Computing

the message transmission success probability is 1 — Hfle P>
and the average value of T}, is

Avg (T,,) =E (TP

n=1

reSL) + Tpsoon + (1= 1) X Nygp X N +

: |:Z <((?’l— 1) X NTRP +it Tdeluy) (1 _Pn) nﬁlpm>:|

5
) (N”i—l)
_ Prob (ITRP = i)
1-TLLp. &
(4)

(Nrgp—1)

=E (TpreSL) + Tpsccyg + (1 = 1) XNpgp X N + Z Prob (Irgp = i)

N-1

. i+ T T
|:(l + delay) + 1- Hi\ilpn =

where p, = 1.

2.3. Roundtrip Transmission Time. The roundtrip message
transmission time over the sidelink, denoted as Tp(X,Y),
is defined as the duration from when message X is available
at UE A until UE A receives the response message Y from
the corresponding UE (denoted as UE B for simplicity)
successfully over the sidelink channel, then

Trpr (X,Y) =T, (X) + T + Tboundary
€)
+ (T (V) = Ty (V)

where T} is the time between when message X is received by
UE B and the time when the response message Y is available
at UE B as defined by the protocol (e.g., backoff timers);
and Tyoypdary is the time that a message has to wait before
the beginning of the sidelink period in which the message is
transmitted. This overhead time is due to the sidelink period
boundary restriction.

Note that Tryr(X,Y) is not the simple summation of
T,.(X), T, and T, (Y). This is because the available timing of
message Y is dependent on the available timing of message X

i=0

Nrgp y (n(l —pn+1)ﬁpm)]

and T, which is no longer the independent PTT push timing
that is assumed for UE B when calculating T, (Y).
The minimum Typ(X,Y) that UE A may expect is

min {Tgpr (X, Y)}

Tpscen + Taetay + min {Tp} +4

SL
TSL

(6)

=4+

+ Tpsac

as shown in Figure 2(a) by assuming T = 0.

As can be seen from (6), min{Trr(X,Y)} and thus
Trrr(X,Y) is always greater than T; .

The maximum Typ(X,Y) that UE A may experience is

max {Tgrr (X, Y)} =3

Tpsccr + N % Nygp + Teray + max {Tp} +3
+{ 1+ = (7)
SL

“Tsp + Tpsceu + N X Nygp + Taerqy

as shown in Figure 2(b) by assuming T’z = 0.
The calculation of average Tppr(X,Y) starts from rear-
ranging (5) into mutually indepenedent components:

AVg (TRTT (X’ Y)) =E (Ttx (X) + TB + Tboundary + (Ttx (Y) - TpreSL (Y)))

=E (TpreSL (X) + (Ttx (X) _TpreSL (X)) + TB + Tboundary + (Ttx (Y) - TpreSL (Y)))

=E (Ttx (X) _TpreSL (X) + TB + Tbmmdury) +E (Ttx (Y))

= Tgy, * E (Kgpr) + E (T, (Y))

where Ky is one less than the number of sidelink
periods from the sidelink period in which message X is
transmitted successfully to the sidelink period in

(8)

which message Y is transmitted successfully, so
Kprr = (Ttx(X)—TP,eSL(X) + T+ Tbounda,y)/TSL. Similar to
component (4) in (4), the average of Ky shall



be calculated considering both possible I;zp values
i and possible numbering of the first successful transmission
attempts #. In addition, the randomness introduced by Ty
needs to be included as well.
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N n-1 Kipasx (1)
E(KRTT)=[Z<<(1_PnH ) Z (k # Prob (Kgrr =k |

n=1

the first successful transmission is attempt n)))] x

1 N n—1
- 2 | (0-m T

1
L S 9)

max (M) (Npgp—1)

Z k Z Prob (Ipgp = i)

xProb ((k - 1) Tg, < (Tpscpr +4+ (= 1) X Nygp + i+ Tyepay + T < k + Tp )|}

where p, = 1; and K,,,,, (1) = [(Tpsccy + 1 X Npgp — 1 +
Taetay + max{Tg})/Tg, ] is the maximum possible Kppr for
a given n. By combining (8) and (9), the average value of
Trrr(X,Y) is

Avg (Tgrr (X,Y))

n=1 = i=0

X L + Avg (T,,)
1- Hn lpn

where Avg(T,,) is calculated by (4);

Ty (ki) = (k= 1) Tgp, = Tpsocn — 4
- (1’1 - 1) NTRP —i- Tdelay;
(11)
and Tpy (n, k, i) = k# Ty — Tpgooy — 4
-(n-1) NTRP —i= Tdelay'

2.4. Baseline Configuration Parameters for Evaluation. Ana-
lytical estimates and simulation results presented in Sections
3 and 4 assume the baseline configuration shown in Table 1
unless otherwise noted. Note that the PER of a single trans-
mission attempt is set at 0.1 at most, since 0.1 is the common
design assumption of LTE PER when Hybrid automatic
repeat request (HARQ) Acknowledegment (ACK)/Negative
Acknowledgement (NACK) is in use. Given that there is no
HARQ ACK/NACK over the ProSe PSSCH meaning that all
four HARQ transmissions always occur, the PER should not
be set to a more aggressive value higher than 0.1.

We assume in the simulations that the timing of a PTT
button push is uniformly distributed within a sidelink period

N n-1 Kinax () (Npgp—1)
_ [Z (((1 - p) H ) Z kY Prob(Igp = i) x Prob (T, (n,k,i) < Ty < Ty (n,k,i)))] w0

Tg,and I = 1 (ie., the message is transmitted in the first
TB of the sidelink, which is reasonable given the importance
of public safety related communication). It is also assumed
that ProSe TRP parameters are configured as k;zp = 1 and
Nprgrp = 8. This means that only one of the 8 subframes in a
TRP will be used to send data and Prob(Irgp = i) = 1/Nygp =
1/8. Then (4) is simplified as
T
AVg (Tt ) =75+ —= P + TPSCCH + Tdelay

(12)
8(py + pipy + P1P2P3 — 3P, P23 Pa)

1= pipapsps

in units of ms.

We also assume that the MCPTT user only needs to push
the PTT button to initiate the request to speak and is not
required to follow up the request with any further actions,
such as acknowledgement. In addition, since there are some
variations in MCPTT message sizes (e.g., call announcement
message is long) and the size of resource allocated to each
UE (e.g., the resource allocated for a voice message may
be small to start with), our modeling assumes that MCPTT
messages are not piggybacked, in order to get the conservative
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TABLE 1: Baseline configuration parameters used in the MCPTT access time evaluation.
Parameter Name Symbol Value
Sidelink period (ms) Tg 40, 60, 80, 120, 160, 240, 280, 320
PSCCH duration (ms) Tpsccu 8
# transmission attempts in one sidelink period N 4
Time Resource Pattern parameters Nrgp 8
krrp 1
PER of the 4 transmission attempts in each sidelink period PER [0.1,0.1,0.1, 0]
Transmission + Propagation delays (ms) Tihetay 0.93

Press the PTT Button

Get the permission to talk

-

—

Call Control Access Time T uicontrol

(if not in the call already started)
~—

"

} time
Floor Control Access Time TgjoorControl

g

~

MCPTT Access Time T'gccossTime

F1GURE 3: Components of MCPTT access time.

estimates/results. When piggybacking is allowed, the access
time may be further reduced.

3. Modeling of MCPTT Access Time

3.1 Overview. According to 3GPP LTE specifications, “The
MCPTT access time is defined as the time between when an
MCPTT User requests to speak (normally by pressing the
MCPTT control on the MCPTT UE) and when this user gets
a signal to start speaking.” [9]. Based on protocol details, the
MCPTT access time (T 4, essTime) €an be further divided into
two components as illustrated in Figure 3: call control access
time (T coneror) @d floor control access time (T'gyp0rcontrol)-
Call Control Access Time (Teaicontron) 1S the time from when
the MCPTT user presses the PTT button to when the MCPTT
UE establishes a call successfully. This component occurs only
when the call which the MCPTT UE wants to join/start does
not exist yet. Floor control access time (Tgp0rcontror) 1S the
time from when the MCPTT UE establishes a call successfully
(if not already in a call) or when the MCPTT user presses the
PTT button (if in a call already), whichever is later, to when
the MCPTT UE becomes the floor arbitrator. In MCPTT off-
network mode group call operation, the floor arbitrator is the
current speaker who is the only group member that is allowed
to speak to the group and that also arbitrates the floor in case
other members of the group call (i.e., other floor participants)
request that they be granted the floor so that they can talk.
MCPTT oft-network mode supports the following three
categories of calls: basic group call, broadcast group call,
and private call. The analytical modeling of MCPTT access
time associated with basic group call is analyzed first in
Section 3.2, because the call control procedures and floor
control procedures of the basic group call are very com-
prehensive. Then the analytical modeling of MCPTT access
time associated with broadcast group call and private calls is

presented in Sections 3.3 and 3.4, respectively, which reuses
a subset of the modeling of basic group call procedures. We
obtain simulation results assuming two users for all three call
categories and compared these results with their analytical
estimate counterparts in the corresponding sections. Simu-
lation results presented throughout this paper are generated
by running the ns-3 model for MCPTT over ProSe [17],
especially the call control module and floor control module.
Parameters configuration and simulation setup follow the
description in Section 2.4, unless otherwise noted.

3.2. Basic Group Call. From the viewpoint of MCPTT access
time performance evaluation, the various situations that an
MCPTT client faces when pushing the PTT button to talk in a
basic group call (with group ID nn) can always be categorized
into one of the five scenarios summarized in Table 2.

In Sections 3.2.1 and 3.2.2, we explain the call control and
the floor control access procedures, and access time models
are described. In Section 3.3 we derive the total access time
T pccessTime €Xperienced by an MCPTT client under Scenarios
A through E from different combinations of T yconeror ad
T rioorcontror- Note that the value of Ty, comror May be 0 for
certain scenario(s), as will be analyzed in Section 3.2.2.

3.2.1. Call Control Access Time Tyycontror- When an MCPTT
client (UE A) wants to join/establish a basic group call with
MCPTT group ID nn by pushing the PTT button, it has to
go through either procedure “CI: Initiate a new group call” or
procedure “C2: Join an existing group call,” which are shown
in Figure 4. In the figure, the colors of the message name and
the corresponding arrows are consistent with the color of the
sending UE.

The call control access procedure we defined above has
incorporated the call probe procedure, call setup procedure,



Announcement message with
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TABLE 2: Scenarios for basic group call.
S . Group call nn UE A in group call nn The floor arbitrator of T
cenario fota? 2 ofa? AccessTime
exists? already? group call nn exists?
A No No No Teancontrot + Tricorcontrot
B Yes No Yes Teancontrol + Trioorcontrol
C Yes No No TCallControl + TFloorCantrol
D Yes Yes Yes TFloorCantrol
E Yes Yes No TFloorContrul
Call Announcement C1: If no Call Announcement
(group ID ”ﬂ) with group ID nn is received by
th iry of timer TFG1, UE A:
C1: Initiate a )) ¢ .e)'(plry oL Hmer
new group - Initiates the group call;
Call Probe & call TFGl - Sends the Group Call

(group ID nn)

))) Call Probe C2: Join an
z (group ID nn) existing
TFG1 \ group call
UE A pushes PTT button: z

- Sends out Call Probe with group ID n#n; TFG1

- Starts Wait for Call Announcement
Timer TFGI and Call Probe
Retransmission Timer TFG3;

- Retransmits Call Probe upon expiry of
TFG3, and restarts TFG3.

Call Announcement

(group ID nn)

Call Announcement

(group ID nn)

group ID nn;
- May start talking;

M C2: If Call Announcement with
Call Announcement
(group ID n

&

group ID nn is received before
timer TFG1 expires, UE A:

- Joins the existing group call
with group ID nn;

- Sends Floor Request message
if UE A wants to talk.

FIGURE 4: Call control access procedures.

and periodic group call announcement procedure specified in
[18]. The decision to go through procedures CI or C2 is made
by UE A (the UE with the PTT button pushed) itself based
on its own observation and may not be the correct decision.
To be more specific, UE A always chooses Cl under Scenario
A, which is the right decision. However, under Scenarios B or
C, UE A might make the correct decision, C2, or the wrong
decision, Cl, depending on how soon UE A hears back from
other UEs with respect to the configuration of timer TFGI.
When UE A executes the Cl procedure,

TCallControl (C1) = TFGH,; (13)

where TFG1 is the value of “wait for call announcement”
timer TFGI.
When UE A executes the C2 procedure,

TCallControl (CZ)

= Trrr (“Call Probe”, “Call Announcement”);

(14)

where Ty is given by (5) and where messages X and Y are the
Call Probe and Call Announcement messages, respectively.
In (5), Ty = TFG2,q.(M), where M is the number of
MCPTT UEs in the group call capable of sending out a Call
Announcement message in response to receiving a Call Probe

message from another UE. Here TFG2,, ., (M) reflects the
time that it takes for at least one UE of the group to respond
to a Call Announcement message after receiving the Call
Probe message from UE A. It is a random variable that is the
minimum of M random variables, each of which is uniformly
distributed between 0 seconds and (1/12) seconds (83.3 ms).
Therefore,

0, min
1000
12(M+1)

1000
_ max
12

TFG2,, . (M) = avg (15)

probe

The minimum, maximum, and average of T,;conr01(C2) can
be obtained by plugging configuration values into (6), (7), and
(10) accordingly.

The simulation study of call control access time in this
section focuses on Scenarios B and C, i.e., Procedure C2.
This is because there is no uncertainty in Scenario A (i.e.,
Procedure Cl), since T yconiro lways equals TFG1 when the
MCPTT UE establishes a new group call.

Figure 5 shows that, for all sidelink periods T§; defined
by 3GPP for LTE ProSe, the analytical model provides good
estimates of the minimum, average, and maximum for the
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Analytical Model (est) vs Simulation Results (sim)
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FIGURE 5: Call control access time for joining an existing group call with large value for TFG1 with 95% Confidence Intervals for the average

values from the simulations.

call control access time experienced by an MCPTT client who
goes through procedure C2. The 95% Confidence Interval for
the average values obtained from simulation is also shown
and is very tight. The minimum and maximum values are
observed over all simulations and therefore do not have a
Confidence Interval. This is true for all the figures shown in
this document. As can be seen from the figure, T yconeror (C2)
increases as Tg; increases and ranges from as small as 52 ms to
more than 680 ms. The TFGI timer value in the simulation
is configured to max (1sec, 6 * Tg;) and the TFG3 timer
value is configured to 6 * Tg;; thus UE A will make the
correct decision because neither timer will expire premature-

ly.

3.2.2. Floor Control Access Time Tgjporcomror When an
MCPTT client wants to talk and thus pushes the PTT button
on UE A, the UE will go through one of the “F0: new call,”
“FI: No Response,” or “F2: Response Received” procedures
depending on the feedback that it receives from other UEs.

After the MCPTT client (UE A) establishes a group call
(i.e., Cl procedure), UE A sends out a Floor Granted message
and may start talking, so the corresponding floor control
access procedure is as follows.

FO0. Send out Floor Granted message to grant the floor to
oneself.

After an MCPT'T client (UE A) joins an existing group
call (ie., C2 procedure), or if UE A is already a part of an
ongoing group call, UE A sends out a Floor Request message.
Depending on whether a response is received within a
configured time window, UE A may perform the FI or F2
procedure as illustrated in Figure 6. In the figure, the colors
of the message name and the corresponding arrows are
consistent with the color of the sending UE. Depending on
the relative priority of the floor request and the queueing
capability of the current floor arbitrator, procedure F2 may
be further divided into three cases:

F2.1 (preemptive floor request). UE A’s floor request has pre-
emptive priority, so UE B must grant the floor to UE A
immediately;

F2.2 (floor request denied). UE B is busy and does not support
queueing requests, so UE B denies the floor to UE A;

F2.3 (floor request queued). UE B is busy but supports
queueing of requests, so UE As floor request is placed in
queue and will be handled later.

It is worth pointing out that the time it takes for UE
A to receive a response is the same for F2.1, F2.2, and
F2.3. However, the 3GPP definition of MCPTT access time
focuses on the case of “when this user gets a signal to start
speaking” [2]. Therefore, in the following analytical model
and simulation study, among the three cases of procedure F2,
we focus on procedure “F2.1: preemptive floor request”. It is
because procedure F2.2 or F2.3 will not grant the floor to UE
A, and thus UE A’s access procedures are not successful. The
model and results can be easily generalized if the MCPTT
access time definition is rewritten as “when this user gets a
signal whether he/she can start speaking”.

The floor control access procedure we defined above has
incorporated several state transition procedures specified in
[19]. The decision to go through procedure FO, F1, or F2
is made by UE A (the UE with the pushed PTT button)
based on its own observation, and this decision may or may
not be the correct one. To be more specific, UE A always
chooses F1 under Scenario A, which is the right decision.
However, under Scenarios B or D, UE A might make the
correct decision (F2) or the wrong decision (F1), depending
the time until UE A receives a response message from the
floor arbitrator UE B and the configuration values of the 7201
timer and C201 counter. The floor control access time of each
of the three procedures are as follows:

When FO procedure is executed,

TFloorCantml (FO) =05 (16)
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F1: No

response

F2: Response

Floor
2 »)))/'&

X Received
T201 \
UE A requests the floor, with UE B being

the current floor arbitrator:

- Triggered by MCPTT User pushing the
PTT button;

- Sends out Floor Request message;

- Starts Floor Request Retransmission

W)

Floor control
messaﬁ& &
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F1: UE A takes the floor and declares
itself as the floor arbitrator if no
response from the incumbent floor
arbitrator UE B is received after T201
expires C201 times:

- Assumes the role of floor arbitrator;
- Sends out Floor Taken message to all
group call participants;

Floor
Taken

)

loor
Taken
F2: Depending on whether “queueing
of floor request” is supported and
whether the Floor Request is pre-
emptive, UE A may receive from UE B
one of the following floor control
messages as the response:

- Floor Granted (F2.1);
- Floor Deny (F2.2);

G

timer T201; Fl Position Info (F2.3)
- Retransmits Floor Request upon T201 - Floor Queue Position Info (F2.3);
expiry;
F1GURE 6: Floor control access procedure.
Analytical Model (est) vs Simulation Results (sim)
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FIGURE 7: Floor control access time for preemptive floor request with 95% Confidence Intervals for the average values from the simulations.

When F1 procedure is executed,
TFloorControl (Fl) = C201 = T201; (17)

where T201 is the “Floor Request Retransmission” timer and
C201 is the “Floor Request Retransmission” counter. The
3GPP default settings of these two parameters are Tg; and 3,
respectively.

When the F2.1 procedure is executed,

TFloorControl (Fz'l)

(18)
= Trrr( (“Floor Request”,“Floor Granted”);

again using (5), where Tz = 0. The minimum, maximum,
and average of Ty, control(F2-1) can be obtained by plugging
configuration values into (6), (7), and (10) accordingly.

The simulation study of floor control access time in this
section focuses on either Scenario B or D, i.e., procedure
F2.1. This is because there is no uncertainty associated with

T rioorContror fOT Scenarios A, Cor E: Ty porcontror = C201%T201
for Scenarios C & E (i.e., procedure F1), and Tgo0rcontror = 0
for Scenario A (i.e., procedure F0). Also, we focus on the
case when UE As floor request is of preemptive priority,
i.e.,, F2.1, as explained in Section 2.4. In the simulation, it
is assumed that the incumbent floor arbitrator UE B does
not generate Real-time Transport Protocol (RTP) packets
during UE A’ access time. This assumption will not impact
UE As access time when UE A makes the right decision.
We make this assumption to get a conservative estimate of
the likelihood of UE As making the wrong decision, which
leads to an undesirable situation where there are multiple
floor arbitrators. More detailed definition and analysis of the
multiple floor arbitrator situation are given in Section 4.3.
Figure 7 shows that for all sidelink period lengths Ty,
defined by LTE, the analytical model provides good estimates
of the minimum, average and maximum floor control access
times experienced by an MCPTT client who goes through
procedure F2.1. The T201 timer value in the simulation is
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TABLE 3: MCPTT access time T,

ccessTime

11

for different scenarios.

Scenario Correct decision Wrong decision

A Tcancontro(C1) + Trigorcontro(FO) N/A

B Tcancontro(C2) + Trigorcontro(F2) T cancontrol(C2) + Trigorcontrol(F1) 08 Tancontro(CL) + Trioorcontror(FO)
C Tcancontrol(C2) + Trigorcontrol(F1) Tcancontro(C1) + Trigorcontro(FO)

D Trtoorcontro(F2) Trioorcontro(F1)

E Trioorcontro(F1) N/A

configured to 6 = T, so that UE A will make the correct
decision.

Comparing Figure 7 with Figure 5, it shows that although
the minimum call control access time T comro(C2) and
floor control access time T'g;porcontrol(F2.1) are very similar,
the average and maximum values of Ty, conero(F2.1) are
smaller than those of T ;om0 (C2) for short sidelink peri-
ods (small Tg; values). This is because of the extra delay
introduced by timer TFG2 to the round-trip time during the
call control procedure. When T; islarge, however, the impact
of TFG2 becomes negligible.

3.2.3. Group Call MCPTT Access Time T g pssTime- 1he ana-
lytical model of the overall access times for scenarios A
through E can be obtained by the proper combination of the
analytical models of T comror @94 Trioorcontror derived in
previous sections, as shown in Table 3. It is worth pointing
out that for Scenario A, Trjporcontroi(FO) is 0 as was explained
in Section 3.2.2.

It is worth pointing out that, for Scenarios B, C, and D,
UE A may make the correct decision or the wrong decision,
depending on the MCPTT parameters configuration and
the one-way or roundtrip message transmission time over
the sidelink. When UE A makes the correct decision, the
analytical models presented in Section 3 align quite well with
the MCPTT access time observed in our simulations. When
UE A makes wrong decisions, the simulation results deviate
from the analytical estimates, which we analyze in Section 4,
together with the discussion of potential negative impacts
from incorrect decisions.

3.3. Broadcast Group Call. A broadcast group call is a special
group call where the initiating MCPTT user expects no
response from the other MCPTT users, so that when the
initiator’s transmission is complete, so is the call. Therefore,
the UE that initiated the broadcast group call is the only
MCPTT UE acting as the floor arbitrator. Consequently,
only one scenario needs to be evaluated to examine the
access time required to establish a new broadcast group
call:

Scenario F. UE A establishes a new broadcast group call by
pushing the PTT button.

The value of T;;comror Under Scenario F is zero, because
the UE can initiate a broadcast group call without waiting
for timer expiration or messages from other UEs. Similarly,
the value of Ty orcontror 1S als0 zero, because the UE that

initiates a broadcast group call becomes the floor arbitrator
immediately. Consequently, the overall access time is:

TAccessTime =0; (19)

3.4. Private Call. A private call takes place between two
MCPTT UEs. For the private call scenarios, a MCPTT UE
is in one of two possible states: it is in a private call already or
needs to start a new private call; a UE cannot join an existing
private call. Consequently, there are only two scenarios that
need to be evaluated to obtain the access time of a private call:

Scenario G. UE A establishes a new private call by pushing the
PTT button.

Scenario H. UE A is already in a private call and wants to talk
by pushing the PTT button.

For Scenario G, the possible call control procedures that
UE A may experience are depicted in Figure 8. In the figure,
the colors of the message name and the corresponding arrows
are consistent with the color of the sending UE. To establish
a private call successfully, procedure CP2.1 is the only path,
and then UE A becomes the floor arbitrator automatically.
Therefore, the overall access time for Scenario G is

TAccessTime = TCallControl (CP 2-1)

= Tgyrr (“Private Call Setup Request”,  (20)

“Private Call Accept”);

which uses (5) to evaluate Tgpp. The minimum, maximum,
and average of T ;iconrot (CP2.1) can be obtained by plugging
configuration values into (6), (7), and (10), respectively, with
Tp=0

Under Scenario G, when the time for UE A to receive a
response is greater than TFP1 % CFP1, UE A will make the
conclusion that the other UE (UE B) cannot be reached and
stop trying to establish the call, i.e., procedure CP1.

For Scenario H, the floor control procedure that UE A
may experience is very similar to the F2.1 procedure, and the
overall access time for Scenario H is from (18)

TAccessTime = TFloorControl (P 2'1)
(21
= Trrr (“Floor Request”, “Floor Granted”);

The simulation study of private call access time in this
section focuses on Scenario G, i.e., procedure CP2.1. This
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CPI1: No
response

Private Call

Setup Request/v

&) .

Received
TFPl
UE A requests to establish a private call with UE \
B:
- Triggered by MCPTT User pushing the PTT
button;

- Sends out Private Call Setup Request message;
- Starts private call request retransmission timer
TFP1;

- Retransmits Private Call Setup Request upon
TFP1 expiry.

CP2: Response
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CP1: UE A determines that the
private call cannot be established if
no response from UE B is received
after TFP1 expires CFP1 times;

&)

Call control
messages
/ "CP2: UE A may receive from UE B
h one of the following call control
messages as the response:
- Private Call Accept (CP2.1);
- Private Call Reject (CP2.2);

FIGURE 8: Call control access procedure of private call.

Analytical Model (est) vs Simulation Results (sim)
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FIGURE 9: Access time of private call with 95% Confidence Intervals for the average values from the simulations.

is because the access time of Scenario H can use the
results for F2.1 presented in Section 3.2.2. Figure 9 shows
that, for all sidelink period lengths Tg; defined by 3GPP,
the analytical model provides good estimates of the min-
imum, average, and maximum for access times experi-
enced by an MCPTT client going through procedure CP2.1.
We observe that the access time and the spread between
the minimum and the maximum values increases as Tg;
increases, for both analytical estimates and simulation
results.

4, Impact of MCPTT Parameters on
MCPTT Access Time

As already mentioned briefly in Section 3, several important
observations can be made based on the analytical and
simulation modeling of MCPTT access time.

Observation 1. An MCPTT UE needs more than one sidelink
period to send a message and get the response message back
over the sidelink.

As can be seen from (6), min{Trr(X,Y)} and thus
Trrr(X,Y) is always longer than Tg;. However, the default
3GPP settings of several MCPTT retransmission timers, e.g.,
TFG3 and T201, is one Tg; only. Such a small timer value
may lead to unnecessary retransmissions of certain MCPTT
messages and may have negative impacts as illustrated in
Sections 4.1 and 4.3.

Observation 2. An MCPTT UE may make wrong decisions
about the existence of call and/or floor arbitrators, under
some scenarios and with certain parameter configurations.
As summarized in Table 3, UE A’s decision may go wrong
for Scenarios B, C, and D. These wrong decisions may lead to
undesirable situations such as a multiple calls situation or a
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FIGURE 10: Impact of TFG3 Timer on call control access time with 95% Confidence Intervals for the average values from the simulations.

TABLE 4: Impact of TFG3 configuration.

T, (ms) 40 60 80 120 160 240 280 320
Ratio of multiple occupancy to TFG3 =Ty 0.510 0.667 0.670 0.576 0.573 0.524 0.530 0.534
single occupancy TFG3 =6+ Ty, 0 0 0 0 0 0 0 0
TFG3 =T 0.132 0.140 0.092 0.059 0.052 0.024 0.025 0.026
Fraction of samples discarded SL
TFG3 =6+ Ty, 0 0 0 0 0 0 0 0

multiple floor arbitrators situation, both of which are further
analyzed in Sections 4.2 and 4.3, respectively.

Motivated by the above observations, in the remainder
of this section, we study the impact of various MCPTT
parameters to evaluate the benefits and drawbacks of different
configurations on MCPTT access time performance.

4.1. Impact of “Call Probe Retransmission” Timer TFG3. To
evaluate the impact of TFG3, we look at the call control access
time for Scenarios B and C (group calls). Figure 10 shows the
results using the same assumptions as for Figure 5 but with
TFG3 configured at the 3GPP default setting Tg; instead of
6xTg.

It appears that varying TFG3 from T; to 6 * Tg; produces
no significant difference in the call control access time experi-
enced by an MCPTT client. To further investigate the impact
of TFG3, we define two other performance metrics called
“multiple occupancy” and “single occupancy” to capture the
impact of the half duplex effect, which can lead to packet
losses at the receiving UE. “Multiple occupancy” refers to a
situation in which multiple UEs try to send messages over the
air during the same sidelink period, while “single occupancy”
refers to a situation in which only one UE tries to send
messages over the air during a sidelink period. The half-
duplex effect will not occur with “single occupancy” but may
occur with “multiple occupancy”. As shown in Table 4, the
negative impact of TFG3’s configuration value’s being too
small can be seen in the higher ratio of “multiple occupancy”
vs “single occupancy,” which may lead to more frequent

occurrences of the half duplex effect. This is mainly due to
unnecessary retransmissions of the “Call Probe” message.
The negative impact of TFG3’s being too small is also shown
through the nonzero ratio of samples discarded. Note that
a sample is discarded if both SCI message transmissions
in the control channel (PSCCH) fail or all four HARQ
transmissions in the data channel (PSSCH) fail, due to either
half-duplex effect or channel PER. Given PER = [0.1, 0.1,
0.1, 0] as a simulation assumption, all samples discarded
are always the consequence of the half duplex effect. The
fraction of samples discarded is dependent on the size of
the resource pools allocated to sidelink communication. The
positive impact of a small TFG3 is that the “Call Probe”
message may be retransmitted sooner if it is lost.

It is worth pointing out that the occurrence of “multiple
occupancy” and thus the half-duplex effect are expected to
be more frequent when the number of participating UEs
in the group call increases. Therefore, although we do not
see any noticeable difference in access time when changing
TFG3 value in the 2-UE system, the impact of TFG3 will
become more obvious for multiple-UE systems. In addition,
the occurrence of the half-duplex effect can be reduced
by adapting resource pool configuration to the number
of participating UEs (e.g., extending the pool in the time
domain), which is an interesting research topic by itself.

4.2. Impact of “Wait for Call Announcement” Timer TFG1.
When we run the simulation with the same assumptions as
for Figure 5 but with TFG1 configured at the 3GPP default
setting of 150 ms instead of max(1s, 6 * T ), we can see from
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F1GURE 11: Impact of TFGI on call control access time with 95% Confidence Intervals for the average values from the simulations.

Figure 1l that the maximum access times experienced by
an MCPTT client are reduced and capped at 150 ms, and
thus the average access time is reduced. As we explained in
Section 3.2.1, when TFG1 expires, UE A assumes that the call
of interest does not exist and will establish a new group call
by itself, which marks the end of the MCPTT access time
duration. However, given that the scenario simulated is B or
C, i.e, group call nn exists already, these TFG1 expirations
are premature, and the capped maximum access time might
not be an improvement. Indeed, the MCPTT client, UE A,
makes the wrong decision when establishing a new group
call instead of joining the existing call. Consequently, the
MCPTT client is not aware of the existing call, and multiple
calls of the same group ID coexist. This undesirable situation
of multiple calls with the same group ID will be referred to as
the “multiple calls situation” for the remainder of this paper.
The multiple calls situation will persist until the call merging
procedure is triggered. After taking into account the extra
delay introduced by the necessary call merging procedure,
the average effective call control access time is very close
to the results that we obtained when TFGI is large, as seen
in Figure 11, so the analytical model gives a good prediction
of the effective call control access time after the call merge
procedure. Simulation results with a sidelink period longer
than 120 ms are not included in Figure 11 because UE A always
makes the wrong decision in that case and, thus, the call
merging procedure is always triggered to fix the multiple calls
situation.

The disadvantages of the multiple calls situation include
not only the extra delay due to the call merging procedure, but
also the potential false impression/feedback to the MCPTT
client. The MCPTT user, who is very likely a first responder
on an urgent task, might think that no teammate is within
communication range, although some teammates may be
deployed nearby. Similarly, the MCPTT user may try to
switch groups if he/she is notified wrongly that the group
does not have an existing call. As another example, a first

responder may decide to take actions at a higher risk, instead
of waiting for support/backup from other teammates when
in a time-sensitive or life-threatening situation. Therefore,
although a smaller TFG1 configuration may reduce the wait
before establishing a new call if the call does not exist, the
3GPP default setting of TFG1 = 150ms is worth further
discussion to reduce the occurrence of the multiple calls
situation, and it may be desirable to take T, into account
when configuring TFG1.

The negative impact of the multiple calls situation
becomes more pronounced when the channel conditions
degrade. Figure 12 compares the impact of channel loss on
the call control access time when timer TFGI is configured
with the 3GPP default setting. When the channel PER of
the fourth transmission attempt, p4, in the Sidelink Shared
Channel increases from 0 (lossless) to 0.1 (1ossy), Teaicontrol
remains similar. This is because the potential long delay due
to message loss is mostly absorbed by the expiration of TFG1.
However, the value of T, ;comror discussed above is only the
nominal access time and does not consider that the MCPTT
client might make the wrong decision to establish a new
group call when TFG1 expires. When comparing the effective
access time experienced by the MCPT'T client, i.e., consider-
ing the extra delay introduced by the call merging procedure
wherever applicable, the average effective T ycomror Value
has increased considerably due to the channel loss. The extra
delay observed, which is quite large, is mainly due to the slow
periodicity of the Call Announcement transmission cycle
when the MCPTT UE is not responding to a Call Probe.
When a Call Probe message is lost, or the responding Call
Announcement message is lost, a UE is more likely to wait
for the periodic Call Announcement to trigger a call merging
procedure, which is slower.

Table 5 shows the probability of the “multiple calls situ-
ation” occurrence if TFGI is set to 150 ms. Because of the
potential packet loss due to the unnecessary retransmission
of MCPTT messages, an error situation is more likely to occur
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FIGURE 12: Impact of channel loss on call control access time with TFGI = 150 ms with 95% Confidence Intervals for the average values from

the simulations.

TABLE 5: Probability of “Multiple Calls Situation” for various TFGI1 configurations and channel conditions (TFG1 = 150 ms).

Ty, (ms) 40 60 80 120
TFG3 =6 T, 0.169 0.384 0.504 0.894
Probability of the occurrence of PER =[0.1,0.1,0.1,0] TFG3 = T St 0176 0378 0513 0.904
“multiple calls situation” T osL A7 37 > 9
PER =[0.1,0.1,0.1,0.1] TFG3 =Ty 0.186 0.362 0.525 0.917

when TFG3 is set to T; than when it is set to 6 * T';. When
the channel condition is worse, the occurrence rate of the
“multiple calls situation” also increases, as shown in the last
two lines of Table 5.

4.3. Impact of Floor Request Retransmission T201. The
impacts of a smaller value for the Floor Request Retrans-
mission Timer, 7201, such as the 3GPP default setting T';,
are multifold. On the positive side, if there is no floor
arbitrator present, a smaller value for 7201 enables the
MCPTT user to declare the floor sooner, with the access
time equal to T201xC201, than when T201 is larger (e.g.,
6 * Tg;) as shown in Figure 13(a), or when T201’s value is
based on the provision of the near worst case as shown
in Figure 13(b). In the case shown in Figure 13(b), 7201 =
m x Tg;, where m is the smallest integer which is greater
than max{Tr,orcontror (F2-1)}/Tgy, which can be calculated
based on (18). By comparing Figures 13(a) and 13(b), we
can see that the channel loss makes the positive impact of
a small T201 configuration more pronounced. Note that we
obtained the results in Figure 13(a) by running the simulation
with the same assumption as for Figure 7, except that we
configured 7201 at the 3GPP default setting T; instead
of at 6 * Tq;. We obtained the results of Figure13(b) by
running the simulation with the same assumption as for
Figure 7, except that we set PER to [0.1, 0.1, 0.1, 0.1] instead

of [0.1, 0.1, 0.1, 0], and we configured T201 at either T, or
m*Tg.

However, on the negative side, the decision made by
the MCPTT client (e.g., assume the floor is idle) with a
smaller 7201 value might be premature, and it may lead to
an undesirable situation in which there are multiple floor
arbitrators, which we will refer to as the “multiple floor
arbitrators situation”. Note that this situation is neither easy
nor quick to resolve, given the current procedures. Table 6
shows the increase in ratio of “wrong decision” vs “correct
decision” when comparing small 7201 settings with large
T201 settings. It is also clear from comparing Table 6(a) to
Table 6(b) that the channel loss makes the negative impact
of a small 7201 configuration even more evident. Note that
the results in Table 6 show the worst case outcome because
we assumed that the incumbent floor arbitrator UE B does
not generate RTP packets during UE As access time. If the
current floor arbitrator UE B is actively sending RTP packets,
the counter C201 at UE A is reset every time an RTP packet
is received. Therefore, it will take more time and will be less
likely for UE As C201 to reach the threshold and make a
wrong decision when UE B is talking.

We encounter the “multiple floor arbitrators situation”
when there is more than one floor arbitrator simultaneously
in the same off-network group call, although the correct
behavior is that there should be at most one floor arbitrator
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FIGURE 13: Impact of 7201 on floor control access time.

TABLE 6: Impact of 7201 configuration—potential multiple floor arbitrators situation.

(a) PER=10.1,0.1,0.1, 0]

Ty, (ms) 40 60 80 120
Ratio of “premature 7201 expiration case” (i.e., the T201 =Ty 0.026 0.018 0.0007 0.0004
wrong decision case) vs “the correct decision case” T201 =6 % Ty, 0 0 0 0

(b) PER = [0.1,0.1, 0.1, 0.1]

Ty, (ms) 40 60 80 120
Ratio of “premature 7201 expiration case” (i.e., the T201 =Ty 0.126 0.145 0.075 0.060
wrong decision case) vs “the correct decision case T201 =m T 0 0 0 0
at any time. There are several circumstances that may lead (i) The lack of resolution procedure for “multiple floor
to the “multiple floor arbitrators situation,” such as a pre- arbitrators situation.” This is in contrast to the
mature T201 timer expiration or the hidden node problem. “multiple group calls situation,” for which the call
The potential disadvantages of the multiple floor arbitrators merging procedure is already defined in the call

situation are as follows: control protocol as a remedy.
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TABLE 7: Impact of T201 Configuration—potential half duplex effect.
T (ms) 40 60 80 120 160 240 280 320

Ratio of double occupancy T201 =T 0.603 0.723 0.581 0.575 0.573 0.523 0.529 0.534
vs single occupancy T201 =6+ T, 0 0 0 0 0 0 0 0

. . T201 =Ty 0.112 0.126 0.071 0.058 0.051 0.024 0.025 0.025
Ratio of samples discarded

T201 =6 % T, 0 0 0 0 0 0 0 0
TABLE 8: Average MCPTT access time in milliseconds with 3GPP default settings.

T, (ms) 40 60 80 120 160 240 280 320
Scenario A 150 150 150 150 150 150 150 150
Scenario B 184.46 221.95 263.45 342.81 Call Merge procedure is always triggered
Scenario C 226.43 293.82 364.47 503.17 Call Merge procedure is always triggered
Scenario D 78.03 108.13 138.98 199.63 260.22 379.80 440.32 500.85
Scenario E 120 180 240 360 480 720 840 960

(ii) The MCPTT client who takes the floor prematurely
is not aware of the situation and might start talking
while not knowing that no one is listening;

(iii) The incumbent floor arbitrator is not aware of the
situation either and does not know that one or more
group members are not listening.

As was the case in the call control study, the negative impact
of the Floor Request Retransmission Timer T201 being
configured too small can be noticed in Table 7 and is mainly
due to the unnecessary retransmissions of the Floor Request
message.

When comparing the same performance metrics of the
TFG1 = Tg case in Table 4 with the T201 = T'g; case in
Table 7, the call control procedure seems to perform slightly
better than its floor control counterpart. This is because the
TFG2,,,, timer adds a random delay to the transmission
timing of the responding Call Announcement message.
Consequently, the transmission of the Call Announcement
message does not always compete with the retransmission
of a Call Probe message for resources in the same sidelink
period.

4.4. MCPTT Access Time with 3GPP Default Settings. Table 8
summarizes the simulation results of the average MCPTT
access time in milliseconds for different scenarios when the
MCPTT parameters are configured according to the 3GPP
default settings.

We obtained the values in the table assuming no hardware
or software processing time. In addition, we obtained the
access times when UE A makes the correct decision as
described in Table 3. However, wrong decisions are not
uncommon occurrences with the 3GPP default settings,
which might lead to the “multiple floor arbitrators situation”
and/or the situation of multiple calls with the same group
ID.

5. Conclusions and Future Work

We developed the analytical models and simulation tools
described in this paper to estimate and evaluate the perfor-
mance and user experience of MCPTT off-network mode
operations over ProSe in LTE, with a focus on access time
when an MCPTT UE is out of coverage. We defined perfor-
mance metrics and application scenarios for the access time
analysis. Our analytical models provide good estimates of
the minimum, average, and maximum for both call control
and floor control access times experienced by an MCPTT
client under various scenarios, as shown by our simulation
results. We summarize our main observations with respect to
parameter configurations in Table 9. These observations may
be used to understand the tradeoft and provide configuration
guidelines for MCPTT and ProSe.

The sensitivity analysis results show that preventive
solutions, such as proper parameters configuration and/or
modified procedures, need to be investigated to reduce the
possibility of an MCPTT UE’s making wrong decisions. In
addition, 3GPP may re-evaluate the default setting of timers
TFGIL, TFG3, and T201 due to the undesirable occurrence
of the ‘multiple floor arbitrators situation, the coexistence of
multiple group calls with the same group ID, and the relatively
high probability of the half duplex effect.

Our future work includes enhancing the access time
analysis to consider more aspects related to ProSe, such
as a probability model of the half duplex effect in the
PSCCH. In addition, we will evaluate the MCPTT access
time performance for the scenarios when multiple active UEs
try to talk at nearly the same time, or there are multiple
ongoing group calls competing for radio resources over
ProSe.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.
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TaBLE 9: Impact of parameters configuration on MCPTT access time.
Parameter Small Big
T (i) Shorter access time; (i) Longer access time;
SL (ii) More overhead; (ii) Less overhead;
(i) Faster retransmissions of Call Probe; (i) Reduced unnecessary retransmissions of Call
TFG3 (ii) More unnecessary retransmissions of Call Probe .. Probe; .
(e.g., with 3GPP default configuration) are likely: (ii) Necessary Call Probe retransmission may be
o ’ slowed down;
(i) Reduced nominal maximum and average access . . . .
time: (i) Nominal maximum and average access time
" o . may be larger;
(ii) The call merge procedure is more likely to be "
TFG1 triggered (e.g., with 3GPP default configuration), and (1.1) Re.d uced unnecessary call merge proc?dure
o . . triggering, and thus reduced effective maximum
result in increased effective maximum and average -
access time: and average access time;
(i) Faster determination of idle floor; (i) Slower determination of idle floor;
T201& (ii) The “multiple floor arbitrators situation” is more (ii) The “multiple floor arbitrators situation” can
(C201 % T201) likely to occur (e.g., with 3GPP default configuration); be reduced (C201*T201);
(iii) More unnecessary retransmissions of Floor Request (iii) Reduced unnecessary retransmissions of

(e.g., with 3GPP default configuration) are likely.

Floor Request.
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A Seismic Alert System (SAS), also called Earthquake Warning System (EWS) or Earthquake Early Warning System (EEW or
EEWS), represents one of the most important measures that can be taken to prevent and minimize earthquake damage. These
systems are mainly used to detect P-waves and the faster seismic waves and to subsequently trigger an alarm about the incoming
S-waves, the slower and most dangerous seismic waves. In some cases, distributed systems are also able to alert some locations
before the impending P-waves strike them. This paper presents Earthcloud, a cloud-based SAS that aims to provide all the former
capabilities while retaining financial accessibility. Earthcloud first results, generated from four months of data acquisition, are
compared with those coming from other systems. In particular, the paper focuses on processing and communication delays,
showing how the Earthcloud new detection strategy may minimize delays. Although a thorough test campaign with more sensor
nodes is needed to assess performance reliably, especially for highly dense urban scenarios, initial results are promising, with total
latencies for Earthcloud always kept under the 1-second mark, despite being at the expense of solid magnitude estimation.

1. Introduction

Due to the relatively fast propagation of earthquake waves,
it is only possible to receive alerts from SASs in a timeframe
that goes from a few seconds to tens of seconds before the
strike. Nevertheless, they can potentially yield very significant
benefits. If an earthquake occurs at night when people are
usually sleeping, for instance, the primary risk for human
health (primary in terms of the number of people affected)
is represented by the possible collapse of buildings or parts
of them. Potential victims usually wake up abruptly, most
likely in a state of panic and with the risk of being over-
whelmed by events. Risks for human health would be even
higher if an earthquake occurs during the day when many
people are working or traveling. Examples of these hazards,
unfortunately, abound and can go from small injuries to
large-scale nuclear disasters, for instance, derailment of trains
on railroads and subways, vehicles on bridges and tunnels,
dangerous machines and chemicals in work environments,

suspended loads and work at heights in building sites, fires,
and more, plus the collapse of buildings, as mentioned earlier.
In addition to all of these, some risks involve machinery that
may or may not affect human health but that would inevitably
cause economic damage. Receiving a seismic alert, even if
only seconds before the arrival of destructive waves, can
prevent human losses, injuries, and damage to machinery and
infrastructures. For instance, it can trigger the enforcement
of a previously approved emergency plan that people can
consist in moving away from hazardous equipment, taking
cover under desks or load-bearing structures, etc. Machinery,
on the other hand, can be automatically slowed, shut down,
and/or isolated, to prevent damage as well as to avoid the
ignition of cascading threats, such as fires that can kindle in
the aftermath of an earthquake.

Designing and operating an effective SAS, however, is
often not trivial, because an earthquake has to be detected,
processed, and notified significantly faster than the propaga-
tion speed of its seismic waves. Furthermore, environmental,
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traffic, industrial, and other kinds of noise that may easily
generate false positives are often present and have to be
effectively classified in a very short time with a very low error
rate. This paper presents the second iteration of Earthcloud,
an Internet of Things (IoT) SAS designed to be low-cost,
low-power, and cloud-based. From the detection of the first
anomaly to an alarm, processing and communication delays
of several systems is here analyzed and compared with the
results obtained from the Earthcloud prototype.

To provide the reader with solid interdisciplinary bases,
Section 2 pinpoints related work, while Section 3 summarizes
the necessary geological concepts. The deployed prototype is
described in Sections 4 and 5, where sensor units and the
cloud system are detailed, respectively. Section 7 presents the
outcomes of four months of processing, with an emphasis on
processing and communication delays. Section 8 concludes
the writing.

2. Related Work: An Overview on SASs

The goal of this Section is not to be exhaustive; it is instead
to present an indicative group of works from academia and
industry, to form a representative overview of the options and
to point the reader to relevant sources.

Back in 1996, Leach et al. wrote one of the first works on
SASs based on computer technology [1]. Authors designed a
neural network and trained it with real data extracted from
seismograms. Then, the neural network has been fed with
other data from the same sources, and its outcomes have
been studied. An actual system was not developed, but the
algorithm was successful in the accurate estimation of hazard
start, stop, and duration time. The algorithm was able to
generate a warning signal 0.3 seconds after detecting the first
ground motion.

The majority of SAS prototypes reported in the literature
aim to be low-cost use MEMS (i.e., Microelectromechanical
System) accelerometers as sensors. In [2], for instance, Hoque
et al. built a prototype where sensors are composed of
accelerometers attached to Arduino microcontrollers. The
control system is a LabVIEW software on a laptop that
communicates with sensors through the ZigBee standard. A
ZigBee antenna can theoretically have a range up to hundreds
of meters, but, generally, actual range is in the order of tens
of meters. The latter applies to the system, as presented by
the authors. With respect to Earthcloud, it is also moderately
more complex to set up. From the paper, it is not clear whether
the prototype has been deployed or not. Another work that
leverages accelerometers and Arduino microcontrollers is
that presented by Sherki et al. [3]. Instead of ZigBee, a
GSM module is employed, and the system is tested against
a vibration generator machine. The focus of the authors,
however, is in this case on signal analysis.

Accelerometers embedded in smartphone have also been
extensively used. For instance, Uga et al. [4] test these sensors
specifically for SASs applications and study how to separate
false positives from real ground motion, although tests are
performed against artificial data obtained with a shakeboard,
and smartphones are positioned on horizontal flat surfaces
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for the entire duration of the experiments. Shakeboards are
also employed to test prototypes designed to form an IEEE
802.11 (WiFi) Wireless Mesh Network [5, 6]. In these cases,
however, authors focus specifically on the performance of
wireless communications. They found that the sudden small-
amplitude P-waves (see Section 3) shaking can have a huge
impact on their performance, especially with no or scarce
Line Of Sight between transceivers. Accelerometers in smart-
phones have also been coupled with cloud elaboration before.
Heryana et al. [7] rely on 2G/3G/4G cellular technologies or
IEEE 802.11 to pass data between devices and a cloud service.
However, most of the paper is spent detailing the software
development cycle of the proposed Android application, and
very few information can be found about the effectiveness of
the system.

Other works focus on unconventional systems. Shayo
et al. [8] use the same low-cost accelerometer sensors seen
in other solutions. However, sensors transmit data to a
computer that, in the event of an emergency, transforms the
alarm signal in SMS form and then send it through cellular
networks. Another workstation has been set up to receive
those SMS and measure the elapsed time. Authors found that,
although the delays varied, on average these exceeded the
maximum tolerable delay for a SAS and concluded that SMS
is not a reliable platform for those means. An unorthodox
sensor is presented by Heindl [9]. Author proposes to detect
ground motions through the variations in read/write error
rates of common electromechanical magnetic hard disks. The
distributed system is designed in a P2P fashion. As in [7],
the SAS would require substantial user collaboration to work
correctly. Alternatively, although vendors would probably
oppose such a choice for security and privacy reasons,
operating systems might be modified to perform those SAS
tasks in the background, without the users’ consent. Anyway,
the system may become weak in the long term, as magnetic
hard drives are replaced by faster solid-state storage devices.

About systems that rely on users collaboration through
software deployed on common devices, the Earthquake
Network Project by Finazzi [10] is one of the best examples,
claiming 4 million downloads of its Android application,
750000 active users, and more than a 1000 early warnings
sent. While the analysis of data coming from the network
of smartphones is not trivial, statistical approaches are being
studied to improve the system [11].

An example of SASs from industry is ShakeAlarm by
Zaicenco et al. [12], developed by Weir-Jones Engineering
Consultants, a system that detects P-waves (see Section 3)
and claims to be able to determine in less than 0.5 seconds if
following waves will be dangerous. ShakeAlarm is deployed
in some regions of Canada and of the USA. There are also
SASs developed by institutions and deployed on a large
scale. In Japan, the Japan Meteorological Agency operates
an EWS [13] mainly formed by about 300 single-function
and multipurpose seismometers; the latter are equipped with
satellite mobile phone communication capability for backup
purposes and a power supply that can keep the whole system
operational for about 72 hours in the event of power failure.
The Japanese EWS fetches data also from seismometers
managed by universities, by the National Research Institute



Wireless Communications and Mobile Computing

P-waves
(prima unda)

TN

S-waves
(seconda unda)

Epicenter

5km

Nucleation
Zone

30 km

L/R-waves
(surface waves)

Hypocenter

Fault

FIGURE 1: Basic pattern of an earthquake.

for Earth Science and Disaster Resilience, and by the Japan
Agency for Marine-Earth Science and Technology. Taiwan
also has a nationwide SAS [14], while Mexico has a partial
EWS called SASMEX that comprises the SAS of Mexico City,
in continuous operation since 1991, and the SAS of Oaxaca
City that started its services in 2003. In the United States,
the west coast is currently covered by an experimental system
called ShakeAlert, presented by Burkett et al. and Given et al.
in [15], [16], respectively.

Earthcloud is a low-cost, low-power, and cloud-based
SAS at the prototypal stage. Klapez et al. previously presented
a version [17] that had two processing layers. The first was
represented by sensor nodes and the second by the cloud
infrastructure. New data was continuously generated by the
sensor devices and continuously sent to the cloud system.
The same data was processed twice, once by the sensors,
once by the cloud. Both were able to issue an alarm, on the
basis of the respective processing results. As the processing
power in the first layer is limited, and to keep processing
times acceptable, the cloud infrastructure was responsible for
issuing the most reliable warnings. In this paper, we present
the second iteration of Earthcloud. As it is described in
Section 5, it embeds a fundamental change in how warnings
are triggered and on how data is handled.

3. Key Geological Concepts

Earthquakes are generated in an area called the nucleation
zone. Most of the times, this area is located inside the seismo-
genic layer, that is the part of the Earth’s crust with a depth
ranging from 5 to 30 km. In the nucleation zone, multiple
types of waves are generated, with different characteristics
based on destructive potential and speed.

These waves mainly come in two arrivals. The time
between the two is the opportunity to detect and confirm
the earthquake and send an alarm signal. Each of these two
arrivals consists of many individual elastic waves that have
traveled from the epicenter to recombine at the recording site
as a function of their respective velocities, focal distances, and
propagation paths. As depicted in Figure 1, waves belong to
two types: body waves and surface waves.

The first arrival is composed by the fastest of body
waves, the P-waves (from Latin prima unda, i.e., primary
waves). These are compressional or longitudinal and shake
the ground in the direction of their propagation using
compression or rarefaction, while their speed is between 4
and 8 km/sec. P-waves are usually not destructive.

Body waves and surface waves may compose the second
arrival. They often produce both horizontal and vertical
ground motion and their peak velocities, peak accelerations,
and duration in time may cause significant damage to
structures.

The body waves in the second arrival are called S-
waves (from Latin secunda unda, i.e., secondary waves); they
shake the ground in a direction that is perpendicular to the
direction of propagation, while their speed is about 60% to
that of the respective P-waves [2]. S-waves can be destructive
in up to several kilometers from the epicenter due to the
phenomenon of seismic amplification, linked to the local
geology and morphology.

Surface waves are categorized into two types, called Love
and Rayleigh, from the name of the scientists that modeled
them. They are formed by constructive interference between
P-waves and S-waves, and they are the most dangerous.
Love waves travel slower than both P-waves and S-waves;
Rayleigh waves are the slowest. However, while they are
slower, surface waves decay much less with the distance than
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FIGURE 2: An Earthcloud Sensor Subsystem.

body waves, as they mainly travel on one axis instead of three.
The Earth’s crust where they travel acts as a waveguide that
provides little attenuation loss. In big earthquakes, they may
circumnavigate Earth several times before being completely
dissipated. In general, surface waves cause more movement
than body waves. In addition, the interaction among them
as they propagate can produce considerable amplification of
ground motion near the surface, a phenomenon called the
free surface effect that occurs when upgoing and downgoing
reflected waves are in phase and of considerably greater
wavelength than the thickness of the crust.

4. Farthcloud: Sensor Devices

An Earthcloud sensor system is composed of three elements:
a Raspberry Pi 3 Model B V12, the Adafruit ADSII5
Analog-Digital Converter (ADC), and a set of three 4.5 Hz
geophones. Figure 2 depicts and details elements and the
wired connections among them. Size proportions are real.
Raspberry Pis mount a Linux distribution as the operating
system; specifically, they mount Raspbian Stretch 9.4 with
Linux kernel version 4.14-34 (4.14.34-v7+).

As a whole, a single sensor system needs less than 1W.
To estimate the power consumption of the Raspberry Pi
boards, we based our calculations on the specifications [18]
published by the Raspberry Pi Foundation, in particular,
those regarding power consumption of the same specific
board in idle and low-load conditions. From an average
current of ~ 300mA, we removed 50mA for the HDMI port
and 100mA for mouse and keyboard (we picked up the best
case, the aggregated figure can go up to 1A), all components
not used in our setup. The values in [18] include WiFi usage;
we assumed a similar consumption for the Ethernet port,
that is the one used in our setup. All this, when considering

that the board is powered with 5V, yields a worst-case power
consumption of 0.75W. The GPIO pins may safely draw up to
50mA overall, while an individual GPIO pin can only safely
draw 16mA. In our setup, only the cable pictured in yellow
in Figure 2 draws a significant amount of current to power
the ADC through the 3.3 VDC GPIO pin; the power needed
for that is, therefore, equal to 0.0528W at most. The blue(ish)
wires transmit data from the ADC to the Raspberry Pi board
only, and, therefore, for the latter, those pins need a negligible
amount of power. Geophones are instead passive devices that
only need to be grounded. System-wide, this amounts to a
power upper bound of ~ 0.8W; considering common power
supply efficiency around 80%, we can safely claim a total
power consumption value equal to or less than 1W.

The geophones are the Earthcloud sensor elements. They
usually sit in between accelerometers and seismometers
in function and price, the latter being the most accurate,
delicate, and expensive system. A typical geophone has one
working axis and has the function to convert ground move-
ment that has the same direction of the working axis into
voltage. Therefore, any voltage deviation from the baseline is
data. A typical geophone consists of housing and, inside, of a
mass suspended by means of mechanical springs. The spring-
mass system has a resonance frequency, also called natural
frequency, in the working axis of the geophone. Conceptually,
when the sensor moves, if the velocity produces a frequency
that is lower than the natural, both housing and mass move.
If the generated frequency is higher, only the housing moves
and the mass tends to hold its position.

In modern geophones, like those used by Earthcloud, the
mass is formed by a cylindrical frame in which, externally,
two coils are attached so as to surround the cylinder. The
double coil allows reducing data distortion. The cylinder
and coil assembly are usually supported by springs, directly
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FIGURE 4: Geophone Housing.

connected to the geophone housing. Inside the cylinder
frame, there is a permanent magnet also directly attached to
the housing that does not move. Figure 3 illustrates a typical
geophone of this kind. Figure 4 shows the geophones in an
Earthcloud sensor system, in which they are enclosed in a
rigid structure firmly mounted upon a surface like a wall.
Therefore, if the movement frequency is lower than the
natural, there is conceptually no internal movement at all
if considering the relationship between coils and magnet;
i.e., the variation in the position of the coils with respect
to that of the magnet is zero. If the frequency exceeds the
natural, coils tend to maintain their position while the magnet
moves with the housing; therefore, there is a shift in location
between coils and magnet. As the coils are in the field of
the magnet, this shift produces a variation in voltage that
is proportional to the movement velocity. If the geophone
is fixed to the ground, its response is (if above natural
frequency) proportional to ground velocity. For comparison,
MEMS accelerometers respond to ground acceleration.
Geophones also have what is called a spurious frequency,
usually due to the small movements that the mechanical
springs can have in directions perpendicular to the working
axis of the sensor. These springs, in fact, are designed to
move linearly in the working axis but also to have the
possibility of small movements in the plane perpendicular
to the working axis. Motion in this plane, either transverse
or rotational, is essential to allow freedom of mobility in the
working axis for the cylinder and coil assembly. As there is
a resonance frequency in the working axis, called natural

frequency, there is also a resonance frequency in the axis
perpendicular to the former, that is called spurious frequency
(actually, there are spurious frequencies, the lowest is taken
as the spurious). The springs are, of course, very stiff in the
direction perpendicular to their working axis, hence the high-
frequency nature of the spurious resonance [19]. As shown in
Figure 5, the natural frequency represents the lower bound of
the usable bandwidth, while the spurious frequency the upper
bound. Therefore, the two frequencies together determine
the useful frequency range of the sensor. For all frequencies
in this bandwidth, the output sensitivity (i.e., the smallest
variation in voltage that can be measured by the sensor)
remains approximately constant.

As it can be seen from Figure 5, the actual response of a
geophone is not an on-off Boolean function. The mass still
moves below the resonance frequency, but output resolution
(i.e., the smallest variation in space that can be measured
by the sensor) drops fast (output resolution is calculated by
dividing sensitivity over noise, S/N). Inverse filtering can
compensate by flattening the response below the natural
frequency of the geophone, but it is only useful if there is
an adequate signal-to-noise ratio. On the other hand, for
frequencies higher than the spurious one, springs introduce
additional resonances that generate noise and therefore lower
resolution. Inconsistencies in materials and manufacturing
processes have a substantial effect on the determination of
the spurious frequency, hence its common specification as
SF > x, which indicates that the actual frequency band in
which spurious resonance will occur may be x ora y > x.

Geophones usually maintain signal digitization as a sep-
arate process, as the analog output is generated in the sensor
first and then is sent to an external digitizer. For comparison,
MEMS accelerometers derive their feedback from within the
digitizing process instead. In general, accelerometers have
lower noise at high frequencies, while geophones have lower
noise at low frequencies. The signal itself actually degrades
slower with MEMS accelerometers, usually around a 6-dB
as the frequency halves. For comparison, the same figure for
standard geophones is about 12-dB [20]. This should make
those accelerometers good candidates for low-frequency
recording; if the signal is strong, this is indeed the case.
The problem with MEMS accelerometers is the intrinsically
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high self-noise which makes them unsuitable for accurate
low-frequency signals detection. Table 1 lists the technical
specifications of the geophones currently used by Earthcloud.
As shown in Figures 2 and 4, an Earthcloud sensor includes
three geophones for three different axes that permit to gather
data in a 3D domain.

5. Earthcloud: Cloud Infrastructure

Figure 6 shows the overall architecture of Earthcloud
together with the composition of cloud services. At the
moment, the latter are based on the Amazon AWS platform,
in which Earthcloud services mainly operate from Ireland,
EU.

IoT is a paradigm based on the connection between
devices in the physical world, often sensors and data-
gathering devices, and the Internet. Each Earthcloud sensor

TaBLE 1: Technical specifications of the geophones used.

Name

Natural frequency
Damping

Coil resistance

Open circuit sensitivity (V/m/s)
Harmonic distortion
Typical spurious Frequency
Moving mass

Max. coil excursion p-p
Element diameter

Element height

Element weight

Operating Temperature

EG-4.5-11
4.5+10% Hz
0.6 £5%
375+ 5% 1 Q)
28.8 £ 5%
<0.2%
>150 Hz
11.3g
4 mm
25.4 mm
36 mm
86¢g
-40°C to +100°C
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represents the edge of the cloud system, and it continuously
scans the data incoming from its geophones. The only
processing mechanism is a threshold-based filter; i.e., if data
coming from a geophone exceeds a certain threshold (e.g.,
v > 0.5mV), a prewarning is issued to the cloud, together
with the data that generated it. The principle on which Earth-
cloud warnings are based is purely probabilistic. In order
to minimize to the maximum processing delays, sensors
do not attempt to determine if signals from geophones are
due to earthquake waves or noise. The system relies instead
on the number of prewarnings received. As the number of
sensors issuing a warning in the same region and in the same
timeframe increases, the probability of contemporaneous
false positives decreases.

Data generated by the Earthcloud sensors are encap-
sulated in MQTT messages continuously fed to AWS IoT,
which preprocess and route them to Amazon Kinesis. When
the data coming from its geophones exceed a set threshold,
the sensor device sends a warning to AWS IoT, which in
turn broadcasts it to the other sensor devices located in the
same region. If a sensor device in a region issues a warning
and receives a certain number of warnings with which it
recognizes other » sensor devices of the same region as the
source, it emits an alarm to registered entities. Subsequent
alarms from other sensor devices located in the same region
can be then safely ignored for a certain timeframe. Sensor
data is small in size but can be continuously generated, from,
potentially, thousands of sources. For Earthcloud, Kinesis has
a dual function: to process data and issue alarms in real-
time, and to act as a bridge between AWS IoT, the data
entry point, and Amazon S3, the data endpoint. Clearly,
the real-time part (depicted in Figure 6 with a light red
background) is critical for Earthcloud. After receiving data
for several warnings from the same region, Kinesis also issues
an alarm to registered entities, serving as the confirmation
that alarms are relevant and not false positives. Due to
the significantly higher processing power of Kinesis with
respect to sensor devices, in fact, the former can process
more data and extrapolate more precise information, all in
a short timeframe. The Kinesis alarm is supposed to follow
those arriving at registered entities from sensor devices.
However, there might be corner cases in which the latter
fail to identify an earthquake; in these cases, the Kinesis
alarm would be the first that is received by registered
entities. Through an assessment of an ever-increasing data
set, we expect to determine the probability with which
Kinesis would issue a false alarm while being the only entity
raising the issue. If we will find it to be sufficiently low,
the alarms coming from the cloud system alone could be
considered final even without the explicit support of sensor
devices.

If needed, data can be converted into different formats
before leaving the Kinesis bridge. Amazon S3 is a data storage
service, well integrated with the other services from the same
vendor. Data in S3 can be then further analyzed, manually
and automatically. Amazon Athena allows querying S3 data
through regular SQL (S3 data are stored as objects, not as SQL
rows), while Amazon QuickSight, or other solutions, eases
or performs data analysis. All the passages from Amazon

S3 forward are regarded as batch processing (depicted in
Figure 6 with a light blue background); more sophisticated
analyses can be performed, but it can take anywhere from
few seconds to few minutes to obtain the results. Although
it is in the works, we do not have a system based on
machine learning implemented at this stage. However, as
the data set grows, all relevant data collectable from S3
becomes more valuable to train a suitable neural network
adequately.

5.1. Network Performance Considerations. Cloud services are
provided with already built-in redundancy features, at least
as long as they are deployed on premises of established
vendors. However, as strong earthquakes are likely to disrupt
infrastructures [21-24], redundancy should be introduced to
sensor devices too. As we used flexible, low-cost, and low-
power devices, it should be feasible to power them with small
rechargeable batteries as well as to enable on them multiple
connection channels [25, 26], all while retaining financial
convenience. Within shared wireless networks, it is important
to maintain the latency low. To do so, the signal-to-noise
ratio of the wireless network chain (i.e., sensor devices, access
point, repeaters, routers, etc.) must be kept high, while the
saturation of channels belonging to devices of the same chain
must be avoided. To have high-throughput capabilities is
not crucial per se for sensor devices, as the data rate they
produce is very low. However, if a wireless channel starts to
be congested, jitter and latency increase, even to the order of
seconds. It is therefore important to either prevent [27, 28] or
manage [29-33] congestion.

6. Earthcloud: The Prototype Setup

The first prototype of Earthcloud consists of the cloud system
(in beta) and three devices. These have been deployed in
Modena, an Italian city in the Emilia-Romagna region, a
mid-north area of Italy, EU, classified as a moderate-to-
high seismic zone according to the 1999 Global Seismic
Hazard Map [34]. In 2012, a seismic swarm struck Mod-
enas area with intense earthquakes [35]. The first strong
earthquake was registered on May 20, 2012, at 02:03:52 UTC
(04:03:52 local time, i.e., at night). It had a 5.9 Richter
magnitude (M, for local magnitude) and a hypocenter
located 6.3 km underground. Other subsequent earthquakes
followed, two with 51 M;. Seven people died, 50 were
injured, and 5000 lost their houses, while many historical
buildings collapsed, together with several farms and factories.
Consequential to the disaster, soil liquefaction also caused
collapses of recently built structures. On May 29, 2012,
a second strong earthquake hit the same region with a
5.8 ML and a 10.2 km-deep hypocenter, at 07:00:03 UTC
(09:00:03 local time, i.e., in the morning). Other subse-
quent earthquakes followed, among which one with 5.3
M; and another with 5.1 M;. Consistently with what is
exposed in Section 1, damages were more significant. 20
people died, 350 were injured, and 10000 more lost their
houses. Among the aftershocks that followed, on June 3,
2012, another one with 51 M; hit the area. There were



First warning delay (seconds)

Wireless Communications and Mobile Computing

h

% .

Earthquake Network [C+P]
(MEMS Acc.)

SMS [C]
(MEMS Acc.)

MyShake [P+C]
(MEMS Acc.)

WSN [C+P]
(Unknown)

Hualien V1 [P+C]
(FB Acc.

Hualien V2 [C] FD Hualien V3 [C+P]  OS Hualien V3 [P] Earthcloud V2 [P+C]

Acc) (Seism.) (Seism. + MEMS Acc.) (Seism. + MEMS Acc.) (Geophones)

FIGURE 7: Comparison of first warning delays among different SASs (both prototypes and in production).

building damage and collapse, but no casualties. The two
strongest earthquakes were also felt in nearby European
countries, in particular in southeast France, Switzerland,
south Germany, Austria, Slovenia, and Croatia. Damages
were classified on the Mercalli scale (EMS-98) that classifies
earthquake damages instead of its released energy, with a
value of 8/12.

Two sensors have been initially installed on June 19,
2018, at the Department of Engineering Enzo Ferrari of
the University of Modena and Reggio Emilia, inside a
temperature-controlled server room. Devices are connected
to the Internet through Ethernet cables, directly attached
to the department switches for minimum latency, and are
powered through electrical outlets. The geophone hous-
ings have been firmly mounted directly on walls concrete,
with an industrial-grade wood-concrete glue. One has been
installed on a load-bearing wall, while the other on a wall
next to the room door, which is opened and closed very
infrequently. The intent was to have two sensors in the
same place but with one more sensitive to false positives.
A week later, a third sensor has been deployed in a storage
room belonging to a dismissed industrial building, located
in a different area of the same city. The geophone hous-
ing was mounted on a load-bearing wall. This device was
also connected to the Internet through an Ethernet cable,
but with the difference of the latter being attached to a
commercial off-the-shelf router manufactured for domestic
purposes. Power was again provided by an electrical wall
outlet. For the first prototype, unrefined ad hoc containers
for geophones have been built by creating several rectangular
prisms of approximately the same size from solid wood.
Three holes to house the geophones have been drilled in
each container, two for horizontal axes and one for the
vertical axis, as in Figure 4. The holes allow for very limited
movement of the geophones inside the housing, around
1 mm. As data analysis gets refined, more sophisticated
housings will be created, in order to further minimize
geophone allowances inside their containers or cancel them
altogether.

7. Processing and Communication Delays

This section compares the latency performance of Earthcloud
with the delays reported by different SASs in the literature.
When possible, it is reported data from real earthquakes.
Where this kind of data is not available and if simulation data
is instead present, the latter is reported here.

Figure 7 depicts the comparison, where the vertical axis
renders the delay that exists between the first wave arrival
and the issue of the first warning, while the horizontal
axis reports the SASs. In the label identifying a SAS, the
round brackets in the second line inform about the kind
of sensors employed by the system. The square brackets
instead contain whether the delay values include processing
delays (P) and communication delays (C). The order of these
delays in the square brackets matters. The processing delay, in
particular, can be found before or after the communication
delay, depending on whether the processing performed on
sensors is more significant or that on a remote system. In
the case of Earthcloud, the symbol P is italic, to represent
an almost negligible contribution. In the case of Hualien
V3, the acronyms FD and OS stand for front-detection and
on-site, respectively. A front-detection system aims to detect
earthquakes in one place and give early warnings for more
distant locations. On-site systems aim to recognize P-waves
and to issue an alarm, in the same place where they are
located, before S-waves arrive. The boxes of the box plot
are composed as follows. The full horizontal line inside the
perimeter of the boxes is the median, while the dotted line
is the arithmetic mean. The lower and upper bounds of the
boxes mark the first and the third quartiles, respectively. The
whiskers include instead the values between Q1 — (1.5 * IQR)
and Q3 + (1.5 = IQR), where IQR is the interquartile range,
calculated with IQR = Q3 — Q1). We considered the other
values, i.e., the dots outside the whiskers bounds, as outliers.

71 Earthquake Network. The Earthquake Network is a
research project [10, 11] that leverages the MEMS accelerom-
eters embedded in common smartphones to create a
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crowdsourced front-detection EEWS. The principles on
which the Earthquake Network operates are similar to those
of Earthcloud. For the former, sensor nodes are represented
by smartphones where a specific application is voluntarily
installed by the user. If the smartphone is monitoring the
output of its accelerometers, it sends an “alive” message to
a central server every 30 minutes. In this way, it is possible
to estimate how many sensors are active in each moment and
where are they located. Similarly to Earthcloud, the process-
ing in sensor nodes is kept to a minimum. In the Earthquake
Network case, every vibration detected by a sensor appears
to be logged, filtered, and then eventually sent to the central
server together with the position of the smartphone. The
sensor nodes, therefore, use the resources needed to operate
their embedded accelerometers, log their data, filter it, and
send it to the central server. The delay between the beginning
of the ground shaking and the vibration detection from a
smartphone is reportedly equal to 1.5s [11]. The detection
algorithm is completely deployed server-side. In general, the
authors report several figures about the delay experienced by
various subnetworks during real earthquakes, including also
false alarms. In particular, it is reported in detail the system
response in the case of the M7.3 earthquake of May 12, 2015, in
Nepal. The detection happened after approximately 6.5s from
the moment the seismic waves reached the first smartphone.
Firstly, the aforementioned 1.5s are assumed. As communica-
tion delay, 0.5s are assumed of having been needed for each
one-way communication between smartphone and server,
yielding a RTT (Round Trip Time) of 1s. The server was able
to confirm the earthquake after 4s from when it received the
first notification. In general, the authors report total delay
values in the range from 2 to 17 seconds, with a median of
7s and a mean value of 8.15s. The paper [11] also contains
delays resulting from simulations, not included here as per
the guidelines defined in the incipit of Section 7.

72. SMS. Authors in [8] evaluate Short Message Service
(SMS) messages as a platform to transmit seismic alerts. They
created a prototype able to deliver SMSs through three mobile
operators in Tanzania, finding that the communication delays
fluctuate strongly, almost always exceeding the threshold of
5s took as reference. The delays resulting from the study
have been deliberately isolated as communication delays only.
Data is generated by a MEMS accelerometer connected to a
sender computer and is then transmitted as SMSs to a receiver
computer, every 20 minutes, for 21 days. It is worth to note
that the same SMS was always simultaneously transmitted via
the three operator networks. The study specifies that values
greater than 15s have been discarded, as considered too high
to be useful. The data reported here is composed by the values
registered in one of the days of the experiment; specifically,
the day with average values overall among the days of the trial.
In this 24 hours, authors report total delay values in the range
from 8 to 14 seconds, with a median of 10s and a mean value
of 10.34s.

7.3. WSN. In [6], Wireless Sensor Networks (WSNs) are
proposed as low-cost tools to realize front-detection EEWSs.

The authors refer to WSNs as “computer networks whose
nodes communicate wirelessly using a license-free spectrum
in a self-organized manner”. This work focuses on the opti-
mization of the network routing protocol, as it is determined
that shakings representative of P-waves of M6 or greater at a
distance of 40k or less can easily result in severe multipath
and shadow fading effects that considerably affect perfor-
mance of the WSN wireless communications right when
the EEWS is needed the most. The paper mainly presents
outcomes of simulations. Delays range from 0.1 to 3 seconds,
growing together with the number of WSN nodes. As the
latter increases, the reliability of the warnings decreases. The
median results equal 0.3s while the mean 0.9s. In the study,
values “as low as 4s” are cited for real implementations.
The simulated values are very low. This is due to the fact
that, like Earthcloud at its current stage, sensor nodes do
not perform substantial processing. Unlike the Earthcloud
prototype that can estimate the epicenter location, both the
magnitude and the epicenter location estimations are not
performed by WSN. There are some additional remarks
that need to be made. Firstly, the reported figures are only
correlated to the time interval between a generic P-wave
arrival and a generic positive alarm decision, but information
about which node does what is missing. Negative delays are
also reported in the paper, clearly representing a warning
arriving to a node still extraneous to the P-wave detection.
This might strongly skew this system results in the framework
of the comparison presented here. To mitigate this problem,
only the positive values have been considered, although it
had not been possible to correlate them correctly. On the
other hand, the values cited to be “as low as 4s” for real
implementations have not been included here. It has also
to be considered that the focus of the article is the routing
protocol and not the SAS. Lastly, the performance parameters
of the simulated network are unknown. As a consequence,
it is not possible to evaluate, nor mitigate, eventual offsets
with systems that would be physically deployed. Because of all
the above-mentioned issues, the presented values should be
validated by a real-world implementation before considering
them reliable.

7.4. MyShake. MyShake [36] is another example of front-
detection SAS based on the MEMS accelerometers embedded
in common smartphones. The study identifies earthquakes
that happen within a 10 km radius and that have a magnitude
that is at least 5, as those that can be detected by the average
smartphone. When the MyShake application is installed and
active, and ad hoc algorithm continuously monitors the
accelerometer and communicates shaking data to a central
server if a certain condition is triggered. The central server
uses a detection algorithm to confirm that an earthquake is
underway and, if the output is positive, it calculates location
and magnitude and issues an alarm. The paper [36] does
not outline the details of the triggering algorithm on the
smartphones, but it appears that the system performs an on-
phone detection that is subsequently validated by a central
server. The MyShake proof-of-concept has been validated
by simulations, resulting in a combined delay of 5 seconds
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after the origin time. Unfortunately, from the paper it is
not possible to identify the delay components, although the
overall figure is in line with similar systems [15, 16]. In
Figure 7, data of 4 and 6 seconds for MyShake have been
added for graphic purposes only.

75. Hualien. Hualien is a highly seismic area in Taiwan.
Following a strong 6.8 M earthquake in 1986, the Central
Weather Bureau of the country developed and tested several
EEWSs [37], in a time span of 25 years. With reference to
Figure 7, we present here the main outcomes of the various
SASs presented in [14].

7.5.1. Hualien V0. The first deployed system, not depicted in
Figure 7, was a front-detection prototype based on 10 non-
MEMS force-balance accelerometer stations that continu-
ously transmitted data to a central mainframe. During the 2-
years test period, the system could provide quake warnings
in approximately 10 seconds or more. As the system was also
designed to provide earthquake localization and to determine
quake magnitudes, its scarce reliability in these respects was
enough to shut down the system.

7.5.2. Hualien V1. The subsequent iteration of the front-
detection system was based on similar principles but included
110 non-MEMS force-balance accelerometer stations orga-
nized in virtual subnetworks. This is the system still currently
operated by the Taiwan Central Weather Bureau. Every 10
seconds of recordings is processed by each virtual subnetwork
in order to determine if an earthquake is occurring and, in the
case, its magnitude and hypocenter. V1 is significantly more
accurate and precise in earthquake rate detection, magnitude
estimation, and hypocenter determination, at the expense of a
higher average warning time. This is on average around 19s,
although large variations exist on the reported earthquakes,
ranging from 13 to 27 seconds. Times like these may be
useful for locations 70 km or more away from the epicenter.
While the estimation of the hypocenter can be computed
in less than 10s after the arrival of the P-waves, magnitude
estimation requires higher times, as it needs data from the
S-waves [38]. Tests have been also made by incorporating
the signals from distant sensor stations; however, it has been
found that the addition in warning time is significant, for an
almost negligible improvement in hypocenter and magnitude
estimation [39].

7.5.3. Hualien V2. To provide warnings to locations within 70
km from the epicenter of an earthquake, an on-site prototype
based on a seismographic network has been developed. Seis-
mic signals are continuously transmitted to a central station
with IP-based networks. The system tries to identify the peak
magnitude of the initial P-wave displacement instead of the
magnitude of the earthquake, in order to shorten processing
times. Total warning time is not clear. It is claimed that this
on-site alert system may offer warnings in less than 10s;
among 54 earthquakes detected by the system, however, on
average almost 19s have been needed to issue a warning.
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75.4. Hualien V3. To further reduce the warning times
without densifying the network with a lot of high-cost non-
MEMS force-balance accelerometers, a hybrid system named
Palert, based on MEMS accelerometers, was developed by a
consortium of industry and academia. Palert is both an on-
site and a front-detection system. Sensor devices employ a
local full-fledged algorithm to detect P-waves and calculate
their peak magnitudes. Sensors also send, each second, all
the acceleration signals to a central server. If a P-wave
is detected on-site, sensor devices start an alert with a
warning sound. If the central server recognizes that a certain
number of Palert stations are triggered, it considers it an
earthquake and it starts to compute hypocenter, magni-
tude, and issues an alarm. For the front-detection slice, a
mean value of 15.5s, compared to ~19s, and a median of
approximately 14s, instead of ~19s, indicate the V3 ability
to issue warnings faster, at the expense of a slightly higher
uncertainty regarding magnitude and hypocenter estimation.
It was concluded that Palert is able to function as an
EEWS, for regions located at 60 km or more with respect
to the quake epicenter. Regarding the on-site subsystem, it is
shown how the system can issue local warnings much faster.
Apart from a value of 0.01s, that is probably an error, the
majority of stations issued warning times between 1s and
7s.

7.6. Earthcloud. On July 1, 2018, a low-power earthquake
of magnitude 3.6 on the Richter scale struck the region at
07:32:16 UTC (09:32:16 local time), with a hypocenter 14 km
deep and epicenter 59.11 km (36.73 mi) and 59.69 km (37.09
mi) from the first two devices and the third one, respectively,
in a straight line. The farther distance where the earthquake
was perceived, instead, has been reported to be approximately
58 km in a straight line from the epicenter. The Earthcloud
system determined that an earthquake was underway in
times between 0.7s and 0.8s. Each Earthcloud sensor, instead,
detected a probable earthquake and communicated a warning
in times ranging from 0.1 to 0.2 seconds. All these delays
do not include magnitude estimation that is not currently
performed by the prototype. The variation in time between
sensor devices is due to the different network paths to the
cloud system. The processing time is conservatively assumed
to be ~50ms for each device (each device has the same
processing power, and it is configured exactly the same
way as the others). Transmissions between each of the
two colocated devices and the AWS servers have a RTT
of 106ms, therefore a one-way delay of 53ms. The same
figures for the third device are instead 343ms and 172ms,
respectively. As the region is the same and the number
of devices is low, we considered a positive alarm only the
case in which all 3 devices issued a warning in the same
timeframe. The two colocated devices needed 0.275s to be
aware that all 3 sensor nodes issued a warning, while the
third device needed 0.393s instead. Kinesis knew of the three
warnings in 172ms, and we assume that it may need up
to 600ms to issue an alarm to farther sensor devices. This
is confidently a worst-case scenario, as even the delays of
geosynchronous satellite communications are usually lower
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FIGURE 8: Comparison of first warning delays among different SASs, logarithmic scale.

[21]. Figure 8 depicts the same values of Figure 7 but on a
logarithmic scale, and it is shown here to clearly compare
the results of Earthcloud V2 with those of the other fastest
systems.

Data harvested by Earthcloud on July 1, 2018, has been
batch processed and cross-referenced with data of the same
day from the Italian National Institute of Geophysics and
Volcanology (INGV), which in turn sources data from the
Italian National Seismic Network and other local, regional
and national networks belonging to other national or inter-
national institutions. From cloud data gathered through
Athena, it was confirmed that the two colocated devices
detected the arrival of P-waves on all three directional axes,
with peak values of [0.5| mV, at 07:32:31 UTC (09:32:31
local time) of the device clocks. The third device did not
produce useful data, as it did not manage to differentiate
earthquake waves from background noise. Its warning, how-
ever, contributed to the system earthquake determination.
Several reasons may account for this noise in data; most
likely, either there were some other vibration sources, the
device was misconfigured, its assembly on the wall poorly
performed, or it had some component (e.g., the analog-to-
digital converter) failure. Considering a straight line dis-
tance of 59.110 km at earth level and a hypocenter with a
14.000 km depth, an approximation of the actual source point
of the earthquake can be calculated as the hypotenuse of the
right triangle formed through the previous figures, that is
equal to 60.745 km. Counting a time difference of 15.000 s
and assuming that device clocks were synchronized with
INGYV time, the resulting P-wave average velocity between the
source and the detection point would be equal to 4.050 km/h.
This figure is slightly higher than the lower end of the often-
reported speed interval for P-waves of 4—8 km/h. Actually, as
reported in [40], P-waves can travel from anywhere between
300 and 6500 m/s, depending on the terrain composition.
Considering the presence of significant marshy deposits in
the region (Modena, in the past, was a very swampy terrain),
which can hamper wave propagation, it is plausible to expect
wave propagation velocity attenuations when comparing it

to average values. Furthermore, no other relevant data could
be extracted from Athena in a slightly larger timeframe.
Therefore, the detection was considered positive.

At 07:32:38 UTC (09:32:38 local time), the secunda unda
was identified. Earthcloud detected S-waves until 07:32:40
UTC (09:32:40 local time), through data with peak values of
[1.125] mV from the colocated devices. Detection started at
second 38 and ended at second 40, resulting in a traveling
time of 22.000 s and 24.000 s, respectively, that give average
velocities of 2.761 km/h and 2.531 km/h, each, calculated
following the same logic used for P-waves. The mean value
between the two results in 2.646 km/h. The latter is 65.333 %
of the P-wave average velocity, an amount that is consistent
to the typical approximate figure of 60 % that relate S-wave
speed with the preceding P-wave speed, when considering
the same direction and the same traversed materials. As a
consequence, the detection was deemed to be positive.

7.6.1. Challenges. The number of sensor devices deployed in
the Earthcloud network is still too low to definitely draw
conclusions about the performance of the system. The same
applies to the number of earthquakes experienced by the
prototype. In particular, crucial information to extract is the
relationship between the timing of definitive alerts and the
accuracy of earthquake detection.

The time needed to perform the very basic processing
functions in sensor devices is fixed. Being very scalable, a very
similar property can be expected from the cloud. However,
processing times might grow if algorithms for magnitude
estimation are employed.

Due to the presence of Content Delivery Networks,
middle boxes, etc., in the paths between sensor devices
and cloud infrastructure, communication delays will most
probably be defined by a certain range. In this regard, the
most aleatory factor is instead the connection between sensor
devices and the Internet. As described above, we experienced
RTTs ranging from 106 to 343 milliseconds. Both include
cloud processing time related to the routing of packets.
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Being the infrastructure and the entry point the same, the
237ms difference is with certainty attributable to the network
path between devices and AWS servers. The third sensor
installed, in fact, instead of being directly connected to a
university-grade network switch, is connected to a regular
home router. As all sensors have been up to now connected
to a router/switch through Ethernet cables, higher delays are
expected if connecting devices through WiFi.

8. Conclusions

This article presented the second iteration of Earthcloud, a
SAS designed to be low-cost, low-power, and cloud-based.
Earthcloud processing and communication delays have been
analyzed and compared with those of several other systems.
Although more data is needed to draw solid conclusions,
the Earthcloud prototype provided encouraging results. Soon
after the system went operative, a small yet noticeable earth-
quake hit with a 14 km-deep hypocenter and an epicenter
located approximately 60 km in a straight line from where
sensor devices were deployed. Earthcloud emitted a number
of warnings, validated through the collected data that indicate
a significant correlation between the elaborated material and
the seismic data published by the relevant national authority.
All warnings issued by the prototype have been signaled
in less than 1 second. This delay is in stark contrast with
traditional SASs, as well as with later low-cost alternatives
based on MEMS accelerometers and local processing; in both
cases, these systems usually give alerts in approximately 5
seconds when on-site, or in 10 to 20 seconds when front-
detection. Part of the reason is that they usually cover a very
specific area while employing some form of magnitude and
epicenter location estimation. While the latter would be, in
perspective, given also by the Earthcloud system as it is, the
former would need the employment of additional processing
algorithms that would presumably increase the prototype
warning times.
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In this paper, we analyze requirements of next generation 112 emergency services in the era of ubiquitous mobile devices and
sensors and present the design, implementation, and piloting results of our testbed, which was developed within the H2020 project
NEXES. The system leverages a multihop location-aware PEMEA routing network that finds the geographically closest responsible
public service answering point (PSAP) and supports cross-border application roaming. Our reference mobile implementation
utilizes multiple device and network-based positioning technologies, which, combined, both outperform traditional cell-tower
based positioning and provide a means for detecting fraudulent calls. The system is extensible and can establish a variety of
communication channels after the initial emergency session is set up; we demonstrate this with an interoperable WebRTC-
based video call. The obtained results demonstrate the viability and flexibility of PEMEA-based over-the-top emergency services,
show high user acceptance when comparing them with existing solutions, and thus pave the road for further rollout of such

systems.

1. Introduction

In recent years, ubiquitous sensing and positioning have
enhanced several applications for general population. For
example, web search engines commonly tailor results to user’s
location; nearby events and stores are promoted on social
networks and through advertising platforms. Commercial
applications even extend to indoor positioning based on
advanced Wi-Fi network models and Bluetooth beacons
[1].

However, emergency services throughout the world are
still largely relying on network-based mobile phone tracking,
which either utilizes cell identification, cell coverage, trian-
gulation, or trilateration. Such approaches yield accuracy in

the range of a couple of hundred meters at best, which is
much worse than the previous landline number-to-location
mapping. For improved emergency services a better location
is needed, which has to be provided either by a denser
deployment of base stations [2] or by other sensors or
mechanisms, implemented in the handset itself [3-5].

The latter option is already viable today; off-the-shelf
mobile handsets commonly use a Global Navigation Satellite
System (GNSS) receiver [6] and can look up the location
of nearby Wi-Fi access points [7] and cell IDs in large
crowdsourced databases provided by companies such as
Apple, Google, or Combain. General-purpose emergency call
solutions that leverage such handset-based positioning today
are either SMS- or HT'TP-based or encompass proprietary
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applications that are tied to a specific PSAP (e.g., a national
mobile application tied to a national PSAP).

In this paper, we describe how we deployed and tested an
end-to-end system for data-based emergency calls based on
a new roaming-capable standard for Pan-European Mobile
Emergency Application (PEMEA) [8]. The described testbed
comprises a mobile application with a backend server,
PEMEA network nodes, a PSAP system, and multiple over-
the-top and legacy communication services, ranging from a
PSTN and SIP calls to a WebRTC video call.

In Section 2 we examine the related work in this area.
Section 3 outlines the requirements that we elicited from var-
ious system stakeholders. Section 4 describes system design
and Section 5 the implementation details. In Section 6, we
evaluate the system from technical and user perspectives. In
Section 7, we provide concluding remarks.

2. Related Work

Multiple initiatives and projects have been trying to address
the problem of contacting emergency services and provid-
ing better information faster [9]. The NGI12 Long Term
Definition [10] document by the European Emergency
Number Association (EENA) focuses primarily on bringing
together today’s heterogeneous telecommunications systems,
such as legacy telephony networks, telco-managed IP-based
voice services (such as Voice over LTE), and a dedicated
Emergency Services Internet Protocol Network (ESInet).
Most of these systems are telco voice centric and will be
interconnected using gateways and a number of specialized
functional elements for call routing, media transcoding,
location information exchange, and similar. As a vision for
the future, integration with over-the-top (OTT) systems
is also foreseen, such as web-based solutions, but these
are currently nonexistent in practice and only recently
have standards begun to emerge. Various research projects
are extending this space in the directions of accessibility
for the elderly and people with disabilities, social media
integration, haptics, automated calling, and similar [11-
14].

Rudimentary data exchange, which is possible in such
systems, already provides a range of possible benefits over
voice calls, starting with more efficient and less error-prone
data collection when every second counts [3, 15, 16], auto-
mated triggering as it happens in the vehicular domain with
eCall [17-19], to the possibility of automated triage on the
PSAP side in case of large-scale events [20].

The actual mechanics of data delivery are usually solved
on a national level, with integrations between operators and
PSAPs, either by event-based message delivery or by the use
of location and information platforms with a central database
(e.g., the Polish PLI CBD).

A notable and more recent standard in the mobile domain
is the Advanced Mobile Location (AML) (ETSI Technical
Report (TR) EMTEL-00035), which is considered as an
enhancement of legacy emergency systems. Today, AML
is supported in majority of mobile devices on the market
(Android and iOS based), but only a handful of countries
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currently support it. AML typically uses an invisible-to-
the-user text or binary SMS [21] to send the emergency-
related data when an emergency number is dialed. It
can be configured to post the data to a REST API as
well.

Other innovative solutions in this space include using
text-to-speech to relay preset information and location infor-
mation to the dispatcher automatically using voice, as well
as using proprietary information repositories to store such
information. Another possibility is the E.164 Number to
URI Mapping (ENUM) standard that maps phone number
identities to records in the Domain Name System (DNS);
this is already implemented in some countries and could be
used for the discovery of a Location Information Server (LIS),
storing the user’s location. In our opinion, these solutions are
a poor fit in terms of both required flexibility and regulations.

In addition, none of these solutions has adequately
addressed the aspects of international roaming. This is
relevant not only due to the increasing number of travelers,
but also because it ultimately enables mobile application
interchangeability. A small PSAP can thus leverage a higher-
quality app developed by another region or country. A
proposal addressing this problem is the recently published
PEMEA standard [8, 22, 23], which is also an important
first step towards the interconnection of the telco emergency
infrastructure systems with the OTT world. In this paper,
we try to demonstrate the viability of PEMEA in practical
scenarios. Further, we aim to demonstrate that it can be
extended with support for various communication technolo-
gies; we focus specifically on web-based OTT technologies
that can provide an emergency services ecosystem that is
secure and reliable and at the same time sufficiently open for
new developers and services.

3. Requirements Engineering

We defined our design guidelines and constraints through the
process of requirements engineering, with the help of a num-
ber of real world emergency systems stakeholders, including
112 PSAP operators, first responders, third-party solution
developers, and equipment vendors. During the process, we
have organized multiple workshops and tabletop exercises
for collection of requirements, as well as feedback, both
before and during the system implementation. Besides the
usual requirements of reliable operation, user-friendliness,
providing adequate feedback to the caller, support for GNSS
positioning, and support for video communication to cater
especially to the deaf and hard of hearing people, we also
identified multiple less obvious requirements and features:

(i) Positioning using multiple technologies (both device
based: GNSS, Wi-Fi, and mobile network based)

(ii) Medical data transfer with adequate data privacy: on-
demand transfer of data only to the ambulance service
dispatchers, bypassing intermediaries

(iii) Ability to capture as much contextual information as
possible (battery level, network type, data downlink,
and uplink speeds) to guide further communication
decisions and constraints
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FIGURE : Pilot system architecture and main data flows. Green arrows denote media (audio/video) streams.

(iv) International roaming, to enable an app connected to
its own backend to be used abroad

(v) Effortless extensibility with PSAP’s own content and
web-based services, such as web-based surveys

(vi) Chats, media (images and uploaded videos) should be
stored on the premises of the destination PSAP

(vii) All audio and video communication should be
recorded and stored on the premises of the destina-
tion PSAP.

Based on these requirements, the system design was itera-
tively refined until the requirements were met and most of
the existing and desired procedures could be executed from
beginning to end.

4. System Design

The final end-to-end architecture of the system is presented
in Figure 1, together with three main groups of message flows.
In the following sections, we describe each subset of the
architecture.

4.1. PEMEA Network. The core of the architecture is shown
in a blue block (Figurel). PEMEA architecture consists
of basic routing elements, PEMEA Service Provider (PSP)
components. Each PSP can be either an entry node for
emergency messages (termed originating PSP or oPSP), or
an exit node that talks to a PSAP (in this case it is called a

terminating PSP or tPSP). An identical node can operate at
a higher level and forward messages between PSPs; then it
becomes an Aggregating Service Provider (ASP). A message
with a predefined format is passed between the PSPs and
ASPs, called the EmergencyDataSend (EDS) message. EDS is
defined with an XML schema in the PEMEA specification
[22] and includes geographic coordinates of the sender, as
well as some routing-related information (time to live, list of
hops, etc.). All information passed between PEMEA nodes
is communicated through SSL REST APIs that are mutually
authenticated using X.509 certificates.

To secure the system, PEMEA expects all entry and exit
nodes to trust their sources and destinations, respectively, by
using a Fully Qualified Doman Name (FQDN) whitelist.

4.2. Data Source and Destination. The sources of emergency
messages in the EDS format are called Application Providers
(AP). In most cases, a source is expected to be a mobile app
backend (relaying data of all of its users), rather than an indi-
vidual mobile app. Mutual authentication and whitelisting
mechanisms make it easy to block a rogue backend that is
sending out a large amount of fraudulent calls. To store the
locations, a Location Information Server (LIS) can be used,
which was in our case collocated with the AP.

On the other side of the network, an exit node is expected
to be a PSAP. There are no data format requirements here,
and integration is expected to be done on a case-by-case
basis with existing proprietary PSAP software. Additionally,



PSAPs typically operate in different hierarchies, according
to national specifics. The received data can be forwarded
between PSAPs, making it possible to share the same set of
data and communication channels.

4.3. Multimedia Communication. The PEMEA system in
itself serves only to establish a basic session. No multimedia
or additional communication is sent through the PEMEA
nodes. Rather, the source AP provides a set of callback Uni-
form Resource Identifiers (URIs) that can be used to establish
multimedia streams, trigger calls, and exchange ancillary
data. Figure 1 shows how a media session establishment by
means of a callback URI takes place; the PSAP notifies the AP
directly that a Web Real-Time Communication (WebRTC)
session is taking place in a WebRTC web application on a
provided Uniform Resource Locator (URL) address. Once
both the mobile application and the PSAP console open
the same web view, a communication session is established
using web-based technologies. This makes it easy to deploy
not only real-time multimedia communication, but also text
chat, or any kind of web-based collaboration. Other actors
(such as 2" Jevel PSAPs, medics, and firemen) can also
participate in the discussion by opening a unique URL of the
chat room with a temporary session token. Since any actual
communication service is hosted on a managed and regulated
infrastructure of the PSAP, it also allows session recording
and largely solves the problems of data management, data
retention, and auditing.

4.4. Sensitive Data Exchange. Exchange of any kind of data
after the delivery of the initial PEMEA message happens
directly between the PSAP and the AP. However, to prevent
even the AP from having access to the sensitive user-related
data (photos, media, medical information, and similar), a
more secure mechanism was implemented, as evident from
Figure 1, as follows: a request for sensitive data is sent to the
AP and then relayed to the mobile app. This request includes
an endpoint under the control of the PSAP, where the data
can be safely deposited. In the next step, the app asks the user
for permission to deposit private data, and, if permission is
given, the data is sent directly from the mobile app to the
PSAP-controlled endpoint.

5. Pilot Implementation

The following sections present details about our pilot imple-
mentation that was undertaken with the end goal of being
able to evaluate the system in a large demonstration event
with real-world stakeholders.

5.1. Mobile Application. The Android mobile application fea-
tures a large SOS/112 (112 is the standard European emergency
number, equivalent to 911 in the US. More information at
http://www.eena.org/) button to start a call. In addition, the
app includes a detailed profile form where the citizen can
beforehand provide all relevant contact or medical informa-
tion (see Figure 3). The data model for this was inspired by
Apple’s Medical ID on iOS, a feature that also hints how
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the future emergency services apps could look when deeply
integrated into the mobile OS.

5.2. Mobile App Backend. The app backend (AP) serves as a
link to the PEMEA network and as a relay to reach the mobile
app from the outside world when it is behind a NAT/Firewall.
In addition, we integrated it with the telco infrastructure to
obtain another location data point from the mobile network
itself. This data can either validate or invalidate the location
reported by the phone. For each emergency session, the
backend server generates multiple tokens and sets up multiple
proxy URLs, such that all communication sent to the proxy
URL: is relayed back to the mobile app. Finally, the backend
assembles the PEMEA EmergencyDataSend message, which
it then forwards to the originating PEMEA Service Provider
node (oPSP).

5.3. PEMEA PSP with GIS-Based Message Routing. PEMEA
PSP element was developed from scratch according to the
specification [22] and tested during interoperability tests with
the NEXES [14] project partners. The PSP element receives
the incoming EDS message, parses out the location, and for-
wards the message, to either a known endpoint, another PSP,
or an ASP element (default gateway) when no better route
is found. The PSP was set up to serve 13 regions in Slovenia
(Figure 4) based on their shapefiles and a PostGIS query was
used to determine if a location falls within any of the regions.

5.4. PSAP. To receive the calls and initiate further com-
munication, we developed a simplified PSAP console with
a Hyper-Text Markup language (HTML) based frontend.
The use of web technologies made it easier to upgrade the
established emergency sessions to other web-based channels,
such as HTML information display, WebSockets-based chat,
and WebRTC video communication.

5.5. Multimedia: WebRTC Server. Multimedia communica-
tion was implemented through WebRTC, an HTML5-based
real-time communication stack that is available in most
modern web browsers. We used WebRTC for its ease of
creating multiparty video chatrooms and the requirement of
simplicity to join such calls on the side of the first responders;
in case of WebRTC, only a modern Web browser is needed.

However, WebRTC is by design peer-to-peer, which
means that media cannot be easily recorded, even when
required by regulations. Thus, we used a slightly modified
architecture, with a server placed in lieu of a peer; the server
then acts as a central point of communication, providing
audio/video mixing and recording. A mobile app screen with
an active video chat room based on the open-source Kurento
WebRTC server is shown in Figure 2(d).

5.6. Other Web-Based Services. By using a flexible web view,
many more modes of communication can be implemented
using the standard popular web development stacks. A static
HTML-based notification is shown in Figure 2(a); in non-
critical situations, interactive apps such as web-based surveys
can help with crowdsourced data collection (Figure 2(b)).
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Similarly, we developed a web-based chat, leveraging Web-
Sockets for communication. The mobile side of the app can
be seen in Figure 2(c). But the high pace of emerging web
technologies already makes it possible to develop and deploy
Web Graphics Library (WebGL) based visualizations and
Web Virtual Reality (WebVR) or Web Augmented Reality
(WebXR) scenes that could in the future help users by
displaying virtual reality worlds or overlays.

6. Evaluation

Evaluation was performed at our public demonstration event
with participants and observers from all major stakeholder

groups (citizens, including special needs minorities, as well as
national police, fire brigade, ambulance service, municipality
disaster relief team, equipment vendors, and telcos).

The example depicted in Figure 5 shows a deaf person
who requires a sign language interpreter for communication.
Once the session is established, the 112 operator is able to see
the profile of the “caller” and their disability. The operator
can thus decide to establish a video call and then patches
a sign language interpreter into the multiparty video call to
help with communication. Once the information is received,
the caller can remain online as the 2"¢-level fire department
PSAP joins in on the same video call. All communication
is relayed through the central WebRTC server located with
the PSAP, which also performs recording. Such setup allows
easy participation of any required stakeholder, in most cases
without the need for special applications; all that is required is
a modern web browser and the knowledge of the temporary
session token identifying the video chat room.

In addition, four more scenarios were successfully
demonstrated and role-played:

(i) A mudslide event: uploaded pictures and video clips
help emergency services identify scope of the event.
The 112 PSAP and a 2"-level fire department PSAP
are involved.

(ii) A lost person event: The 112 PSAP and a 2" Jevel
ambulance service PSAP are involved and find the
citizen through the periodic location updates.

(iii) A traffic accident of a tourist: the call is relayed
through tourist’s home country and the PEMEA net-
work, arriving to the geographically closest PSAP. The
112 PSAP and a 2™-Jevel police PSAP are involved.

(iv) A hiking accident: a diabetic citizen cannot explain
what is going on, but a preauthorized medical data
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request helps the 112 PSAP to determine this is a
medical emergency.

6.1. User Acceptance and Feedback. After the demonstration
event, the participants were able to experiment with the
solution and try out the roles on the side of the citizen
(mobile app) as well as on the side of the PSAP and

emergency response organizations (ERO). Of over 60 partic-
ipants, 25 were willing to provide written feedback by filling
out one of two types of surveys (from the perspective of
either PSAP/ERO, the citizen, or a deaf citizen), rating the
improvement of the current situation on a 5-point Likert
scale. All three cohorts agreed that the presented features
improved upon the existing systems; a detailed breakdown
of the questions and the responses is presented in Figure 7.
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In addition, during the subsequent discussions, the profes-
sional cohort expressed that the location feature was most
important, followed by media sharing, and, lastly, due to
a small percentage of international incidents, roaming. The
citizens cohort ranked the importance from better location
(most important), chat, international roaming, to video (least
important). The deaf cohort ranked video and text chat as the
most important features.

6.2. Positioning Accuracy. The following differences between
client-based positioning technologies (GPS and Wi-Fi) and
an existing telco Mobile Positioning System (MPS) were
determined, based on 400 test calls in different locations
around our campus (see also Figure 6) (see Table 1).

Best GPS improvement over the actual MPS result was
determined as 442x smaller radius (outdoors), yielding
195000x smaller search area; worst improvement of GPS over
MPS was only a 2x smaller radius (4x smaller search area).
Additionally, best improvement of Wi-Fi over MPS was 148x
(22000x smaller search area), but Wi-Fi also performed worse
than MPS in 24% of our test cases, which proves it is not very
reliable but can still provide valuable insight in majority of the
cases.

6.3. International Roaming Capabilities. One of the goals
of the pilot was to demonstrate international roaming of

an emergency data exchange (emergency session establish-
ment), which was achieved by leveraging the PEMEA testbed
routing capabilities.

For the purpose of the pilot, every emergency session
establishment was performed using the PEMEA Emergency-
DataSend message; in case of national scenarios they were
performed through only one, national, PSP element that
served as both oPSP and tPSP at the same time. In these
scenarios, the main task of the PSP was resolution of local
PSAPs based on Slovenian region boundaries.

However, in the international roaming scenario, a foreign
citizen used their own national (Spanish) 112 mobile applica-
tion. This application was by design only able to talk with its
own backend in Spain, which had no mapping of Slovenian
regions. Spanish backend thus sent data to its only known PSP
in Spain, and over a number of hops the PEMEA network
elements routed the message to the appropriate PSAP in
Slovenia. This is shown in Figure 8.

6.4. System Overhead. This section presents the application
power consumption, CPU utilization, and overall system
delays of the pilot solution. Three consumer mobile devices
were used for analysis of the system overhead: HTC 10
running Android 6, Sony Xperia XZ running Android 8, and
Google Pixel 3 running Android 9.
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TaBLE 1
GPS reported accuracy (radius) Wi-Fi reported accuracy (radius) MPS reported accuracy (radius)
Min 1 m (outdoors) 3.6 m 440 m
Max 245 m (indoors) 1700 m 592 m
Mean 38.9 m (all situations) 452 m (all situations) 480 m
Median 15 m (all situations) 37.5 m (all situations) 487 m

Does the demonstrated solution improve current PSAP/Emergency response organization (ERO) capabilities?

Strongly Strongly

PSAP/ERO feedback (N=15)  disagree Disagree Neither  Agree agree -5 0
Overall 0 0 0 8 7 S
Text chat only 0 2 0 8 5 i 7 -
Media transfer only 0 0 1 6 8

Video call only 0 0 1 3 11

International call routing 0 0 4 6 5

Improved location 0 1 1 3 10 [

m Disagree
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15

Neither

Agree = Stroﬁgly agfee

Does the demonstrated solution improve current capabilities of emergency calling?

Strongly Strongly

Citizen feedback (N=6) disagree Disagree Neither  Agree agree -5 0
Overall 0 0 0 2 4
Text chat only 0 0 1 3 2
Media transfer only 0 0 0 3 3
Video call only 0 0 0 3 3
International call routing 0 0 1 2 3
Improved location 0 0 1 2 3
Deaf association citizen feedback (N=4)

Overall 0 0 0 2 2
Text chat only 0 0 1 1 2
Media transfer only 0 0 1 1 2
Video call only 0 0 1 1 2
International call routing 0 0 2 2 0
Improved location 0 0 1 2 1

15

m Disagree m Neither = Agree m Strongly agree

FIGURE 7: PSAP/emergency response organization and citizen feedback regarding overall improvements of the proposed system compared
to existing solutions.
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6.4.1. Mobile App CPU Usage and Power Consumption. To
estimate CPU usage, Android Debug Bridge was used, with
the command adb shell dumpsys cpuinfo. For power con-
sumption estimation, we used Digibites AccuBattery, which
logs the battery discharge rate reported by the hardware. All
measurements were done with the app in foreground and
screen brightness set to 80%.

The CPU usage of the citizen mobile app is low in idle
state, that is, less than 1%. Similarly, the estimated power
usage is negligible, even though the app activates GNSS
reception immediately at start-up, to be able to acquire a
satellite fix by the time user initiates a call. GNSS does
contribute to the power consumption, but since that is the
most important information to relay to the PSAP, it is enabled
regardless of the battery level.

The majority of the battery drain comes from the CPU
usage if a video call is established. CPU usage during
WebRTC video call ranges from 80% on newer Pixel 3 to over
120% (more than 1 core fully utilized) on both older models.
The estimated total current draw ranges between 850 mA and
1150 mA across the 3 hardware models, which is in line with
the observed discharge rate of between 30% and 42% of total
battery capacity per hour during a 1-hour WebRTC call.

When the user establishes an emergency session, we
also profile the connectivity using Internet Control Message
Protocol (ICMP) ping and perform a short downlink and
uplink bandwidth test by transferring a small file. The main
purpose of this test is to be able to determine if video call
is a viable alternative for reaching the user later. Due to
the battery drain of video calls, we omit both bandwidth
profiling and video call establishment if battery level is below
40%.

6.4.2. System Delays. The delays in the system come from
the following parts: (i) initial request transmission, which
depends on mobile network latency and bandwidth, (ii)
application server (AP) processing time (with added over-
head of MPS resolution delay), (iii) PSP node processing
(message parsing, validation, and routing) at each hop (mul-
tiplied by the number of hops), and, finally, (iv) the PSAP
server processing time. Using only one PSP hop between
the AP and the PSAP, we measured the average end-to-end
message delay in urban environments (4G network) at 1.87
seconds, which includes the network profiling tests. With
network profiling disabled, the average end-to-end message
delay on a 4G network was 1.36 s from the mobile app to the
PSAP dashboard. In contrast, with 3G network connectivity,
the average end-to-end message delay was 2.2 s, and, with
only 2G connectivity, the average delay increased to 4.90 s
without network profiling, which was automatically disabled
in both latter cases.

Another significant source of delays was connected to
the WebRTC video call establishment, which was enabled on
4G networks only. This took on average 5.8s, which includes
pushing the WebRTC app URL to the device, downloading a
client-side WebRTC HTMLS5 app to the phone, assembling a
Session Description Protocol (SDP) message, transferring it,
and finally establishing a media stream.

7. Conclusions

In this article we presented the design of a next generation
112 emergency system based on the PEMEA protocol. The
solution has been designed and implemented from scratch
by the partners of the H2020 project NEXES and was
extensively tested in a pilot setting at the University of
Ljubljana, with a demonstration event with attendance of all
major system stakeholders (first responders, PSAP operators,
and solution vendors). The viability of the developed system
was demonstrated in five complex scenarios, and extensi-
bility of the PEMEA system was confirmed using multiple
modes of communication and information sharing. Due to
the simplicity of the underlying PEMEA protocol, multiple
additional integrations have followed ours in a short time
span, and the extensibility of the protocol could easily be
leveraged by third-party communication apps to deliver a
robust emergency calling experience. The next steps include
further development and productization of the components
to fit into the nascent PEMEA ecosystem supported by
EENA, as well as tackling the usability challenges of the
end users where steps need to be taken to raise awareness
about emergency apps and make them more user-friendly
and generally useful. Finally, we also want to address how
the emergency systems like this can leverage telco-grade 5G
network features, such as prioritized slices, QoS, direct mode
communication, and fine-grained network positioning.
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For postdisaster management, rescue and recovery operations are very critical. It is desired that the rescue and recovery operation
should be handled through efficient resource management to minimize the postdisaster effects in terms of human loss and other
types of damage. Resource management requires addressing various challenging issues like scheduling and monitoring of the
resources which need real time information of various activities or events occurring anytime, anywhere, and anyplace. To satisfy
such requirements, Internet of Things, an advanced upcoming technology, can be utilized for resource monitoring and scheduling.
In this context, we propose resource scheduling algorithm for the postdisaster management. As mentioned above various tasks of
rescue and recovery operation should be carried out with different priority and there should not be deadlock while availing the
resources. In our approach, we estimate the waiting time using queuing theory for the availability of the resources for different
activities that are to be performed at various locations. The simulation results of the proposed method are analyzed using different
standard parameters like resource utilization and the waiting time for different activities. The proposed method is further visualized
through real time annotation of resources and activities represented with the help of Google maps using android based application
on the smartphone. The proposed algorithm is further compared in terms of computational complexity and fairness analysis for

the effective utilization of the available resources.

1. Introduction

Natural disasters such as earthquakes, floods, hurricanes,
volcanic eruptions, and tsunamis strike at various places on
the earth every year with a great loss of human beings and the
economy. United Nations International Strategy for Disaster
Reduction (UNISDR) survey [1] reported that the number of
disasters across the earth has been 346 during the year 2015.
As a consequence of these disasters, 22,773 people lost their
lives, 98.6 million people were affected, and an economic
loss of USD 66.5 billion had occurred. In India alone, 38
million people were affected with different types of disasters
and USD 29 million of economic damage occurred [2] during
2011-2015. From this information, it is clear that handling the
disaster situation is very critical. So, there is a need for an
efficient disaster management.

Among all the various phases in the disaster [3, 4], the
response and recovery phases are crucial for postdisaster
management. For quick response and recovery, there is a

need for different resources and these resources must be
distributed in such a way that various activities can be
performed efficiently. This leads to a need for proper resource
utilization as the number of resources is limited. In this
context, scheduling of resources is required for completion
of different activities or tasks for postdisaster management.
Scheduling of resources in the response phase is crucial
because it has to perform various activities like the evacuation
of the people and shifting them to a safe location on an
urgent basis. To handle disaster-related rescue operations,
the real time need of various activities should be identified
properly. For instance, in the context of disaster, various
activities like gathering the information across the disaster
places for establishing communication network are essential
and critical. If a communication network is IP enabled and
it it is possible to connect various resources using this IP
enabled network, then it is possible to have information about
the need of resources and whereabouts of various resources in
real time. This information can be utilized for the distribution
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and scheduling of resources for different activities. Such IP
enabled network, having resources with sensor devices and
RFID tag, is possible to realize using the Internet of Things
(IoT). IoT technology is very influential that works based
on Internet [5-7] and can help in a great extent to meet
the requirements of the postdisaster management. In this
paper, we propose algorithm for such IoT based networks.
As mentioned above with the help of IoT, it is possible
to access the information anytime, anyplace, and anywhere
which helps in decision making.

Depending on the type of activity and its impact, various
activities should be executed in a timely and proper manner.
In such scenarios, it is necessary that each activity should be
assigned the priority. Based on the priority of various activi-
ties, they should be given more importance while scheduling
different resources. For example, the hospitalization of the
injured people is having more priority compared to the
reallocation of properties or handling the economic loss
related activities. Further, the resources are scheduled so that
all activities should be addressed with minimum waiting
time for completing the respective activities. For estimating
the waiting time of the various activities, queuing theory is
explored. Oftentimes, disaster activities might take place in
an overlapped manner with respect to time. This situation
leads to a set of requests simultaneously for many resources
by different activities at various locations which results in
deadlock or race conditions. If rescue operations are not
carried out at right time, the situation may deteriorate.
From the above discussion, it is clear that efficient resource
scheduling for various activities is necessary and challenging.
In this context, we propose the priority based resource
scheduling algorithm in this paper.

The main contribution and novelty of our paper is that we
propose a resource scheduling algorithm in IoT environment
for postdisaster management, by considering the priorities of
the activities and to avoid deadlock conditions, with optimum
number of resource centers by estimating minimum waiting
time using queuing theory. For evaluating our proposed
method, a case study is conducted in Surat city of India,
by emulating the affected area, for considering different
activities to be completed with the given number of resources.
The algorithm output is visualized on android based applica-
tion using Google map. The resource monitoring at various
activities can be carried out effectively. The proposed queuing
model is evaluated with respect to resource utilization and
waiting time with the different number of resource centers
by varying the arrival rate and service rate of activities. The
proposed approaches are compared with the standard set of
parameters like fairness in the allocation of resources for
utility and computational complexity.

The rest of the paper is organized as follows. Related work
is presented in Section 2. Section 3 introduces the problem
formulation. The system model based on queuing theory for
evaluating the waiting time for resource scheduling is detailed
in Section 4. The proposed resource scheduling algorithm is
described in Section 5 and in Section 6, the simulation results
are presented. Section 7 concludes the paper with references
at the end.
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2. Related Work

In this section, the review of overall postdisaster management
resource scheduling and allocation of various approaches
is explored. A study conducted by Fraunhofer Gesellschaft
on emergency and disaster management systems [8, 9]
concludes that, besides the information and communication
management, the other areas which are critical in disaster
management task are viz., visualization, decision support,
optimization and simulation, geographic information sys-
tems (GIS), simulation, and training. Two important activi-
ties in disaster situations are logistics support and evacuation.
Various approaches related to evacuation have been reported
in the literature [10, 11]. The approaches related to the logistics
have been explored in [10, 12-15]. A generic approach to
handle the disaster management has been proposed in [16,17]
using greedy and game theoretic based models. Regarding the
resource allocation and scheduling during disaster situations,
various approaches have been proposed in [18-21]

Optimal resource allocation in emergency management
was carried out with the help of agent-based system using cost
allocation by creating events with a severity of the disasters
at various levels and verified with Pareto optimality test in
[18]. This approach is not suitable for handling resource
allocation for concurrent emergency events, in which the
occurrence time of different events could overlap with each
other. Resource allocation model with two stages with vul-
nerability analysis has been proposed in [20]. The approach
proposed in [20] works at rescue team level. The higher
authorities may not be able to coordinate the tasks efficiently
due to lack of the information. For postdisaster management,
centralized and distributed coordination is required. But for
disaster management, as the whole task is very complex,
the top level decision must be incorporated for designing
the response strategy which was lacking in [20]. Dynamic
scheduling based optimized resource allocation has been
proposed in [21] using the genetic algorithm. The approach
in [21] may not be suitable for varying the situations and
for real time resource mapping as various critical factors are
not considered and further, it lacks in terms of integration
of various modules required for disaster management. In
[22], scheduling using priorities transportation agency in
hurricane recovery has been proposed.

For disasters like earthquake, the resource allocation
approach has been optimized for emergency response
using dynamic combinatorial optimization model [23]. The
approach in [23], specifically proposed to handle earthquake
situation, might not be suitable for other kinds of disasters.
Distribution in humanitarian relief using mixed integer linear
programming approach has been proposed in [24] using
different parameters like transportation cost and a number
of days needed to rescue. The approach reported in [24] may
increase computational complexity if an optimized solution
is required for a given situation. Allocation and scheduling
of rescue units in natural disaster management has been pro-
posed in [25] using Monte-Carlo based heuristic approach.
As stated in [25], the performance could be improved by
coordinating and collaborating over the autonomous agents.



Wireless Communications and Mobile Computing

For flood-related disasters, an approach for logistics prepa-
ration in an uncertain environment has been proposed in
[26]. Similarly, for urgent relief in disaster situation based on
demand, for logistics distribution has been proposed in [27].

In the literature, for handling emergency response sce-
narios the queuing theory has been used to address various
issues. In [28], a detailed survey has been carried out for
disaster management operations. Queuing theory has been
explored for health care management services in [29-34].
Queuing theory based model [29] has been proposed for the
patients requiring an immediate emergency cardiac response.
Likewise, in [30], using queuing theory method, approach
has been proposed for enhancing hospital emergency service.
These approaches lack the integration of various processes
and the automation of the complete system. In [31], a
technique has been suggested to analyze the completion time
for responding in case of accidents and emergency situations,
which can be utilized by the respective departments of the
UK government. In [31], it is stated that as the arrival rate
of patients increases, then the system becomes unstable
in estimating the targets of such accidents. Similarly, the
allocation of various resources in ICU (intensive care unit)
of the hospitals during busy times of emergency has been
explored in [32]. As per the study carried out in [32],
the allocation of resources in disaster situations yielded
uncertain results due to randomness and unpredictability.
Kristin Fitzgerald et al. [33] proposed a queue-based Monte-
Carlo analysis in disaster situations for decision making to
execute the rescue operations by the hospital management
as fast as possible. In [33], the waiting time for the patients
to get the nursing resource as demanded was evaluated. In
the approach proposed in [33], worst case scenarios have
not been considered. For disaster circumstances, the solution
to handle worst case scenarios is very much crucial and
needed at the highest priority. Likewise, in [34], the queuing
theory has been exploited to make the analysis for managing
the hospital systems during emergency times efficiently. The
waiting time for the patients for availing the treatment was
not discussed in [34].

The approaches that have been discussed so far give a
glimpse of the resource scheduling and allocation in disas-
ter management situations, but to understand the current
scenarios, we explored various approaches that have been
recently proposed [35-40]. The resource allocation approach
for postdisaster management in the context of IoT has
been proposed by considering the priorities of both various
activities and resources using stable matching approach [35].
Likewise, resource allocation for maximum utilization of the
resources using maximum bipartite graph theory has been
proposed in the context of IoT for postdisaster management
[36]. In both approaches of [35, 36], the estimating of the
waiting time for allocation and number of resource centers to
be utilized has not been detailed. The approach to optimize
the decisions related to logistics in a collaborative way for
the flood disaster situation has been proposed [37]. But, it is
reported in that the proposed model is not able to manage
the differences between the various organizations involved
for rescue and their utilization to an essential required place
[37]. Likewise, an approach for postdisaster humanitarian

logistics in the context of proving the medical assistance
teams has been proposed [38]. However, few limitations
are reported that the classification of various types of relief
medical supplies is not carried out and while dispatching
the logistics, heterogeneous vehicle routing problem is not
addressed. Further, resource scheduling approach is pro-
posed in the IoT environment for postdisaster management
[39]. But, the drawback in this approach [39] is that the
estimating of the waiting time for various tasks and resources
is not addressed. An approach for allocation of the resources
during simultaneous disasters has been proposed [40]. They
performed the risk analysis with resource constraints for
meeting the given targets and estimated the financial aspects
with different budgets and further the political effects have
been considered.

From the above literature, it is clear that there is a
scope for an efficient resource scheduling algorithm for
postdisaster management. In this context, we propose an
algorithm which considers the different critical parameters
for allocation and scheduling of the resources in an effective
manner. The proposed scheduling algorithm along with the
problem formulation is described in the following sections.

3. Problem Formulation

For postdisaster management, the rescue and recovery oper-
ations are very crucial and to carry out these operations
resources are required. Having limited number of resources,
for various task accomplishment, resource scheduling must
be done in an efficient manner. Scheduling of the resources
can be performed using the number of parameters. In this
paper, we consider two parameters, namely, the priority of the
activities and the expected completion time of an activity. The
completion time of any activity depends upon the resource
availability. In such case, the resource availability is very
crucial and must be handled efficiently. In this context, it
is very important to find out time duration after which the
resource may be available for a given task or activity. This
time duration can be considered as a waiting time. So, it
is necessary to estimate a waiting time for resources and it
indirectly provides a measure for the completion time of an
activity. In our proposed algorithm, we estimate the waiting
time for the availability of the resources that is required for
a specific activity. Generally, various resources are dispatched
from different locations in the affected region. These locations
are considered as resource centers. At the beginning of
any rescue operation, various resources are distributed from
different resource centers. It is very important to decide
the number of resource centers that should be established
to cover the maximum affected area. Similarly, the disaster
affected area should be divided into subareas or zones for
effective rescue operations. Each zone may have at least one
resource center. In this context, the required optimal number
of resource centers needs to be estimated for the postdisaster
management activities.

In brief, from the above discussion, the waiting time for
the availability of a resource and the number of resource
centers required to carry out rescue operation are significant



and this operation should be performed in a very efficient
and effective manner. In this view, we exploit a very standard
approach, queuing theory, for estimating a waiting time and
the number of resources and using these estimated param-
eters, the resource scheduling algorithm is introduced. It is
also required that the various activities should be completed
in a particular order, which leads to a situation where the
given activities should be completed with a particular priority
which may be preassigned. The waiting time evaluation and
estimating the optimal number of resource centers and the
priority assigned to different activities are the key parameters
for effective and efficient postdisaster management. Further,
the scheduling of the resources must be done in a fair
manner avoiding the race conditions or starving among
the activities. For scheduling, a large number of methods
have been reported in the literature which is detailed in the
related work section. Among various scheduling algorithms
surveyed, we explore Banker’s algorithm [41, 42] for our
proposed scheduling algorithm. Our proposed algorithm is
enhanced in such a way that it should meet the required
conditions like the priority of a given task or activity. In
the literature, Banker’s algorithm has been used for process
scheduling in the operating system. Earlier, we have proposed
a scheduling approach [43] for postdisaster management
using Banker’s algorithm. In this paper, our earlier proposed
algorithm is enhanced by incorporating the parameters,
namely, the priority of the task and waiting time for the
availability of the resources for resource scheduling.

From the above discussion, for our proposed system,
we address mainly three issues which are very important
and crucial for rescue and response operations as a part of
postdisaster management. These three issues are the number
of resource centers to be utilized and resource scheduling
of the respective activities by considering the priorities
and scheduling them without deadlock conditions. For this
purpose, the disaster affected region may be divided into
regions or zones for effective activity management. All the
available resources are to be visualized at the top level as a
group. In this context, the problem formulation is represented
in the form of a graph model with various resources and their
interconnections in the form of activities.

Let us say that there are [ activities and m resources in
the system. These activities say a,,4a,,...,a; can be denoted
by a;, where (1 < i < [). Likewise, the resource of j type is
termed as r;, where (1 < j < m). In the system, it is assumed
that the number of similar types of resources is available,
ie, if a particular resource r; is available with k number of
quantities, then we define it as k instances of r;. The number
of instances of k varies from one resource to other resources.
This information is available at the time of planning. For
example, three ambulances are present in a system considered
as three instances of resource type ambulance.

In a graph G, each node is labeled, either, as an activity
node or a resource node. The node is represented as an activ-
ity node, a;, and resource node, r;. These particular activity
nodes and resource nodes are interconnected through the
edges. In real practice, the rescue and response operation
have to perform the number of tasks. Each task consists of
different activities which results in dependencies among the
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FIGURE 1: Illustration of improper scheduling.

activities for completing a task. In our proposed system, the
dependency among the activities is handled at the scheduling
level. In this view, the typical graph using activities and
resources looks like as shown in Figure 1. To make graph
representation simpler, the different instances of resources
are also represented as graph nodes and these instances are
represented by black dots within the resource node itself. It is
assumed in this example that there is no activity dependency.
So, the activity nodes are not interconnected. Figure 1 reflects
the same, where r; and r; have one instance each, whereas r,
and r, have two and three instances, respectively.

As pointed out earlier, various tasks consist of different
activities and each activity requires a set of resources. It may
result in deadlock or race condition among the different
activities. As mentioned, the dependency among the activities
is handled by the scheduling algorithm but it is necessary
to map these dependencies in the graph of activities and
resources nodes. The scheduling algorithm is devised in
such a way that it should help in resolving the deadlock or
race conditions. In such cases, it may happen that different
activities require the same set of resources for completing the
task. As each activity needs a set of resources that need to
be scheduled, the allocation of resources to the activities and
scheduling them must be handled simultaneously to avoid the
deadlock or race situations. It is important to note that, in our
proposed systems, we take care of this critical requirement
through the graph which helps the scheduling algorithm for
fair allocation. In this view, the resource dependencies among
the activities are represented through directional edges in
the graph. The arrow from an activity node to the resource
node indicates that a particular activity needs that resource.
The arrow from resource node instance to activity node
indicates that a particular instance of the resource is allocated
to that activity. Indirectly, this representation of activities and
resources allows one to find a cycle or deadlock situations
or race conditions at a given instance of time. All these
directional edges represent the demand in the allocation at a
given instance of time and that demand varies with the time.
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The major contribution of this work is to represent the
demand and the allocation of the resources and dependen-
cies among the activities, through the directional graph.
This makes our graph dynamic which actually represents
a dynamic network of resources. This graph representation
again helps the management authority at a given instance
of time for monitoring the resources and activities and
hence, the task at any level can be performed with ease.
As shown in Figure 1, activity a;, needs resource r, which
is currently allocated to activity a,. Similarly, two instances
of r, are allocated to activities a, and a,, respectively. But
the same instance resource r, is required by the activity
a;. As there is no additional instance of r, available, it
cannot be allotted to activity a;. This requires an effective
and efficient scheduling. The demand and allocation are
represented as a directed graph G = (V,E), where V is a
set of vertices that indicates the activities and resources and
E ¢ {{a,r;} | a,r; € Via; # 1} defines the potential
allocation edges. Any resource scheduling algorithm should
perform the scheduling of resources among the activities in a
fair manner. There should not be any deadlock situation or
race condition which results in the starvation of resources
which holds the complete system in a standstill condition.
So, it is important to schedule the different activities and
allocate the resources based on some additional information
or the number of parameters. These parameters should be
chosen in such a way that it should lead to a very effective and
efficient resource allocation and scheduling for postdisaster
management activities.

These parameters are utilization of the optimum number
of resource centers, evaluating the waiting time for avail-
ability of the resources for completing a particular task,
i.e., waiting time for a particular resource, and resource
scheduling discussed earlier with the priority of different
activities. In this view, the system must have a methodology
to incorporate these three parameters in resource allocation
and scheduling. The postdisaster management requires real
time dynamic decision making. For supporting the dynamic
decision making using these three parameters, it is necessary
to evaluate them in real time, i.e., based on the demand of
the allocations. Considering this fact, the best solution that
one has is based on queuing theory. In this context, our
system is modeled using queuing theory for evaluating these
parameters. In the following section, we describe the queuing
based modeling using the above parameters.

4. Queuing Theory Based System Model

In the literature, the queuing theory has been very well
exploited for the problem of demand and supply or producer
and consumer based applications. For demand and supply
based applications, the system has the number of service
providers and the number of service users. In queuing theory,
various parameters like arrival rate of service user and service
rate, length of the requests in the queue, and waiting time
of the requests in the queue are very critical and modeled
based on statistical distribution. In the context of postdisaster
management, the task and activities are the services to the

user or consumer, whereas resources act as a service provider
or producer. In this view, the queuing theory based modeling
helps in designing the robust system which not only provides
an optimal solution but allows one to complete the required
task in an effective and efficient manner. The performance of
the queuing based system depends on the number of available
resources, i.e., service centers or servers in the system and the
length of the requests in the queue. Consequently, these two
parameters decide the waiting time for the availability of a
resource for a particular activity. As discussed earlier, these
resources are distributed and located at various places in the
disaster affected area.

The queuing system is represented using Kendall’s nota-
tion [28]. The Kendall’s notation consists of four variables that
define the system parameters. The standard Kendall’s nota-
tion is given as M/M/C/K; then these parameters are defined
as arrival rate/service rate/number of servers/capacity of
each queue. For instance, if the arrival rate is represented
as A/hour and the service rate as y/hour, with 1 server of
the capacity of 10 items in the queue being hold, then the
Kendall’s notation can be given as //1/10. In the context of the
disaster management, the various activities are requesting the
resources to accomplish the given job. Hence, the resources
are acting as servers and activities are waiting in the queue
to get served by the resources. These resources are available
in various resource centers. Therefore, the queuing theory in
our system is defined as arrival rate of requests by various
activities/service rate of the resources/number of resource
centers/number of activities waiting in the queue.

Generally, the number of requests is not known in
advance. In such a case, the queuing system can be modeled
using an infinite number of requests. Similarly, for serving
these requests, the resources available in the system are
considered to be finite. The arrival rate and the service rate
are modeled based on different probabilistic distributions.
For instance as shown in the above notation, M/M/C/K
represents the modeling of arrival rate as Poisson distribution
M as the first parameter, followed by the second parameter
for service rate which is modeled as exponential distribution
M. C is the number of resources centers which are available
in the system and K is the number of requests arriving
to the system by various activities. The reason for using
Poisson distribution for arrival rate is because it involves
memoryless waiting time until the arrival of the next request
in nonoverlapping time intervals that are probabilistically
independent.

For the postdisaster management, we explore the queu-
ing theory and model the system accordingly. Postdisaster
management consists of various tasks to be accomplished.
These tasks are decomposed into different activities and each
activity requires a set of resources for its completion. For
our system, an arrival rate of the requests is nothing but
the arrival of activities for different resources. The request is
originated by a particular activity for a given task. Similarly,
a service rate of different requests is nothing but a particular
resource utilized by a particular activity of a given task. As
discussed in the problem formulation, the service rate, i.e., the
time for which a resource is utilized by an activity affects or
decides when the same resource will be available to another



activity, which is considered as a waiting time for the next
activity to acquire that same resource. In a queuing theory,
this waiting time is also modeled similarly to the service
rate; i.e., if the service rate is modeled using exponential
distribution, then waiting time also follows an exponential
distribution. The main aim of our work is to distribute the
resources to different activities with minimum waiting time.
In this context, we model our system using queuing theory
to estimate the optimal number of resource centers required
to minimize the overall waiting time for all the activities in
the system. These resource centers can be utilized for efficient
resource scheduling. The queuing system based modeling is
detailed as below.

In this paper, for modeling the system using queuing
theory, we define four parameters. These parameters are
related to (i) the number of requests that arrive for different
resources at resource centers, (ii) the service rate or execution
time for completing the requests, (iii) the length of the queue
for holding these requests for different resources at resource
centers, and (iv) the capacity of the systems which is a
measure of how many requests can be handled by the system
ata given time, i.e., the number of the requests in a queue and
the number of requests in a service or execution and overall
time from entry to exit of a request through the system.
Here, the system consists of the number of resource centers
and each resource center has a number of resources. In this
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context, these four parameters are, namely, categorized as (i)
the length of the activities in the queue to hold the number
of requests that are coming to the system, (ii) the waiting
time for the activities in the queue as the resources and the
resource centers are busy with serving the other activities, (iii)
the length of the total activities which is the capacity of the
system holding the number of requests in the queue as well as
in the service, and (iv) the waiting time of the total number
of the activities which reflects the duration from entry to
exit through the system. Determining the optimal number of
resource centers and the waiting time for the requests using
the queuing model based on the above four parameters is
detailed as below. Now, the total number of activities in the
system is defined in

Total number of activities in the system

Activities arrival rate/Resources service rate @

1 — Activities arrival rate/Resources service rate

Since the length of the system, total number of activities in the
system, is known, the number of activities that are waiting in
the queue, waiting time of the all the activities, and waiting
time in the queue can be determined using Little’s equation
[28] as shown in

Total number of activities in the system = Total number of activities in the queue

Waiting time in the queue =

()
+ Expected number of activities are being served by the resources
Total number of activities in the queue 3)
Activities arrival rate
Total number of activities (4)

Waiting time of all activties =

The example of the single resource center is explained with an
example in Appendix A.

The above model is derived using a single resource center.
The waiting time for the availability of resources for different
activities which are served by a single resource helps further
to design the system with multiple resource centers. In real
practice, there are many areas in the affected region where
the different tasks are to be performed and only one resource

Total Number of Activities in the queue

Activities arrival rate/Resources service rate

Activities arrival rate

center is not sufficient. Using the above model which is
derived for a single resource center can be extended for
multiple resource centers so that the waiting time for the
availability of different resources for different activities of
various tasks can be minimized and the rescue and recovery
operation can be executed efficiently. In this context, the
queuing system is modeled with number of resource centers
that can be determined by the following equation

Number of Resource Centers+1P (5)
0

(Number of Resource Centers — 1)! (Number of Resource Centers — Activities arrival rate/Resources service rate)”

where, P, is the probability that there is no queue. Equation
(5) represents the relationship between the length of the
requests in the queue and the number of resource centers.

The optimal number of resource centers can be evaluated by
verifying by (5) =1, i.e., no waiting time. It means that as soon
as the requests come, they will be processed which depicts an
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(1) procedure Scheduling(Available,,,,,

3) while for all activities w.r.t Priority, do

13) Availablec,,, = Availabley,,,
(14) end while

(16) end procedure

Allocationc,,,, Demand,,,, Requested, Priority,,)
(2) Schedule the activities by sorting from high to low priority

(4) if Requested > Demand.,,,, then

(5) Go for next priority activity > Activity exceeded the max claim

(6) else if Requested > Available,,, then

(7) Go for next priority activity > Due unavailability of resources

(8) else > Ensuring the availability and priority
9) Availabley,,, = Available,,,, - Requested 1> Allocating the requesting resources
(10) Allocationy,,=Allocationg,,,+Requested 1> Decrement the demand after allocation
11 Demand,,, = Demand,,, - Requested

(12) end if > Update the Available resources

(15) Return schedule and execute the activities.

ALGORITHM 1: Resource Scheduling Algorithm (Without Waiting Time Estimation).

ideal situation. The example of the single resource center is
explained with an example in Appendix B.

5. Proposed Resource Scheduling Algorithm

In the postdisaster management, rescue and response opera-
tions are very crucial. The rescue operations should be carried
out effectively in such a way that various services should be
restored and need of the affected people should be addressed.
For this purpose, acquiring the data and availability of
this data anytime, anyplace, and anywhere can be achieved
through IoT.

Further, different IoT devices, sensing various events like
fire, temperature, and gas leakage, detectors of human life,
etc., are deployed at the affected area after the disaster. These
devices may be useful for tracking the further stroke of
such disasters because IoT devices help in managing and
tracking the different resources in the affected area. In such
scenarios, it is necessary to group all these devices so that
the information acquired through devices can be channelized
or utilized for rescue work. In this context, it is important to
localize these devices which are deployed through drone like
equipment [44]. It is assumed that localization of all these
devices is carried out using [45]. Similarly, for effective data
acquisition and information extraction, all these devices must
be clustered. For clustering, our earlier proposed approaches
[46-49] are used.

In a real application, the number of resource centers
is limited and constrained by the number of other issues.
So, it is difficult to achieve the state of the system, where
there is no waiting time. It means that the number of
requests is more than the number of servers/resources. In
this scenario, it is required to maintain the queue and
schedule the activities in such a way that there are no
starvation and race conditions. In the literature, various
approaches have been reported for resource scheduling as
discussed in Section 2. Using our system model described
above, we present the scheduling algorithm as shown in

Algorithms 1 and 2. Among various algorithms reported in
the literature, Banker’s algorithm [41, 42] has been proposed
for resource scheduling for avoiding the deadlock situations.
The limitation of this Banker algorithm is that it requires
in-advance knowledge of the number of resources required
which is not possible in real applications. But at the same
time, the advantage of Banker’s algorithm is that it avoids
the deadlock conditions and schedules the resources in a
safe sequence. For a particular disaster management, to
initiate the rescue and recovery operations, the work in the
affected area is generally started with the available number of
resources. In this context, Banker’s algorithm is more suitable
for the resource scheduling in a disaster affected area. Earlier,
Banker’s algorithm has been explored for resource scheduling
in [43]. In a real environment, the various tasks which are
to be performed in a disaster affected area have different
priorities so that there will be minimum human and financial
loss. So it is important to incorporate the priority of the
task in allocating the resources or scheduling the resources.
Second, the number of resource centers will be limited and
the number of requests will be more. In such a situation,
for completing the different activities of a task, it has to
wait for the availability of the resources from the resource
centers which introduces the waiting time for the requests
to be executed. This discussion shows that the priority of the
activity and waiting time for the availability of the resource
must be considered in scheduling the different resources. This
motivates us to propose modified Banker’s algorithm which
incorporates the priority of the tasks and the waiting time
for the availability of a particular resource for completing a
particular activity of a task. Queuing theory based modeling
described in the previous section provides the queue length
for the resource and waiting time of the system. As discussed
in the problem formulation, let us assume that there are /
activities and m resources in the system. The activities are
denoted by a,,a,,...,q; are given as a;, where (1 < i < [)
and, likewise, the r;, where (1 < j < m) with k instances
that vary from one resource to another. The total number
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(2)  while for i in all activities g; do

(6) end while
(7)  Call Algorithm I;
(8) end procedure

(1) procedure Waiting Time Estimation(Arrival rate, Service rate and Number of Resource Centers)

(3) Calculate the values as per equation (1) to (5). > Estimate waiting time for activities
(4) Determine the optimal number of resource centers using (5)
(5) Verify the waiting time is = 0 using multiple resource centers.

ALGORITHM 2: Resource Scheduling Algorithm (With Waiting Time Estimation using Queuing Theory).

of resources of type j required by an activity i over the
time to complete the activity is represented as Demand,;.
Similarly, the number of resources of type j allocated to an
activity g; is indicated by Allocation;;. This representation
leads to the two-dimensional matrices demand and allocation
represents the current state of the requests for a particular
resource and number of resources in service. As the requests
arrive for the different resources from the different activities,
Demand,; varies. As the resources are allocated to a particular
activity, Allocation;; is updated. As discussed earlier for a
resource type r;, the number of currently available instances
is stored in Avaliable;. The particular type of the resource
may be required by different activities of different tasks. So
it is not possible to allocate all the available resources for a
particular activity at a given moment of time. The Allocated,;;
is the number of resources of type j currently allocated to
activity a; against its Demand,;. So, additional resources of
type j required by an activity a; for its completion are stored
in Requested,;. With these definitions, now we are able to
verify the resources that are available and can be allocated
immediately. The first criterion checks the requested number
of resources that should be less than the available number
of resources; i.e., the additional required resources are less
than the total available resources which can be represented as
(6). The proposed algorithm fulfills the essential conditions
of the activities and verifies the availability of the requested
resources using the given equation

Requested,-j < Z Availablej (6)

j=1

Mz

1
i=1j

Il
—

for I number of activities, i.e., a; where i=1 to [, and
j number of different types of resources r; where j varies
from 1 to m. This criterion presents that a particular activity
needs a different type of the resources for its completion; i.e.,
the equation indicates that the total number of additional
resources required by the different activities is less than the
total number of available different resources. Similarly, the
second criterion states that the demand is more than the
available resources; then the request is placed in the queue.
This can be as shown in

r; < Z i Demand,; (7)

)
i=1 j=1

Ms

Il
—

for I number of activities, i.e., g; where i=1to [, and j number
of different types of resources r; where j varies from 1 to m.

With these formulations, the algorithm is represented
with a simpler resource scheduling algorithm based on
Banker’s method with priority assigned to each activity. The
flowchart of the proposed algorithm is shown in Figure 2 and
corresponding pseudocode is depicted in Resource Scheduling
Algorithm 1. In the proposed algorithm, the subscript Curr
and Next are used with the different notations to represent
the current value of that variable and the value available for
the next iteration, respectively. For example, Availabley,,, =
Available,,, - Requested represents the number of resources
of a particular type available for the next iterations which can
be evaluated by subtracting the additionally required number
of resources by a particular activity from the currently
available number of resources of a particular type.

In this context, two variants of proposed algorithm are
presented for resource scheduling. The first variant considers
only the priority assigned to the activity without considering
evaluation of waiting time for availability of a resource.
Second, we represent scheduling algorithm where the priority
assigned to different activities and waiting time for availability
of a particular resource is also considered which makes our
resource scheduling algorithm dynamic and elegant. Algo-
rithm 1 presents resource scheduling algorithm considering
the priority of the task or activity on hand and Algorithm 2
estimates the waiting time for the resource availability for
completing different activities using queuing theory and calls
Algorithm 1. To evaluate the waiting time in the queue,
parameters like arrival rate, service rate, and number of
resource centers are important and essential. In our proposed
approach, by keeping number of resource centers constant,
we observe the waiting time by increasing the service rate
for different arrival rates. The same information is presented
as a flowchart in Figure 3 and corresponding pseudocode is
shown in Algorithm 2. Upon the observation with different
arrival rates, the optimum number of resource centers can
be utilized. After the resource centers are finalized, the
scheduling algorithm is called for the resource allocation for
various activities.

The time complexity of the proposed Resource Scheduling
Algorithm 1is O(a’r) with utmost a possible activities and r
resources, whereas the brute force approach time complexity
is O(a!/(a — r)!). For a number of activities and » number
of resources, the enumeration in FCFS approach [50] is “P,
which is equal to (al/(a — r)!). Therefore, the proposed
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/ Input: Available,,,,, Allocation,,,, Demand,,, Requested, Priority,, /

A

| Schedule the activities by sorting from high to low |

\

While(for all activities
w.r.t Priority,,)

if (Requested >=Demand,,)

Go for next priority activity

because it exceeds maximum claim

Yes

if(Requetsed >= Available )

Go for next priority activity
because unavailability of resources

Availabley,,=Available . -Requested

Allocationy,=Allocation ., +Requested

Demandy,,=Demand_,-R equested

Update the available resources

Availablec,,, =Availabley.

}

Return the schedule and excute the activities

Stop

FIGURE 2: Flowchart of the Proposed Resource Scheduling Algorithm 1.

resource scheduling algorithm using Banker’s strategy gives
optimal results compared with the brute force approach.

6. Simulation Results

In this section, the simulation result is presented in three
subsections. The first subsection presents the evaluation of
queuing based proposed system whereas second subsection
describes the result of evaluation of proposed priority based
scheduling algorithm. The simulation results are carried out
for evaluating the proposed queuing theory based system.
The simulations are performed using different scenarios for
evaluating the waiting time and determining the optimum

number of resource centers given queuing system parameters
like arrival rate and service rate. In each scenario, the aim
is to minimize waiting time and complete different activities
of various tasks required for rescue and recovery operation
for postdisaster management. Efficient scheduling of various
resources through different resource centers should be allo-
cated in an optimal way. A case study is presented having
different emergency locations in the area where different
activities are to be performed using Google map. For this case
study, the number of resource centers with different types
of resources is considered. These resources are required by
various activities of different tasks that are to be performed
for rescue and recovery operations. The proposed scheduling
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Input: Arrival rate, Service rate

and number of reosurce centers

Output: Expected Waiting Time

While(for i in all activities a;)

Calculate the values as

per equations 1 to 5

}

Determine the optimal number of

resource centers using equation5

:

Verify the waiting time is

approximately = 0

)

| Call Algorithm1 |

FIGURE 3: Flowchart of the Proposed Resource Scheduling Algo-
rithm 2.

algorithm outcomes are depicted in the visual form using
the developed application on the android platform which
can be deployed for postdisaster management. For the actual
implementation purpose, we designed and created our own
android application using API:19 Android 4.4 (KitKat) [51].
In the third subsection, the comparative analysis is pre-
sented. The proposed algorithm is evaluated and compared
with existing approaches reported in the literature. The
performance analysis is carried out using different standard
parameters, algorithm computational complexity time, and
fairness in resource allocation and scheduling.

6.1. Evaluation of the Queuing Based System. For demon-
strating the robustness of our queuing theory based sys-
tem, the proposed model is evaluated in terms of resource
utilization and waiting time with the different number of
resource centers and activities. For ease of understanding,
we used few notations to represent the various parameters,
such as arrival rate of the activities= A, service rate of the
resources = y, number of resource centers =C, and resource
utilization=p = A/u. With these notations, the simulations
are performed in different scenarios. Initially, the resource
utilization is evaluated by keeping the number of resource
centers constant. For the given number of resource centers,
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the simulations are performed by varying the arrival rate
of requests originating from different emergency locations
for various activities. The resource utilization is plotted with
respect to increasing rate of service for different requests that
arrive at resource centers. It is shown in Figure 4.

It is clearly observed from Figure 4 that the resource
utilization decreases as the service rate increases for different
arrival rates. As the number of resource centers increases,
the resource utilization decreases which can be visualized
from Figure 4. As shown in Figure 4, as the resource
center increases from 1, 2, 3, and 5, the maximum resource
utilization decreases from 1.0, 0.5, 0.35, and 0.2. Similarly,
another parameter that is evaluated is the waiting time. For
the different arrival rates, the waiting time for availability of
the resource for different activities is plotted with respect to
increasing rate of service which is shown in Figure 5.

As the service rate increases, the waiting time decreases
for different arrival rates. Further, the waiting time is decreas-
ing as the number of resource centers is increasing. As shown
in Figure 5, as the resource centers increase from 1, 2, and
3 the maximum waiting time decreases. The corresponding
values for resource centers 1, 2, and 3 are 1.0 hrs, 0.025 hrs, and
0.003 hrs, respectively. Also, it is observed that if the number
of resource centers is increased more than 3, the waiting
time of the various activities is almost zero as the service
rate increases. Based on the above experimental results, it is
observed that as the number of resource centers increases, the
waiting time for availability of the resource is decreasing. But
at the same time, the cost of the capital amount for setting
up the resource centers increases as the C increases. Hence,
there should be a tradeoff in utilizing the optimum number
of resource centers such that the waiting time for the activities
can be handled effectively.

6.2. Evaluation of Proposed Resource Scheduling Method.
For evaluating the proposed modified Banker algorithm for
resource scheduling, the real scenario is emulated as a case
study. The Google map is used to show different emergency
locations in the area chosen for emulation. These are the
areas of local city, Surat, of the state Gujarat in India. The
complete visualization of resource scheduling is executed
through the android application developed for smartphone
devices. The idea is on-site application can be used in case
of disaster and various resource centers can be monitored
in real time. All devices which are part of resources may be
IP enabled and may serve as IoT devices. These IoT devices
now can be monitored through our developed application
anywhere and anytime. This is the advantage of having IoT
enabled environment for postdisaster management. All the
tasks and various activities of these tasks along with their
utilization of various resources can be monitored using a
simple mobile device. The network can be accessed using a
simple plugged router as an access point in the affected area.
The proposed modified Banker algorithm is implemented
on android platform for online monitoring of the complete
network. The resource scheduling scenario is tested and
analyzed. The various screenshots of execution of resource
scheduling method are presented using Google map [52].
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FIGURE 4: Resource Utilization of Various Resource Centers.

The resource scheduling is evaluated by considering
different areas of Surat city as emergency locations. Let us
assume that the resources are requested by different tasks at
emergency locations that are local areas, namely, VR Mall,
Big-bazaar, SVNIT, Adajan, and Athwa Gate. The resources
are requested from the different resource centers located at
different areas of the city, namely, Adajan, Majura gate, and
Katargam. The locations of emergency places and resources
centers are visualized using Google map. These locations
are shown in Figure 6. Figure 6(a) represents the particular
screenshot where the emergency locations and resource

center places are listed. Figure 6(b) displays the locations of
resource centers using Google map. Figure 6(c) shows the
emergency locations in the Surat city.

For compact visualization on a small screen of the mobile
device, the symbols are assigned as R1, R2, and R3 for resource
centers. Similarly, the emergency places are assigned names
Ay, AL A, Ag and Ay These Ag, A, A, Az, and A, may
represent the different tasks or activities at respective places
or locations. This representation is shown in Figure 7. Various
activities of different tasks to be performed at emergency
locations require a different number of resources from the



12

Waiting time (hrs)

100 150 200
Service Rate (1)

300

T
250

50

C=1,
Arrival rate, A
—=— A=10
—o— A=20
—A— A=30
—v— A=40
—<— A=50

(a) Single Resource Center

Wireless Communications and Mobile Computing

0.025 T T T T T T

0.020

0.015

0.010

Waiting time (hrs)

0.005

1 1 1

T T T
50 100 150 200

Service Rate (1)

0.000

250 300

C=2,

Arrival rate, A
—a— A=10
—o— A=20
—A— A=30
—v— =40
—<— A=50

(b) Two Resource Centers

0.0030

0.0025

0.0020

0.0015

0.0010

Waiting time (hrs)

0.0005

0.0000

50

C=3,

Arrival rate, A
—a— A=10
—o— A=20
—A— =30
—v— A=40
—<4— A=50

T
100

150 200
Service Rate (1)

(c) Three Resource Centers

FIGURE 5: Waiting Time of Various Activities.

respective resource center which is represented as two-
dimensional entries in the matrix form. As discussed in
the proposed algorithm section, these two parameters are
incorporated for better resource allocation and scheduling,
i.e., the priority of the activity and the waiting time for the
availability of the resource for an activity. To minimize the
waiting time for the availability of the resources for different
activities, we utilized queuing based modeling which is
incorporated in the proposed resource scheduling algorithm
and the simulation is carried out.

Let us assume that there are 3 types of resources, say,
11, 1y, and r5 with 10, 5, and 7 instances of each resource,

respectively. These resources 7, r,, and r; are available at
resource centers R1, R2, and R3, respectively. Let the resources
be allocated to 5 activities, say, A, A}, A,, Az, and A,. As
shown in Figure 7(a), at place A, activities have resources
(ry, 15, 13)=(0 1 0) initially allocated from resource centers
R1, R2, and R3. Similarly, at location A |, activities have been
allocated resources (1, 75, 3)=(2 0 0) initially. At other places,
A, has (302), A; has (211), and A, has (0 0 2) resources
initially allocated. The additional requirement of resource
by each activity is shown in Figure 7(b); i.e., at place A,,
activities have demand of resources (ry, ,, r3)=(7 5 3) from
resource centers Rl, R2, and R3, respectively. Similarly, at
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other emergency locations, A needs (3 2 2), A, needs (9 0
2), A; needs (22 2), and A, needs (4 3 3) additional number
of resources from A, B, and C resource centers. After initial
allocation, the available numbers of resources at resource
centers A, B, and Care 3, 3, and 2, respectively, which is shown
in Figure 7(c). The resource centers and emergency locations
which are listed in Figure 6(a) are represented using Google
map and are displayed in Figure 8(a).

Now, the execution of our proposed resource scheduling
algorithm results in resource scheduling of resources for
different activities, in a safe sequence, avoiding deadlock

and race conditions which are shown in Figure 8(b). Using
Banker’s algorithm for resource scheduling, the execution of
various activities scheduled at different emergency locations
is represented by the sequence of numbers 1, 3, 4, 0, and 2 in
Figure 8(b). This sequence number represents the emergency
location places and without priorities. That is, the activities
are scheduled at places A, A5, A, Ajand A, in sequence. So
activity at place A, is executed first followed by the activities
at place A;. Then, activities at place A , are executed followed
by activities at A, and A,. In terms of actual locations of
the Surat city, the resource is allocated to Athwa Gate first,
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followed by VR Mall, Big-bazaar, SVNIT, and Adajan in
sequence. After the allocations of resources at these places
in sequence as discussed above the sequence of execution at
different places is shown with a blue marker in Figure 8(b).

Afterward, the simulation result is presented where
another parameter, i.e., the priority of the activity, is incor-
porated for resource scheduling. The visual representation
assignment of the priority to different activities is shown in
Figure 9(a). The activities at place A, are assigned lowest
priority whereas the activities at place A; are assigned
the highest priority compared to other places. The output
of resource scheduling method, with two parameters, the
waiting time for availability of the resource for different
activities and the priority of the activity, is displayed in
Figure 9(b).

The resource scheduling for different activities at different
places using the proposed method results in a different
sequence of places for executing different activities. The
sequence is now, 3, 1, 2, 4, and 0, as shown in Figure 9(b).
This sequence indicates that the scheduling of the activities
at place A; should be executed first due to the higher
priority, followed by activities at place A,. The activities at
place A, are having higher priority than the activities at
place A;. Because the requested number of resources is 9
from resource center A by activities at place A, it is not
possible to allocate those many resources as the available
number of resources is only 5. Due to nonavailability of the
sufficient number of resources, the next priority activities at
place A, are executed. Afterward, the activities at place A,,
followed by the activities at place A, and the activities at
place A, are executed in sequence. Using this sequence, now,

the resources are allocated to VR Mall, followed by Athwa
Gate, Adajan, Big-bazaar, and SVNIT places, respectively. The
sequence of places for execution of different activities using
our resource scheduling method is shown with a blue marker
in Figure 9(b). This demonstrates that, using our priority
based resource scheduling algorithm, it is possible to execute
the different activities at different places without deadlock
or any race conditions for availing different resources and it
results in a safe sequence of activity execution across different
places.

6.3. Comparative Analysis. For demonstrating the efficacy of
our proposed algorithm, the performance analysis is carried
out by comparing our approaches with different algorithms
reported in the literature [10, 35, 36, 50]. The approaches
proposed for resource allocation with first come first served
(FCES) strategy [50], greedy strategy [10], stable matching
approach [35], and maximum bipartite graph approach [36]
are considered for our comparison purpose. The performance
is compared using the standard parameters [53], that is, fair-
ness in resource allocation and execution time for completing
the different activities.

The proposed approaches are devised in such a way that
maximum utilization of the resources is achieved. For each
activity, the resources were allocated with maximum fairness.
Jain et al. [53] proposed a technique to measure the fairness by
quantifying it. The fairness is given by the following equation

[25:1 ai]z

1
FO0) = =5 Za ®)
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where 0 < f(X) < 1 is fairness measure of resource
allocation. X = (a;,a,,...,q;) represents the number of
resources a; allocated to activity i. There are [ activities
assumed. A large value of f(X) represents fairer resource
allocation from the system perspective. The corresponding
result is shown in Figure 10. It is observed that the fairness
of Algorithm 1 is better than the other approaches compared.
Due to the additional parameter of priority, Algorithm 2 gives
less fairness in the allocation of resources than Algorithm 1.
From this figure it is clear that the fairness achieved using
resource scheduling methods using priority of activities and
waiting time for availability of the resource for different
activities is much higher compared to that of other methods
reported in the literature.

We also analyze the proposed algorithm in terms of com-
putational complexity for critical time analysis and response.
As discussed earlier, for the proposed Resource Scheduling
Algorithm 1, the time complexity is O(a*r) with utmost a
possible activities and r resources. But brute force approach
takes O(a!/(a — r)!). Also, the greedy approach proposed
in [10] takes O(r’aloga) because of the sorting of the
activities. The time complexity of stable matching approach
is O(ar) whereas maximum bipartite graph approach takes
O(pq) where p = |a| + |r| and g = |E|, i.e., number of
edges. The comparative results of computational complexity
time analysis are shown in Figure 11, which helps us to
determine the proposed algorithm results better than brute
force approach [50] which is FCFS and greedy approach
[10]. It is observed that stable matching algorithm takes less
time followed by simple Banker’s algorithm which takes less
time among all the approaches compared. Because of the

complexity consideration for queuing theory, Algorithm 2
takes more time than Algorithm 1.

7. Conclusion

Resource scheduling and activity management are crucial
during disaster circumstances. The functionality of IoT in
the IP-network formation for communications in real time
monitoring helps in effective tracking and utilization of the
available resources. The empirical results show that using
queuing theory helps to determine the optimal number of
resource centers. Based on the usage of optimum resource
centers, the proposed algorithm schedules the resources by
considering the priority of the activities depending on the
situational requirements. The proposed algorithm is further
verified by taking a case study of Surat city and demonstrated
using real time android application with the help of Google
maps. The proposed approaches are evaluated in terms of
fairness and computational complexity time analysis, which
shows better results than the approaches reported in the
literature. The proposed algorithm can be further extended
as future work for dealing with the response time of each
resource at respective resource center which, in turn, affects
the performance of the overall system.

Appendix

A. Single Server Resource Center

To illustrate the single resource centers with an example,
assume the arrival rate of the activity is 8 per hour and service
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rate of resources is given as 9 per hour; then we have the (ii) The probability that the resources are not available can
following. be determined by 1 = P, = p = 0.88. Therefore, 88.8%
of the times the resources are busy.
(i) Now, Py = 1 — p = 0.111.11.1% of the times there is no (iii) The probability that there is no queue is determined

activity in the system. by Py(no_queue) = P, + P, = 0.11 + pP, = 0.111(1 +
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0.88) = 0.2098. So, 21% of the times there will be no
queue.

(iv) The probability of 10 activities in the system, P(10 in
the system), P,y = p'0P, = 0.88'0 * 0.11 = 0.0341.
So, 3.4% times, out of 10 activities in the system, 1 is
getting served and 9 are waiting for the service.

(v) The probability of at least 2 or more activities in the
system is given by P(n > 2) = P, + Py + ...+ P =
1-P,+P, =1-0.2098 = 0.7902. So, 79% of the times
there will be 2 or more activities in the system.

(vi) The waiting time of the system is 1 hour.

B. Multiple Server Resource Center

To illustrate the multiple resource centers with an example,
assume the arrival rate of the activity is 10 per hour and
service rate of resources is given as 6 per hour and the
number of resource centers is 2; then, activities arrival rate/
(Numner of resource centers * service rate of resources) =
10/12 =0.833 < 1.

(i) Now, P, = 0.0909. So, 9.1% of the times there is no
activity in the system.

(ii) The probability that both resources are free such
that an activity is assigned is given by P(Activity_
gets_a_resource) = Py + P, = 0.2424. So, 24.24% of
the times the activity gets the resources.

(iii) The probability that there is no queue is determined
by Py(no_queue) = Py+P,+P, = 0.11+pP,+p°Py/2 =
0.389. So, 39% of the times there will be no queue.

(iv) Waiting time = 0.6 hr. The waiting time is 36 minutes.
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Disaster is an uncertain phenomenon that arises due to natural as well as man-made calamities. Disaster often causes a high degree
of destruction, especially in a very densely populated region. To handle such a situation, efficient resource management strategies
are required. Resource management is the most crucial phase of disaster management. Efficient and in-time allocation of resources
is very important; otherwise, it may result in more fatalities. In this context, we propose the resource management algorithm, which
deals with both over- and underdemand for resources. Resource management requires efficient resource allocation, and in case of
overdemand for resources, it must be followed by resource scheduling. In this paper, we introduce a resource allocation technique
which is based on multiple objectives having a different set of constraints. We also propose the resource scheduling algorithm
based on various parameters. The proposed algorithm uses multiobjective theory for resource allocation which is followed by
the implementation of priority-based scheduling technique, in the case of overdemand for resources. Our proposed methods are
compared to the existing approaches in the literature. From the simulation results, it is clear that our methods perform optimum

resource allocation and scheduling operations.

1. Introduction

The disasters may be natural calamities or man-made haz-
ards, which results in a huge loss of human lives and infras-
tructures [1, 2]. Disasters are unpredictable and suddenly
occurring events which cause mass destruction. Disasters
can be classified into natural disasters, such as earthquake,
cyclone, flood, and tsunami, and man-made disasters, such as
a nuclear explosion, oil spills, and gas leakage. If emergency
situations are raised due to disasters, the rescue and recov-
ery operations must be carried out efficiently and quickly.
The rescue and recovery operations need different kinds of
resources for performing various tasks. Thus, there is a need
for optimal allocation of resources at multiple emergency
locations. This is a challenging issue when there are multiple
locations of disaster, and at each location, the set of rescue
related tasks are needed to be carried out. During the last
two decades, a lot of preventive and protective actions have
been taken by the respective government to identify the
disaster prone areas and prepare immediate action plans

for postdisaster situations. However, the disaster is still
considered as an unpredictable catastrophe. In this regard,
it is very crucial to take quick actions to reduce the number
of fatalities and minimize the destruction of infrastructure.
There are two phases of disaster management [3-5]: predis-
aster phase and postdisaster phase, as shown in Figure 1. The
predisaster phase deals with mitigation and preparedness.
On the other hand, the postdisaster phase deals with the in-
time response and quick recovery. Resource management is
a part of postdisaster management. The effective prevention
and mitigation strategies minimize the risk of hazard and its
consequences by taking proactive steps.

Mitigation [7] requires long-term planning and learning
from the experiences of earlier disasters. It includes public
education, hazard assessment, infrastructure improvement,
risk assessment, protection of critical infrastructures, and
many more, while preparedness deals with volunteer man-
agement, strategy deployment, assessment management, and
emergency detection, on a broader level. Disaster response
activities include emergency shelter, search and rescue
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FIGURE 1: Phases of a disaster management.

operations, treatment of injured people, damage assessment
recovery, resource allocation, situation management, and
stabilization. To perform the above-mentioned operations,
the rescue team must have the knowledge of demands at
disaster places, for which there is a need for coordination
and cooperation among various tasks, such as search and
rescue, setting up relief camp, and providing initial treat-
ment to injured people. Search and rescue operations may
include looking for missing people, providing first-aid, taking
severely injured persons to the hospital, and providing them
shelter to safe places. These operations are the most crucial
and hold the highest priority. In this phase, an emergency
warning is given to the common people using various means
like media, social networks, and social platforms. Inventory
management and vehicle tracking ensure efficient and faster
ways for resource allocation. The recovery operation can be
elaborated by reconstruction and restoration of services like
electricity, communication, transportation, rehabilitation of
ecosystem, and redevelopment, as and when required.

In the postdisaster phase, the most crucial task is to
collect accurate information from disaster-affected regions.
This may be performed by using an aerial surveillance system
to collect the relevant data. The use of an aerial system
is to obtain information about the ground situation like
road network of the disastrous area. In such a situation, the
unmanned aerial vehicle is considered to be a very useful and
flexible tool for acquiring information about the ground real-
ity. These data may be collected through appropriate sensors
and devices, which may be deployed at the disaster sites prior
to the disaster occurrence, as a part of mitigation through the
aerial system. In the current scenario, the advent of Internet of
Things (IoT) has made it possible to collect and communicate
the acquired data using Internet and performing various
tasks. One of the most important tasks in such situations is
resource management. Resource management includes two
important tasks, namely, resource allocation and resource
scheduling. For instance, in case of an earthquake, several
zones in a city may be affected. Over there, resources such
as a crane, hydraulic jack, hydraulic cutter, an ambulance,
first-aid support, food packets, and clothes are needed. Based
on the kind of activities or tasks, various resources are
distributed. An optimum resource allocation strategy decides
how resources may be distributed from different warehouses
to the affected region in time. However, in case of a limited
number of resources, the resources must be scheduled to
reduce the demand and supply gap during the recovery and
rescue operations in the disaster-affected regions.

Resource management requires different objectives to be
fulfilled depending upon the set of tasks to be performed.

These objectives include various parameters like the cost of
operation, technology to support real-time response strate-
gies, satisfying demand in minimum time, and maximizing
the utilization of available resources. In addition, there is
a need to serve maximum possible affected areas with the
available number of resources. This becomes even more
challenging when all these objectives are needed to be fulfilled
at all the places and at the same time. In such situations,
resource scheduling and allocation play a vital role. The
resource allocation strategy should allocate the appropriate
number of resources at different places as per the demand in
such a way that other places may be served with the remaining
number of resources optimally. Also, resource scheduling
supports the process of resource allocation by aiding efficient
scheduling of the resources for the optimal allocation.

The allocation and scheduling operations need effec-
tive data collection and communication. If resources are
tagged with appropriate sensor devices and RFID, then it
becomes easy to avail the real-time information about various
resources through an established network and it allows one to
perform optimal allocation and scheduling of the resources.
Thus, it is very important to set up such a network among
sensor devices and it is expected that the network should be
wireless and IP-enabled. Due to this, the data or information
about the resources can be available from anywhere. This is
possible with the help of an Internet of Things (IoT). The
IoT helps in achieving the same purpose and it is possible
to maintain the real-time record of the resources and dis-
seminate this information where and when required. Internet
of Things [8] is a modern emerging technology. It allows
communication among things or objects from anywhere and
at any time. Wireless Sensor Network (WSN) has limitations
like energy constraint, limited communication range, low
transmission, and reception power. IoT is an IP-enabled
solution.

As part of predisaster activities, the mitigation and
preparedness are very important, whereas for postdisaster
activities, distributing resources in an efficient way in real
time is very important. The distribution of resources must
be done carefully and it is required to trace out whether the
resources are allotted and utilized efficiently or not. In this
process, mitigation or preplanning activities take care of the
tagging of resources in advance. Even the suppliers nowadays
are using bar code based resource identification with a detail
of batch, date, and packaging information. So it is assumed
that the resources are tagged with all details in the form of
a simple barcode or with RFID tag [9]. While shifting these
resources from the warehouse there is no need for manual
efforts to maintain the stock of it. The tag reader may help
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in this task. The concept of tagging is not only for nonliving
objects or materials available for distribution but it may be
for human resources having RFID enabled identity card with
their skills and other details embedded on it. This information
may be traced for utilizing the human resources efficiently.
Even without RFID based tagging, some mechanism is
required to trace the distribution of different resources. In
this context, RFID based tagging helps in monitoring and
tracking the resources. Also, in a logistic vehicle, a GPS
module is attached on an IoT device. IoT device can be a
low-cost standard device available with embedded boards
like Raspberry Pi, Arduino, or Intel Galileo. In our proposed
system, for demonstration and evaluation purpose, the IoT
devices, Raspberry Pi, Arduino, and various sensor motes are
used. A few of these motes are embedded with GPS modules
as well. GPS sends real-time latitude and longitude to make
it possible to track the resources tagged with such devices.
Further, the system is also integrated with Google Maps,
which shows real-time traffic scenario and road surfaces,
which helps in real-time decision making.

This paper proposes a solution for real-time resource
allocation and scheduling to handle the multiple objectives
in case of postdisaster situations. The proposal first allocates
the resources and schedule them to fulfill the demand for
completing various tasks or activities at different locations
simultaneously. The proposal uses four different aspects:
priority of the task, transportation cost, resource utilization
index, and scheduling time index, which are discussed
later in detail in the proposed algorithm section. All these
factors are combined in the proposal using a multiobjective
based model for resource management. The optimization
is performed using Lingo programming tool [10] and the
real-time data and information are mapped using Android-
based visual system. The outline of the paper is as follows:
related work is described in Section 2. Multiobjective based
resource management scheme for allocating and scheduling
is proposed in Section 3. In Section 4, results and analysis are
described and discussed. This is followed by a conclusion.

2. Related Work

In this section, a review related to resource management is
presented. For postdisaster management, it is very crucial to
handle resource allocation and its scheduling efficiently and
in an optimized way. Managing resources is very difficult in
case of various critical situations such as calamities and wars
because one has to consider various parameters for decision
making so as to reduce the fatalities. For example, in the
case of postdisaster management for carrying out rescue and
recovery operations, various parameters like distance from
resource center, availability of resources, and number of peo-
ple affected must be considered while allocating resources.
Conventional resource management systems used for
postdisaster management are based on Geographical Infor-
mation System (GIS), which uses geospatial data [11, 12]
collected using various satellites. The GIS system compares
the postdisaster geospatial data with that of a predisaster
situation for assessment of damage occurred in the affected
area. The GIS-based system works with the help of satellites.

It is mandatory to hire satellite service for the GIS-based
system which is expensive. Disaster management approaches
using drones have been proposed in [13, 14]. The drone-based
system helps in acquiring images of disaster-affected areas,
but it does not provide location information along with it,
which is generally available using the GIS-based system. To
overcome this problem, nowadays drones are available with
in-built GPS sensors so that the location information can be
made available. Decision support system framework [15] has
been proposed for decision making during disaster based on
information collected from multiple agencies, previous disas-
ter statistics, and records which were stored in a centralized
system. The centralized decision support system [15] has been
used for resource dispatching and tracking based on multiple
criteria for disaster management. Here, multiple objectives
are considered to allocate resources during an emergency
situation to all the places that are severely affected by a
disaster. Decentralized [16] resource management scheme for
postdisaster allows periodic sharing of resource information
by each relief camp in the delay tolerant network.

Resource management requires optimal resource allo-
cation during the critical time and it is quite challenging.
Resource allocation is the process of distributing the available
resources in such a way that the maximum utilization of
resources can be achieved. Resource allocation should ensure
that each objective must be fulfilled in an optimized way by
incorporating multiple constraints and criteria. A significant
amount of research has been carried out in the fields of
resource allocation for applications like healthcare manage-
ment [17-20], logistic industries, manufacturing companies,
cloud computing [21-23], and supply chain management
[24]. Proper utilization of resources based on demand and
availability is very important, in the absence of which,
underutilization of resources has an adverse effect in terms
of achieving the goals for an organization. These resources
may include, but not limited to, the medical kits, ambu-
lance, fire vehicles, food packages, and rescue boats. The
delivery of these resources in real time definitely reduces the
losses. Mohammed Muaafa et al. [25] have used multiob-
jective resource allocation scheme for a medical emergency
response. This scheme considers a number of objectives like
the location of an emergency unit and the number of victims
at each unit. Multiobjective based resource allocation has
been used in operational research fields, which mainly deals
with decision making based on multiple criteria at a given
time. F. Fedrick et al. [26] have described an optimized
resource allocation in an emergency situation for handling
earthquake-like situation. It focuses on optimized resource
allocation for the search and rescue period.

In case of a limited number of resources, along with
resource allocation, there is a need for resource scheduling
for providing required resources to different tasks or activities
which must be completed over a predefined time. The scarcity
of resources may delay the relief work and may create
adverse situations while performing postdisaster activities.
Resource scheduling is needed when the number of available
resources is less and the demand is more. Resource should be
scheduled in such a way that all tasks must be completed in
minimum time and there is a minimum loss of human lives.



Conventional resource scheduling approaches are generally
divided into preemptive [27] or nonpreemptive [28, 29]
approaches, respectively.

During postdisaster management, different tasks need to
be scheduled. Various tasks may have different priorities.
In priority-based task scheduling, each task is assigned a
priority. Thus, the more important task is executed first.
Naturally, priority-based task scheduling [30] provides better
performance while dealing with postdisaster activities [31].
While allocating and scheduling the different resources, it
may happen that the deadlock situation arises and starvation
for resource occurs. The Banker’s algorithm has been used for
avoiding the deadlock for different applications [32-34]. In
[32], the Banker’s algorithm has been used for ensuring finite
turnaround time for different jobs. The disadvantage of this
approach is that it does not take care of resource utilization.
In case of critical response and recovery operations, it
is mandatory to have an efficient resource utilization due
to a limited number of resources and a large number of
regions needing the relief operation. In this view, the method
proposed in this paper considers both issues, the scheduling
and utilization of resources, simultaneously. The approach
based on Banker’s algorithm has been described in [33] for
improving utilization of automatic guided vehicles through
the proposed scheduling policy. In a real-time application, the
demand and availability of resources should be considered
for scheduling and allocating the resources. Our proposed
method considers the demand and availability of resources
while scheduling and allocating them to a different task in
an optimized way. In [34], resource provisioning algorithm
based on Banker’s algorithm has been described for multi-
access edge computing. In this paper also the main goal is
to avoid a deadlock situation. It also considers overdemand
and delays while provisioning the resources. In disaster man-
agement, there are several tasks to be completed based on an
emergency, the tasks must be performed in particular order,
and accordingly resources must be scheduled and allocated.
Our proposed algorithm takes care of this by assigning the
priority to each task, and priority-based resource allocation
and scheduling help in handling several tasks efficiently.

As discussed in the literature survey, a number of meth-
ods have been reported for scheduling jobs and utilizing the
resources. In the case of a limited number of resources, the
resource scheduling is very much necessary. In this context,
there is a need for developing the method which takes care
of various important tasks and performs the allocation and
scheduling of resources by considering various objectives and
criteria. There are a number of issues like executing the tasks
based on their importance, completing all task as early as
possible, and completing all tasks with minimum cost. In
this paper, we take care of these issues, which differentiates
our proposed method from other techniques reported in
the literature. We propose multiple objectives based resource
allocating and scheduling algorithm for performing differ-
ent tasks on hand with priority. The proposed method is
evaluated based on the completion time of different tasks
and the utilization of resources. Overall, using our proposed
algorithm, the performance of the system is improved in
terms of the number of parameters, namely, fair allocation of
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resources, utilization of resources, and time for completing a
particular task at the different places simultaneously.

3. Proposed Resource Management Approach

In this section, the proposed approach for resource manage-
ment is presented. The novelty of the proposed algorithm is
as follow. From discussion in the literature survey, there is
a need for an efficient method for resource allocation and
utilization. Several tasks need to be completed based on their
importance in a particular order. So assigning the priority
to each task and accordingly allocating and scheduling the
resources are very important. For achieving this, there may
be several objectives that must be fulfilled. In this context, this
paper introduces the novel algorithm for resource allocation
and scheduling based on priority using multiobjective based
criteria for completing the different tasks efficiently. When
a disaster occurs, multiple places are affected. To handle
such a situation, the rescue and recovery operations must be
carried out in an effective manner. For rescue and recovery
operations, various activities or tasks must be planned and
executed accordingly. For executing these activities or tasks,
various types of resources are required for completion. So
there is a need to distribute the number of resources to these
tasks or activities in time. Each task or activity may need
the different type of resources and, hence, it is important to
allocate the required number of resources at each place for
completion of the tasks or activities on time, which may help
to minimize fatality. The above discussion may be visualized
through a postdisaster management workflow as depicted in
Figure 2. Assume there are N disaster-affected places. These
places are represented as a set & given by

P ={P,P,,P;,..., Py} (1
where P, is ith place in the affected area for i = 1,...,N.
Assume that there are M number of warehouse centers
represented by 7" such that

W ={W,W,,Ws,...,Wy} (2)
where W is specific " warehouse located on the field where
relief work is carried out for j = 1,..., M. The warehouse
center is basically a storage house for different resources.
Each warehouse has K different types of resources, where
K varies from one warehouse to another. The number of
these resources are represented as a set {R;, Ry, Rs,..., R}
at a particular warehouse. For representing the number of
resources of a particular type located at a specific warehouse,
the symbol R}, is used to indicate the number of resources of

type k located at j" warehouse.

At each disaster place, there is a need to carry out
certain number of tasks. These tasks are denoted by
{T,,T,,T;,...T,}. To carry out these tasks, different types
of resources are required. There is a possibility that the
demand at different places may be more as compared to
the available number of resources, or it may be less than
the total number of available resources. In brief, there may
be an overdemand or underdemand for resources. The



Wireless Communications and Mobile Computing

Disaster
Occurs

Affected

Affected

Affected

Place 1 Place2 | ... Place n
S
Task 1 Task 2 Task n Task 1 Task 4 Task 1 Task 2 Task n
.
, [N
Resource Resource Resource Resource Resource Resource Resource Resource
1,2...k L 1,2...k 1,2...k 1,2...k 1,2...k ,2...k 1,2...k 1,2...k

FIGURE 2: Disaster management workflow.

proposed method for resource management must consider
this aspect. In case of overdemand for different resources,
i.e,, a demand for resource is more than its availability, the
resource management process is divided into two phases:
resource allocation followed by resource scheduling, while in
case of underdemand for resources there is only one phase,
i.e., resource allocation. The demand for a particular resource
of type k at place i is D;;, and the number of resources of
type k available at warehouse j is R .. Using these notations,
overdemand and underdemand for resources are depicted in
the form of equations shown below. Equations (3) and (4)
depict the overdemand and underdemand, respectively.

(3)

(4)

Based on the conditions mentioned in (3) and (4), both
activities, namely, resource allocation and scheduling, need
to be carried out, or only resource allocation is performed.

3.1. Resource Allocation. Resource allocation is a systematic
approach for assigning the resources as per the requirement.
As mentioned earlier, postdisaster management needs to
accomplish various tasks for fulfilling different objectives set
as part of the rescue and recovery operation that is carried
out. In this context, it is desirable to have a method which
takes care of these objectives while allocating resources.
In this view, we propose a multiobjective based resource
allocation scheme. Multiobjective based allocation scheme
decides how many resources must be allocated from which
warehouse to the disaster place. Naturally, the proposed

scheme should allocate resources in the first phase in such
a way that the number of resources should be distributed to
those places having maximum requirement and priority of an
activity or tasks to be performed. In this view, for fulfilling
multiple objectives, we introduce various parameters. These
parameters help in defining the multiobjective functions for
accomplishing various tasks of rescue and recovery opera-
tion.

For rescue and recovery operation, it is very important
that various tasks or activities must be carried out in time
to reduce postdisaster fatalities. In this context, we consider
mainly four parameters. There are a number of tasks to
be performed and each task may have a different amount
of urgency. It is preferable to assign priority to different
tasks. So the first parameter is proportional priority. Second,
the resources should be availed in minimum time at the
required place. The resources may be distributed from various
warehouses located at different places as stated earlier. So
the second parameter is the transportation cost. The third
parameter is resource utilization as each resource must be
utilized to its maximum capacity. In the case of a limited
number of resources, the scheduling is required so that the
resources will be available for different tasks wherever it is
required. In this view, the fourth parameter is scheduling
time. These parameters are defined and discussed in detail as
follows.

3.11 Proportional Priority. For handling the postdisaster
situation, the main goal is to reduce fatality. For example,
there is a mass destruction due to the collapse of several
buildings in disaster-affected region, there are a number of
people injured at different locations, and now a number of
ambulance vehicles are required for shifting these injured
people from different places to the nearby medical center for
treatment. In such a situation, these places need to be served



first with high priority to reduce fatality. As there may be
such several places and the number of injured people may
vary from one place to another, it is required that carrying
vehicle should be available at a particular place first, where
there is more number of injured people compared to the place
where there is less number of injured people. This aspect can
be incorporated by assigning the priority proportional to the
requirement of the resources. For algorithmic description,
the number of injured people who need the service of an
ambulance is represented as an entity count. This entity count
needs a service of a particular resource. That is, ECS (entity
count for a service or resource) represents entity count as
the number of injured people for the example cited here.
For assigning proportional priority to a particular service at
specific location i, Priority; is defined as

ECS;

1

Priority; Zij\] ECs, (5)
where Priority; is priority value at disaster-affected place
P, and ECS; represents the entity count at location i or
place P; that needs the service of a particular resource. The
proportional priority is normalized with respect to the count
of entities at all places in the disaster-affected region.

3.1.2. Transportation Cost. During rescue and recovery oper-
ations, the resources are distributed from warehouses to
different places in the disaster-affected area. To reduce the
fatality, the resources should be provided as quickly as
possible. It is quite possible that the roads may be damaged
due to the disaster. So identifying the route to the desired
location for supplying the resources in shortest span of time is
mandatory. The route identified should be such that the trans-
portation time is minimum. In this context, in our proposed
algorithm, the transportation cost is incorporated as one of
the parameters. The transportation cost is evaluated based
on the time and existence of the route to desired location.
Drones, developed under the research grant as mentioned in
the Acknowledgments, help in capturing images and hence
identifying the existence of the route. In case of availability
of network access, our proposed system identifies this route
through Google Maps.

The existence of the route is represented as reachability
between disaster-affected place and warehouse. The reacha-
bility is set to 1, if a route exists; otherwise it is set to 0, as
shown in (6).

1, if route exists between place P,

Reachij = and warehouse W; (6)

0. Otherwise

The objective is to minimize the transportation cost so
that the resources should be available in minimum time to
the disaster-affected places. Based on this assumption, the
objective is defined as

N M
min Z Z transportation_cost;; * Reachij (7)
i=1 j=1

Wireless Communications and Mobile Computing

where the transportation_cost;; is measured in terms of time
and distance between the affected place P, and the warehouse

w;.

3.1.3. Resource Utilization. Another parameter chosen for
defining multiobjective based problem formulation is based
on the utilization of resources. For rescue and recovery
operations, the availability of resources is always critical. It is
desired that various resources should be utilized maximally.
In this context, the following objective is maximized for
achieving maximum resource utilization. The same criteria
may be stated in a different view, i.e., serve the maximum
number of disaster-affected places with a minimum number
of resources. Indirectly, each resource utilization is maximal.
Maximal resource utilization can be achieved considering
the demand for resources of type k, at affected place i, and
with available number of resources that should be allocated
at place i for a specific task. It may happen that there are
a number of tasks to be performed at place i. Each of
these tasks may have a different priority, i.e., proportional
priority defined in (5). Thus, some of the tasks may have
higher priority compared to other tasks at the same place.
The number of such tasks may also vary from one place
to another place. In this view, the different places are also
assigned priority given by Place_Priority, which are defined
in terms of the number of tasks with higher priority. If
the number of tasks requiring resource type k has high
proportional priority, then the Place_Priority is higher for
that resource type. The Place_Priority at place i for resource
type k is defined as Place_Priority,;. The resource utilization
is measured in terms of available resources based on the
number of tasks with their respective priorities which need
these resources and the priority of place are defined as above.
The objective is to maximize resource utilization using the
following equation:

N K
N yYX D,
ax 2o Zici Di # Priority; = Place_Priority,;  (8)

m
M K
Z]’:l Zk:1 Rjk

where Place_Priority,; is a priority of place i for resource type
k.

3.1.4. Scheduling Time. It is important to accomplish various
tasks of rescue and recovery operations in time. These tasks
need different resources. It may happen that the resources
may be limited in number. So, it is required to schedule
different tasks and allocate the resources to these tasks.
Indirectly various resources should be scheduled for different
tasks in a way that all tasks may be completed in time.
It is also important that the scheduling time should be
minimum. In this view, minimizing overall scheduling time
is one of the parameters that our algorithm achieves through
multiobjective based formulation. In our proposed system,
the program evaluation and review technique (PERT) [35, 36]
is used to analyze scheduling time, so that in minimum
time more number of places can be served and the required
number of tasks may be completed. So the objective is
to minimize the overall scheduling time at place i. This
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minimum time value, Time; [35], is given by the following

equation:

[O, +4M, + P,]
6

)

min Time; =

where O, is an optimistic time to accomplish a particular
task assuming that everything goes well on time as normally
expected, i.e., the best condition. 4M, is the most likely time,
i.e., the best estimated time in which task may be completed,
and P, is the pessimistic time which is the maximum possible
time taken to complete task considering the worst scenario,
i.e., when everything goes wrong.

Multiobjective Based Allocation. Using the four parameters
described above, namely, proportional priority, transporta-
tion cost, resource utilization, and resource scheduling time,
the multiobjective function is evaluated. The multiobjective
function provides an optimal value of the decision variable,
represented as Volume;;;. The decision variable Volume;; is
the number of resources of type k to be allocated from a
particular warehouse j at location i to accomplish a particular
task based on its priority in minimum time. Formally, the
decision variable is defined as

Volume;;

= min (transportation cost, scheduling time)  (10)

+ max (resource utilization)
subject to

Volume;; <= Dy, o)

Volume;; <= Rj. (12)
It is important to note that the number of resources of type
k that can be allotted at place i from warehouse j should not
be greater than the number of resources of type k available
at warehouse j. Similarly, the number of resources of type k
allotted for a particular task at place i should not be greater
than the demand for the same resource at the same place.
Both these conditions are defined as constraints in (10) of
multiobjective based evaluation.

3.2. Resource Scheduling. As discussed earlier when the
demand for resource is more as compared to the availability
of resources, the scheduling of the resources is required for
completing various tasks. The resource scheduling needs to
be carried out considering various parameters and the avail-
ability of resources so that different tasks must be completed
in time as per their importance. In disaster management,
resources are scheduled based on the priority of tasks and
urgency of a place in the required time. In this context, it is
important that the places which are not served yet need to be
served first as part of resource scheduling to avoid starvation
of resources or delay in rescue and recovery operations. For
our proposed algorithm, for formulating the problem based
on multiobjective based criteria, we use TOPSIS [37-39].

TOPSIS provides the ranking based on a set of parame-
ters for scheduling the resources at nonallocated places for
completing various tasks. These parameters are considered
as scheduling parameters or criteria. The values of these
parameters are of two types, classified as benefit parameters
and cost parameters. The number of benefit parameters and
cost parameters may vary from one application to another.
The benefit parameters are set to the number of entity count
(ECS) of a different category. For postdisaster management
scenario, there may be a scenario where the number of
injured people should be shifted from the disaster location to
nearby medical center through ambulance; then parameter;
is the count of entities of a particular age group. The idea
is to provide service to a lower age group first compared to
the higher age group of people. Similarly, the cost parameters
are defined. For postdisaster management, in our case, two
cost parameters are defined, namely, the evacuation time
and transportation cost. Using these parameters, TOPSIS
calculates the ranking for nonallocated places for scheduling
the resources. In this context, various variables and symbols
used by TOPSIS are described below for narrating the
proposed resource scheduling algorithm.

Notations

(1) allocated_places: Set of places where resources are
already allocated.

(2) non_allocated_places: Set of unserved places, where
resource demand is not satisfied or partially satisfied.

(3) Scheduling_index;: Scheduling rank calculated for
each unserved places.

(4) need;;: Need of resource type k at disaster place i.

5) Parameter = arameter, arameter,, ...,
1 2
parameter,,} is a set of scheduling parameters
or criteria as discussed above.

(6) Using the above parameter values at different disaster
location, scheduling index matrix « is created which is
called the decision matrix as it is used for scheduling

decision.
parameters
all ... alm
o = Non_allocated_places o _ (13)
anl ... anm

«a is the decision matrix for scheduling index.

Each entry of & matrix is «,,,,, indicating the value of
parameter m which is used for resource scheduling at
nonserved place 7.

(7) Each parameter described above is assigned a weight
value based on the urgency of the group represented
by particular parameter. For this weight vector W is
defined.

W = {w,,w,,...,wy,} is weight vector, where w,), is
a weight assigned to parameter parameter,,. These



weight values are assigned for the above parameter set
at each nonserved place n.

(8) Using the above weights, the S matrix is defined where
each entry f3,,, is normalized weight value, i.e., for
parameter m at nonserved place n.

(9) Available.: Currently available resource of type k at
warehouse j.

(10) Allocation;.: Resource of type k allocated to disaster
place i.

(11) I': A set of values associated with benefit parameter.
The benefit parameter may be the number of entities
served as defined above. In general, benefit parame-
ters are those parameters which are associated with an
entity that is benefited in terms of different services.

(12) I": A set of values associated with cost parameter
which is described above. The time of completion of
a particular task and the distance from warehouse to
an affected place are such parameters which affect the
completion of different tasks performed as a part of
rescue and recovery operation.

(13) Dt;: Positive Euclidean distance from ideal solution.

(14) Dt; : Negative Euclidean distance from ideal solution.

Equation (14) denotes the set of places which are not served.
These are places where the resources are not allocated yet or a
partial number of resources are allocated and, hence, these
places need to be served as soon as possible. So these are
places still in need of resources.

non_allocated_places = & — allocated_places (14)

After a phase of resource allocation as per the multiobjective
function in (10) as described in the previous section, it may
happen that there are a number of places left, where the
particular types of resources are not allocated due to the
limited number of resources. For representing the need for a
particular resource of type k at place i, the following variable
is defined by (15).

need;. = Dy — Volumey; (15)

The above equation calculates the quantity of resources of
type k still needed at disaster places i.

Using the multiobjective based resource allocation
method as mentioned above, some places are served but
there are unserved places where still resources are needed
to be allocated. For handling such situations, using TOPSIS
technique as described above, Scheduling_index is calculated
and assigned to each of nonallocated places, considering
multiple parameters.

Steps for Evaluating Scheduling_Index

(i) Step 1: Normalize Decision matrix.

The decision matrix is normalized using standard
technique mentioned as below.

_ Xnn

T = ZAm/IZI ((“mn)1/2> (16)
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(ii) Step 2: Construct weighted matrix.
ﬁmn = wm * rmn (17)

(iii) Step 3: Determine positive and negative ideal solu-
tion.

(a) Positive ideal solution identifies the best ideal
solution by maximizing benefit parameters and
minimizing the cost parameters.

A" ={Bl. By s Bl
= {(maxB,,, [ m e 1), (minB,, | me1")}

(b) Negative ideal solution maximizes the cost
parameter and minimizes the benefit parameter.

A" ={B. By 5 By}

= {(minﬁmn | me I’),(max[)’mn | me I")}

(18)

(19)

(iv) Step 4: Calculate separation measure using Euclidean
distance. Here, Euclidean distance from a positive
solution to the ideal solution is calculated as well as
from negative solution to ideal solution. The ideal
solution is the solution which considers maximum
satisfaction of all criteria, but such a solution is not
feasible in a restricted environment. The separation
measures are calculated as below using positive and
negative ideal solutions.

M

Dt;— = Z (ﬁmn - ;)2 (20)
m=1
M

Dti_ = Z (ﬂmn - ﬁ;)z (21)
m=1

(v) Step 5: Calculate Scheduling_index,,.

The Scheduling_index,, represents the relative close-
ness to ideal solution.

Dt _
z + Dt (22)
n

Scheduling_index, =

Arrange Scheduling_index in descending order.

The pseudo code of proposed resource management
approach and resource scheduling approach is mentioned in
Algorithms 1 and 2, respectively.

The resources must be allocated and scheduled efficiently.
The demand for different resources at each place must be sat-
isfied without any deadlock situation and starvation. Hence,
scheduling should be done in such a way that different tasks
must be completed in order of their importance. Moreover,
it is desirable that all resources must be utilized maximally.
In this context, the demand satisfaction, percentage uti-
lization of resources, and overall completion of different
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Demand of resource type k at each disaster place i: D;;

(3) Procedure
(4) if YV Y8 Dy > zj.‘ﬁl Y1 Ry then

(5) Resource_Allocation()

(6) Resource_Scheduling()
(7) else

(8) Resource_Allocation()

(1) Input: Set of Disaster Places: P, Set of Warehouse Centers: W), Quantity of Resource Type k at Warehouse Center j: Ry,

(2) Output: Quantity of resource of type k that should be supplied from warehouse Center to disaster place.

ALGORITHM I: Resource management (RM).

(3) Step 2: Sort the Scheduling_index; in descending order.

(6) if Need;, > Available ;. then

7) Go for next non_allocated_places
(8) else
)

(10) Available . = Available ;. — Need;

(12) Allocation,, = Allocation,, +Need;,
(13) Add the served resources
(14) Return resource schedule

(1) Input Number of warehouse centers, Available resources at warehouse centers, Allocated resources to task, Scheduling_index;
(2) Output Scheduling of resource for a particular task at all non-allocated places

(4) Step 3: Allocate the resources to all non_allocated_places as per order of Scheduling_index;.
(5) while till every non_allocated_places, has served resources do

(11) > Allocating the requested resources for non_allocated_places i

> Verifying the availability for the resource type k

ALGORITHM 2: Resource scheduling.

tasks are considered as performance measure parameters.
These parameters help in comparing our proposed method
with other existing methods. In the simulation results as
mentioned in Section 4, these three parameters are evaluated
compared with the existing approaches.

4. Result and Analysis

For evaluating the proposed method, the scenario is syn-
thesized using the number of actual places of our city,
Surat, located in Gujarat state in India. The disaster places
are demonstrated through Google Maps using the Android
application developed for visualizing the outcome using our
approach. As pointed out earlier, for postdisaster manage-
ment, completion of various tasks in particular order in
minimum time is very important. For completion of these
tasks, resources must be allocated and scheduled accordingly.
At the same time due to a limited number of resources, it is
desired that available resources must be utilized optimally. In
this context, the proposed method is evaluated with respect to
three parameters, demand satisfaction, percentage utilization
of resource, and overall completion time of different tasks
altogether. The demand satisfaction means that a percentage
of demand for a particular resource type is satisfied or
provided at all the places. Percentage utilization of resource
depicts how efficiently the algorithm utilizes the resources.
With proposed resource allocation and scheduling, it is

desired that the overall completion time of different task
must be minimum or fast enough compared to the normal
sequential way of completing the different tasks.

The proposed multiobjective based resource allocation
and scheduling algorithms are implemented in LINGO [10].
The results are visualized using an Android application using
Google Maps. For demonstration, our local city, Surat, region
is considered. The complete Surat city region is divided into
seven zones by Surat Municipal Corporation (SMC). These
regions are shown in Figure 3. For simulating and visualiza-
tion of the proposed algorithm, it is assumed that various
parts of different zones are affected by some massive natural
disaster. It is assumed that there are seven warehouse centers,
one in each zone. There are ten different areas or places
affected by the disaster. At each place, the number of tasks
to be performed as part of rescue and recovery operation is
decided by the management authority. There is a demand
for a certain type of resource at each place. For instance,
these resources may be an ambulance, fire vehicle, emergency
vehicle, rescue boat, food packages, medical container, etc.
For example, there is a demand for a particular type of
resource, say, ambulance. There are number of injured people,
which are entities, requiring the service of shifting to nearby
place by the medical center from disaster-affected place. For
such a typical scenario, the demand for particular resource at
different places with their priority along with entity count is
shown in the Table 1.
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FIGURE 3: Zone-wise division of Surat city [6].

TaBLE 1: Demand of resource, ECS, and Place_Priority.

Pl P2 P3 P4 PS P6 P7 P8 P9 PIO
Demand at each place Dy, 100 37 22 32 41 32 43 38 50 70
Entity Count requires Service (ECS) 400 50 40 300 406 500 470 600 600 800
Place_Priority 1 1 1 2 1 1 2 2 2 2

TABLE 2: Quantity of resources at each warehouse.

Warehouse Center W, W, W, W, W, W, W,

Quantity of Resources R, 60 55 51 43 41 52 20

TABLE 3: Route (reachability) from disaster affected place to ware-
house center.

Reach, P, P, P, P, P, P P, P, P, Py,
w, o 1 1 1 1 1 1 1 1 0
W, 1 1 1 1 1 1 0 1 1 1
W, 1 1 1 1 1 1 1 1 1 1
w, 1 1 o0 1 1 0 1 1 1 0
W, 1 1 1 1 1 o0 1 1 1 1
W, o 0o o 1 o 1 1 1 1 1
w, o 0o o 1 o0 1 1 1 1 1

It is important to note that the scenario described here
is a very typical one considering all types of situations. In
Table 1, at place P, the demand is more but ECS is less
compared to other places like P, to P,,. In the given scenario,

all entities are injured people who need medical service.
Further, all these entities are distributed over different age
groups. Our allocation and scheduling algorithm exploits this
information while allocating the resources at different places.
As mentioned in the algorithm description, the allocation of
different resources is based on an evaluation of multiobjective
function using different parameters. One of the parameters
is a place priority which is based on ECS. The demand is
decided by the urgency of resource requirement. As entities
are distributed over different age groups, the urgency may
vary from one group to another. So it may happen that
ambulance service is not required by all groups of entities but
only a few entities among these groups require an ambulance
service, which are severely injured, and hence the demand is
less though ECS is more at places like P, to Py,.

As mentioned earlier, each warehouse center has different
types of resources. The number of resources of type k at
warehouse center j is represented by Rj. In Table 2, the
number of resources of a particular type available at various
warehouse center is mentioned.

The reachability from each disaster-affected places to the
warehouse center is shown in Table 3. If a route exists from
the warehouse center to disaster-affected place, then it is
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indicated by 1. If a route is damaged or having congestion,
then it is not possible to reach the place through this route
and, hence, it is indicated by 0.

In Figure 4, the distance from disaster-affected place to
nearby warehouse center is shown using Google Maps for
visualization. Here, latitude and longitude are mapped in a
2-dimensional coordinate system to calculate the distance for
further processing. In Figure 4, the upper part of image repre-
sents latitude and longitude on y-axis and x-axis, respectively.
The place and warehouse are indicated by red dots whereas
the distance among these place and warehouse in meters is
displayed in the lower part of the same image with blue dots
for place and warehouse.

First, the result of resource allocation is described and it is
followed by the result and analysis of the resource scheduling.
Multiobjective approach is implemented in LINGO [10]
and compared to the existing approach [15] for resource
allocation. Figure 5 displays the comparison of allocation
of a particular type of resource at different places using
our proposed approach in this paper and existing approach
[15]. In Figure 5, the demand for a particular resource at
each disaster-affected place is shown using yellow color. The
resource allocated by our proposed approach, which is the
value of decision variable Volume,; derived using (10), is
shown with magenta color. The resource allocation by the
existing approach [15] is displayed using green color. In [15],
for allocating the resources, it considers priority and cost
matrix, also considering the number of injured people. In
our case, multiple objectives are considered as mentioned
in (10) and have used proportional priority for the places,
based on entity count (ECS) which requires service. We
have also considered the scenario of overdemand as well as
underdemand for resources. Further, it is worth mentioning
that the category of ECS based on the age group to determine
the urgency is also incorporated to evaluate place priority
along with other objectives as described earlier.

The scenario considered here for evaluating our algo-
rithm has 10 places P, to P, as discussed earlier in this
section. The two-level priorities assigned are high and low.
High priority is marked with 2 and low with 1 in Table 1. It
also depicts the demand, i.e., the number of resources of a
particular type, at places P, to P),. The places P,, P,, P, P,
and P, are having higher priority compared to other places.
From Figure 5 it is clear that the proposed approach allocates
more resources to those places where priority is high. As
mentioned in Table 1, the places such as {P,; P;; P;} have
less priority and ECS count is also low. As these places are
not that crucial, thus during phase 1, i.e., resource allocation
phase, no resources are allocated to these places. At places
{Py; Py; Py; P,} partial resources are allocated, while at other
places {Pg; Py; Py} complete demand is satisfied, as these
places are more important and crucial. That is, these places
are served first. From simulation results, it is clear that our
proposed approach serves the most affected places, where the
entity count and the place priority are higher along with other
objective parameters described earlier.

The performance of the resource allocation is evaluated
using the demand satisfaction which indicates the total
number of tasks completed, and resources are served as per

1

demand across the different places. The demand satisfaction
is calculated using (23).

N K M
Yist 2ke1 2o Volumey;
N K
2im1 2k-1 Dk

Using our proposed approach 71% of demand is satisfied,
while in the existing approach [15] this value is 65.1%. It
shows that our approach satisfies demand at more places as
compared to the existing approach. The resource allocation
based on multiple objectives using priorities of tasks and
places is most effective for rescue and recovery operations.

Another parameter for evaluating the performance of
resource algorithm is to find out whether the resources
are utilized optimally or not. It is possible to measure this
using percentage utilization of particular resource. Figure 6
represents the percentage utilization of resource from each
warehouse to different disaster places. As mentioned in Tables
1 and 2 there are 7 warehouse centers and 10 places that are
affected by a disaster. The sum of all percentage values is
100, that is, 100% utilization of the resource. The meaning
is that, from different warehouses, all the available resources
of a similar type are completely utilized at different places.
From this figure, it is clear that using our proposed algorithm
the resource utilization is 100% which is the most desirable.
This is possible because of multiobjective based allocation.
Figure 6 shows the percentage of resource allocation from
each warehouse to different disaster places.

The proposed approach is compared with the existing
approach of resource allocation [15] in which the same set of
input is given to both the existing allocation approach and
the proposed allocation approach. Our proposed approach
considers more objectives and constraints as compared to
the existing resource allocation approach [15]. As depicted
in Figures 5 and 6, the proposed approach first serves more
needing places as compared to the existing approach [15].

As mentioned in Tables 1 and 2, respectively, the demand
is more than the number of resources, so it is not possible to
serve all places at the same time by allocating required num-
ber of resources. Few places still need to be served. As per (3),
it is a situation of overdemand for resources, so the resource
scheduling is required to fulfill the demand for completing
the task. As shown in Figure 5, the disaster-affected places
such as {P2;P3;P5} are completely unserved places, while
disaster-affected places {P1;P4;P6; P7} are partially served.
Thus, at all these places, resources are to be scheduled as
per the availability. For this task, our proposed resource
scheduling algorithm calculates the scheduling index based
on the benefit parameters using TOPSIS as discussed in the
previous section. For the scenario depicted here, the benefit
parameter is measured in terms of entity count ECS which
is served to reduce the fatality. For example, in the case of
disaster, the benefit parameter can be measured in terms of
how many severely injured people can be served. Various
injured people can be further classified based on their age
to evaluate the benefit parameter. The reason is that serving
smaller children may have much more urgency as compared
to middle aged people. The other parameter considered for
evaluating the cost is transportation time.

(23)

demand _satisfaction =
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The third parameter which is evaluated for comparing
the performance of the proposed algorithm with the existing
one is overall completion time of tasks at different places
altogether. In the case of postdisaster management, overall
completion time of a particular activity should be minimized
to reduce a loss. For evaluating overall completion time all
the nonserved places that need services for a particular task
should be optimally scheduled. The overall completion time
is compared using our proposed algorithm and the existing
approach [31]. In case of our proposed algorithm, these places
are scheduled using the Scheduling_index which is calculated
using the TOPSIS technique based on various parameters as
discussed in Algorithm 2.

As mentioned earlier, the benefit parameter is evaluated
in terms of entity count which is to be served for reducing the
fatality. In case of disaster, the benefit parameter is evaluated
in terms of how many severely injured people can be served.
Various injured people can be further classified into groups
based on their age. The reason is that serving smaller children
may have much more urgency as compared to a middle aged
group of people. Similarly, the other parameter considered

for evaluating is the cost parameter which is transportation
time and cost. The scheduling of resources for nonallocated
disaster places are performed based on Scheduling_index
using the available number of resources. The scheduling of
the service at these places is represented using Gantt chart as
depicted in Figure 7. The detail description is as follows.

It is assumed that after the task is completed at any disas-
ter place, the resources allocated to that place are returned to
the respective warehouse center. For evaluating the robust-
ness of our algorithm, we consider a typical scenario where
there is a scarcity of resources; i.e., for example, only 40%
of resources are available at different warehouses in total.
Further, it is also assumed that the availability of resources
is measured every two hours which allows dynamic scenario
for resource allocation and scheduling. From Figure 5, it is
observed that the places {P,, P;, Ps} are completely unserved,
i.e., so far no resources are allocated at these places at the
end of the resource allocation phase, so these places need
to be served first. For showing the efficacy of our proposed
algorithm, timeline chart is presented in Figure 7 depicting
the starting time and ending time of an activity or task at a
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FIGURE 7: Gantt chart showing scheduling of nonallocated disaster places.

particular place. This represents the scheduling of resources;
indirectly, it is the scheduling of activities at different places.

Let the rescue operation start at 10 : 00AM in the
morning; at that instance the currently available number of
resources at warehouse center is 129, which is 40% of the total
resources available at warehouse center at the beginning of
scheduling. Based on scheduling index calculated using our
proposed Algorithm 2, the places {P;, P,, P;, P,} need to be
served first as they are more important places compared to
places {Py, P, P, }. As shown in Figure 7, places {P,, Ps, Ps, P}
are scheduled first at 10 : 00 : 00AM, while places {P;, P,, P}
are served in the next scheduling phase. Using the existing

approach [31], various activities are allocated with resources
sequentially and, hence, the activities at these places are
scheduled in sequence only, that is, P, to P,, based on the
availability of the resources. The existing scheduling approach
[31] uses Bankers algorithm, while the proposed scheduling
algorithm provides a rank to each unserved place based on
multiple parameters using TOPSIS technique. It schedules
resources considering availability of the resource and rank
of unserved places, i.e., calculated using TOPSIS technique.
At the same time when both algorithms perform scheduling,
it is found that our proposed approach performs scheduling
of all nonallocated places in 7 hours and 5 minutes, while
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the existing approach [31] takes 9 hours and 5 minutes, i.e.,
the existing approach takes 2 hours more for completing the
tasks.

The proposed method is also visualized using the
Android application developed. The number of warehouses
centers and the number of allocated places and nonallocated
places are displayed using blue, green, and red color markers,
respectively, using Google Maps in Figure 8. This figure
represents the outcome of resource allocation phase and
further scheduling is performed to all the nonallocated
places.

5. Conclusion

In this paper, multiobjective based resource allocation and
scheduling problems are formulated considering various
parameters. These parameters allow one to assign the priority
to different tasks and places depending upon the urgency
of rescue and recovery operations. Using the proposed
algorithm, the resources are allocated fairly at different
places, in case of the demand is being more than required
resources then resource scheduling is performed. Proposed
resource scheduling algorithm performs successfully in terms
of achieving maximal resource utilization and fulfilling the
demand at various places for different tasks. The proposed
algorithm is compared with the existing approach and the
simulation results show that the proposed resource manage-
ment approach produces better results. The current work can

be extended for other parameters as per the need of different
applications and the type of disaster. Also, the evaluation can
be performed with more scenarios.
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Every year around 200 million people are affected by hazards of different nature. In most of these situations public protection
and disaster relief personnel are usually the first responders to provide help. To provide differential relief coverage in these
scenarios, novel communication and network functionalities are being demanded, relegating today’s narrowband private radio
(PMR) emergency systems to the background. These are data-support, increased coverage, broadband communication, and high
reliability which will be addressed by novel communication technologies such as Long Term Evolution (LTE), LTE Advanced-pro,
and future 5G. In this work we tackle two key technological solutions for future emergency communication networks such as
an architecture based on relay nodes and enhanced user equipment by means of multiple-input-multiple-output (MIMO) tech-

niques.

1. Introduction

In the last decade, a total of 6,090 disasters were reported
globally, originated from both natural hazards such as cli-
matological, geophysical, meteorological, hydrological, and
biological and artificial or technological hazards, being indus-
trial, transport, and miscellaneous [1]. This figure yields
around 600 disasters per year around the globe.

This amount of disasters has implied that 771,911 people
were deceased under those circumstances over the last 10
years. In addition, the figure for the people affected by these
hazards is close to 200 million every year, understanding
people affected as those who were injured, whose house
was destroyed, or those who required immediate help and
aid such as salvage, basic survival needs, and medical aids
[2].

Data on the number of people affected and the typology
of the disaster are very useful information for disaster
awareness, for the potential planning of a response and
for the definition of future strategies for lowering disaster

impact. The reduction of disaster risk and disaster losses
is the objective of the Sendai Framework for Disaster Risk
Reduction (DRR) 2015-2030 [3], proposing a broad people-
centered approach and a shift in emphasis from disaster
management to disaster risk management. Many measures
are to be tackled with this purpose: economic, structural,
legal, social, health, cultural, educational, environmental,
technological, political, and institutional. Nevertheless, even
within this broad approach there is in most of the cases a first
need for human intervention for emergency reaction after the
disaster and this is where first responders, public protection,
and disaster relief personnel or emergency services appear.
Specifically, Priority 4 “Enhancing disaster preparedness for
effective response and to Build Back Better in recovery,
rehabilitation and reconstruction” [3] deals with, among
others, contingency programs, resilience of infrastructure,
workforce training, disaster risk, social technologies, hazard-
monitoring telecommunications systems, and emergency
communications infrastructure. Hence, technology and, in
particular, communication and information systems are two


http://orcid.org/0000-0002-9907-6851
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/7292075

!1 Relay Node
A

=]
ey
#P
|

AMBULANC
IL

Source (BTS)

=

=
2

b 1
v

\..

Jaln Py

4 \\\Hrd
\\‘

Destination

i

Wireless Communications and Mobile Computing

Source Relay Destination

Y Xy Yd
s D
n, ng

E)

FIGURE 1: System model of a two-hop half-duplex single relay scenario.

of the instruments that have always played and will play a
very important role on disaster managing, preparedness and
intervention [4-6].

One example are social networks, they have been a
distributed source of information with the ability to have
local access to data in situ. Twitter and Facebook were used
within the Ushahidi open-source crisis-mapping software in
Haiti to gather information together with an SMS platform
[7]. Also different technologies are being explored to provide
first responders with enhanced communication capabilities
to alleviate, resolve, or overcome an emergency situation.
One of the key programs in 2016 for the US Department
of Homeland Security was the usage of wearable technology
that includes physiological sensors for health support, high-
performance materials, communications capabilities, and
context awareness.

1.1. Current and Future Public Safety and Emergency Networks.
Narrowband Private Mobile Radio (PMR) systems support
certain mission-critical features, i.e., device-to-device (D2D)
calling, one-to-many calling, push-to-talk calling, etc. How-
ever enhanced capabilities such as robust broadband infras-
tructure, augmented information availability to enhance
situational awareness, and rapidly deployable systems for
streamline operations will rely on future wireless communi-
cation systems (LTE, LTE Advance-pro, 5G) [8] that, being
aware of these advanced communications needs, are already
proposing specific standardized solutions [9] for emergency
scenarios.

New trends in business such as disruptive technolo-
gies, hypercompetition, new customer power and quality
demands, etc. are affecting the vertical industries in different
ways and this is why industries requirements are more and
more demanding. Here is where 5G technologies, specifically
network slicing, play a very relevant role. Traditionally,
telecommunication networks were based on physical nodes
that provided all the services that the operator offered and
whose configuration was not performed automatically. Infor-
mation and communications technologies (ICT) develop-
ment have led to understand networks in a different way,
introducing the concept of logical network, where networks
are designed, instantiated, and operated on-demand, meeting

the requirements of the business, customers, or services.
These logical networks are named network slices. A network
slice, hence, covers a complete set of network functions to
give a specific service. Therefore, network slices can tackle a
huge variety of technical aspects to meet the requirements
for each specific service. These requirements can go from
latency, throughput (uplink and downlink), availability and
resilience, reliability or coverage, to communication security
aspects [10]. Public safety is one of the vertical industries
whose requirements will be met with 5G technologies whose
most important needs are a reliable connectivity, coverage,
and enough throughput to transfer any content that may be
helpful in a disaster situation.

In this work we explore two key aspects of public safety
vertical: high-throughput and connectivity/coverage. With
this aim, a network architecture based on relays for a rapidly
deployable communication infrastructure is presented and
spectral efficiency is improved by means of multiple-input-
multiple-output (MIMO) antenna technology. MIMO tech-
nology here has a different approach which is targeting the
user end by seamlessly deploying a large number of antennas
in textile technology.

2. Technological Solution to
Address Broadband Coverage

In this section we present a network architecture proposal
for future public safety communications that may improve
important weakness of current PMR networks such as the
limited coverage and spectral efficiency giving rise to the use
of multimedia services. The architecture envisions a two-hop
relay network, merging massive MIMO textile technology
into the LTE cellular network.

As depicted in Figure 1, in the proposed network three
main components (base transceiver station (BTS), relay
node, and user equipment (UE)) and two main links can
be distinguished. One of them defines the base station
coverage area which is defined between the base station and
a relay node and the second one establishes the relay node
coverage area between the repeater device and the user equip-
ment.
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2.1. Relay Node. Thanks to the Long Term Evolution-Ad-
vanced (LTE-A) standard defined by the 3GPP, different
methods to improve coverage at relatively low cost to the

operator have been brought in. Among them relay nodes can
be highlighted.

Relay nodes are classified into different categories attend-
ing to different characteristics such as the level of the
protocol stack in which the user traffic is transmitted, and
the functions enabled in the control plane [11], and the
transparency [12] with respect to the user or the use of
the spectrum [13]. A more detailed explanation is given
below.

2.1.1. Level in the Protocol Stack. Layer 1, 2, and 3 relay
nodes can be distinguished in this category. Layer 1 relays
(also known as repeaters) act amplifying and forwarding the
downlink and uplink signals between the user equipment
(UE) and the BTS, just like a simple analog amplifier. This
fact allows extending the coverage area of an existing base
station to locations where it cannot reach by itself. It should
be noticed that Layer 1 relays work in a nontransparent mode
and typically the noise from the link between the base station
and the relay is amplified in the next link. Layer 2 and 3 relays
essentially decode the incoming signal and remodulate and
reencode it before the amplified version is forwarded. These
kinds of relays avoid drawbacks such us noise being amplified
and retransmitted.

2.1.2. Spectrum Use. Two types of relays can be distinguished
depending on the use of the spectrum in the different links:
in-band and out-of-band. In the first case, the link between
the base station and the relay shares the same frequency
as the link between the relay and the UE. On the other
case, the link between the BTS and the relay does not share
the same frequency as the link between the relay and the
UE.

2.1.3. Transparency. The main difference between nontrans-
parent and transparent operation modes lies in how framing
information is transmitted. In nontransparent mode, the
relay nodes transmit frame header information mainly con-
taining scheduling information that it is useful for the nodes
to know when they can transmit and receive information.
Conversely, in transparent operation mode relay nodes do not
transmit frame header information.

From now on, attending to the protocol stack classifica-
tion we will assume an amplify-and-forward relay scenar-
io.

2.2. Massive MIMO Textile Technology in the UE. To enable
high spectral efliciency necessities of current public safety
networks, the textile antenna technology, which allows us to
deploy MIMO-based personal area networks in the proximity
of the human body, appears to be a promising solution [14].
The main idea behind this technology consists on embedding
a large textile antenna array which acts as a transmitter/
receiver at the user’s garments (see Figure 2), bringing the
benefits of massive MIMO directly to the user’s end. It must

FIGURE 2: Real large textile antenna array deployed at user jacket
backside.

TaBLE 1: Design features of the large textile antenna using CST
Microwave Studio.

Working Frequency 2.5GHz
Planar array Size 8x5
Inter-element distance 0.661

(avoiding Mutual Coupling)

Dielectric Substrate Common Felt (e, = 1.38)

Metallization Electrotextile Material
Array Area 44.6 x 60.6 cm®
Backward power levels -20dB
Bandwidth 70 MHz

be noticed that communications using the textile technology
may be on-body (wireless communication link between
devices placed in the body of the user) or off-body (wireless
link is established between devices place in the body such
as a video camera and an external element like the base sta-
tion).

We consider a textile planar array whose main features are
described in [14, 15] and summarized in Table 1. The number
of antennas of this particular design is N = 40; nevertheless
other configurations will also be explored in Section 4.

3. MIMO-Relaying Scenario
Modeling and Performance

We analyze a two-hop single relay scenario with multiple
radiating elements at the source/BTS (M), relay (R), and
destination/UE (N) working in an amplify-and-forward
mode (Layer 1 relay). The relay node is assumed to work
in half-duplex mode. This means that communication from
source to relay and from relay to destination is carried out
in two different time slots. Additionally, we assume that
there is no direct link between the source and destina-
tion.



During the first time slot, the transmitted signal from
the source propagates through the first-hop channel, and the
received signal at the relay is given by

YI' = \/EHSYXS + nr (1)

where x; is the M x 1 transmitted signal vector with
normalized power, Hy, is the R x M channel matrix between
the source and the relay, p, is the signal-to-noise ratio (SNR)
of the source-relay link, and n, is the R x 1 relay noise vector
with normalized variance.

During the second time slot, the relay amplifies the
received signal defined in (1) and forwards it to the destina-
tion. The received signal at the UE is as follows:

n
Ya = \/erdGHsrxs + [\/erdG I] [nr] (2)
d

where H,4 is the N x R channel matrix between the
relay and the destination, G is the R x R relay amplifica-
tion factor, p, is the relay-destination link SNR, and n, is
the N x 1 destination noise vector with normalized vari-
ance.

3.1. Channel Model. In our analysis, the first-hop channel H,
is modeled by a Rayleigh ii.d. fading distribution, assum-
ing a full-scattering environment and large spacing among
antennas at both, the BTS and the relay. The second hop
channel H, 4, defined between the UE equipped with MIMO
textile technology and the relay node, is modeled to take
into account the textile antenna parameters and radiation
patterns in transmission and reception and the surrounding
scattering environment. Each element h,,, in the channel
matrix H, 4 is described by the Green’s function sampled at
the position of the n-th receiving antenna r/, given that the
point source is located at the m-th transmitting antenna (r,,)
[16]:

b= | | €0 0.0)%,(0.9') 3 (K (6'.4) .k (6.9)) o
3
IO KO 1 (97, ¢') dk (6, 6).

where &,,(0,¢) and ?;(0’4[)') represent the radiation
patterns in azimuth (¢) and elevation (0) at the trans-
mitter and receiver, respectively, k(0,¢) and k'(@',gb') are
the wave vector space at the transmitter and receiver,
respectively, and SK'(0',¢"), k0, ¢)) is the channel scat-
tering function, which relates the plane wave’s emitting
and receiving directions, k and k', respectively. It must be
noticed that this channel model assumes single-polarized
antennas as the ones described in Section 2.2 and there-
fore the transmit and receive vector fields together with
the channel scattering function can be considered scalars.
However, this model could be easily extended to further
consider different polarization if we work with vectorial
fields and a dyad transformation function as scattering
[17,18].

The vector space can be sampled into L plane waves at the
transmitter and L' plane waves at the receiver to cover the
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entire space. Then, the channel matrix can be decomposed
[19] into the product of five matrices H,y = B > H¥, B,,,
where B, (L'xN)and B,, (LxR) are beamforming matrices
depending on the antenna geometry and radiation patterns,
H4 (L' x L) is a complex Gaussian random matrix with
iid. components and variance one, and X, and X, are
normalized diagonal matrices whose main diagonal is shaped
with the corresponding angular power spectra. The MC
between antenna elements is then captured via the coupling
matrices C,, and C,, as shown in [12]. The resulting channel

matrix is given by H,y = C,, Bl :3/62 G zzz B,.C,,.

3.2. Relay Amplification Factor. We assume that the relay
node simply applies a linear transformation on the received
signal y, by means of the relay amplification factor G as
follows:

G = Bl (4)

Parameter f3 is defined in order to achieve the relay-
destination link SNR p; [20, 21]:

1
B= \j— (5)
Pl

where || - ”12: represents the squared Frobenius norm. It
must be noticed that in our model the power is assumed to
be allocated uniformly over all the antennas.

3.3. Achievable Rates for the Relay Scenario. The achievable
rates of the amplify-and-forward half-duplex MIMO-based
two-hop single relay channel with G as in (4) and (5) can be
written as in (6) [22, 23].

Since the transmission is completed in two different time
instances, the spectral efficiency is reduced by half and the
SNR of each of the links are doubled.

4. Results and Discussion

In this section, we evaluate the performance of the two-hop
relay architecture in terms of achievable rates with different
antenna configurations. On the one hand, we analyze the
achieved capacity in one scenario where the textile array
deployed at the UE is built with N = 40 antennas and the
BTS and relay count with M = R = {1, 4, 8,20}. On the other
hand, we analyze the optimal relay position to maximize the
achieved capacity for different antenna configurations. In this
particular case, we consider the same number of antennas
in all communications ends M = R = N = {1,2,4,6,10}
and study the impact of the SNR level on the optimization.
Simulations are carried out generating 500 channel samples
using the channel model presented in Section 3.

Figure 3 shows the achieved capacity when different levels
of SNR. At low SNR values such as SNR = 0dB data rates
values from approximately 1.6 Mbps up to 48 Mbps can be
achieved considering a bandwidth of 10 MHz. On the other
hand, at high SNR regimes like SNR = 10dB, achieved
data rates go from 10 Mbps up to 200 Mbps. As expected,
the achieved capacity increases as the number of antennas
increases.
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FIGURE 3: Achievable rates with different antenna configurations (a) achieved rates for N = 40, R = M = {1, 4, 8,20}, and SNR(dB) = 0; (b)

achieved rates for N = 40, M = R = {1, 4, 8,20}, and SNR(dB) = 10.

4.1. Optimal Relay Allocation. Scenarios with low SNR are
the candidates for the deployment of a MIMO-based relay
solution to increase coverage or improve rates. To illustrate
that, we will show next the average achievable rates in
different positions of the relay. The SNR model assumes
an exponent path loss of 3.32 which has been measured
in outdoor-to-indoor scenarios with the UE equipped with
textile antennas placed underground [24]. The plots include
as a reference the achievable rates of a direct link scenario,
with no relay, showing which is the best relay configuration
(normalized position) to improve the direct link achievable
rates.

R= %log2 det <IN
(6)

+ 4papr HrsterrH;rd )

M 2PdHrdHId+2Pr "Hsr“i‘ IN + IN

From Figure 4 it is possible to corroborate that the
relay node presence appears to be especially useful at low
SNR scenarios. In fact, as the SNR value increases, the
performance of the relay network in terms of capacity
falls slightly below the direct link case. Depending on the
existing number of antennas, the coverage region where
the relay node is useful (relay capacity is higher than the
direct link capacity) varies, being smaller as the number
of antennas increases. Furthermore, from the results in
Figure 4 we can also obtain the optimal relay position leading
to the maximum achievable rate in those scenarios where

the relay architecture outperforms the direct link transmis-
sion.

5. Conclusions

This work proposes a network and physical layer solution
based on LTE-A and future 5G capabilities to improve
public safety communications, which are currently conveyed
through narrowband PMR systems and mainly focused on
offering limited voice services. We have analyzed the perfor-
mance in terms of capacity of an amplify-and-forward relay
network when massive MIMO textile technology is deployed
at the user side. Additionally, we have evaluated the optimal
relay location with the purpose of maximizing the achieved
capacity in the two-hop network. Simulation results illustrate
the viability of the proposed design, specifically for low SNR
scenarios where the relay node will allow us to extend the
coverage and the MIMO textile technology to improve the
capacity.
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