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In recent years, a rapid growth has been witnessed in
the use of wireless sensor technologies and mobility for
different application scenarios. It is envisaged that, due to
the advantages offered, the trend toward mobility will not
only continue but is likely to increase over the years to come.
However, such employment unveils a variety of opportunities
and problems. The steady increase in the use of wireless
sensor networks that are designed based on a requirement for
mobility is necessarily shifting the more traditional central-
ized network architecture toward a distributed topology. A
direct consequence of this is that many open issues related to
theory, control, communication, and computation need to be
addressed to ensure the fail-safe operation of mobile sensor
networks (MSNs).

MSNs bridge several existing research areas, including
multiagent systems, sensor networks, robotics, control the-
ory, and machine learning. Recent years have witnessed the
proliferation of application scenarios in which MSNs are
used, ranging from environment monitoring to emergency
search and rescue operations whereby large numbers of
pervasive computing devices are connected to a wireless
networking infrastructure in an ad hoc manner.

In an effort to disseminate current advances on MSN,
this special issue aims at bringing together some of the most
promising state-of-the-art exemplars in the field of MSNs.
The 6 papers contained in this special issue cover the bases

in terms of theoretical rigor along with practical implemen-
tation. The application areas discussed involve some of the
more traditional along with some of those newly emerging.
Overall, however, the emphasis here has been on selecting
papers for this issue that contain innovative, exciting, and
insightful solutions to the problems witnessed.

In the paper “An evolutionary game-based trust coopera-
tive stimulation model for large scale mANETS” by X. Wang
et al.,, in order to realize a methodical, effective cooper-
ative stimulation for large scale mobile ad hoc networks
(MANETSs) and search dynamic trust cooperative stimula-
tion scheme in environment under a high malicious ratio,
an evolutionary game-based trust cooperative stimulation
model is proposed. The authors demonstrated that their
model can effectively stimulate cooperation among members
and meanwhile be robust under the condition where the
environment is harsh under a high original malicious ratio
in large scale MANETs.

In “HMM and rule based hybrid intruder detection
approach by synthesizing decisions of sensors,” a novel method-
ology to unify the decisions from individual sensors on a
sensor field through the hidden Markov model (HMM) and
rules is proposed. By the use of contextual knowledge, the
success of a decision process is improved. Also, a discretiza-
tion method to express the state space of sensor field is
proposed in the paper.



The paper “An efficient resource management protocol for
handling small resource in wireless sensor networks” reported
that wireless sensor nodes can feasibly borrow the memory
or computational resource from the gateway or the server.
In this respect, a resource management protocol (RMP) that
enables wireless sensor nodes to efficiently use the resources
including the memory and the CPU in the gateway or the
server is proposed, and the effectiveness of the RMP is
validated by experiments.

The paper entitled “A TDMA scheme for mobile sensor
networks” proposes a time division multiple access (TDMA)-
based protocol for MSNs. In this paper, a mechanism is
used to overcome the shortcomings of the existing TDMA-
based protocols in dynamic networks where the cluster mem-
berships may change frequently. The proposed mechanism
provides significant performance improvements compared to
the other existing approaches in terms of different network
performance metrics.

In the paper, “A multichannel cross-layer architecture for
multimedia sensor networks” by T. Cevik and A. Zaim, a
multichannel cross-layer architecture for Quality of Service
(QoS) constrained multimedia sensor networks is proposed.
The proposed architecture considers both the time and
energy efficiency concepts. The authors demonstrated that
the proposed architecture provides higher performance than
the greedy approach and the LEERA scheme.

In “Self-stabilizing TDMA algorithms for dynamic wire-
less ad hoc networks;” a self-stabilizing MAC algorithm for
dynamic wireless ad hoc networks that guarantees a short
convergence period, and can facilitate the satisfaction of
severe timing requirements, is proposed. The results of
simulation studies validated that the proposed algorithm
can facilitate the implementation of MAC protocols that
guarantee satisfying severe timing requirements.

We are hopeful that these papers will prove to be useful
sources of reference for both the researchers and the practi-
tioners.

V. Cagri Gungor
Kayhan Gulez
Kuniaki Kawabata
Nazif Cihan Tas
Gurkan Tuna
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In dynamic wireless ad hoc networks (DynWANSs), autonomous computing devices set up a network for the communication needs
of the moment. These networks require the implementation of a medium access control (MAC) layer. We consider MAC protocols
for DynWANS s that need to be autonomous and robust as well as have high bandwidth utilization, high predictability degree
of bandwidth allocation, and low communication delay in the presence of frequent topological changes to the communication
network. Recent studies have shown that existing implementations cannot guarantee the necessary satisfaction of these timing
requirements. We propose a self-stabilizing MAC algorithm for DynWAN that guarantees a short convergence period, and by
that, it can facilitate the satisfaction of severe timing requirements, such as the above. Besides the contribution in the algorithmic
front of research, we expect that our proposal can enable quicker adoption by practitioners and faster deployment of DynWANs

that are subject changes in the network topology.

1. Introduction

Dynamic wireless ad hoc networks (DynWANs) are auton-
omous and self-organizing systems where computing devices
require networking applications when a fixed network infras-
tructure is not available or not preferred to be used. In these
cases, computing devices may set up a short-lived network
for the communication needs of the moment, also known as
an ad hoc network. Ad hoc networks are based on wireless
communications that require implementation of a medium
access control (MAC) layer. We consider MAC protocols for
DynWAN:S that need to be autonomous and robust and have
high bandwidth utilization, a high predictability degree of
bandwidth allocation, and low communication delay [1] in
the presence of frequent changes to the communication net-
work topology. Existing implementations cannot guarantee
the necessary satisfaction of timing requirements [2, 3]. This
work proposes an algorithmic design for self-stabilizing MAC
protocols that guarantees a short convergence period and, by
that, can facilitate the satisfaction of severe timing require-
ments. The proposed algorithm possesses a greater degree of

predictability, while maintaining low communication delays
and high throughput.

The dynamic and difficult-to-predict nature of wireless
ad hoc networks give rise to many fault tolerance issues
that requires efficient solutions. DynWANS, for example, are
subject to transient faults due to hardware/software temporal
malfunctions or short-lived violations of the assumed settings
for modeling the location of the mobile nodes. Fault tolerant
systems that are self-stabilizing [4] can recover after the
occurrence of transient faults, which can cause an arbitrary
corruption of the system state (so long as the program’s
code is still intact), or the model of dynamic networks in
which communication links and nodes may fail and recover
during normal operation [5]. The proof of self-stabilization
requires convergence from an arbitrary starting system state.
Moreover, once the system has converged and followed
its specifications, it is required to do so forever. The self-
stabilization design criteria liberate the application designer
from dealing with low-level complications, such as band-
width allocation in the presence of topology changes, and
provide an important level of abstraction. Consequently, the



application design can easily focus on its task and knowledge-
driven aspects.

The IEEE 802.11 standard is widely used in wireless
communications. Nonetheless, the research field of MAC
protocols is very active and requires further investigation.
In fact, the IEEE 802.11 amendment, IEEE 802.11p, for
wireless access in vehicular environments (WAVE), has just
being published. It was shown that the standard’s existing
implementations cannot guarantee channel access before a
finite deadline [2, 3]. Therefore, applications with severe
timing requirements cannot predictably meet their deadlines,
for example, safety-critical applications for vehicular systems.

ALOHAnet and its synchronized version slotted ALOHA
[6] are pioneering wireless systems that employ a strategy
of “random access” Time division multiple access (TDMA)
[7] is another early approach, where nodes transmit one
after the other, each using its own timeslot, say, according
to a defined schedule. Radio transmission analysis in ad hoc
networks [8] and relocation analysis of mobile nodes [9]
show that there are scenarios in which MAC algorithms that
employ a scheduled access strategy have lower throughput
than algorithms that follow the random access strategy.
However, the scheduled approach offers greater predictability
of bandwidth allocation and communication delay, which can
facilitate fairness [10] and energy conservation [11].

Our design choices have basic radio technology in mind,
whilst aiming at satisfying applications that have severe
timing requirements. We consider TDMA frames with fixed
number of fixed-length timeslots. The design choice of
TDMA frames with fixed-length radio time fits well appli-
cations that have severe delay requirements. By avoiding
the division of fixed-length frames into timeslots of non-
equal length, as in [10, 12], we take into consideration the
specifications of basic radio technology.

In the context of the previous design choices, there
are two well-known approaches for dealing with contention
(timeslot exhaustion): (1) employing policies for adminis-
tering message priority (for meeting timing requirements
while maintaining high bandwidth utilization, such as [13])
or (2) adjusting the nodes’ individual transmission signal
strength or carrier sense threshold [14]. The former approach
is widely accepted and adopted by the IEEE 802.11p
standard, whereas the latter has only been evaluated via
computer simulations. The proposed algorithm facilitates
the implementation of both of the previous approaches. We
consider implementation details of the standard approach in
Section 7.

For the sake of presentation simplicity, we start by
considering a single priority MAC protocol and base the
timeslot allocation on vertex coloring, before considering
multipriority implementation in Section 7. The proposed
algorithm allocates timeslots to a number of nearby transmit-
ters, that is, a number that is bounded by the TDMA frame
size, whereas nonallocated transmitters receive busy channel
indications. The analysis considers saturated situations in
which the node degree in the message collision graph is
smaller than the TDMA frame size. As explained previously,
this analysis assumption does not restrict the number of
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concurrent transmitters when implementing the proposed
MAC algorithm.

L1. Related Work. We are not the first to propose a MAC
algorithm for DynWAN:Ss that follows the TDMA’s scheduled
approach. STDMA [15] and Viqar and Welch [16] consider
global navigation satellite system -based scheduling (GNSS)
[17] according to the nodes” geographical position and their
trajectories. Autonomous systems cannot depend on GNSS
services, because they are not always available, or preferred
not to be used, due to their cost. Arbitrarily long failure
of signal loss can occur in underground parking lots and
road tunnels. We propose a self-stabilizing TDMA algorithm
that does not require GNSS accessibility or knowledge about
the node trajectories. Rather, it considers an underlying self-
stabilizing local pulse synchronization, such as [18, 19], which
can be used for TDMA alignment; details appear in [18].

When using collision detection at the receiving side
[14, 15, 20-22], it is up to the receiving side to notify the
sender about collisions via another round of collision-prone
transmissions, say, by using frame information (FI) payload
fields that include T entries, where T' is the TDMA frame
size. Thus far, the study of FI-based protocols has considered
stochastic resolution of message collision via computer net-
work simulation [15, 20, 22-25]. Simulations are also used
for evaluating the heuristics of MS-ALOHA [14] for dealing
with contention (timeslot exhaustion) by adjusting the nodes’
individual transmission signal strength and/or carrier sense
threshold. We do not consider lengthy frame information (FI)
fields, which significantly increase the control information
overhead, and yet we provide provable guarantee regarding
the convergence time. Further analysis validation of the pro-
posed algorithm via simulations and testbed implementation
can be found in Section 8, and respectively, in [18].

The proposed algorithm does not consider collision
detection mechanisms that are based on signal processing or
hardware support, as in [26]. Rather, it employs a variation
of a well-known strategy for eventually avoiding concurrent
transmissions among neighbors. This strategy allows the
sending side to eventually observe the existence of interfering
transmissions. Before sending, the sender waits for a random
duration while performing a clear channel assessment using
basic radio technology (details appear in Section 3).

There are several MAC algorithms that are based on clear
channel assessment. A recent example, [12], focuses on fair
bandwidth allocation for single-hop-distance broadcasting
while basing the interference model on discrete graphs. The
authors do not consider self-stabilization. This work also
considers clear channel assessment. However, we employ a
strategy of random transmission delay in a way that allows
the recipients to notice, in a probabilistic manner, prospective
transmissions. We show that after a small number of rounds,
the system is able to use the previous strategy for allocating
the network bandwidth for single-hop-distance broadcasting
when basing the interference model on discrete graphs.
Further mitigation efforts of transmission pathologies, such
as hidden terminal phenomena when unicast are considered,
can be taken, for example, self-stabilizing two-hop-distance
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vertex coloring [27], equalizing transmission power, and
coding-based methods [28], to name a few.

An abstract MAC layer was specified for DynWANSs in
[29]. The authors mention algorithms that can satisfy their
specifications. However, they do not consider predictability.

Local algorithms [30, 31] consider both theoretical and
practical aspects of MAC algorithms ([32] and references
therein) and the related problem of clock synchronization;
see [33] and references therein. For example, the first partly-
asynchronous self-organizing local algorithm for vertex col-
oring in wireless ad hoc networks is presented in [34].
However, this line currently does not consider dynamic
networks and predictable bandwidth allocation.

Two examples of self-stabilizing TDMA algorithms are
presented in [10, 35]. The algorithms are based on vertex-
coloring and the authors consider (nondynamic) ad hoc
networks. Recomputation and floating output techniques
([4], Section 2.8) are used for converting deterministic local
algorithms to self-stabilization in [36]. The authors focus
on problems that are related to MAC algorithms. However,
deterministic MAC algorithms are known to be inefficient in
their bandwidth allocation when the topology of the commu-
nication network can change frequently [9]. There are several
other proposals related to self-stabilizing MAC algorithms
for sensor networks, for example, [37-40]; however, none of
them consider dynamic networks, and their frame control
information is quite extensive.

The MAC algorithms in [9, 18, 41, 42] have no proof that
they are self-stabilizing. The authors of [9] present a MAC
algorithm that uses convergence from a random starting state
(inspired by self-stabilization). In [18, 41, 42], the authors
use computer network simulators for evaluating self-+ MAC
algorithms.

1.2. Our Contribution. This work proposes a self-stabilizing
MAC algorithm that demonstrates rapid convergence with-
out the extensive use of frame control information. Our
analysis shows that the algorithm facilitates the satisfaction
of severe timing requirements for DynWAN:Ss.

We start by considering transient faults and topological
changes to the communication network, that is, demon-
strating self-stabilization in Theorem 2. We then turn to
focus on bounding the algorithm’s convergence time after an
arbitrary and unbounded finite sequence of transient faults
and changes to the network topology. Theorem 3 shows that
the expected local convergence time is brief and bounds it in
(7). Theorem 7 formulates the expected global convergence
time in (21). Moreover, for a given probability, the global
convergence time is calculated in (22).

For discussion (Section 8), we point out the algorithm’s
ability to facilitate the satisfaction of severe timing require-
ments for DynWANs. Moreover, the analysis conclusions
explain that when allowing merely a small fraction of the
bandwidth to be spent on frame control information and
when considering any given probability to converge within
a bounded time, the proposed algorithm demonstrates a low
dependency degree on the number of nodes in the network
(as depicted by Figures 2 and 3).

We note that some of the proof details appear in the
Appendix for the sake of presentation simplicity.

2. Preliminaries

The system consists of a set, P, of N anonymous communi-
cating entities, which we call nodes. Denote every node p; € P
with a unique index, i.

2.1. Synchronization. Each node has fine-grained, real-time
clock hardware. We assume that the MAC protocol is invoked
periodically by synchronous (common) pulse that aligns the
starting time of the TDMA frame. This can be based, for
example, on TDMA alignment algorithms [18], GPS [44],
or a distributed pulse synchronization algorithm [19]. The
term (broadcasting) timeslot refers to the period between two
consecutive common pulses, ¢, and t,,,, such that t,,, =
(t, mod T) + 1, where T is a predefined constant named
the frame size. Throughout the paper, we assume that ' >
2. In our pseudocode, we use the event timeslot(t) that is
triggered by the common pulse. We assume that the timeslots
are aligned as well.

2.2. Communications and Interferences. At any instance of
time, the ability of any pair of nodes to communicate is
defined by the set, N; < P, of (direct) neighbors that node p; €
P can communicate with directly. Wireless transmissions are
subject to interferences (collisions). We consider the potential
of the nodes to interfere with each other’s communications.
The interference model in this paper is based on discrete
graphs.

The set #/; 2 N; is the set of nodes that may interfere with
p’s communications when any nonempty subset of them,
I ¢ W;: I+0, transmits concurrently with p;. We call //;
the (extended) neighborhood of node p; € P, and d; = |/
is named the (extended) degree of node p;. We assume that
at any time, for any pair of nodes, p;, p; € P; it holds that
p; € W implies that p; € ;. Given a particular instance of
time, we define the (interference) graph as G := (P, E), where
E = Uip{(p»pj) + pj € N} represents the interference
relationships among nodes.

2.3. Communication Schemes. We consider (basic technology
of) radio units that raise the event carrier_sense() when
they detect that the received energy levels have reached a
threshold in which the radio unit is expected to succeed in
carrier locking; see [45]. Timeslots allow the transmission of
DATA packets using the primitives of transmit() and receive()
after fetching (MAC_fetch()) a new packet from the upper
layer, and respectively, before delivering (MAC_deliver())
the packet to the upper layer. A beacon is a short packet
that includes no data load, rather the timing of the event
carrier_sense() is the delivered information [12]. We assume
that every node p; € P that invokes the operation transmit()
causes the event carrier_sense() to be raised by its neighbors,
pj € A, within the exposure time, £. Before the transmission
of the DATA packet in timeslot £, our communication scheme
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Broadcasting round size: T = 3 timeslots
A
MaxRnd =3

B listening/signaling periods Timgslot
Data Data Data Data
packet packet packet packet

FIGURE 1: An example of TDMA frame, with three timeslots and three listening/signaling periods of size ¢ (signal exposure time). Each
timeslot has a constant number, MaxRnd = 4, of listening/signaling periods in which beacons can be transmitted. The duration of each
listening/signaling period is ¢ (signal exposure time); the period during which a beacon that is sent by node p; € P is transmitted and raises
the ca received by all neighbors p; € .#/;. Namely, the period between p;’s transmission and p;’s rise of the carrier_sense() event.
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FIGURE 2: Numerical validation of Theorem 7’s bound on the network-wise convergence time. We compare the bound, P(t,,, < k) = (1 -

(1 -¢)")", with the numerical results, which consider random geometric graphs in which the nodes are randomly placed on the unit square.
The charts considers N € {500, 2500, 5000} nodes (from left to right). All experiments considered 2 listening/signaling periods, interference
range of 0.1/+/(N/500), which result in an average extended degree of 15, d;/T = 1 on average, and g; = 1/4.
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Global convergence time if T' = 1 with prob. 0.99
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FIGURE 3: Contour plot of (22) for s = d/T = 1. Contour charts
[50] present two parameter functions, for example, the convergence
time function, k(n, N) presented in (22). Contour lines in Figure 3
connect values of k(n, N) that are the same (see the text tags
along the line). When N nodes attempt to access the medium, the
convergence time, & (cf. the contour lines), is stable in the presence
of a growing number, n, of listening/signaling periods.

uses beacons for signaling the node’s intention to transmit a
DATA packet within ¢; see Figure 1.

2.4. System Settings. We consider the interleaving model [4].
Every node, p; € P, executes a program that is a sequence of
atomic steps. The state st; of a node p; consists of the value
of all the variables of the node (including messages in transit
for p;). Variables are associated with individual node states
by using the subscript notation, that is, var; is the value of
variable var in p;’s state. The term configuration is used for a
tuple of the form (G, {sti}f\:] 1)> where G is the (interference)
graph, and {st;}Y, are the nodes states (including the set
of all incoming communications). An execution (run) R :=
(c(0),¢(1),...) is an unbounded sequence of system config-
urations c¢(x), such that each configuration c(x + 1) (except
the initial configuration c(0)) is obtained from the preceding
configuration c(x) by the execution of steps, {a;(x)} pieP> taken
by all nodes.

Let 7 (task) be a specification (predicate) set and LE a set
of all executions that satisfy task 7. Let us consider TDMA-
based MAC protocols for which the task Ty, requires that
every node has its own broadcasting timeslot that is unique
within its neighborhood. We note that 7;py,’s requirements
are obviously satisfiable when the ratio between the extended
degree and the frame size is less than one; that is, there is
no timeslot exhaustion when for all p; € P: 1 £ T/d,.
Therefore, the studied task also deals with timeslot exhaustion
by delivering busy channel indications, L, to the nodes for
which there were no timeslot left. We define LE 4 to be
the set of legal executions, R, for which for all p; € P: (((s; €
(0,T - 1)) A(p; € N}) = s;#s;)V(s; =L = forallt €
[0,T -1]3p; € #;:s; = 1) holds in all of R’s configurations.

We say that configuration c is safe if there is an
execution R € LE, such that ¢, is R’s starting configuration.
Let R be an execution and ¢ € R its arbitrary starting
configuration. We say that R converges with respect to 7 if
within a bounded number of steps from c, the system reaches
a safe configuration c,.. The closure property requires that
R € LE, for any execution, R, that starts form cge. An
algorithm is said to be self-stabilizing if it satisfies both the
convergence and the closure properties.

We describe execution R as an unbounded number of
concatenated finite sequences of configurations. The finite
sequence, R(x) = (¢)(x),...c;_,(x)), x > 0, is a broadcasting
round if (1) configuration ¢,(x) has a clock value, t, of 0 and
immediately follows a configuration in which the clock value
isT—1, and (2) configuration ¢;_, (x) has a clock value of T -1
and immediately precedes a configuration in which the clock
value is 0.

3. Algorithm Description

The proposed MAC algorithm periodically performs clear
channel assessments. It uses these assessments when inform-
ing each node about the nearby unused timeslots. The nodes
use this information for selecting their broadcasting times-
lots, assessing the success of their broadcasts and reselecting
timeslots when needed.

The MAC algorithm in Algorithm 1 satisfies the Typya
task. During the convergence period, several nodes can
be assigned to the same timeslot. Namely, we may have
pi € P:op; € Nins = s; The algorithm solves
such timeslot allocation conflicts éy letting the nodes p;
and p; go through a (listening/signaling) competition before
transmitting in its broadcasting timeslot. The competition
rules require each node to choose one out of MaxRnd
listening/signaling periods for its broadcasting timeslot; see
Figure 1. This implies that among all the nodes that attempt to
broadcast in the same timeslot, the ones that select the earliest
listening/signaling period win this broadcasting timeslot and
access the communication media. Before the winners access
their timeslots, they signal to their neighbors that they won
via beacon transmission. The signal is sent during their choice
of listening/signaling periods; see Figurel. When a node
receives a beacon, it does not transmit during that timeslot,
because it lost this (listening/signaling) competition. Instead,
it randomly selects another broadcasting timeslot and com-
petes for it on the next broadcasting round.

In detail, the MAC algorithm in Algorithm 1 is invoked
at the start of every timeslot, t. When ¢ is the first timeslot,
the algorithm tries to allocate the broadcasting timeslot, s,
to p; (line 11) by randomly selecting a timeslot for which
there is no indication to be used by its neighbors. Later, when
the timeslot t becomes p;’s broadcasting timeslot, s;, the
node attempts to broadcast (by calling the function send()
in line 13). We note that the start of timeslot t also requires
the marking of ¢ as an unused timeslot and the removal of
stale information (line 12). This indication is changed when
the carrier_sense(t) event is raised (line 27) due to a neighbor
transmission; namely, when the detected energy levels reach
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(10) Upon timeslot(t)

(14)

(16)

(24)

(28)

Constants, variables, macros and external functions

(2) MaxRnd (n in the proofs) : integer = bound on round number
s:[0, T — 1] U {L} = next timeslot to broadcast or null, 1L

(4)  signal :boolean = trying to acquire the channel
unused[0, T — 1] : boolean = marking unused timeslots

(6) wunused_set = {k : unused|k] = true} : unused timeslots, macro
MAC _fetch()/MAC _deliver() : MAC layer interface

(8) transmit/receive/carrier_sense : communication primitives

if t =0As = L then s := select_unused(unused_set)
(12) (unused|t], signal) := (true, false) (* remove stale info. *)
if s # L At =s then send(MAC _fetch())

Upon receive((DATA,m)) do MAC _deliver({m))

Function send(im) (x send message m to p;’s neighbors )
(18) for ((signal, k) := (true, 0); k := k + 1; k < MaxRnd) do
if signal then with probability p(k) = 1/(MaxRnd — k) do
(20) signal := false (* quit the competition )
transmit((BEACON)) (x try acquiring the channel *)
(22)  wait until the end of competition round (* exposure period alignment )
if s # L then transmit((DATA, m)) (* send the data packet *)

Upon carrier_sense(t) (x defer transmission during t )
(26) if s =t Asignal then s := L (x mark that the timeslot is not unique )
(signal, unused|[t]) := (false, false) ( quit the competition *)

Function select_unused(set) (x select an empty timeslot )
(30) if set = 0 then return L else return uniform_select(set)

ALGORITHM I: Self-stabilizing TDMA-based MAC algorithm, code of node p;.

a threshold in which the radio unit is expected to succeed in
carrier locking; see [45].

When a node attempts to broadcast, it uses the (listen-
ing/signaling) competition mechanism for deciding when to
signal to its neighbors that it is about to transmit a DATA
packet. The competition has MaxRnd rounds, and it stops as
soon as the node transmits a beacon or a neighbor succeeds
in signaling earlier (lines 18 to 23). We note that this signaling
is handled by the carrier_sense(t) event (line 27). Moreover,
beacons are not required to carry payloads or any other
information that is normally stored in packet headers. They
are rather used to invoke the carrier sense event in /.

The carrier sense in timeslot t indicates to each node that
it needs to defer from transmission during ¢ (line 25). In
particular, it should stop using timeslot t for broadcasting,
stop competing, and mark f as a used timeslot. Lastly, arriving
DATA packets are delivered to the upper layer (line 15).

4. Correctness Proof: Outline and Notation

The proof starts by considering networks that do not change
their topology and for which the ratio between the extended
node degree and the frame size is less than one, that is,
forall p, € P: 1 £ T/d;. (We deal with cases in which
forall p, € P : 1 £ T/d; does not hold in Section 8).
For these settings, we show that the MAC algorithm in
Algorithm 1 is self-stabilizing with respect to task Tppya
(Appendices A to B), before considering the convergence

time within a single neighborhood (Section 5) and the entire
neighborhood (Section 6). These convergence estimations
facilitate the exploration of important properties, such as
predictability, and dealing with changes in the network
topology of DynWANS (Section 8).

4.1. Proof Outline. The exposition of the proof outline refers
to Definition 1, which delineates the different states at which
anode can be in relation to its neighbors. Definition 1 groups
these states into three categories of relative states: (1) Ready
to be allocated, when the node state depicts correctly its
neighbor states, (2) Obtaining a timeslot, when the node
is competing for one, but there is no agreement with its
neighbor states, and (3) Allocated to a timeslot, when the
node is the only one to be allocated to a particular timeslot
in its neighborhood. The correctness proof shows that the
MAC algorithm in Algorithm 1 implements Trpy, in a self-
stabilizing manner by showing that eventually all nodes are
allocated with timeslots; that is, all nodes are in the relative
state Allocated; see Definition 1.

Let R be an execution of the MAC algorithm in
Algorithm 1 and R(x) the xth complete broadcasting round
of R, where x > 0 is an integer. We simplify the
presentation by using uppercase notation for the config-
urations, ¢/*"*(x), where t € [0,T — 1] is a times-
lot. This notation includes the name of the first event
to be triggered immediately after configuration c, that is,

R(X) _ (Céimeslot(x)’ o c;ir{ier,sense/receive(x)).
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Definition 1. We say that node p; € PisReady (to be allocated)
to a timeslot in configuration cgmeS'Ot(x), if properties (1), (2),
and (3) hold for node p;, but Property (4) does not. We say
that p; is Obtaining timeslot s; in configuration ¢ (x), if
properties (1) to (4) hold for node p;, but Property (5) does
not. We say that node p; € Pisin Allocated state, with respect
to timeslot s; in configuration ¢i™*(x), if properties (1) to
(5) hold for node p; as follows:

signal; = false 1)

(t € unused; At#s;) « (Vpr € N s #t)  (2)
s; # LV unused_set; \ {s;} #0 (3)

s+ L (4)

VpjeN;: ((si isj) A (unusedj [s;] = false)). (5)

Property (1) implies that node p; finishes any broadcast
attempts within a timeslot. Properties (2) to (3) consider
the case in which p;s internal state represents correctly
the timeslot allocation in its neighborhood. In particular,
property (2) means that processor p; views timeslot t as an
unused one if, and only if, it is indeed unused. Property (3)
implies that when node p; is not using any timeslot, there
is an unused timeslot at its disposal. Property (4) says that
node p; is using timeslot s;. Property (5) refers to situations
in which p;’s neighbors are not using p;’s timeslot during the
next broadcasting round.

Starting from an arbitrary configuration, we show that
node p; becomes Ready within two broadcasting rounds (or
one complete broadcasting round); see Appendix A. Then,
we consider the probability, OnlyOne;(x), that a node enters
the relative state Allocated from either Ready or Obtaining;
see (6) (and Appendices B and D). Namely, (6) considers the
probability that node p; is the only one to use its broadcasting
timeslot in its neighborhood, where p, = 1/MaxRnd = 1/n
is p;’s probability to select the kth listening/signaling period
for transmitting its beacon.

Consider

n k /T
OnlyOne; (x) > Zpk<1 - Zpe> . (6)

k=1 £=1

Theorem 2 demonstrates self-stabilization.

Theorem 2 (self-stabilization, the proof appears in
Appendix C). The MAC algorithm in Algorithm1 is self-
stabilizing with respect to the task Trpy4-

Bounding the convergence time. We bound the time it takes
the MAC algorithm in Algorithm 1 to converge by consider-
ing the relative states, Ready, Obtaining, and Allocated and
describe a state machine of a Markovian process. This process
is used for bounding the convergence time of a single node
(Section 5) and the entire network (Section 6).

In detail, given node p; € P, its neighborhood ./}, we
define a random environment of a Markov chain; see Box 1.

By looking at this random environment, we can focus our
analysis on p;’s relative states while avoiding probability
dependencies and considering average probabilities [46].
Suppose that p;s environment, e, is known. Theorem 3
estimates two bounds on the expectation of probability g;|,,
which is literally the probability g;, given that the environ-
ment is e.

In order to do that, we consider a set, &, of executions of
the MAC algorithm, such that each execution R € & starts
in a configuration, ¢ € R, in which (I) for any node pj € P,
properties (1), (2), and (3) hold, and (II) node p; is in the
relative state Ready, which implies that (IIT) eventually, node
p; arrives to the relative state Allocated.

With this convention, we can add a probability 1 to transit
from the relative state Allocated to Ready; see the dashed
line in the state machine diagram of Box 1. This allows us
to estimate the expected time to reach the final relative state
Allocated from relative state Ready by the expectation of the
first hitting time of the irreducible Markov chain [43].

When computing the expected time for node p; to reach
state Allocated within its neighborhood, we see that it is
sufficient to consider the lower bound of the probability
OnlyOne;(x) to obtain an upper bound on the expected time
to convergence; see Section 5. Moreover, when considering
the network convergence time, that is, the expected conver-
gence time of all nodes in the network, we see that the most
dominant parameter is the mean neighborhood size. We do
that by applying the arithmetic mean versus geometric mean
(AM-GM) inequality and bounding the expected network
convergence time; see Section 6.

4.2. Notation. Throughout the paper, we denote the states of
the Markov chain by {X,},.¢, T, = min{t > 0 such that X, =
i} and E;(-) is the expectation, given that we start in relative
state i, E;(T;") = E(T; | X, = i). In this paper, the states 1,
2, and 3 of the Markovian process correspond, respectively, to
states Ready, Obtaining and Allocated and the timet = 0,1, ...
corresponds to configuration cé'mes'(’t(x +1t) € R(x +t), where
R(x) is the first complete broadcasting round in R that starts
in a configuration, céim35|°t(x), in which all nodes are in the
relative state Ready. For example, E5(T7) is the expected time

to reach the Allocated state.

Let p; € P be a node for whichs;# L1 A dp; € N
s; = s; in configuration Cgmesm(x). We define M;(x) = {p; €
Wit s = s;} to be the set of p;’s (broadcasting timeslot)
matching neighbors, which includes all of p;’s neighbors that,
during broadcasting round R(x), are attempting to broadcast
in p;’s timeslot. In our proofs, we use n as the number of
listening/signaling periods, MaxRnd.

5. Convergence within a Neighborhood

Theorem 3 bounds the expected time, &, for a node to reach
the relative state Allocated, and follows from Proposition 5
and (12). Note that &; < 4 when the number of listen-
ing/signaling periods is n > 2 and considering saturated
situations in which the extended node degree d; < T is
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qi

Allocated

We look at p;’s state transition with relation to its neighbors; see

Definition 1. The figure on the top defines p;’s relative states

as a 3-state Markov chain. The probabilities, g;, w;, f;, and h;

(solid lines arrows), that node p; change its relative state depend
on its neighbor’s state. For instance, g; is the probability that p;
goes from the relative state Ready to Allocated. It is environment-
dependent; that is, the states of p;’s neighbors are random as well.
We added the dotted edge between the state Allocated and the state
Ready in order to make the Markov chain irreducible and to allow
working with the invariant probability. Namely, once node p;
arrives to Allocated, it returns to Ready with probability 1. With
this convention, we can estimate the expected time to reach the
final relative state Allocated from relative state Ready by the
expectation of the first hitting time of the irreducible chain [43]

Box I: Markov chain describing p;’s relative state transitions.

smaller than the TDMA frame size. Namely, the proposed
algorithm convergence with a neighborhood is brief.

Theorem 3 (local convergence). The expected time, §;, for
node p; € P to reach the relative state Allocated satisfies (7),

where n is the number of listening/signaling periods, T is the
TDMA frame size, and d, is p;’s extended degree.
Consider

§; Smin{<
n

2n \WT dJT+1/ n \&/TH
, — . 7
- 1) n <n - 1) } @

We look into the transition probability among relative
states by depicting the diagram of Box 1 as a homogeneous
Markov chain. We estimate the diagram transition probabil-
ities in a way that maximizes the expected time for reaching
the diagramss final state, Allocated. It is known that the first
hitting time is given by E;(T;") = 1/m;, where 7 = (7, 71, 773)
is the invariant probability vector [43]. Let &'; be the expected
time it takes node p; that starts at the relative state Ready to
reach Allocated. It is clear that §; = T} — 1, because Ty — 1 is

the return time of the relative state Allocated. In our case, the
transition matrix P is given by the following:

1-fi—q fi qi
P= h; 1-h-w; w;

1 0 0

(8)

The invariant probability vector 7 satisfying wP = 7 is
given by
_ (h; + w, fio gy + qw; + fiw;)
b+ w; + f; + hig; + qw; + fiw;

)

The estimation of the maximal expected time necessary to
assign the node p; to a timeslot requires us to compute bounds
on the probabilities f;, h;, ¢; and w; that maximize as follows

1 =h,~+wi+ﬁ+h,-qi+q,~wi+f,-wi

E,(T])= —
(1) T3 qih; + qw; + fiw;

(10)

The expected time for p; to reach the relative state
Allocated is bounded in
h; + w; + f;

_ 11
gih; + qw; + fiw; -

CS7:‘253(7“;)—1:
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Equation (7) has a compact and meaningful bound for
(11). We achieve that by studying the impact of the parameters
T and n on the MAC algorithm in Algorithm 1. Lemma 4 and
(11) imply

- hi+w;+ f;, 1

< =—. (12)
ghi +qw; + fiq; g

i
Lemma 4. Suppose that n > 2 is the number of listen-
ing/signaling periods; see line 2 of the code in Algorithm 1. Then

Proof. Let us consider node p; € P that is in relative state
Ready. Given that p; has v; neighbors that compete for the
same timeslot, the probability that p; gets allocated, g1, , is
given by (13).

n-1

qil,, = ZPk(l_Pl — =) (13)
k=1

Consider next that p; is in relative state Obtaining, and
thus, we know that p; transmitted during the preceding
broadcasting round and transited from relative state Ready
to Obtaining. Moreover, p; is using the same timeslot for
the current broadcasting round. The only neighbors of p;
that are using the same timeslot are the neighbors that
are also in relative state Obtaining and have chosen the
same listening/signaling period as p; during the preceding
broadcasting round. Let us denote by ¢;, the number of such
neighbors. Given ¢; the probability w;|, that p; is allocated to
the timeslot is given by

n-1
ei
wily, = ZPk(1 = =) (14)
k=1

We have that ¢; is stochastically dominated by v; [47], that
is, E(¢;) < E(v;). Indeed, v; is a random variable that counts
the number of neighbors that choose the same timeslot as
p;» while ¢; counts the number of neighbors that choose the
same timeslot and listening/signaling period as p;. For n >
2, ¢s expected value is smaller than v;’s expected value. To
conclude, we remark that expressions (13) and (14) are the
same decreasing function, f; — Yr_1 p(1—p; —--- - o),
that is evaluated at two different points, v; and ¢;, respectively.
Moreover, since ¢ is stochastically dominated by v;, (15) holds
as follows:

w; =E (wi|e,.) 2 E (‘L’M) = q;- (15)
]

Proposition 5 demonstrates (16) and leads us toward the
proof of Theorem 3.

Proposition 5. Let p; = 1/MaxRnd. Equation (16) bounds
from below the probability q;; see Appendix D.
Consider

> max <n -1 >di/T 1 (1 — l)di/ﬂl (16)
4= 2n “d; /T +1 n )

The first bound, 1/g;, < (2n/(n—1)%T ((7)), has a
simple intuitive interpretation. Let us consider first that
two nodes compete for a same timeslot. The two nodes
choose independently any of the # listening/signaling periods
and there are n* different possible outcomes. Among these
outcomes n correspond to the situation where the two nodes
choose the same listening/signaling period and there is no
winner. We then have n* — n = n(n — 1) outcomes that lead
to a winner. There is then a probability of n(n — )/n* =
(n — 1)/n that one of the nodes wins the (listening/signaling)
competition. Since the game is symmetric, the probability
that p; wins is (n — 1)/(2n). The fact that we have T timeslots
divides the number of competing nodes, d;, and implies that
there are d;/T competing nodes for the same timeslot. If we
interpret the game as a collection of d;/T independent games,
where for each game p; wins with probability (n — 1)/(2n),
thus, the probability g; that p; wins is ((n — 1)/2n)%/T. The
inverse of this expression gives the average time for the event
to occur and is the bound by (7).

6. Network Convergence

We estimate the expected time for the entire network to
reach a safe configuration in which all nodes are allocated
with timeslots. The estimation is based on the number of
nodes that are the earliest to signal in their broadcasting
timeslot. These nodes are winners of the (listening/signaling)
competition and are allocated to their chosen timeslots.
However, counting only these nodes leads to underestimating
the number of allocated nodes, which then results in an
overestimation of the convergence time. Indeed, node p; €
P might have a neighbor p;, € ./, that selects the earliest
listening/signaling period in ./, but p; does not transmit
because one of its neighbors, p, € #';\ #;, had transmitted
in an earlier listening/signaling period. Our bound considers
only p; while both p; and p; transmit, became p; is inhibited
by pi’s beacon.

Lemma 6 shows that the assumption that the nodes are
allocated independently of each other is suitable for bounding
the network convergence time, §. Theorem 7 uses Lemma 6
for bounding the network convergence time, &.

In Section 5, we prove a bound on the expected time,
§;, for a single node to be allocated to a timeslot. We
observe that the bound depends uniquely on the number of
listening/signaling periods, 7, as well as the ratio between the
extended degree and the frame size, d;/T. In order to obtain a
bound valid for all nodes, we bound this ratio with x/T where
x is as defined in Lemma 6. We note that the time needed for
the allocation of timeslots to all the nodes depends on N, the
total number of nodes.

In detail, the convergence time estimation considers the
(fixed and independent) bound, g;, for the probability that a
node reaches the relative state Allocated within a broadcasting
round. Then, the convergence time, ¢, is a random variable
with geometric probability, that is, P(t = k) = (1 -
q)kilq. Letus denotest,, ..., ty the time it takes for the nodes
P1>---» PN to respectively reach the relative state Allocated.
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The convergence time, &, for all the nodes is given with
max({t,,...,ty}), which depends on N.

Lemma 6. The expected number of nodes, E(W), that win the
(listening/signaling) competition after one broadcasting round
satisfies (17), where x = 2A/N, T is the number of timeslots, A
the number of edges in the interference graph, G, and N = |P|
the number of nodes that attempt to access the communication
media.

Consider

EW) 2 NYp(1-(p+-+p))" @)
=1

Proof. The nodes that are allocated to a timeslot can previ-
ously be on relative state Ready or Obtaining. The probability
of a transition from relative state Obtaining to Allocated is wj,
and a transition from relative state Ready to Allocated is g;.
As proved in Lemma 4, we always have w; > ¢;. To bound
the number of nodes that get allocated during a broadcasting
round, we use the lower bound on the probability g; that a
node gets allocated to a timeslot. Moreover, in the compu-
tations, we use the AM-GM bound [48], which says that if
Y b, = 1then ]_[a,l:" < Y ba, and denote by d; the number
of neighbors of node p;. As proved in Proposition D.1, since
there are T timeslots the number of neighbors of i that choose
the same timeslot as i and compete for it is bounded by
d;/T. This lemma is proved by (18), where the last line of the
expression holds because ) ; d; = 2A.
One has

N
E (W) >E <lepi selects the earliest signaling period)

i=1

N n—1 /T
&/T
= <P1(1_P1) +"'Pn—1<1_zpk> >
i=1 k=1

n N 1 ] &/T
SNy La(1-3n)
j=1 =1 k=1
(18)
i \dINT
N1 (1- 3 )
j=li=1 k=1
» j (1/TN) ¥ d;
:Nij<1—Zpk> 19)
=1 k=1

x/T

n j
= szj<1 - ZPk)
j=1 k=1

We note that we use the AM-GM bound to reach the 4th
row of (18). O

By arguments similar to the ones used in the proof
of Proposition 5, we deduce that if N nodes compete, the
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expected number E(W) of nodes that get allocated to a
timeslot is lower bounded as follows:

n-1 )’C”, ((n~ 1) fy™! }, . (0)

E (W) > N max {(
2n x/T+1
Theorem 7 bounds the system convergence time. We
numerically validate Theorem 7; see Figure 2. Moreover, our
experiments showed that the average convergence time of the
network is below the upper bound of (21).

Theorem 7 (global convergence). The expected number of
retransmissions is smaller than (2n/(n — 1))d/T — 1, whered =
max({d; : p; € P}). Hence, one has that the expected number
of broadcasting rounds, §, that guarantee that all nodes reach
the relative state Allocated satisfies

s< (2 )d/T. 63)

Moreover, given that there are N nodes in the network and
a € (0,1), the network convergence time is bounded by (22)
with probability 1 — .

Consider

log (1 - @l—a)

k=1 .
! log (1 -((n-1) /2n)d/T)

(22)

This means that with probability o, all nodes are allocated with
timeslots in maximum k broadcasting rounds; see Figure 3.

Proof. Theorem 3 bounds the convergence time of a partic-
ular processor; see (7). Lemma 6; see (20) E(W) > N((n -
1)/2n)*/", proves that this bound is still valid if we replace the
term d;/T with x/T; that is, we consider the average degree
instead of the particular degree of a node. If we replace x/T
by max{d;}/T in expression (20) we obtain a larger bound
because x/T < max{d,}/T; thatis, EW) = N((n-1)/2n)*" >
N((n - 1)/2n)™ 4T,

The bound EW) > N((n - 1)/2n)™*T and the
dis- cussion in the 1st paragraph of Section 6 show that the
number of processors that are allocated during a broadcasting
round is bounded by the random variable Zfil z;, where z; are
identically and independently distributed random variables
that are 1 with probability ((n — 1)/2n)™4HT and 0 with
probability 1 — ((n — 1)/ 2n)™XHT (the second random
variable dominates the first one; see [49]). This means that
we lower bound the number of processors that are allocated
if we consider that they are allocated independently with
probability ((n — 1)/2m)™>@H/T

While the processors get allocated to a timeslot, the
parameters d; and T' change because some timeslots are no
longer available (T' decreases, some nodes are allocated, d;
decreases). Actually the ratio becomes (max{d;}-h;)/(T - f;),
where h; > f; because if a timeslot is allocated or sensed used
by processor p;, then T, the number of available timeslots
decreases by 1 and d;, the number of competing nodes, must
decrease at least by one since there must be at least one
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processor that uses the busy timeslot (there may be multiple
that are in state Obtaining). Under these circumstances, we
always have max{d;}/T > (max{d;} — h;)/(T - f;). Thus,
we can obtain a lower bound for the expected time to
reach the relative state Allocated by assuming that all nodes
are allocated independently with probability x = ((n -
1)/2n)™ 4T We simplify the following arguments by using
this definition of x.

To bound the number of broadcasting rounds, we con-
sider the following game. The bank pays 1 unit to the
nodes that get in state Allocated (get allocated to a timeslot)
and receives x/(1 — x) units per nodes that fail to get in
state Allocated. The game is fair because in each round the
expected gainis 1xx—x/(1-x)x(1-x) = 0.If we denote by W,
the number of processors that get in state Allocated during the
ith broadcasting round and by L; the number of processors
that fail, we have that the gain is given by (23), where ¢ denotes
the total number of rounds.

One has

t

gain = Z(LLi—VV,). (23)

P 1-x

The expected gain is 0 because the game is fair (E(gain) = 0)
and Y!_, W; = N because eventually all the nodes get in state
Allocated and the bank pays 1 unit for each such processors.
If we compute the expectation on both sides of (23), we then
obtain

x t
N= mE(ZL) (24)

We observe that E(Y;_, L;) is the expected total number of
retransmissions and E(Y_, L;)/N is the average expected
number of retransmissions whose value is (1-x)/x. Replacing
x with its expression, we obtain that the average number of
retransmission is bounded by (2n/(n — 1))@/ T _ 1 and,
this leads to the bound (21).

To prove the second assertion, let t,...,ty be the
convergence time of nodes 1, ... ., N, respectively. The random
variables, ¢;, are bound by random variables with geometric
random distribution with expectation of (2n/(n— 1))d/ T with
d = max{d,: d; € P}. We require that t_,, = max{t;,..., 5}
in order to ensure that all nodes are allocated with timeslots.
The fact that the random variables, t;, are independent and
identically distributed, implies (25), where t is a random

geometrical random variable, that is, Pr(t = Ky=@0- q)kulq
and Pr(t > k') = (1-¢)* .

Consider

Pr(tpax < k') =P (b, <k, ty <K)
=Pr(ty<k')- - Pty <k') (25
- p(t<k)"

Which ¢, < k' satisfies (26) with probability a?

1

One has

Pr (e < k') = Pr(t <&')"

-(1--9"")

By solving (26), we observe that (26) is satisfied for any K >k,
where k satisfies (22). This proves that, with probability 1 — «,
the network convergence time is bounded by (22). O

N (26)

>1-«

7. Implementation

Existing MAC protocols offer mechanisms for dealing with
contention (timeslot exhaustion) via policies for admin-
istering message priority, such as [13]. In particular, the
IEEE 802.11p standard considers four priorities and tech-
niques for facilitating their policy implementation. We
explain similar techniques that can facilitate the needed
mechanisms.

71. Prioritized Listening/Signaling Periods. We partition
the sequence of listening periods, [0, MaxRnd), into
MaxPrt subsequences, [0, MaxRnd,)),. .. [MaxRnd g, pp_»>
MaxRnd,,,,.p;+—1)> Where [MaxRnd,_,,MaxRnd,) is used
only for the kth priority. For example, suppose that there
are six listening/signaling periods and that nodes with the
highest priority may use the first three listening/signaling
periods, [0,2], and nodes with the lowest priority may
use the last three, [3,5]. In the case of two neighbors with
different listening period parameters, say, [0,2] and [3,5],
that attempt to acquire the same broadcasting timeslot, the
highest priority node always attempts to broadcast before the
lowest priority one.

72. TDMA-Based Backoff. Let us consider two backoft
parameters, CW,, . and CW_, 4, that refer to the maximal and
minimal values of the contention window. Before selecting an
unused timeslot, the procedure counts a random number of
unused ones. Algorithm 2 presents an implementation of the
select_unused() function that facilitates backoft strategies as
an alternative to the implementation presented in line 29 of
Algorithm 1.

The statically allocated variable count records the number
of backoft steps that node p; takes until it reaches the zero
value. Whenever the function select_unused() is invoked with
count; = 0, node p; assigns to count; a random integer from
[CWorr CW 4] (cf. line 7). Whenever the value of count; is
not greater than the number of unused timeslots, the returned
timeslot is selected uniformly at random (cf. lines 8 to 9).
Otherwise, a L-value is returned after deducting the number
of unused timeslots during the previous broadcasting round
(cf. lines 6 and 10).

8. Discussion

Thus far, both schedule-based and nonschedule-based MAC
algorithms could not consider timing requirements within
a provably short recovery period that follows (arbitrary)
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“)

(8) count « count — | set |

(10) return rtn_val

Additional constants and variables
(2) CW,,,, and CW,,, : backoff parameters
count : statically allocated variable that counts the backoff steps

Function select_unused(set)
(6) let rtn_val = L _v_]/ indicate busy channel (default return value)
if count < 0 then count «— uniform_select([CW,,,, CW,, ;1)

if count < 0 then (count, rtn_val) « (0, uniform_select(set))

ALGORITHM 2: Select_unused() with TDMA-based backoff.

transient faults and network topology changes. This work
proposes the first self-stabilizing TDMA algorithm for Dyn-
WANS that has a provably short convergence period. Thus,
the proposed algorithm possesses a greater predictability
degree, whilst maintaining low communication delays and
high throughput.

In this discussion, we would like to point out the
algorithm’s ability to facilitate the satisfaction of severe
timing requirements for DynWANs by numerically validating
Theorem 7. As a case study, we show that, for the considered
settings of Figure 2, the global convergence time is brief
and definitive. Figure 3 shows that when allowing merely
a small fraction of the bandwidth to be spent on frame
control information, say, three listening/signaling periods,
and when considering 99% probability to convergence within
a couple of dozen TDMA frames, the proposed algorithm
demonstrates a low dependency degree on the number of
nodes in the network even when considering 10, 000 nodes.

We have implemented the proposed algorithm, exten-
sively validated our analysis via computer simulation, and
tested it on a platform with more than two dozen nodes [18].
These results indeed validate that the proposed algorithm can
indeed facilitate the implementation of MAC protocols that
guarantee satisfying these severe timing requirements.

The costs associated with predictable communications,
say, using cellular base stations, motivate the adoption of new
networking technologies, such as MANETs and VANETs.
In the context of these technologies, we expect that the
proposed algorithm will contribute to the development of
MAC protocols with a higher predictability degree.

Appendices

The proof of Theorem 2 uses the propositions in Appendices
AandB.

A. Properties (1) to (3)

Propositions A.1, A.2 and A.3 imply that properties (1), (2),
and, respectively, (3) hold within two broadcasting rounds (or
one complete broadcasting round). Let R be an execution of
the MAC algorithm in Algorithm1, x > 0 an integer, and
cimeslot ) the first configuration in a complete broadcasting

round R(x) — (C(t)imeslot(x)’ o c;zir;ier,sense/receive (x)) We note

that ¢ (x) follows an arbitrary starting configuration.
Proposition A.1 shows that, within a broadcasting round
from cé'mes"’t(x), Property (1) holds.

Proposition A.l. In ci™"(x + 1), it holds that signal, =
false.

Proof. The value of signal; is updated in line 18 (assigned to
true) and in lines 12, 20, and 27 (assigned to false). Let us look
into these assignments.

In every timeslot, the value false is assigned to signal; (cf.
line 12). Suppose that the function send() is called, and thus,
true is assigned to signal; (line 18). We propose that before
returning from the function send() and after true is assigned
to signal; (line 18), node p; must assign false to signal; either
in line 20 or 27 To see that, let us look at lines 18 and 19.
Eventually either signal, = false (because of an assignment
in line 27) or p(k) = true (line 19) holds (note the condition
when k = MaxRnd). The latter case implies the execution of
line 20. O

Proposition A.2 shows that, within a broadcasting round
from c(t)'mes'm(x), Property (2) holds.

Proposition A.2. (3t € unused.set; \ {s;}) < (Bpy € N,
sp=1t)in c(t)'mesm(x +1).

Proof. Recall that unused_set; = {k : unused;[k] = true}
(see line 6) and that the proposition statement does not

consider the cases in which: (1) s; = s; (because t#s;) in
c(t,'mes"’t(x +1), or (2) There exists a configuration ¢ € R(x),

such that s, # L incand s, = L in i (x + 1) (because

by unused_set’s definition, L is never in unused_set;).

We note that in every broadcasting round, node p;, € P at
most once (1) Allocates the broadcasting timeslot s, (when
t; = 0; see line 11), (2) transmits a packet (when t; = s;; see
line 13), and (3) deallocates the broadcasting timeslot s, (by
assigning L to s, when t; = s; and the carrier_sense(t) event
is raised; see line 26). Moreover, node p; updates unused,[¢]
only in lines 12 (true) and 27 (false), when p; removes stale
information just before timeslot t, and respectively, when the
event carrier_sense(t) is raised.

Line 12 is executed at the start of every timeslot,
whereas line 27 is executed after and only when the event
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Defining optimal transmission probabilities for any choices of T, n, and d; is not
possible. We choose to consider and look for optimal choices when d; = T

(the “hard” case) and make a case for a uniform probability p; = 1/n:i € [1,n].
Let us consider node p; € P that competes, together with k — 1 other neighbors,
for the same unique timeslot. The probability that node p; wins the (listening/
signaling) competition is p, (1 — pl)k_l, where p, is the probability of choosing
the first listening/signaling period. The value p; = 1/k maximizes this
probability. In the more general case where there is more than one timeslot,

we consider a strategy that aims at guessing the number, k, of competing
neighbors, which the optimal probability of transmission depends on. During
the first listening/signaling period, the strategy considers the case in which
there are n = MaxRnd signaling nodes, and thus, the transmission probability
is 1/MaxRnd, where MaxRnd = T. During the second listening/signaling period,
the strategy considers the case in which there are MaxRnd — 1 neighbors,

and thus, the transmission probability is 1/(MaxRnd — 1), and so on. This
sequential selection of the listening/signaling period leads to a uniform choice
of a listening/signaling neighbor. The above strategy is driven by a heuristic

in which nodes signal with probability that is optimal for the case of n = T,

and thus, it depends on the number of competing neighbors.

Box 2: Transition probability, p;, for listening/signaling periods (line (19) in Algorithm 1).

carrier_sense(t) is raised. The event carrier_sense(t) is raised
after and only when the node p, € J//; transmits in timeslot
t. In other words, none of p;’s neighbors, p, € ./, that

transmits in timeslot s, = t, can avoid causing the event
carrier_sense(t) to be raised, and timeslot ¢ to be included in
unused_set; \ {s;}. L]

Proposition A.3 shows that, within a broadcasting round
from c(t)'m“'m(x), Property (3) holds.

Proposition A.3. (s; # L) V (unused_set; \ {s;} #0) holds in
Cgmeslot(x + 1).

Proof. Ifs;# 1L in ™" (x + 1), we are done. Let us suppose
thats, =L in c(t)'mesm(x + 1) and show that unused._set;\ {s;} # 0
in C(t)imeslot(x + 1)

Let us assume, in the way of proof by contradiction, that,
unused_set; \ {s;} = 0 and show that d;/T > 1, that is, a
contradiction with the assumption that for all p; € P: d;/T <
1.

Recall that unused_set; = {k : unused;[k] = true} <
[0, T — 1] (see line 6). Therefore, the assumption thats; = L
implies that unused_set; = unused_set; \ {s;} < [0,T — 1],
because by unused_set’s definition, L is never in unused_set;.

By Proposition A.2, we can say that for allt € [0,T —
1] : (At € unusedset;)) « (Ip, € A, : s = t). Since
unused_set; € [0, T—1], we can write [0, T—1] \unused_set; <
{s € [0,T —1]: pi € N;}. By the fact that unused_set; = 0,
we have that T' < [{s; € [0,T —1]: p; € A }|. Since d; = |/}]
(by definition), we have that |{s, € [0,T —1]: p, € /;}| <d,,
which implies T' < d;: a contradiction with the assumption
thatd;/T < 1. O

B. Properties (4) to (5)

Appendix A shows that, starting from an arbitrary configura-
tion, node p; € P enters the relative state Ready within two

broadcasting rounds. This section considers the probability
for p; to enter the relative states Obtaining and Allocated.

Let x > 0 and R be an execution of the MAC algorithm in
Algorithm 1. Suppose that ¢i™**!(x) is the first configuration
in a complete broadcasting round R(x) for which properties
(1) to (3) hold in configuration cgmeS"’t(x) with respect to node
p; € P;thatis, p; is in relative state Ready, Obtaining or
Allocated. Propositions B.1, B.2 and B.3 show that there is
a nonzero probability that node p; enters the relative state
Allocated from either Ready or Obtaining in configuration
C(';lmeslot(x + 1).

Proposition B.1 shows that p; attempts to broadcast once
in every round.

Proposition B.1. During broadcasting round R(x), p; executes
line 13 and calls the function send().

Proof. If s;# L in ci™!(x), we are done by lines 11 and 13.
Let us consider the case of s; = L in ¢!™""(x). By Property
(4), unused_set; #0, and thus, when line 11 is executed,
the function select_unused() returns a non-_L element from

unused_set; and s; # L when executing line 13. O

Propositions B.2 and B.3 consider the set M;(x + 1) =
{pr € N,;: s, = t'} and the number m; = |M,(x + 1)| of
p;’s neighbors that attempt to broadcast during p;’s timeslot,
t', of broadcasting round R(x).

Let p; be the probability for p; to transmit in the jth

listening/signaling period of timeslot t' (cf. line 19). This
paper considers the concrete transmission probability p, =
1/MaxRnd. We motivate our implementation choice of the
transmission probability, p;, in Box 2. Note that the sequen-
tial selection of the broadcasting rounds with probability
1/(MaxRnd — k + 1) leads to the uniform selection p, =
1/MaxRnd.
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Proposition B.2 considers p,’s chances to be the only one
to transmit in its neighborhood.

Proposition B.2. There is a nonzero probability, OnlyOne;(x)
(cf. (B.1)), that only node p; transmits in its broadcasting
timeslot, t', of broadcasting round R(x).

One has

OnlyOne; (x) |5, 50 = p(1=p)" +pp(1=p = p,)™

nl \™ (B.1)
+~+w40—2m)

¢=1

Proof. We show that there is a nonzero probability that only
node p; transmits in its broadcasting timeslot, t', of broad-
casting round R(x). Let us look at p; and the nodes in M;(x)

while they attempt to broadcast in the steps a'™*°** (x) and

a,tc'mes'o"’t, (X)jkem,(x)- All of these steps include the execution
of line 19; namely, each node chooses to transmit in listen-
ing/signaling period ¢ € [0, MaxRnd] with probability p, =
1/(MaxRnd — ¢). Therefore, for any MaxRnd > 0, there
is a nonzero probability, OnlyOne;(x), that, during timeslot
t', node p; transmits in the listening/signaling period a €
MaxRnd and no node in M;(x) transmits in round a (or in
an earlier one).

We note that the fact that p; transmits first during
timeslot ¢’ implies that it is the only one to transmit
during t'. This is because once p; transmits a beacon in

. ]
step a;'mesm’t (x) (which includes the execution of line 21),
node p; € J; 2 M;(x) raises the event carrier_sense(t')

immediately after a}imesmt, (x). Thus, for all p; € M;(x) we

have that immediately after step a;i"‘es'm’t

step a]':.a"ie"sense’t (x), which includes the execution of lines 26

and 27 that assign L to s; and false to signal;. Thus, p; leaves

(x), node P; takes

the (listening/signaling) competition for timeslot ¢' (see line
18) and does not transmit its DATA packet (see line 23).

We now turn to calculate OnlyOne;(x). Let the variable
m; = |M;(x)| denote the number of nodes that select the
same timeslot as p; in configuration ™% **+_The value
of OnlyOne;(x) depends on the value of m;, and we denote
this dependence with the notation q(i)|,, (conditional
probability). It means the value of OnlyOne;(x) depends
on the value of m;. The value of OnlyOne;(x) for m; = 0 is
OnlyOne;(x)|,, -, = 1. For the case of m; > 0, OnlyOne;(x)’s
value is given by (B.1) (that appears again next), where p; is
the probability for transmitting in the jth listening/signaling
period.

Consider

OnlyOne; (x) Im’_>0

m;

=p(1=p)" +po(1=pi = py)
n—1 m
+~~+pn_1<1—Zpk> [clone of (B.1)]

=1

(B.2)

We note that the jth term in (B.1) is the probability that
node p; selects the jth listening/signaling period and all its
neighbors select a later listening/signaling period. O
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Proposition B.3 shows that once a node is the only one
in its neighborhood to transmit during its broadcasting
timeslot, it enters the relative state Allocated.

Proposition B.3. M;(x) = @ (or having none of the nodes in
M;(x) transmitting during timeslot t') implies that node p; is
in the relative state Allocated in cé""eS'Ot(x +1).

Proof. We need to show that, in c(t)imeS"’t(x + 1), we have that
s; =t'# L and for all pj € Nitsi#s;

Showing That s; = t' # 1 in ™ (x + 1). The proposition
assumes that '# 1 in cgmesm(x). We wish to show that
s; =t in ™" (x + 1), which implies that s;# L holds in
céimes'c’t(x + 1) and throughout R(x + 1).

Since the variable s; is assigned only in lines 11 (when t; =
0) and 26 (when t; = t'), it is sufficient to show that line 26
is not executed by any step during timeslot t' of broadcasting
round R(x), that is, aica"ier’se"se’t, (x) ¢ R(x).

Node p; raises the event carrier_sense only during times-
lots in which p;’s neighbor, p;, transmits. By the proposi-
tion assumptions that, during timeslot ¢’ of broadcasting
round R(x), none of p;s neighbors transmits, we have
al.ca"ier’sense’t/ (x) ¢ R(x). Moreover, a:imeS"’t’t, (x + 1) does not
include an execution of line 11 that changes the value of s;,
becauses; =t'# Lin cgmesm(x +1).

Showing That for All p; € WN; : s;#s;in chimeslot(x 4 1).
The proposition assumes that for all p; € 4 : s;#s;in
cgmesm(x). We wish to show that the same holds in
c(t,imes"’t(x +1). Since the variable s; is assigned to a non-L
value only in line 11 when t; = 0, it is sufficient to show that
when line 11 is executed in step a}imesm’o(x + 1) the function
select_unused() considers a set that does not include p;’s
timeslot, s;. This is implied by the facts that for all p; € J#/;:
unusedj [t'] = false (Claim 10.1) and s; = t' (first item of (II)

of this proof) in c(t,imeS"’t(x +1). O

C. Theorem 2

Theorem 2 shows that all nodes are allocated eventually with
timeslots (convergence) and once all nodes are allocated, they
stay this way (closure).

Theorem 2 (self-stabilization). The MAC algorithm in Algo-
rithm 1 is a self-stabilizing algorithm with respect to the task

TTDMA-

Proof. After the previous proof of propositions, we can
demonstrate this theorem.

(i) Convergence. We need to show that properties (1) to
(5) eventually hold in configuration cgm“'m(x + y) for

a finite value of ¥ > 0. Propositions A.l, A.2 and

A 3 imply that properties (1), (2), and, respectively, (3)

within two broadcasting round.

Propositions B.1, B.2 and B.3 show that there is a

nonzero probability that node p; enters the rela-
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tive state Allocated from either Ready or Obtaining
within one broadcasting round. Thus, by analyzing
the expected time of the scheduler-luck games [4, 51],
we have that y has a finite value. Further analysis of y
appears in Theorems 3 and 7.

tlmeslot

(ii) Closure. Suppose that (x) € Ris a safe configu-
ration and let p; € P be any node. By the assumption
that ™" (x), we have that p; is in the relative state
Allocated; that is, properties (1) to (5) hold for any
node p;. We need to show that properties (1) to (5)
hold in configuration t'mes'm(x +1).

Propositions A.1, A.2, and A.3 imply properties (1),
(2), and respectively, (3) (within one complete broadcasting
round).

Properties (4) to (5) are implied by Proposition B.3 and
the fact that Properties (4) to (5) hold in ¢i™"(x), that is,
M(x) = O

D. Bounding OnlyOne;(x)

Propositions 5 and D.2 bound OnlyOne;(x)’s value, where
R(x) is the xth broadcasting round in execution R of the MAC
algorithm in Algorithm 1. We assume that properties (1) to
(5) hold in the first configuration, ¢ tImeSIOt(x) of R(x). These
bounds are obtained by computing the expectation of g1,
with respect to m;, where M,(x) = {p, € ;: s, = t'} in
cgmeS'Ot(x) andm; = |M,(x)|. The reason is that m; is a random
variable, that is, g; = E(OnlyOnei(x)|mi), where the expecta-
tion is computed with respect to the random variable m;.

We note that all the terms in (B.1) are convex functions of
m;. This means that by Jensen’s inequality, we obtain a lower

bound of g; in (D.1) by evaluating the expression g;|,,, at m;’s
expectation, E(m;) [52].
One has
q;=E (qilmi) > qil pom,) (D.D)

The expression on the right side of the inequality can
be again lower bounded if we estimate an upper bound
for E(m;). We proceed to the computations in the proof of
Proposition D.2 after demonstrating Proposition D.1 which
shows that E(m;) is bounded by the ratio d;/T, which is rather
intuitive but needs to be proved.

Proposition D.1. In configuration ci™**(x) it holds that
E(m;) < d;|T, where m; = |M;(x)|.

Proof. We show that E(m;) = d,;/T by considering config-
uration ¢™*"*(x). The maximal number of p;’s neighbors
that might choose the same timeslot as p; in configuration
chimeslot (x s Zp e, Lis,=1)> because any node, p; € /4,

that chooses a new broadcastlng timeslot immediately before
cgmes"’t(x) must have s; =1 in configuration tImESIOt(x) We
compute the expected] value of m; in (D.2) as a function
of the number of empty timeslots, e;, that p; selects from
when choosing a new broadcasting timeslot, where e¢; =

|unused_set;| in configuration t""eSIOt( ).

15
Consider
E(m;) = ZE(m,» |'s; =t)Pr(s; =t)
teE;
= Z E(m |'s; =1t)
teE; €
- Z ( Z {p; chooses timeslot ¢} | $i = t>
teE; € pieN;
= Z > Ve y s =1y
teE; 1p eN; ' ]|
(D.2)

Our assumption that d; < T — 1 implies that e; > 0. Using
that di = ZPjE/Vi(l{Sj #L}+ 1{Sj=i}) and, €; > T_ZPJ'E/V,' l{sj £1p
we obtain the following:

¥ 1 Lierlis=1)
teE,»T - di + ijEJV,» I{Sj:l} pieN; 'E]|

Iy -
1 > e > Liery

T=di+ Ypew, Usi=0 ple, |EJ| feE,

E(m;) <

IE: N Ej|
ZP l{s =1} i
T d + Zp eN; Hsj=1} T
(D.3)
O
Proposition D.2. One has
n k /T
q; > Zpk(l - Zpk> [clone of (6)]. (D.4)
k=1 e=1
Proof. Proposition D.1 shows that E(m;) < d;/T. The

proposition is demonstrated by evaluating expression (B.1) at
E(m;) = d,/T; see (D.1). 0

Proposition 5 considers the concrete transmission prob-
ability p, = 1/MaxRnd.

Proposition 5. Let p; = 1/MaxRnd. Equation (16) bounds
from below the probability g;.

Proof. In this proof, we use the letter n instead of MaxRnd
for reason of space. We replace p; with 1/n in (6) to obtain
(D.5).

Consider

(D.5)

n d;/T
ZZ;<1——> .

Equation (D.6) is more compact than (D.5) and it is
obtained by the fact that the function (1 — x)° is convex.
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Consider

nq k d;|T
022 {1-7)
1< e\ 4T n—k+1\%"
=— 1-- 1-——
2nz[< n) +< n ) ]

n+ 1>df/T - <1 "+ 1)‘4”
2n - 2n '

> (convexity) 1 Z (1 -
=
(D.6)

Another way to bound (D.5) is by considering the de-
creasing function y — (1 - »)*, as in the following:

n d/T
qi = Zl<1 - l)

n

k:11 d,/T+1 (D7)
a;/T 1 ( 1 ) i
> 1- dy= ——(1-- .
>L/n( Wy = e\l 0
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Combining individual sensor decisions can be an effective way for the enhancement of the final decision on sensor fields for intruder
detection. This paper proposes a novel methodology to unify the decisions from individual sensors on a sensor field through the
(hidden Markov model) HMM and rules. The HMM especially provides a stochastic decision out of the individual sensor decisions
on the sensor field; then it is filtered through rule inferences reflecting the knowledge of movement patterns on the level of the sensor
field, such as spatial-temporal information and factual information on the movement of objects. This use of contextual knowledge
remarkably improves the final decision for the detection. Also, this paper proposes the discretization method to express the state

space of sensor field, and the performance evaluation is given by simulations.

1. Introduction

Good quality intruder detection is a critical issue in many
applications such as surveillance in military zones and secu-
rity and protection of mission-critical facilities. The human
surveillance has many limitations in the quality of detection
because of physical limitations of human beings such as
the hardness of a consistent concentration on surveillance
and the lack of reliability due to the capriciousness in
human emotion. To overcome such limitations, the auto-
mated surveillance using sensors can be introduced because
sensors do not get exhausted and keep alarmed stably without
interruptions by changes like those in human emotion. A
weakness in using sensors, however, is the lack of intelligence
in detection which drops the detection quality. This implies
that how intelligence equips sensor networks is critical for
the automated surveillance and detection. On the other
hand, the sensitivity of individual sensors of different types
is varied depending on their deployed environment, and
their detection performances are wide in their values—
especially in case of outdoor sensor networks [1, 2]. This

makes it a challenge in practice how to deploy sensors in a
sensor network so that it may fully reflect their environment
states in spite of their variegated changes. For instance, the
true and false alarm rates in an intruder detection sensor
network change over time according to the states of the
given environment, that is, sunny, snowing, raining, and so
forth. This fact commands the robustness of outdoor sensor
networks from the changeable environment [3].

The unification of individual sensor decisions on a sensor
field, a deployed sensor network, could be a viable option
to construct a robust sensor network under the uncertain
environment. The decision-making step after collecting the
knowledge of detections out of individual sensors may
provide a chance to determine the extent of utilization of
these individual decisions towards the final decision in the
sensor network. This unification of small individual decisions
has several advantages. First, the final decision in the sensor
network mediates the individual sensor decisions, rather than
leaving them isolated, that it could provide one conclusive
decision. This decision synthesizing out of individual sensor



decisions may definitely help to avoid misjudgments or
confusions caused by those individual sensor decisions solely,
though this mediation is varied and not easy in complexity
[4]. Second, during the process of unifying individual sensor
decisions, it is possible to combine and exploit knowledge
beyond those of the individual sensors in order to enhance
the final decision.

This addition of knowledge should undoubtedly heighten
the intelligence of the detection system, because it con-
siders extensive knowledge systematically towards the final
decision. In usual practical sensor networks, however, since
decisions are made mainly based on the information collected
from individual sensors that is mostly scalar sensing data
[5, 6], most of holistic knowledge sensor networks can use
tends to be ignored in general; this may lead to misun-
derstandings in their decision makings. For example, usual
sensor networks care about signal data, such as frequency,
amplitude, and intensity, rather than the whole contextual
knowledge on sensor fields: the spatial information (e.g.,
the relative location with respect to the whole network
where a sensor reacts), the temporal information (e.g., the
sensing pattern over time), and the factual information
(e.g., the sensor type that makes a sensor node alarmed).
These kinds of information are indeed precious in that they
could contribute to the final decision for intruder detection.
Hence, this paper purports to propose a methodology of
decision making using the contextual knowledge by unifying
individual sensor decisions on a sensor field. Although the
proposed methodology in this paper is designed for intruder
detection on sensor fields, it could be extended to other
purposes on sensor networks.

This study focuses on knowledge obtained from the three
kinds of information mentioned above, called patterns on a
sensor field. Table 1 shows the considerable patterns needed
in the decision making of intruder detection.

Proper movement patterns of an object on a sensor field
could be investigated by the HMM with the Viterbi algorithm
as shown in Figure 1. In a given observation, an explicit
tracking of an object is available under the consideration
of a stochastic movement pattern. The movement pattern
retrieved by the HMM could be used for the intruder
detection on the sensor field. For example, when the expected
type of the target object is “Person,” the contiguity of the
locations of the chased movement becomes a measurement
to decide whether the moving object is “Person” or not; that
is, when the retrieved trace of the moving object is improper,
it could be filtered out by the consideration of the proper
trace of the expected type of the target object. This is very
helpful for the identification of the intruder. The trace of the
detected object is also used for estimating its average speed so
that the comparison of the estimated speed with the reported
standard average speed of the expected type of the object
can give useful information for the intruder identification.
Furthermore, the movement pattern of the object can be
restricted by the state and shape of the sensor field in many
ways. If the corresponding movement patterns are explicitly
definable by reflecting the restrictions, that knowledge could
be useful for the intruder detection. For example, if the sensor
field contains mine fields or cliff edges in a military zone,
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TABLE 1: The considerable patterns for intruder detection.

The considerable patterns for intruder detection

(1) Proper Movement Patterns of an object on a sensor field.

(e.g., adjacency between alarmed sensors, proper track of
moving object, etc.).

(2) Detected average speed of an object on a sensor field.
(3) Specific movement patterns of an object on a sensor field.

(4) The types of sensor reacting with an object on a sensor field.

Observations (alarms)

t=1 t=2 t=T
__________________________ =_________________,
Most likely estimated trace of intruder ‘
t=1 t=2 t=T
=

FIGURE 1: Proper movement patterns retrieved by HMM with
Viterbi algorithm.

the movement of the target type “Person” can be hindered
by the obstacles, and hence the movement of the intruder
is predictable. The estimation of the trace of the moving
object thus could be beneficial from such a state of the sensor
field to increase the performance of the detection and the
identification of the intruder.

The knowledge about the types of sensors that respond to
the types of the moving object is very useful for the intruder
detection. Figure 2 shows the responding sensor types for the
type of each object. According to the figure, it is recognized
that the moving object cannot be an animal if a magnetic
sensor reports detection because magnetic sensors do not
react to animals. These pieces of knowledge are contained in
inference rules, by which any detection in a sensor can be
inferred to a conclusion about the type of an object.

Different from sensor network systems in signal pro-
cessing, the main purpose of this paper is to construct an
enhanced intruder detection model as a decision model
unifying individual sensor decisions in a sensor network
by using the HMM and inference rules. This paper also
proposes a dynamic discretization method to express the
state space for a sensor field. The remainder of the paper is
organized as follows. In the next section, this paper continues
with the description of the state space representation for the
sensor field to which the HMM is applied. The structure of
the HMM for intruder detection comes next and suggests
the unifying decision-making approach that this paper uses.
This part mainly consists of two subparts with an example,
the stochastic decision, and the rule based decision. The
conclusion follows lastly.
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Target Detection factor Target location Responding sensor
Belongings Ground Magnetic
Body heat Ground PIR
Person Sound Ground Acoustic
Vibration Ground Pressure
Movement Ground UWB
Body heat Ground PIR
. Sound Ground Acoustic
Animal —
Vibration Ground Pressure
Movement Ground UWB
Sound Ground Acoustic
Vehicle
or Vibration Ground Pressure
tracked vehicle Mignetic Ground Magnetic
Movement Ground UWB
. Sound Midair Acoustic
Airplane — —
Vibration Midair Pressure
Bird Sound Midair Acoustic

FIGURE 2: The corresponding sensors for objects.

2. The State Space Representation of
a Sensor Field for HMM

In order to deal with extended observation space O™ above,
one of the options this paper adopts HMM [7-9] because of
its strengths in finding out what the class sequence was. For
the state space representation of a sensor field using HMM,
let this paper introduce HMM with the formula of object
function which is defined as

t t ty:t,
arg max P(x",...,x" o'},
g max, P( o) 0
where n € N; denote the given observation of t,,...,t,

by 0" and the state space of t,,...,t, by x™,...,x". The
underlying HMM model A is the triple A(A, B, IT) where IT =
{n} = P(X" = x ), A =a; = p(x* = x; | Xk = x;),
B=b; =PO" =o0;| X" =x),i,jk €N, i,j,k > 0,and
j > i. Denote the initial state probability by II, the tran-
sition probability by A, and the emission probability by B.
With consideration of the formula (1) and A, the state space
representation should be affordable for the calculation of
conditional probability (i.e., emission probability), involve
state and observation parts, and be capable of describing
time-series state and observation lists.

2.1. State Formulation on HMM for a Sensor Field. Consider
the following state space in discrete form:

n
s=Jr, )

i=1
where R; = {X; | 3j € N, X; € Rj}; denote by S all possible
state space, by R; the subset of S, and by X ; the element state
of R;. Note that the state space S points out all possible state
space for a given sensor field which are categorized into the

space in the detection of a sensor field and the space out of the

detection of a sensor field; the categorized state space can be

separated into several subcategories as described in Figure 3.
Then, (2) is rewritten as follows:

S=R,UR,UR, UR, UR.. 3)

Assumption 1. Let this paper make assumption for a sensor
field as follows:

(1) the sensor field consist of sensor nodes, a sensor nodes
is the set of sensors;

(2) there is no duplicated detection area of sensor node
but a sensor does;

(3) the sensors on sensor node are aligned to the same
direction;

(4) there is at least one omnisensor having maximum
detection distance among sensors in a sensor node.

Based on the above assumption, this paper suggests
discretization method for the state space of dynamic sensor
field; obviously, the sensor field of MSN (mobile sensor net-
work) cannot but be dynamic [10, 11]. Through Figure 3, with
Assumption 1, we notice that the range of sensor detection is
the criteria for the distinction of R; U R, and R; U R,. More
specifically, R, and R, are discriminated by the detection
distance of sensor; R; and R, are distinct by geometrical
features derived from triangulation and rectangulation. The
discretization process follows Figure 4. Basically, the state
space of “the area in the range of sensor detection (R; U R,)”
corresponds to the ability of sensor detection; the state space
of “out of the range of sensor detection area (R; U R,)”
depends on the deploy locations of sensors. The internal
space of a sensor field not including sensor detection area
(R;) especially, is obtained by Delaunay triangulation [12]
as subtracting from triangle areas to R, U R,; the border of
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N
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F1GURE 3: All the possible states on a sensor field.
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FIGURE 4: The discretization process for a dynamic sensor field.

a sensor field (R,) is obtained by rectangulation from
deployed location of sensors with subtracting from rectangle
areas to R; U R, U R;; the remaining area is Rs.

Based on Figures 3 and 4, this paper points out R as
follows:

R, ={X;1X;nS#0,3i#j},
(4)
R, = {X;1X;nS; =0,Vi#j},

where X; = S; - Ujeq| scs;) Si and §; denotes the detection

area of jth sensor.

As for the areas of R, and R,, these are determined by the
properties of sensor detection such as the radius of detection
and the angle of detection. This paper introduces an example
of that in the following section (Section 2.1.1 is an example for
state formulation). The possible state space for undetectable
area is defined as follows:

delaunayTriangulation: DT ({; | ¢ is the centroid of
ith sensor node}) — {T},T,,...,T,} where, u is the
number of generated triangles.

convexSet : CS = |Ji_, T; define the set of boundary
edges of CS as BE.

boundaryPoint: BP = {p; | p;
centroid of ith sensor node}

€ BE and p; is the

boundarySegment: BS = {(p;, p;) | p;»p; € BP and
Fpi C BE}.

circumscribedQuadrilateral: CQ(BS) — {Q,Q,, ...,
Q,}, where, v is the number of generated quadrilat-

erals.
Ry=4X;1X;=T;- |J X,
X;€(R,UR,)
where j=1,...,u,
Re=1X1%=0- U X, ©
X,;€(R,UR,UR;)
where j=1,...,v,
c
Rs=1X,| X, = U X;

X;€(R,UR,UR;UR, )

Denote the set of center coordinations of sensor nodes
by ¢ and the set of triangles derived from ¢,...,c, by
T,,...,T,. Note that m is the numbers of sensor nodes and
u is the numbers of triangles which satisfy the objectives of
Delanuary Triangulation for given ¢,.. ., c,,. There are three
cases of undetectable areas of sensor field which are R;, R,,
and R;. Ry U R, points out the undetectable areas of in sensor
field, while R; indicates the area of out of sensor field.

Note that the state space representation ensures that
it presents all the possible state space. For the R; and R,,
those are described precisely by the given parameters—which
means that the range of detection area of the sensor is given
explicitly. However, it has ambiguity to define “The area out of
the range of sensor detection” (R; U R,) because the shape
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of that area is flexible in concordance with the deployment
information such as the number, the location, and the type
of sensor. Hence, we need to make sure that Ry U R,
covers all the areas of “The area out of the range of sensor
detection” in any case. For this purpose, this paper defines
those areas separately by triangle and rectangular. From the
Delaunay triangulation, we guarantee that the obtained area
“Internal area of a sensor field” is convex set and completely
covers internal area of a sensor field; after that, by adding
circumscribed quadrilateral (R,), this paper guarantees that
the obtained area of R; UR, U R; U R, addresses all the space
of a sensor field consequently and obtained set is convex.

2.1.1. An Example for State Formulation. Let this paper
explain our discretization method in the previous section
with an example.

As seen in Figure 5, there are two types of sensor node.
The first one consists of pressure, acoustic, and magnetic
sensor, and the other consists of pressure, PIR, and UWB
sensor. Consider R, and R, as the branch of “The area
in the range of sensor detection” Then detection distances
of sensors in sensor node are only factors to distinct R,
“Duplicated area of sensor detection” and R, (“Unduplicated
area of sensor detection”) so that we define R, as the
detectable area of sensors which have less detection distance
than the one that has a maximum detection distance of a
sensor node. In order to allocate R, and R, on sensor field,
Let us define S F (the detection area of sensor j):

A= {(eoe) 1o

Coo M, €y 15 T eR,

2 2 5 h
mj) +(Cy—1’lj) <Tj}, where

jeN,

G N .
(cx, cy) | ArcTangent (| — | € DetectzonAngle. R
ce—m;
where c, -m;=0 andcy—nJ >0
—-m;
{(cx, cy) | ArcTangent < P >+90 € DetectionAngle j} R
y
where ¢, —m;<0and ¢, —n; >0

) ¢, — 1
{ |ArcTangent < J >+ 180° € DetectionAngle j} R
x mj

where ¢, —m;>0and ¢, - n; >0

m.
J >+360° € DetectionAngle,} R
y ~ 1 !

where ¢, —m; >0 and ¢, —n; <0.

(6)

{ |ArcTangent <

Then, we define S jas
Sj:{S]-IS]-:AjnBj}. )

Denote x-coordinate and y-coordinate on a sensor field by
¢, and c¢,. m;, n;, and r; indicate the center coordinates
and the detection distance of sensor sensor;, respectively,

is one of the sensors of sensor node and

iL
where sensor;
i < Tmax (max is the maximum detection distance on

sensor node). In addition DetectionAngle; points out that
minAngle; < the detection angle of sensor; < maxAngle,.
Notice that there are two types of sensor node, sector type
and circle type. Basically, (7) is derived from the sector type
of a sensor node. However, the circle type of sensor node has
0° < DetectionAngle ;< 360° such that (7) is held in case of
circle type of sensor node as well. As for the detection area
of R, and R,, numbers of sensors, n — 1 duplicated areas are
there. Ry and R, are described as

JrR T
where rsensorj < rsensorNodek’ rsensorj > rsensori and sensorj,
sensor; € sensorNodey.
R, =1{X;1X;=S -S;t, )
J J j
where rsensorj rsensorNodek’ rsensorj > rsensori and sensor J?

sensor; € sensorNodey.

Denote the detection radius of a sensor and a sensor node
bY 7 ensor A0 TgopnsorNode TEPECEIVElY. Note that sensorNode;, =
{sensory,...,sensor,}. 1f sensor; has the same detection
radius of its sensor node, then the obtained X; binds to R,,
otherwise R,.

As mentioned in Section 2.1, on account of the flexibility
of undetectable area in a sensor field, this paper describes that
area as triangles and circumscribed quadrilateral to ensure
that our approach represents all the possible state space on
a sensor field in any shape. The way to achieve the goal is
fairly simple in principle. From the Delaunay triangulation,
we obtain guaranteed convex set for the internal space of
undetectable area on a sensor field; after that as using line
segments of triangles for circumscribed quadrilateral, facilely
we generate optimal state space, and the meaning of optimal
state space here is that all the area is evenly separated as
possible as a given parameter. The acquisition of the internal
space of undetectable area is achieved by

T;= {(Cx Cy) | f1 ( mk>P§”k>f1 (cx,cy) >0,
£ (5 #5) £ (606,) 20
f3< tﬂk,p;ﬂk) fs (Cx>cy) >

P e TrianglesApexes} , where

p,c € R% keN,
(10)
Aiey) = (=g (7 - pi™)
(11)

~(y=p%) (o - ),
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PIR Pressure Acoustic

Magnetic

FIGURE 5: State space representation—an example a sensor field.

fr (o y) = (x = pi) (P - ™)

y

; A A (12)
(=2 (6 - 2,
£ Gey) = (= o) (o1 - p1*)
(13)

= (=2 (P - p%).

Denote the apexes of the triangle by p'’*. The func-
tion f(p, py)f(cyc,) evaluates whether or not the points p
and c are located in the same region (i.e., f(p, py)f(cesc,) 2
0) for a given linear equation f,, f,, and f;, respectively.
Note that by (10)~(13) Tj indicates the interior area of the
given triangle. Hence, the undetectable area inside a sensor
field R; is described as

Ry ={X;| X;=T; - (X,UX,)}, where

(14)
X, CR,, X,CR,
Related to the given parameters of (18), this paper adopts
Delaunay triangulation to generate undetectable areas shaped
in triangles. Being the apexes of triangle, the center coordi-
nates of sensors are applied for the triangulation. The proce-
dure of Delaunay triangulation is as follows: (1) Define the
center coordinate of sensors P = {p,,..., p,}. (2) Define p,
as an uppermost y-point of elements that is the maximum y-
value of P. (3) Generate two arbitrary points pies and pyigh
for the triangle composed of p;, pies, and prigy, to cover all
coordinates in P. (4) Index the rest of elements in P from p,
to p,. So the number of points used for Delaunay triangula-
tion is n + 2. (5) Do triangulation(p;) in order. (5.1) If the
generated triangle (e.g., the triangle of p;, P and prigne)
contains p;, then make three triangles by drawing three
lines p;p1, PiPrefr a0d P; Prighe- (5.2) If p; exists on p, p; of
the triangle by p;, p,, and p;, then make two triangles by
drawing line p;p;. (5.3) If p; is located on the line p,p;
that two triangles share (e.g., the triangles of p,, p,, ps
and p,, p;, p,)> then make four triangles by drawing two
lines p;p;, p;p, with the legal edge condition. (6) Figure 6(a)
points out the illegal edge condition in which encountering
angles (a, b) is bigger than 180°. With the illegal edge condi-
tion, p; p, has to be removed to generate new edge p;p, for

b1 P1

p 2

4 —_—

)2 P2
(a) (b)

F1GURE 6: Edge flip condition in Delaunay triangulation.

the legal edge condition as shown in Figure 6(b). (7) Remove
arbitrary generated points pies and prigh.

For the border of a sensor field, consider the following
equation:

Q= {(cx,cy) | ¢, € RetanguleArea (d,e, p,q),
¢, € RetanguleArea (d, e, p, q)} , where
d,e,p,ge R jeN,
(15)

Ry ={X;1X; = Q- (X, UX,U X.)}, where
(16)
X, <SR, X,CR,, X <R,

Note that the equation to calculate the area of rect-
angular is similar as (10) in principle by using linear
equation. Hence, we skip explaining the specific function
RetanguleArea(d, e, p, q). Denote by d, e, p, and q the coor-
dinate of rectangular by X,, X,, and X_ the area involved
in Ry, R,, and R;. Note that pq is line segment of circum-
scribed quadrilateral and of triangle as well; pq is acquired
by triangulation which means that p, g are the center coor-
dinates of sensor. Basically, d and e are easily derived from
given p, g by Pythagorean theorem. From the reason of that
D> q are the center coordinates of circle or sector, the derived
rectangles are always circumscribed quadrilateral such that
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in any case pythagorean theorem is valid in the calculation
to obtain d, e. Let us explain the calculation for d, e with the
definition of which radius(x) is the function retrieving the
radius of the sensor having the center coordinate x. In the 2-
D coordination, Euclidian distance is

2

Z(Pi - qi)2> where

distance (p,q) =
P 17)

Py = Po P2:py'

From (17), d_q is \/distance(p, q)2 + radius(p)z, hence and
dq is given; after that

B =\ -a) + (4,4’
(18)

radius (p) = \/(dx —p) + (dy _py>2'

We have two variables (dx,dy) and (18) such that d is
calculated. Through the same procedures of (17) and (18),
the circumscribed quadrilaterals based on line segments of
triangles are generated. As a consequence, from (16) we
generate “the border of a sensor field” state. R; is simply

defined as X, = {0} because of “out of the area on a sensor
field”

2.1.2. The Representation of Observations of the Example.
According to the sensing factors, different types of sensors
determine its decision through signals that react with thresh-
olds [13]. In this point, the decisions from these sensors are
regarded as the decisions reflecting the features of each type
of sensors. In our point of view, this is meaningful in terms
of sensor network. Hence, this paper exploits the decisions of
each sensor in a sensor field as the observation of HMM.

The observation in HMM can either be discrete or
continuous [14, 15]. This paper applies discrete observation
which represents “Detect” (Active) and “No respond” The
possible discrete observation space in our case is 2" (n is
the number of sensors in a sensor field). In order to deal
with all possible observation space, this paper represents the
observation as “ob,...,0b,.” with the interpretation of n
digits code. For example, if there are four sensors in a sensor
field, we interpret the observationas “0 | 1,0 | 1,0 | 1,0 | 17
(0: No respond, 1: Detect). In addition, for the calculation
of conditional probability, the state representation of HMM
is interpreted by n digit code in the same way as well.
The emission probabilities are calculated by means of those
representations, and the transition probabilities are obtained
with first order Markov assumptions [9].

Figure 7 depicts an example of the representation of states
and observations for Figure 5. There are 36 sensors on a
sensor field. The whole possible numbers of observations
are 2°° = 68719476136. We define the symbol ob, to indicate
that no alarm is reported and ob; for what sensor 1 and
sensor 3 make an alarm. The indexes of symbol for an obser-
vation are obtained by transforming the binary to the decimal

notation. In case of the representation of states for a sensor
field, we adopt the suggested discretization approach at
Section 2.1. According to the deploy information of sensors
and its detection ranges, the symbol indicating a state is
assigned with the proper range of a region. And the proper
range assigned for that is interpreted by the detection ranges
of sensors. For example, x; could be depicted by the ranges
of sensor 1, sensor 1, and sensor 3. The one advantage of
describing states by the detectable ranges in the manner of
sensor is that it enables the calculation of emission probability
through the given observations and states.

3. The Structure of HMM for
Intruder Detection

The structure of HMM could be represented by A(A, B, II).
Denote initial probability by II, transition probability
by A, and emission probability by B. Define that initial
probability IT = {rr} = P(X" = x, ), A = a; = P(X" = x; |
Xk = x;) and B = b,»j = p(O* = 0; | Xk = x;), where
i,j,k € Nand j > i. Note that an emission probability is
calculated by a given observation with the performance
of sensor which is Py, .rionsuccess = Plalarm | Target),
Pfalsedetectian = P(alarm | NonTarget), Pdetectionfuilure =
P(noResponse | Target), and P, pesponse = P(noResponse |
NonTarget). However, in order to obtain initial and
transition probability of HMM, the actual movement of
an object is required. Hence, this paper applies Gaussian
mobility model [15] to gain proper movements of objects.
Gaussian mobility model is a well-known model to generate
reliable movement of object by manipulating the parameters.
The following indicates movement equations of the model.
The equation for speed and direction calculation

s,=as, +(1-a)s+1/(1-a?)o,,

(19)
d,=ad,  +(1-a)d+(1-a?)o,.
The equation for coordinate generation (2 Dimention)
X, = X1 + S,_1 C0Sd,_1,
(20)

Yn = Vn-1 + Sn-1 sin dn—l'

Denote the speed and direction at time n by s, and
d,, respectively, the tuning parameter for adjustment of
randomness where 0 < a < 1 by «, the mean values of
speed and direction of object by s and d, and the standard
of deviation of speed and direction by o, and o,;. Note
that according to the tune of « with s, d, o,, and o, the
movement of a desired object is modeled.

The movement model of “Person,” “Animal (Deer),” and
“Tracked Vehicle” has been approximated with given param-
eters as follows: Person: (4.32,0.3888,10.0,0.75) for s (km),
o, (km), g; (°), and a; Animal: (29.00,2.6000, 20.0, 0.50);
Tracked Vehicle: (40.0, 3.6000, 10.0, 0.95). Through the gen-
erated movement by random sampling from the conducted
Gaussian mobility model, the state matrix of HMM is calcu-
lated (Figure 8). In our case, we generated 200,000 samples for
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The state space representation for a given sensor field

States for hidden Markov model

Symbolic Binary representation
representation (interpretation)
Sensor index

Symbol

S36 S35 S 8§
X1 0 :
X2
X3
X5 | 05 00 10 0% 0

Observations for hidden Markov model

Binary representation
(interpretation)

Symbolic
representation

Sensor index

Symbol

ob,
ob,
ob,

0b68719476736

FIGURE 7: The state space representation—an example.

[ Sampling |
Movement sequences o Calculation =)
generated by — —
gaussian mobility model == || Initial probability
-

with each parameters
=P || (Transition probability]

FIGURE 8: Initial and transition probability generation.

each movement (Person, Animal, and Tracked Vehicle) and

then by calculating the frequencies of state changes, the state

matrix of HMM is conducted with the following equations.
Inital probability:

count (x;
= —( w (21)
count (¥ Xok)
where i, j, k € N, and » is the total numbers of states.
Transition probability:
count  x;;
( 1]) (22)

"0 count (Y xa)

Basically, the model A requires transition matrix, initial
probability, and emission matrix. The way of obtaining
those factors of HMM is that for the case of transition
matrix, random sampling is used as we mentioned above.
Secondly, initial probability is obtained by the state change
from X, to X,, which means the entering probability to a
sensor field. It is reasonable because we define X, € Rs
(out of the sensor field) at Section 2. Thirdly, emission
matrix is dynamically calculated with the interpretation of
Section 2.1.2. Assume that there are sensors having the same
performance Pdetection success 08> Pdetection failure = 0'1’
Praise detection = 0-1, and Ppecponse = 0.5 for an example of
emission probability calculation. The calculation for that is
depicted in Figure 9. The representation shown in Figure 9 is
derived from the sensor field having 1 sensor node comprised
of three sensors. From this, obtained emission probability for
P(x, | ob,)is “0.8x0.1x0.1 = 0.008” In the details, x, points
out the state detectable by sensor 3 and sensor 2; in the mean
time ob, indicates the observation of alarmed by sensor 3 and
sensor 1. Hence, the emission probability is calculated with

the false alarm rate of sensor 1, the rate of detection failure of
sensor 2, and the rate of detection success of sensor 3.

4. Decision-Making Methodology
Using HMM with Rules

As a first phase of our methodology for combining decisions,
this paper provides the decision-making methodology based
on stochastic model by adopting the suggested discretization
method to HMM. The motivation of our methodology is
quite naive. Simply, there are distinct advantages between
stochastic and cause-and-effect deterministic model. With
an assumption of which all the events have probabilities
to be happened, stochastic model is more explainable than
cause-and-effect model for a given phenomenon. However, at
some points, the cause-and-effect model could complement
stochastic model for the enhanced decision. For example,
the knowledge which has a difficulty in the representation of
stochastic model can be easily extended to the rules for better
decisions (experienced knowledge, statistical values, com-
mon sense, and others). Figure 10 indicates the architecture
for our approach to combine stochastic (HMM) and rule-
based decision within complexity of O(N?T) and O(RACT),
respectively. Denote evaluated costs by O(T), numbers of
states of HMM by N, numbers of rules by R, the number of
assertions A, and the approximate number of conditions per
rule by C.

As an approach for unifying decisions of sensors on
a sensor field, this paper adopts HMM and rules. The
first part of synthesizing decisions is achieved by HMM
and then as a second part, this paper adopts rule-based
decision. As shown in Figure 10, sensors in the sensor field
have made sensor decisions by the input signals such as
frequencies, amplitudes, decibels, and others. Then the
decisions (Detect | NoResponse) become the input param-
eters to HMM as the observation O of a moving object.
In our methodology, the unified decision by HMM
is achieved by means of judging the acceptability of
model A, (ie., HMM,;,HMM,,...,HMM,) by thresholds
0,,0,,and 0, and selecting one of the judged model with

arg max (Sk), where n € N, Sk e R. (23)

k=1,..,n
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Representation of states

Representation of observations

Emission probability (B, (O)) = P(X | O)

Symbolic Binary Symbolic Binary
representation representation representation representation O X| xp X X, X3
Symbol Sensor index Symbol Sensor index ob, |0.125 0.001 0.005 0.025
5 % % ob, | 025 0.008 0.001 0.005
*o oby 1 0:0:0. ob, | 025 0.008 0.04 0.005
*1 ob, 0:0: 1 ob; |0.005 0.064 0.008 0.001
*2 oby | 0:1:0 ob, [0.025 0.008 0.004 0.2
e oby | 011 obs [0.005 0.064 0.008 0.04
oby | 1:0:0, obs | 0.05 0.064 032 0.04
obs 1:0:.1, ob; |0.001 0512 0.064 0.008
obs 1:1:0
Transition matrix (A,-]-) ob, 1 : ‘1”5 1
ﬁ Xg X; X, X3 Detection probability P(sensor | object) eg P(X =S3x2 |?2: 05)51
*o sensorObJeCt Intruder (1) No_intruder (0) X, 1 1 : 0
110 -1 Alarm (1) 08 01 obs | 10 1
¥210.4:0.1:0.4: 0.1 No_response (0) 01 05 P 08 01 0.1
X3 | 0.3:0.2:0.2: 0.3 b =[0.008

FIGURE 9: An example of calculation of emission probability on a sensor field.
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— Decision making procedure
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F1GURE 10: The architecture to combine of stochastic (HMM) and rule-based decision.

Denote by k the number of HMM model and by §,, the proba-
bility of the most likely state sequence for given observations
on kth model (e.g., Person, Animal, or Tracked Vehicle).
Note that (23) selects one model whatever it is, according to
the probability of the most likely state sequence. Then the
identification of moving object is performed by the selected
model. Hence, it is necessary to measure the acceptability of
HMM model and filter the stochastic decision, the decision
which has been made by HMM. The acceptability of HMM

model is judged with thresholds 0,,0,, and 0 and then the
stochastic decision is filtered by rules.

4.1. Stochastic Decision-Making Model with HMM on a Sensor
Field. The procedure of stochastic decision is depicted by
Figure 11. The procedure of stochastic decision making starts
with calculating likelihood probability for the sequences of
observations and obtaining maximum likelihood probability
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for the estimated movement patterns by Viterbi algorithm.
Likelihood probability § indicates how given observations
are explainable by the established model (HMM), while 5
points out how estimated patterns occur by given obser-
vations on the model. Both of them would be criteria for
choosing a model for stochastic decision. However, this paper
mainly focuses on the movement of an object. We adopt

The & in i:igure 11is calculated by the observations in time
t,., as follows:

P(O|})=)P(O,X|A)
X

=YPOI|X,N)P(X|A)
X

= Zﬂaxtl Xt2 bxtz (Otz) bxt3 (Ot3)
X

(24)
X bxt4 (0t4) s bxt,, (Otn)
X Oty b3 Atz ity " Aty 1 ytn
n
= Z?Taxtl X2 bet,- (Oti) Aoti xti>
X i=2
where X € AllPossibleStatesSequences in time t,...,t,.

Denote by O observations, by X states, and by 7 initial prob-
ability. Note that the function b,., (0, ) indicates the emission
probability of observation for the state and a,:, , .+ points
out transition probability. In our case, observations are the
detection decisions of sensors on a sensor field and states
indicate the area of a sensor field.

This paper applies Viterbi algorithm [16] to find the most
likely underlying explanation of the sequence of observation
X and the probability of estimated state sequence & with the
following object functions:

Sl 1 t o Lt
x =argxrlna)§tP(x,...,x | o ) (25)

.....

max, 18, () by (0') so that estimated movement pat-

tern could be obtained from X' = max .6, (x ;). And the prob-
ability of estimated sequence called maximum likelihood
could be calculated with

& =P (0" | 1). (26)
Basically, stochastic decision is established with

A=A, =arg max (g,tc) , where
=1,..,n

(27)
A € HMM,,.

To ensure that 1 is a proper decision because the function
of arg max anyway chooses one of the HMMs (Figure 12), this
paper adopts three thresholds 6,,6,, and 6;. Those thresh-
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Each of probabilities of those indicates the possibilities of
all possible state sequences (), estimated state sequence (6),

with the following equations:

)
I

mrin 3, = oy, (£ (0" 1),

i=1,...,

D
N
Il

min & = min (B (x" 10",2)), (8

i=1,...

6, and 0, are configured by minimum &,and § is
obtained by model simulation with the correct movement
(n = 100); 6, is configured by maximum value of P(x,"
0", 1) from the simulation. Using threshold-based filtering,
stochastic decision is finalized with
A=A, = arg max (8,2)

,,,,, n

[ 1), f,(8)andf; (P (x, 10, 1)) are 1,
~ |Nothing, £, (9), f, (5) orf, (P (xo | olzt,/\)) are 0.
(29)
Note that
, 0<0,
£1® = {(1) 5;01,
~ , 8<0,
AOR ity &

1:t _ I, P(-x() | Olzt, A) < 63,
f3(P(X()|O )A))_10, P(-xolol:t,A)>63.

4.2. Rule-Based Filtering to Enhance the Stochastic Decision.
The simplest idea of rule-based filtering is that a tactic and
implicit knowledge could be conducted as hypothesizes for
the decision making. For example, the knowledge such as
“the average speed of a moving object,” “stop pattern (specific
pattern of an object),” and “corresponding types of sensors
to an object” could be utilized as hypothesizes for intruder
detection. This paper intends to represent those hypothesizes
as rules for filtering HMM decision to enhance intruder
detection. Hence, as shown in Figure 13, the final decision of
our approach is defined as

Final Decision A:
A has inTheRangeOfAverageSpeed A A has regular-
Path A 1 is the ProperType for Sensor Responding —
intuderType is A.

The rule for final decision A could be depicted by the rule

tree (Figure 14). A considers at first the specific patterns of
given objects. In our case, we conduct the rules for “Person,”
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argmaxyy,..,, (8)

Model seletion

1

The procedure of stochastic decisionmaking

(1) Calculate likelihood probability for a given
observation
= P(Otl:ty, [A)

(2) Calculate maximum likelihood probability
for given observations with estimated movement
patterns
ot = arg max, ..,xt|0u)
5= PGE", 0 )
(3) Filtering a model judgment with the given
thresholds

826,82 6,,and PG, 0" |) < 0,
(4) Select the model having maximum 8
A=Ay = argmaxiy,_, (6k)

FIGURE 11: The procedure of stochastic decision using HMM.
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FIGURE 12: The measurements of filtering required.
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FIGURE 13: Decision-making using HMM with rules.

“Animal,” and “Tracked Vehicle”. Secondly, as filtering crite-
ria, this paper investigates the estimated speed from retrieved
pattern using Viterbi algorithm, through the comparison of
an estimated speed of the object and a statistic average speed

of the object. At last, the knowledge of corresponding types
of sensors is employed for final decision A.

The rules for A are conducted through SWRL (Semantic
Web Rule Language), and the derived rules from Figure 14 are
as follows:

# Final Decision Rules

EstimatedTrajectory(?x)A
hasEstimatedSpeed(?x, 2z)A
hasHMMEstimatedIntruderType(x,?y)A
isRegularPath(2x,?g;)\
isinAverageSpeed(?z,?g,)\
ProperIntruderTypes(?y)A

swrlb: notEqual(?y, Animal)A\ 2gi\ 2g,A2g; —
intruderType(?y)

EstimatedTrajectory(?x)A\
hasEstimatedSpeed(?x, 2z)A
hasHMMEstimatedIntruderType(?x, 2 y)A
isRegularPath(?x,2g, )\
isInAverageSpeed(3z,?g,)A
ProperIntruderTypes(?y)A
swrlb: notEqual(?y, Animal)\
swrlb: booleanNot(2g,,2g,)A
swrlb: booleanNot(2g,, 2 g;)A
swrlb: booleanNot(2g;,%g,) —
intruderType(Nothing)

EstimatedTrajectory(?x)A
hasEstimatedSpeed(?x, 2z)A
hasHMMEstimatedIntruderType(?x,?y)A
isRegularPath(2x, 2g; )\
isinAverageSpeed(?z,?g,)\
ProperIntruderTypes(? y)A

swrlb: notEqual(?y, Animal)A

swrlb: equal(?g,, False)/

swrlb: equal(?g,, False)
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EstimatedTrajectory(?x)
|

True
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|
HasEstimatedSpeed(?x, ?z)— True — hasHmmEstimatedIntruderType(?x, ?y) — ?y = Nothing— intruderType(?y)

¢y = Person ?y = Animal ¥y =HMM,

g = False
- ?g = True
intruderType(?y = Nothing)

?g = False

?g =True Z %g = True

intruderType(?y = Nothing) intruderType(?y) intruderType(?y)

intruderType(?y = Nothing)
! Filtering with

____________________ estimated speed via average speed

___________________ Filtering with
I

1 the knowledge of
corresponding types of sensors

intruderType(?y = Nothing)

FIGURE 14: The rule tree for final decision.

swrlb: equal(?g,, False) —
intruderType(Nothing)

EstimatedTrajectory(?x)A
hasEstimatedSpeed(?x, ?z)/
hasHMMEstimatedIntruderType(?x, 2 y)A
isInAverageSpeed(?z,?g, )\
ProperIntruderTypes(?y)A

swrlb:  notEqual(?y, Animal)A 2g,A g, -
intruderType(?y).
A has three criteria which are isRegularPath,

isInAverageSpeed, and ProperIntruderTypes. isRegularPath
represents the specific pattern of an object. For example,
assume that there are mine area or cliff edge on a sensor field;
in this case we suppose that the allowed area to the a sensor
field are restricted for “Person” which means if nonallowed
areas are traced by HMM, then we can decide explicitly that
the type of intruder is not “Person” as follows:

# The restrict condition of an intruder movement
(=Person)

EstimatedTrajectory(?x)A

EstimatedSeq(?y) N EstimatedSeq(? y,)N\
hasHMMEstimatedIntruderType(?x, “Person”)A
hasSequence(?x, 2 y)A\

hasSequenceType(? y,Inital_Penetration_Pathway)A
hasHiddenState(?y, X5)\ hasSequence(?x, 2y,)A
hasSequenceType(?y,, Penetration_Pathway) A\
swrlb:booleanNot(hasHiddenState(?y,, X;), True)A
swrlb:booleanNot(hasHiddenState(? y,, Xg), True)\
swrlb: booleanNot(hasHiddenState(?y,, X,),

True) — isRegularPath(?x, “T'rue”).

The rule of isInAverageSpeed is referred to by the
parameters of Gaussian mobility model for each objects. The
purpose of adopting rules is filtering the misjudgment of a
stochastic decision. In this point, we establish the deviation

TABLE 2: The corresponding sensors to an object.

Magnetic ~ PIR  Acoustic Pressure UWB
Person 1 1 1 1 1
Animal 0 1 1 1 1
Vehicle 1 0 1 1 1
Airplane 0 0 1 1 0
Birds 0 0 1 0 0

of the average speed to cover the wide range of speed, because
of two reasons. The first one is that our approach applies
discrete variable to represent the state space of HMM and
that makes it hard to measure precise estimated speed. In the
second one, basically we assume that stochastic decision has
an admissible performance for detecting intruder. Hence, we
intend to filter ridiculous estimated speed only by rules. In
other word, we expect that the observations from earthquake,
airplane, and any other unclassified objects are filtered during
the sarcastic decision procedure. However, if it is not filtered
by HMM, then rule-based filtering would be operated. The
following rule is conducted for the case in which moving
object is person with reflecting above argument:

EstimatedTrajectory(?x) A
hasHMMEstimatedIntruderType(?x, “Person”)A
hasEstimated AverageSpeed(?x, 2 y)A

swrlb: lessThanOrEqual(?y, 8.32)A

swrib: greaterThanOrEqual(?y,0.32) —
isinAverageSpeed(? y, True).

Knowing the type of the corresponding sensor to object is
beneficial to determine the type of intruder. For example,
Table 2 points out the sensors being available for the detec-
tion in given objects. From Table 2, this paper conducts
ProperIntruderTypes rules shown in Table 3.
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TABLE 3: The rules for ProperIntruderType.

Types of sensor responding ( = alarmed sensor) Moving objects

Magnetic A PIR A Acoustic A Pressure A UWB — ProperIntruderType = {person, animal, Vehicle, Airplane, birds}
Rule 1 0 0 0 0 0 - 1 1 1 1 1
Rule 2 0 0 0 0 1 - 0 0 0 1
Rule 3 0 0 0 1 0 — 0 0 0 0 1
Rule 4 0 0 0 1 1 — 0 0 0 1 1
Rule 5 0 0 1 0 0 - 0 0 0 0 0
Rule 6 0 0 1 0 1 - 0 0 0 1 1
Rule 7 0 0 1 1 0 - 0 0 0 0 1
Rule 8 0 0 1 1 1 - 0 0 0 1 1
; : - ;
Rule 31 1 1 1 1 0 - 0 1 1 1 1
Rule 32 1 1 1 1 - 1 1 1 1
5. Experimental Result “Tracked Vehicle”). The listed results in Table 4 are obtained

5.1. The Sensor Field Applied for the Simulation. This paper
produces simulated results through the sensor field com-
prised of different types of 36 sensors having 90 percent of
detecting rate and 1 percent of false alarm rate. Figure 15
indicates the utilized sensor field for the simulation. We
assumed that a sensor field is deployed along the road.

We conduct three kinds of HMM model which are
“Person,” “Animal,” and “Tracked Vehicle” with parameters of
Gaussian mobility model. Among those models, this paper
defines the possible types of intruders (target objects) on the
sensor field as “Person” and “Tracked Vehicle” The other
incoming objects are classified as nontarget objects of a sensor
field (animal, airplane, and other clutters). Assume that the
expected initial points of intruders are “X5,” “X,,,” and “X,
while non-target objects have the random initial points.

5.2. The Performance of Our Approach Using HMM with
Rules for Intruder Detection. The performance of Table 4 is
measured by three kinds of a sensor field. Each sensor field
has (80%, 1%), (90%, 3%) and (99%, 5%) of detection rate and
false alarm rate, respectively. Define the measurements for the
performance test as follows:

Detection rate of sensor: P(Sensor ,,,,,, | Target),
False alarm rate of sensor: P(Sensor
—~Target)

noRepond |

Intruder detection rate of a sensor field
M, = P(Decision; 4., | Intruder)

False detection rate of a sensor field
My = P(Decision | =Intruder)
Detection fail of a sensor field

Mys = P(Decision | Intruder)

No response of a sensor field
M,, = P(Decision | ~Intruder).

intruder
nonlntruder

nonIntruder

Note that Target = {Person, Animal, Tracked Vehicle},
Intruder = {Person, Tracked Vehicle}, and NonIntruder =
~Intruder (any other objects or clutters except “Person” and

by 100 times simulation for each object. The movements
of “Person,” “Animal,” and “Tracked Vehicle” are generated
through Gaussian mobility model, and random noise is
acquired by random observations. The average performance
of our approach using HMM with rules represents 98.3%
of intruder detection rate (M) and 0% of false detection
rate (Mg;). From the results, in overall, this paper insists
that our approach successfully makes a decision for intruder
detection. The simulation for intruder detection is designed
to investigate the sensitivity of a sensor field. Hence, each
movement of objects has been generated to a different sensor
field (SF = {(80,1), (90,3), (99,5)}). The obtained results
point out that the performance of intruder detection is
more sensitive to “False alarm rate” than “Detection rate”
of sensors. In the same manner, we assume that “False
detection rate” My, is one of the key measures to evaluate the
performance of a sensor field.

5.3. The Effectiveness Analysis of Our Approach. Our ap-
proach is mainly designed to focus on reducing Mg, as
using threshold-based filter and rule-based filtering. Table 5
demonstrates the effectiveness in reducing “False detection
rate” of our approach. In Table 5, “Misclassification rate” is
obtained from stochastic decision using HMM only, while
“False detection rate” is calculated with our approach. The fed
observations to each model as follows:

(i) Random noise: random observations

(ii) Airplane: simultaneously, pressure and acoustic sen-
sors only react

(ili) Animal”: force magnetic sensor to react with animal
movement; make every movements pass by an mag-
netic sensor at least once.

From the thresholds for stochastic decision, “Random
Noise” and “Airplane” are filtered as “Nonintruder.” In case of
“Animal”,” the sequences of observations are classified into
91% of Person and 9% of Animal. Hence, “Misclassification
rate” is measured as 1 because by definition of “Animal*” the
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FIGURE 15: The sensor field simulated.
TABLE 4: The performance of intruder detection using HMM with rules.
The performance of sensors on a sensor field
Moving objects P The performance of our approach (%)
Detection rate (%) False alarm rate (%)
Intruder
80 1 98
Person 90 3 97
» > Intruder detection rate %
80 1 100
Tracked vehicle 90 3 100
99 5 100
Nonintruder
80 1 0
Animal 90 3 0
9 > False detection rate 0
80 1 0
Random noise 90 3 0
99 5 0

movement of that should not be classified as Person, Animal,
and Tracked Vehicle.

The interesting point in Table 5 is that nine movement
patterns of “Animal*” are classified as animal. Basically,
magnetic sensors do not react with animal movements. As
a result, in principal, the emission probability of HMM for
“Animal” (P(X | O)) is always 0, when magnetic sensors are
responded. That means that magnetic sensors make alarms,
whenever the movement is not an animal. For this issues,
there are two exceptional cases determining an animal for
given observations of “Animal®” The first is that the false
alarm rate of the sensors could contribute to emission
probability when calculating its probability. In this case, we
have disabled the probability of detection and of false alarm
as well in the establishment of HMM model for “Animal” The
second one is that the rate of detection failure for “Animal™”
could make the observations which magnetic sensor does not
react to. This situation causes the movement of “Animal*”

to be classified into an animal (misclassification) and in
general, practically it makes the measurements of M, and
Mgy considerable when establishing detection model. From
this point of view, keeping least rates of detection fail and false
detection, not to mention detection rate, is a main objective
for intruder detection model. Table 6 and Figure 16 reveal the
outstanding performance of our approach.

We conduct SDR (simple decision rule) to compare with
our approach. SDR,, makes a decision when the consecutive
alarms are reported at least n times. In terms of detection
rate, SDR ;) is the most effective model than any other models
but it also has the worst performance on false detection
rate. Basically, the numbers of consecutive alarms are in
inverse proportion to detection fail and in direct proportion
to detection and false detection. Hence, the optimal numbers
of SDR could be obtained by the analyzing sensitivity of
measurements (detection, detection fail, and false detection).
According to the sensitivity of those measurements in some
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TABLE 5: The results of false detection simulation with a sensor field (detection rate: 0.9, false alarm rate: 0.01 for sensors).

. . . False detection rate
Misclassification rate

Person Animal Tracked vehicle (HMM decision) (HMM W.lth rules
decision)
Random noise 0 0
Airplane 0%
Animal” 91 9 1
TABLE 6: Decision-making performance.
The performance of sensors (detection rate, false detection) HMM with rules
% Measurements SDR SDR; SDR; SDR,, SDR,, SDR;, SDR,,
Detection 100 100 100 98 13 2 0.5 99
(80,1) Detection fail 0 0 0 L5 84 98 99.5
False detection 100 65 52.67 33.33 26.00 3.33 0 0
Detection 100 100 100 100 44 14.5 2.5 98.5
(90,3) Detection fail 0 0 0 0 56 85.5 97.5 1.5
False detection 100 66 61.67 33.33 33.33 30 12 0
Detection 100 100 100 100 68 45 33 97.5
(99,5) Detection fail 0 0 0 0 32 55 67 2.5
False detection 100 71 64.33 33.33 33.33 33.33 33.33 0
Decision-making performence
9
=
1 °
EE
§ 5
= 0.84 'g :
g 28
L |5}
3 06 B
2 0.4 e © E g
- = . ° 5]
S ®* : - ‘ . B
. (5}
F 0a ° =
: 9
HMVwith£86:1)+90,3), (99 _5) sensor felds &
- R s @@Q o 100 200 300 400
) k - 0.5 &b & Observations
IR 0.5 70 &
1-d . & FIGURE 17: Consecutive sensor alarms.
-detection rate &

FIGURE 16: Decision-making performance.

specific problems, an optimal SDR sometimes could be more
effective than our approach. However, in general we insist
that our approach is more distinguish than SDR because of
holding the admissible detection rate with low level of false
detection and detection fail (Figure 16).

As the final simulation, we investigate the possibility
finding out the initial point for decision-making process. We
recognized that once enough observations are accumulated,
then the movement decoding using Viterbi algorithm is
properly operated. From this point, we assume that finding
out the number of consecutive sensor alarms would be

beneficial to the movement estimation of objects by delaying
the initial activation time of HMM. As an example, we inves-
tigate person’s movement with 100 times random samples.
Figure 17 represents the tendency of conditional probability
that intruder exists on a sensor field and consecutive sensor
alarms at the time ¢. The probability that an intruder exists
on a sensor fleld is calculated with P, e exisc = 1 = P(X |
O) and consecutive sensor alarms are measured by CSA, =
C'/ Max(C"*). Note that C' points out the consecutive
sensor alarms having the same observation at the time ¢.
In Figure 17, we recognize if CSA, has a first peak with
predefined threshold 0.2 for person movement, and in the
mean time Py, 40y exist ClOSes to 1 which means some object
is on a sensor field. From the result, we expect that the initial
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activation time of HMM could be determined as using CSA,.
This brings to us valuable points. First, by determining
the initial activation time for HMM, we could increase the
performance of tracing movement. Second, with the policy of
sensor activation using CSA,, we could extend the operating
time of a sensor field by delaying activation of the decision
process for unnecessary observations.

6. Conclusion

In this paper, we consider a decision-making methodology
for intruder detection by synthesizing the decisions on sensor
network. This paper especially adopts the HMM to combine
individual sensor decisions in stochastic manner and applies
rules for the enhancement of the final decision. Firstly, using
the HMM, this paper collects decisions of individual sensors
on a sensor field and retrieves an estimated movement of a
moving object. The obtained movement pattern is employed
to identify the type of an object on the sensor field by
taking advantage of spatial-temporal information. In this way,
retrieved movement patterns on a sensor field contribute to
the judgment of intruder detection beyond the simple use of
signal values from individual sensors with some thresholds
in their decisions. Secondly, this paper uses rules to enhance
the stochastic decision obtained from the HMM. In principle,
the HMM makes a decision by a given transition and
emission probabilities under the assumption that all events
have probabilities to occur. However, there are worth axioms
and knowledge for a decision making on a sensor field that
contradicts the assumption of probabilistic model (HMM).
This paper adopts these knowledge and axioms as rules to
enhance the decision of sensor field. As an example, this
paper conducts several rules representing specific movement
patterns of objects, the average speeds of the movements,
and the sensor types which respond to specific objects. Since
any kind of knowledge can be expressed by the rules, this
proposed methodology could be easily extended for other
purposes.

The contribution of this paper can be summarized as
follows. First, this paper proposes the dynamic discretization
method for the construction of the state space in a sensor
field. Any shape of a sensor field is dynamically represented
as a state space for the HMM through the proposed dis-
cretization method. Second, this paper provides a decision-
making methodology for intruder detection on a sensor field
by using HMM and rules, and its performance is evaluated
with simulations.
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We propose a TDMA-based protocol for mobile sensor networks. The proposed protocol overcomes the shortcomings of the
other available TDMA-based protocols in a dynamic network where the cluster membership may change frequently. Unlike other
existing TDMA-based protocols, we propose to vary the number of timeslots in the TDMA frame to allow underutilization of
unused slots and successful allocation of timeslots to the newly joined sensors through minimizing collisions. The approach is fully
decentralized and efficient to be used by the cluster head (leader) and the sensor nodes in a cluster. Simulations also show that
the proposed mechanism provides significant performance improvements compared to the other existing approaches in terms of

different network performance metrics.

1. Introduction

A sensor can be regarded as an atomic computing particle,
which can capture and process different data about the
surrounding geographical location where it is deployed [1].
After deployment to a target location, the sensors work as
a wireless network, through which the data sensed by the
sensors can be gathered for analysis.

Mobile sensor networks (MSNs) have gained much com-
mercial as well as research interest in last few years. The
critical applications, where MSNs are used, include under-
water data collections, rural networks in irregular terrains
[2], and other military, scientific, and industrial aspects. Since
sensor networks do not need any specific infrastructure, the
sensors can be deployed very much rapidly and with ease.
However, if the medium access control (MAC) protocol used
in MSN cannot provide the required throughput, the deploy-
ment of application may be hampered, reducing the utility
of the usage of the network [2]. The conventional random
access-based MAC using request/response-based contention
(such as CSMA/CA) may not fulfill this requirement due
to a lot of interference and collisions among the messages
sent by different sensors. Moreover, fairness may also not be
guaranteed as some nodes may experience a busy channel for
an extended period of time.

To minimize the collisions, some time division multiple
access (TDMA) [3, 4] protocols have been proposed. In
TDMA protocols, one frame (alternatively known as round
or cycle) of transmission time is divided into some slots
specified for the sensors’ transmissions. The frame repeats
over time, and a sensor may send message(s) during its
dedicated slot only. This ensures collision-free transmissions.
The TDMA approaches usually use fixed number of timeslots
in frame, which is equal to the number of nodes in the net-
works (or in the interference range). This works well for static
networks. However, in MSNs, some sensors may not have
always messages to transmit (many of them may change their
statuses to the so-called “sleep” mode to conserve energy). In
such cases, the timeslots dedicated to them remain unused,
overlooking the opportunity to make use of these slots to
improve the performance of the network. Moreover, since the
sensors are mobile, the cluster membership may also change.
If a sensor node moves out of its current cluster, its assigned
slots will remain unused. Again, it should be allocated slot(s)
in the frame being used in the new cluster where it moves in.
However, use of a fixed number of timeslots in a frame may
not handle such situations effectively as there may be shortage
of timeslots. Moreover, contention-based approaches [2, 5, 6]
are often used during making the decision scheduling the
slots among sensors. This also makes it prone to a good



amount of collisions among the control messages sent by
different sensors that make delays in joining to a new cluster.
Focusing on some slot allocation mechanisms proposed to be
used in smart antenna base stations [7, 8], Wong and Jia [6]
propose a contention-based protocol to minimize collisions.
Here the sizes of the contention windows and the duration
(number of slots) of contention period are estimated based
on the number of nodes. However, these terms may not be
properly estimated if the number of nodes being served is
rapidly changed, which is a very common phenomenon in
MSNE.

In this paper, addressing all these issues, we propose a
flexible TDMA (FTDMA) scheme, which can adapt well with
the changes in an MSN. Different performance metrics also
show the better performance of the FTDMA compared to the
other proposed protocols.

The rest of the paper is organized as follows. Section 2
presents some other works related to ours. Section 3 describes
the proposed FTDMA protocol while Section4 presents
the comparative performances of different protocols. Finally,
Section 5 concludes the paper.

2. Related Works

There are two major requirements, in general, for collecting
the data sensed and transmitted by the sensor nodes in an
MOSN: the discovery of the current network topology and the
protocol to transmit the messages.

To use a TDMA scheme, cluster-based topology (or a
variant) is usually used. Different methods are proposed to
form the clusters as well as to select the cluster leaders [9,
10]. However, the scope of this work does not include the
formation of clusters. In this paper, we adopt the approach
proposed by Kothapalli et al. [9].

The IEEE 802.11 protocol based on the carrier sense mul-
tiple access with collision avoidance (CSMA/CA) is currently
the most popular transmission technique. In CSMA/CA, a
node transmits a packet if it finds the medium to be clear.
Otherwise, it follows an exponential back-off scheme and
tries to transmit later. A receiver sends acknowledgment
packets (ACK) to confirm the successful receipt of the
packets. Two other messages, (Request To Send RTS) and
(Clear To Send CTS) are also used before transmission for
negotiation. Woo and Culler [11] use carrier sensing to avoid
collisions. However, fairness may not be guaranteed because
some nodes may always find the channel busy with other
transmissions.

In TDMA protocol, a period of time called frame is
divided into a fixed number of timeslots where every timeslot
is dedicated to exactly one node to send its packet(s). In
traditional TDMA protocols, the number of timeslots in a
frame is equal to the number of nodes in a cluster when
a cluster-based topology is used. This ensures collision-free
message transmissions.

Traditional TDMA protocols work well for fixed net-
works. However, in MSNs, the membership of the sensor
nodes in clusters may change due to the mobility of nodes
and/or the switching of nodes between the so-called “sleep”
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and “awake” modes. If some nodes move out of the current
cluster and/or some node goes to the “sleep” mode (because
it has nothing to transmit) for energy conservation, the slots
allocated to them are still reserved but wasted. On the other
hand, if some nodes move into the cluster and/or some nodes
wake up from “sleep” mode, there may be shortage of slots to
support their transmissions. Focusing on these issues, Her-
man and Tixeuil [12] propose a TDMA approach. However,
it may not adapt over time. It also requires a big overhead
of managing the information of extended neighborhood of a
node, which makes it difficult to implement [2].

Bruhadeshwar et al. [2] propose self-stabilizing TDMA
(STDMA), adopting the proposal by Kothapalli et al. [9] to
form the overlay network, a TDMA approach where the slots
are divided in a hierarchical manner. First, blocks of timeslots
in a frame are divided among the cluster heads of the clusters.
Cluster heads then assign their allocated timeslots among
the member nodes. Doing so, this approach prevents the
possible interferences among the transmissions of nodes in
different clusters. To assign the blocks of timeslots to the
cluster heads, this approach directly follows the clustering in
the overlay network. However, the STDMA approach uses
a fixed number of timeslots and hence may fall in short of
slots when the number of member nodes increases. It may
not make efficient use of unused slots too, making unwanted
delay in the network. Moreover, during the contention period
of STDMA, there remain high chances of collisions, and the
leader needs to send a status message regarding the slot usage
which adds up as an overhead.

Overhead tolerant TDMA (OLT_TDMA) [13] is another
approach where a frame has a fixed number of timeslots. A
newly joined node first scans the whole frame to sense and
make alist of the unused slots. It then randomly picks one slot
and starts transmission in the following frame. However, if
more than one node selects the same slot, their messages may
collide. The leader then marks the slot in the “collision map”
and sends this information to all the nodes. The nodes then
avoid the marked slots. Hence, it may underutilize the avail-
able timeslots. When the number of nodes becomes higher
than the available slots, the OLT_TDMA allows selecting a
victim node, and then both the nodes contend for the same
slot. This approach may not always guarantee the collision
avoidance and good performance.

D-TDMA [14, 15] is a dynamic TDMA scheduling
approach addressing collisions and interferences. It also
applies strategies, such as allocating contiguous slots to a
node for transmission and reception, to minimize switching
overhead of the nodes. However, like other TDMA protocols
having a fixed number of slots in a frame, D-TDMA may also
underutilize the available timeslots when network density is
low. Again, when the number of requested (sender, receiver)
pair becomes too high to be allocated in a frame, the
D-TDMA may not always find an appropriate slot to choose
without hampering other nodes’ transmissions.

We have proposed a flexible TDMA (FDTMA) mecha-
nism, which successfully overcomes the shortcomings of the
other existing proposals in different membership conditions
(a preliminary version of this proposal can be found in
[16]). A new sensor can always be allocated a timeslot
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without making any interference with other transmissions.
The FTDMA allocates more slots to support more sensors
when the number of sensors in a cluster grows higher. This
minimizes the contentions, the number of packet losses,
and the queuing delay, which ensures very good network
performance. On the other hand, it decreases the number of
timeslots if unused. This also minimizes unnecessary waiting
time, which increases the throughput.

3. Proposed Method

3.1. Statement of Problem. In this work, we focus on a cluster-
based protocol for propagating messages in MSNs. We can
think of two issues related to such problems: discovering
a so-called overlay network allowing efficient routing and
the medium access control (MAC) protocol. The former one
handles the problem of clustering the sensors in different
clusters and selecting a leader for each of the clusters. It is
much studied for the static networks. Some works are also
found for the mobile nodes as presented earlier. In this work,
however, we focus on the second issue—the transmission
protocol.

For the discovery of the overlay network, we adopt the
model proposed by Kothapalli et al. [9]. In this model,
a backbone structure (the so-called overlay network) is
established by efficiently making some clusters on sensors
and selecting the cluster leaders. This model is based on the
concept of dominating set. It is proved to be locally self-
stabilizing and can converge quickly.

Using this overlay network, we focus on achieving a
TDMA protocol that ensures inference-free transmissions of
the nodes in a cluster. At the same time, a good protocol
should also meet the desirable performance requirements in
a network such as fairness, adaptability and throughput. No
node should starve for timeslots to be assigned to it. A good
overall network throughput should be maintained. In other
words, the duration of control messages should be much less
than the data transmissions. If some nodes leave the cluster
due to mobility, energy conservation, or any other reason, the
protocol should discover their unused timeslots and make use
of them. On the other hand, the protocol should also welcome
newly joined nodes in a cluster by assigning timeslots for
their necessary transmissions. The scheme should also be
self-stabilized, which can work without any central control.

Hence, the allocation of timeslots directly influences
the network performance. Furthermore, proper timeslot
allocation also ensures collision-free communication. So, an
efficient way of scheduling the timeslots among the members
of a cluster is required to maximize the network performance.

3.2. The Proposed Approach. TDMA protocols usually con-
sider a “frame,” which is a period of time split into some
equal intervals called timeslots. Each timeslot is designated to
a transmitting node (sensor) to transmit its data. The frame
structure is repeated over time. Hence, the nodes get the
chances to transmit in a round-robin fashion.

The problem of the most of the TDMA protocols is that
they use fixed number of timeslots in a frame. Hence, the
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F1GURE 1: The structure of an FTDMA frame.

protocol may fall in shortage of timeslots to allocate to the
newly joined nodes so that they may also perform their
transmissions. Moreover, if some nodes are not transmitting,
because of reasons like having no data to transmit, the
timeslots allocated to them may also remain unutilized.
Focusing on these shortcomings, we propose a flexible time
division multiple access (FTDMA) protocol, which can make
a better use of the timeslots and provide guaranteed support
to the newly joined nodes’ transmissions.

3.2.1. The Frame Structure. The basic structure of the frame
used in the proposed FTDMA is much similar to most of the
conventional TDMA protocols. An FTDMA frame has two
parts: the leader segment (LS) and the node segment (NS).
The leader of a cluster broadcasts the schedule information in
the LS. The NS is composed of n timeslots of equal duration,
and the duration of a slot is set to transmission/reception
time of one (or more) data packets along with the ACKs.
According to the scheduling information broadcasted by the
leader during the LS, the sensor nodes in that cluster may
transmit their data during their allocated timeslots in the
subsequent NS.

It is noteworthy to mention here that a message may
sometimes take longer time in MSN (than the static network)
to reach the receiving sensor due to the increase in relative
physical distance between the sender and the receiver caused
by mobility of the sensors. When the transmission ranges of
the nodes in a network are small, which is true for the low-
power devices such as sensors, this delay is usually negligible.
However, if such propagation delays become significant, the
cluster leader can handle it by increasing the duration of the
timeslots. In such a case, slot duration can be included in the
message broadcasted by the leader during LS.

Unlike the traditional TDMA approaches, the number of
timeslots, #, in the NS of FTDMA frame may vary based on
the cluster’s membership condition. FTDMA increases (or
decreases) the value of » if some sensor nodes join (or leave)
the cluster. This provides with the opportunity to successfully
allocate timeslots to the newly joined nodes and reduce
the possibility of idle slots, and thus FTDMA enhances the
network performance.

Among the n timeslots in the NS, m slots are scheduled
to m sensor nodes’ transmissions, and the rest n — m slots are
kept empty to be used by the newly joined nodes (to whom
no slot has been assigned). The scheduling is described later
in detail. The structure of the proposed TDMA frame is
presented in Figure 1.



3.2.2. The Frame Usage

(1) Role of Leader. In the LS of a frame, the leader of a
cluster may broadcast its message containing the scheduling
of the timeslots to be used by the sensors in the following
NS of that frame. Simply stating, a leader allocates a slot in
the subsequent NS for each willing (i.e., willing to transmit)
sensor in its cluster. A sensor is considered willing if the
leader has received at least one message during the previous
three (this value may be preset by the network administrator
depending on the mode of application) frames. If there are m
willing sensors in the cluster, the leader puts n (where n > m)
timeslots in the subsequent NS of the frame. The first m slots
are allocated to the willing sensors, and the rest n — m slots
give the room to the newly incoming sensors (see Figure 1).
The format of the message broadcasted by the leader contains
the information shown in Figure 2. It contains the values n
and m followed by m IDs of the sensors, which are allocated
a timeslot in the subsequent NS.

Here r represents the number of rounds that a frame
will repeat without any further LS from the leader. This is
especially helpful when a small number of nodes transmit in
a cluster. In such cases, the LS becomes an overhead if there is
no change in cluster membership. The use of r thus improves
the channel utilization avoiding the LS in the subsequent r—1
rounds of the frame. As the next LS message (i.e., allocating
slots to any newly enjoined sensor in the cluster) may happen
after at least r rounds of the frame, r should be set at a value
that does not notably degrade the QoS for the newly joined
nodes. If the leader senses a collision (among the REQUEST
messages as explained later) during any of the empty slots, it
may set r = 1 in its next broadcast in LS so that the newly
joined nodes may try to send REQUEST messages in every
frame.

Upon successful receipt of a REQUEST message from
a sensor, a leader sends an ACK to it assuring that the
corresponding sensors will be allocated a timeslot in the
upcoming frame. If another sensor having the same ID as this
new sensor already exists in the cluster, the leader also assigns
and sends a new ID together with the ACK.

(2) Role of Member Sensors. Sensors in a cluster may be
categorized as unwilling (having no data to send), waiting (a
newcomer sensor who has not yet tried to get a timeslot),
willing (a newcomer sensor who has been trying to get a
timeslot but not received ACK from the leader yet), and active
(sensor that has been assigned a timeslot or received an ACK
from the leader) state sensors.

An active sensor scans (in listening mode) for a broadcast
message from the leader during the LS of a frame. Upon
getting the message, it searches its ID in it. If it finds the ID
in the ith position of the broadcasted message, it transmits its
data during the s; slot of the NS. This ensures no collision
with the transmission of other sensors.

A waiting sensor keeps scanning (because it has no idea
about the frame as well as the LS in the newly joined cluster)
for a broadcast message from a leader. After receiving a
broadcast, it first gets the time information and synchronizes
its clock with that of the leader. It then changes its status to
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FIGURE 2: The information included in the message broadcasted by
aleader during LS of a frame.

willing. Note that it can send a REQUEST message in the same
frame.

According to the message broadcasted by the leader, r
round(s) of n — m empty (free) slots are going to appear.
A willing sensor randomly (uniform random) selects a slot
e from the r(n — m) empty (free) slots and transmits a
REQUEST message during the slot e;. If it gets an ACK from
the leader, it changes its status to active at the end of the
rth round of frame. It also changes its ID if there is such
instruction with the ACK.

An unwilling sensor may keep its radio off (some appli-
cation, however, may require the radio to be on in order
to receive necessary control signals) to conserve energy (a
sensor at any other status performs only in one slot of NS. In
the rest of the time it may also switch off its radio to preserve
energy). When it has some data to transmit, it switches to the
waiting state.

Note here that there is chance of collision of the transmis-
sions if more than one sensor chooses the same empty slote;.
The procedure to handle such situations is described in the
next subsection.

Another point is that a sensor may also send a data packet
instead of the REQUEST message. This may increase the
network throughput a little, though at the cost of energy, if
the transmission is unsuccessful due to collision.

3.2.3. Handling Membership Changes

(1) Incoming Nodes. To support the newly joined nodes, the
leader keeps n—m empty slots in the NS of a frame. In normal
situation, we propose to put one empty slot on NS, that is,
n = m + 1. This is because use of more empty slots may
decrease the network throughput. When a leader successfully
receives a REQUEST (or data packet) from a sensor in an
empty slot without any collision, the leader allocates a slot
for the sensor in the next frame (meaning that the sensor has
joined the cluster successfully). At this point, it also decreases
the value of n (ensuring the constraint n > m, of course).
Otherwise, if a leader detects a collision during an empty slot,
it increases the value of n (i.e., the number of empty slots)
in the next frame. By increasing empty slots, the leader tries
to minimize the probability of collisions in the subsequent
frame. The general modification of the value of n is done using

n=m+max(1,LSES  C;), 1)

where C; is the number the previous frames where no
newly joined sensor could be allocated slots due to collisions,
and (Last Successful Empty Slots LSES) represents the value
[(n — m)/2] calculated in the last frame when the leader
could successfully receive REQUEST message(s) from the
newly joined sensor(s). The LSES gives an estimate of the
number of empty slots that may suffice to entertain the newly
joined sensors. The value [(n — m)/2] ensures the increase
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(or decrease) of empty slots based on the network conditions,
especially the rate of incoming sensors. When there is no
collision, using one empty slot suffices to welcome newly
joined nodes. On the other hand, the number of empty slots
is increased to resolve collision(s), if any.

The proposed FTDMA thus handles the joining requests
of incoming nodes much better than the other available
approaches. While most of the other approaches dedicate
one portion of the frame for the newly joined nodes so that
they may send the REQUEST messages based on traditional
contention and back-off [2, 5], the leader increases the room
for the new nodes. With more empty slots, it is more likely
that more sensors can be facilitated facing less number of
collisions. It effectively minimizes the joining time of a sensor
to a cluster in FTDMA. This leads to a very simple and easy
way of management.

When the number of nodes becomes too high (very
dense network) in a cluster, the performances of the different
existing protocols highly degrade which is also true for the
proposed FTDMA. In such a network, the allocation of a slot
for every sensor in FTDMA may lead to a very long frame.
This may cause delay on the channel access for the sensors.
This may be critical in a network where a delay-sensitive
application is deployed. In such cases, a limit on the cluster
size can be imposed so that a cluster is broken into smaller
clusters. In an application where packet losses are not critical,
a small frame may be used where a leader schedules different
subsets of the sensors in different cycles of the frame. In this
work, however, we assume a moderately dense network which
is not delay sensitive.

(2) Outgoing Nodes. A member sensor of a cluster may be
disconnected from the leader for a number of reasons such
as turning the radio off for a while (entering the unwilling
state), dying (battery power exhausted), and moving out of
the cluster. In FTDMA, a “going-to-disconnect” sensor sends
a DISCONNECT message (to the leader) in its allocated slot,
and the leader does not allocate any slot for it in the following
frames. However, such cases may not always be predetected
by the sensors nodes, and hence a node may be disconnected
without sending the DISCONNECT message. To handle such
situations, we propose the leader to consider a sensor node
as “disconnected” if it does not receive any message from the
sensor in k number of contiguous frames (k = 3 works well in
general). The value of k can be predetermined by the network
administrator according to the characteristics and availability
of sensory data.

When a sensor is disconnected, the leader does not
further allocate any slot for it in the following frames. It also
decreases the value of m that in turn decreases n to shrink
the frame size. Thus FTDMA gets rid of unused timeslots. A
smaller frame also iterates quicker, which provides the willing
sensors to have their chances to transmit more frequently.
This increases the overall throughput.

4. Performance Evaluation

We have evaluated the performance of the proposed FTDMA
in comparison with the IEEE 802.11, the overload tolerant
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FIGURE 3: The packet loss ratios of the methods for different node
densities.

TDMA (OLT-TDMA) [13], and the D-TDMA [14, 15] through
simulation. In our simulation scenario, we have constructed a
400 m x 300 m rectangular field, where the sensors can move
freely in any direction. A location in the field is represented
as a 2D vector (x, y), where x € [0,400] and y € [0, 300].
Sensors have been deployed at different randomly selected
locations on the field. The movement directions of sensors are
also picked randomly from 0 to 360 degrees. After the start
of simulation, no sensor goes out of the field. If any sensor
approaches the boundary, it changes its direction following
the law of reflection with respect to the boundary. Sensors
move at a constant speed (our simulations, however, include
different speed scenarios too).

We adopt the “Constant density spanners” approach
proposed by Kothapalli et al. [9] to form the clusters and
leaders and applied all the TDMA methods on the same
cluster. For all the methods, the duration of the control
segment (e.g., LS) of a frame is set to 14.8 ms while each
timeslot assigned to a sensor is of 3.52 ms. Hence, a slot can
accommodate the data transfer of 20 packets, each having the
size of 44 Bytes. The number of slots in a frame is set to 10 for
both OLT-TDMA and D-TDMA. A simulation has been run
for 50 s. Each simulation scenario is repeated 30 times and the
presented results show the average of these 30 runs.

For the first experiment, we have allowed the sensors’
speeds to be selected randomly from the range [1,10]. In
our simulations, we have considered seven different node
densities (the average number of nodes in a cluster) ranging
from 40% to 160%. The approximate node densities have
been achieved by increasing/decreasing the total number of
sensors deployed on the field. Since D-TDMA and OLT-
TDMA follow the TDMA technique with fixed number of
timeslots, the node density can be considered 100% if there
are approximately 10 sensors per cluster.

Figure 3 demonstrates the comparative performances of
the three mechanisms in terms of packet loss ratio. It shows
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that the packet loss rises with traffic load. However, the packet
loss rate does not grow that much for the proposed FTDMA
mechanism while it grows faster in the other protocols. The
throughputs shown in Figure 4 also demonstrate the better
performances of the FTDMA.

Figure 5 shows the average delay of all the sensors with
different methods. The increase of traffic loads also increases
the average queuing delay. However, with the FTDMA, the
delay is significantly lower. The maximum delays shown in
Figure 6 also show the similar performances.

In another experiment, we have set the node density
to 100% and allow the sensors to have different speeds. In
every scenario, we allow the sensors to randomly pick a
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FIGURE 7: The average delays of the methods for different speeds of
SEnsors.

speed from the range [I, MAX_SPEED], and we vary the
MAX_SPEED in different scenarios. Figure 7 shows that the
average delay increases with the increase of speeds of the
sensors. However, the proposed FTDMA faces significantly
lower delay compared to the other methods.

With the OLT-TDMA, a new node must listen to one
whole frame to find an empty timeslot for it. However, with
the proposed FTDMA, a node needs to listen only to the LS
part of a frame, and it can choose an empty slot from the n —
m slots in that very frame for its transmission. If more than
one sensor node selects the same slot in OLT-TDMA, a colli-
sion is detected by the leader and it marks the corresponding
timeslot in the collision map in the subsequent frame.
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The new joining nodes avoid this slot as there was a collision.
This makes underutilization of the slots where some collisions
occurred. Another delay occurs to execute the LIF algorithm
for choosing a victim. And sharing a slot with the victim node
requires a contention-based channel access, which may incur
collisions and subsequent backoff and delay. The D-TDMA
approach also faces similar shortcomings when the number
of sensors per cluster increases. Furthermore, in a light-
load scenario, many slots are likely to remain unused. On
the other hand, all these problems are overcome by the
proposed FTDMA. It minimizes the number of slots in low
traffic conditions, resulting in the reduction of unnecessary
slots, and maximizes the number during high node densities,
ensuring less collision. All these desired points add to the
better performance of the proposed FTDMA mechanism
over the other existing ones.

5. Conclusion

In this paper, we focus on overcoming the shortcomings
of the existing TDMA approaches and propose a flexible
TDMA (FTDMA) approach, which works similar to that of
the traditional TDMA approaches but with the exception
that the number of timeslots in an FTDMA frame may
vary depending on the cluster membership conditions. The
protocol is scalable in clusters and can solely be controlled by
the cluster leaders in a distributed manner. As future work,
we plan to develop a general TDMA protocol that may work
in different network topologies. We also have a plan to work
on highly dense and delay-sensitive networks in future.
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In order to realize a methodical, effective cooperative stimulation for MANETSs and search dynamic trust cooperative stimulation
scheme in environment under a high malicious ratio, we have proposed an evolutionary game-based trust cooperative stimulation
model for large scale MANETs in this paper. First, the system members’ pluralistic behavior for MANETSs has been covered by
means of constructing the complete multirisk level strategy space. Then a trust-preferential strategy has been built through trust
numerical value mapping technology, which achieves the aim that the malicious action is effectively constrained to avoid a low trust
level. Furthermore, the mobility probable parameters and information propagation error matrix are introduced into game model,
and the convergence condition between optimum strategy which represents payoff maximization principle and trust-preferential
strategy is deduced through evolutionary analyzing finally. Both theoretical analysis and simulation experiments have demonstrated
that our model can effectively stimulate cooperation among members and meanwhile be robust under the condition where the

environment is harsh under a high original malicious ratio in large scale MANETs.

1. Introduction

With the development of perception theory, ubiquitous com-
putation, and radio technology of multihop, the basic services
of large scale mobile ad hoc networks (MANETSs) can be
autonomously deployed via local backbone nodes (BN), and
accomplished by access network nodes (AN). Then the man-
agers of each AN cooperatively upload essential information
back to BN, which achieves network managements for large-
scale MANETs. Hence, the cooperation among members is
the premise for MANETS to provide network services.
However, realizing a methodical and effective scheme for
cooperation is facing tougher challenges in MANETS. First,
current networks are threatened by a wide range of attacks,
such as flooding [1], spoofing [2], wormhole, and Sybil attacks
[3], as well as other external attacks [4]. These threats seri-
ously destroy cooperation in MANETS. Furthermore, even if
adopting current popular secure mechanism [5, 6] to resist
these attacks, due to the own inherent natures of MANETS,
including limited available resources, complex deployment

environment, exposed communication medium, and inter-
mittent end-to-end links, some normal members may be
unwilling to cooperate with others for saving resources
to prolong their own network lifetime. The tolerable self-
ish behavior inevitably interrupts member cooperation of
MANETs. For that reason, the exploration and researches on
cooperative stimulation scheme for MANETSs have been car-
ried out all over the world. Along with current achievements,
the cooperative stimulation based on game theory is the
most representative. Combining with trust management, dis-
tributed system, and key protocol for MANETs, it has
effectively stimulated members’ cooperation by game theory
for small range of wireless sensor networks and distributed
networks. Obviously, the anticipation is clear for game theory
as an analytical tool of MANETs: through modeling an
independent strategy decision maker, users can control the
whole network scene as an acentric control entity and abstract
necessary hypothesis to address important problem like other
mathematical models [7].



For large scale MANETs, we have found that there
are some problems of current game theoretic cooperative
stimulation scheme to be solved. First, it is the incompleteness
of strategy and payoff space. Current scheme usually defines
member’s strategy space simply as “cooperative forwarding,
packets dropping” and distributes each action with a payoff
value. However in a large scale MANETSs with infrastructure
mobility, the network action chosen by members is diverse
and complicated. The noncooperative actions come from
malicious attacks as well as nonmalicious selfish behavior,
which is not complete enough by merely describing it as
packets dropping. Furthermore the cooperative action is not
only the forwarding behavior. According to different net-
work business, it shows various forms of cooperative behav-
ior. Thus a complete strategy space reflecting realistic large
scale MANETSs and its rational payoff frame must be modeled.
Second, it lacks a standard action selection guideline for
members. In current game model, network members are
modeled as rational and thus naturally selfish individual;
they will make any efforts to maximize their payoffs. It is
reasonable to assign a higher payoff to cooperation action in
order to stimulate members taking cooperative action. In fact,
in realistic network, to malicious members, they may more
likely launch attacks to get a higher illegal payoff from net-
work collapse. Since large scale MANETS are usually applied
for harsh environment monitoring or military detecting, a
high malicious ratio is an outstanding feature. As a matter
of fact, besides payoff frame reflecting realistic network, an
action selection guideline is also needed as scoring system
assisting cooperative stimulation scheme based on game the-
ory. Thirdly, the current scheme lacks evolutionary analysis
for strategy space using game theory. In fact, the strategy
space taken by members is not invariant as the game runs.
It may be evolved according to long-term expected benefit
or suffering from intrusion of instable strategy. Thus it is
necessary to evaluate the evolutionary and convergence per-
formance of each strategy space when using game theory to
stimulate the member’s cooperative action. Last but not least,
in large scale MANETS, considering the own inherent natures
of network, the scheme has to adapt dynamic property as well
as propagation error when updating strategy and payoff set.

Aiming at the previous issues, in this paper, we model the
transmission process as an evolutionary game and propose a
trust cooperative stimulation scheme based on it; our main
contributions are summarized as follows.

(1) We formulate a transmission evolutionary game
defining an abstract concept of level classification in
strategy space based on network risk analysis, which
can cover the member’s possible network actions
under complicated compound attacks in large scale
MANETs to enhance the completeness of strategy and
payoft space.

(2) We construct a trust-preferential expected action
space as strategy selection guideline for members
through mapping trust management to game theoret-
ical cooperative stimulation, which realizes effective
constraint for malicious members obtaining illegal
payofls.
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(3) We quantitatively analyze the stability and con-
vergence property between our trust-preferential
expected action space and payoff maximization-pref-
erential optimum action space and then provide the
sufficient and necessary numerical conditions, which
can incent members to cooperate with each other.

(4) We introduce the mobility probability of members
and information propagation error into the formu-
lation of our scheme and make it approach to the
realistic large scale MANETs.

2. Related Works

In the literature there are many papers proposing vari-
ous methods for stimulating members’ cooperation in self-
organization networks which can be summarily classified
into two schemes: (1) price-based schemes and (2) trust-
based schemes. Price-based schemes use the tamper-proof
hardware or central billing services to encourage cooperation
by rewarding price credits to the cooperative nodes. For
example, a cooperation stimulation scheme proposed in [8]
employed a virtual currency named Nuglets as price payment
for cooperative transmission, later; it was improved in [9]
by using price counters. Although price-based schemes can
effectively stimulate cooperation among selfish members,
the requirement of tamper-proof hardware or central billing
service inevitably limits their applications. What is more, the
existing works are only fit for traditional multi-hop networks.
The price-based schemes depend on end-to-end connections
to determine how many prices each member should receive.
In MANETS, since end-to-end paths are not guaranteed at all,
the existing price-based schemes cannot be used. Regarding
this issue, the second method to stimulate cooperation is
to adopt trust-based schemes with necessary monitoring,
such as CORE [10], CONFIDANT [11], and ARCS [12]. They
usually rely on observing the actions of neighbor members
and then use mathematical methods such as Dempster-
Shafer belief theory to compute the incorporating second-
hand information (reports by other nodes) to create a
reputation score of members. The trust/reputation score is
used for stimulating cooperation because the detected non-
cooperative members will be assigned a low score as a penalty
to be forced out of the network. However, in realistic dynamic
environment of MANETS, for a distributed trust form, the
deviating actions of a non-cooperative member are more
difficult to be monitored and detected by other members
since the connections with the same members are occasional.

Game theory has been widely applied to design and
analyze stimulation schemes for wireless network recently.
For example, in [13], a Worst Behavior Tit-for-Tat (WBTFT)
incentive strategy is proposed to stimulate cooperation at the
desired cooperation state, and with perfect monitoring the
conditions for the proposed strategy to be subgame perfect
are analyzed. In [14], a cooperation stimulation scheme are
proposed based on indirect reciprocity game for the scenario
where the number of interactions between any pair of players
is finite. For large scale wireless networks, Xiao et al. [15]



International Journal of Distributed Sensor Networks

proposed a security system that applies the indirect reci-
procity principle to combat attacks in wireless networks using
the evolutionarily stable strategy concept of game theory. In
[16], the authors investigated whether the cooperation among
members can improve energy efficiency in ad hoc wireless
networks using the behavior-tracking algorithm from game
theory, and then the conclusion that the cooperation can
reduce power wastage at the same time maximizing the
delivery rate is proved.

In addition, further researches have also been made
toward mathematically analyzing cooperative stimulation for
self-organized wireless network (e.g., MANETSs, wireless sen-
sor networks, delay tolerant networks) by using game theory
[17-23]. Zhao et al. [17] proposed a wage-based incentive
mechanism for encouraging rational individuals to provide
truthful feedbacks. The feedback reporting process in a
reputation system was modeled as a reporting game. They
also proposed a set of incentive compatibility constraint
rules including participation constraints and self-selection
constraints. Ze and Haiying [18] analyzed the underlying
cooperation of the reputation systems, price-based systems,
and a defenseless system through game theory. Based on the
results, they proposed an integrated system with a higher
performance in terms of the effectiveness of cooperation and
selfish node detection. Li et al. [19] showed how game theory
can be a tool to analyze the behaviors of every player in
role-based trust framework. Considering two types of users,
cooperative and malicious, they analyze the strategy sets and
payoffs of trust domains and each type of users. Charles
et al. [20] investigated when for each node it was cost-
effective to freely participate in the security mechanism or
protect its privacy according to its own belief in others. The
game theoretic framework was used to model trust, and
evolutionary game theory was used to capture the dynamic
evolution of trust behavior in the network. Also, the stud-
ies of cooperative stimulation conditions under correlated
equilibrium of coalitional game theoretic approach in ad hoc
networks have also been issued in [21-23].

In most existing studies the modeled game theoretic
cooperative stimulation shows a promising incentive effect
in the network with a small-range, static topology paradigm.
Designing a scheme using game theory towards large scale
MANETs is the purpose of this paper. The major difference
between this paper and current studies is as followss: (1)
we formulate a transmission evolutionary trust game con-
structing the complete strategy and payoft space to cover
the member’s possible network actions under complicated
compound attacks in large scale MANETS; (2) we separate
trust-preferential strategy from payoff-maximization frame,
which can be used as strategy selection guideline by means
of numeric mapping technology. It can effectively resist
malicious members obtaining illegal payoffs from attacking
network; (3) we quantitatively analyze the stability and con-
vergence property of the proposed game model in detail,
and then provide the sufficient and necessary numerical
conditions which can incent members to cooperate with each
other; furthermore, (4) we introduce the mobility probabil-
ity parameters and information propagation error into the

formulation of our scheme and make it approach to the
realistic large scale MANETS.

3. Scheme Model

3.1. Information Transmission Scenario. We design the scheme
model used in homogenous mobile ad hoc networks consist-
ing of N homogenous randomly mobile nodes. For the con-
venience of discussing, we make the following assumptions:
(1) the underlying channel model adopts disk model in order
to abstract asymmetrical information away from the compli-
cated properties of RE. (2) As for information transmitter, the
probability that the arbitrary other nodes move away from
its communication range or the newly nodes accesses into its
communication range is w.

In our model a typical information transmission scenario
is composed of one transmitter, one intended receiver, and
several information relay nodes. The transmitter generates
the information and sends it to the intended receiver with
the help of relay nodes. The node within the communication
range of the transmitter can be selected to the relay nodes if
it has the optimal link state described by medium congestion
level, robustness of route protocol, mobile state prediction,
and the health degree of itself. In a similar way, the relay node
selects the next relay node and the link route according to the
same principle until the generated information successfully
gets to the intended receiver. For simplicity of mathematical
expression, each node in our model becomes the relay node
with the probability . In this paper, we use the symbol ® to
indicate whether a node is selected to the relay node. More
specifically, ® = 1 indicates that the node becomes the relay
node on the information transmission path while ® = 0
indicates that this node is only in charge of monitoring the
behavior of other nodes and computing their trust value.
Then these trust values will be exchanged by neighbor nodes
via the cryptographic secure channel.

3.2. Trust Management. In MANETSs trust management can
effectively resist various internal attacks conducted by com-
promised internal members. In this paper, to stimulate the
cooperation behavior among nodes we design a game model
in order to enhance the information transmission throughput
which needs a scoring system to evaluate such behaviors.
Hence we adopt the trust management to design the scoring
system.

More specifically, one node monitors and records various
communication factors (i.e., transmission rate, forwarding
rate, etc.). Then by means of robust mathematical calculation
method (i.e., Bayesian interference, DS evidence theory, fuzzy
logic classification, etc.), the quantifiable trust value of each
supervised members can be obtained by trust manager via the
cryptographic secure channel, which can be regarded as the
members’ credible extent.

3.3. Game Model. In this paper, we model the aforemen-
tioned information transmission process as a dynamic
Bayesian game among all nodes in MANETs. During this
game all players who participate in this game make efforts to
maximize their own payoffs. That is to say, all nodes in our



game model are deemed as rational players related to game
theory.

More specifically, in MANETS, there are three kinds of
players which amount to n + 2 members engaged in our
game: a transmitter, an intended receiver, and # participants
within the transmitter’s communication range of the game.
At time t, participant p, selects one action according to the
rational principle from our designed complete strategy space
to play the game, denoted as a, [t]. Based on the analysis
of [24], current malicious nodes in large scale MANETs
have gradually changed conventional pure attack modes into
purposive strategic attack modes, such as selective forward-
ing attack, frame flooding, spoof, selfish packet dropping
attack, and black hole and Sybil attack. In this paper, unlike
present research works which simply build the behavior
space composed of cooperative and uncooperative actions,
we consider a comprehensive situation of attacks in MANETS.
In order to stimulate cooperation among nodes in MANETs
when nodes are at risk of aforementioned purposive strategic
attacks, we classify and abstract current network attacks into
multiple levels and then put them in the behavior space
of the game model. The strategy space of our game model
is shown in Table 1, where {A,, A,, A5,..., A} denotes the
attack set classified and abstracted by the risk level. Note
that in large scale MANETs the specific attack form corre-
sponding to certain risk level is changing when the network
operation goal is different. For example, with regard to the
information monitoring network, enhance the energy utility
which prolongs the network life time is the most important
thing to be considered. Thus the frame flooding attack or
the relevant combination of attacks which deteriorate the
energy performance should be identified as the high-level
risk attacks; another, as for the network that emphasizes the
data transmission rate and throughput such as media ad hoc
network, black hole and Sybil attack or the relevant com-
bination of attacks which deteriorate the QoS performance
should be identified as the high-level risk attacks. Besides, the
elements in behavior set {V, C} denote the action taken by the
participant who violates and complies with the cooperation
rule respectively. More specifically, to the relay node, {V, C}
denotes {selfish, forward}. On the contrary, to the monitoring
node, {V, C} denotes {forward, monitor}.

The payoft frame is an important factor to model as
well as analyze the behavior of players. In our game model
after taking one certain strategy from behavior space to
participate in the game, each participant obtains a real-time
payoft Ry 11 [®] with relay indicator @, where a,, [t] € {A,,
A,, ..., AL, V,C}. Particularly, as for the information trans-
mitter, at time f every other player that takes one action a,, [f]
will produce one instant payoff to it, denoted as R, 11 [T]. We

use [T] to stand for the payoft that belongs to the transmitter.
Generally speaking, the payoff is composed of two parts; one
is the gain from action, and the other is the cost when taking
this action. The value obtained by subtracting the cost from
the gain means the payoff of taking this action. In this paper,
positive payoft means that the participant earns profit from
action, while negative payoft means that the participant loses
some resources such as energy, throughput. More specifically
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TABLE 1: Strategy space.

Action indicator Meaning

A, Level-1 attack

A, Level-2 attack

A, Level-3 attack

AL Level-L attack (the highest risk level attack)
\% Violation of cooperation rule

C Cooperation

in our game model, with regard to the participant who takes
the cooperation behavior C, both information forwarding
(® = 1) and channel monitoring (O = 0) inevitably consume
its own resources; hence R-[® = 1] < R-[® = 0] < 0.
On the other hand, the information transmitter would earn a
profit after taking action C; thus R [T] > 0. Next, with regard
to the participants who take action that attacks the network
or violates the cooperation rule (denoted as the malicious
behavior set M = {ap,, [t] | apn[t] € (AL A, ., ALV,
they can earn profits from these actions, so Ry, [®] >
0. In this situation the information transmitter’s benefit is
threatened which leads to a negative instant payoff, R [T] <
0. In addition, according to a wide range of attacks in
MANETs classified by multiple risk levels in our model, the
instant payoft satisfies the following conditions for both the
transmitter and the game members:

Ry, [®] =R, [®]>-- >R, [®]

>Ry, [®] 20> Ry [®] > Re [@],

1
Rc(T] 202 Ry [T] 2 Ry [T] :

2Ry, [T]2---2R, [T]2Ry [T].

Note that in our modeled transmission game for
MANETs, the strict transmission constraint condition is
used. More specifically, the information successfully reaches
the intended receiver only if all the participants on transmis-
sion path comply with the cooperation rule. Based on this
condition, at time ¢ the total instant payoff for transmitter is
the minimum of all the obtained instant payoffs from other
nodes, denoted as PaTP 11 [t] = min?leapi (11 [T]. Similar to the
game participant p,,, its total instant payoff can be expressed
as P;Z,apnm [t] = R, (4[®].

For convenience of understanding the game model,
Table 2 lists the symbols as well as their meanings used in this

paper.
4. Trust Cooperative Stimulation Scheme

In this paper we design a cooperative stimulation scheme for
large scale MANETSs combining game theory and trust man-
agement. On one hand, the equilibrium and stability con-
dition of the aforementioned game model is deduced to
grasp and predict the result through figuring out each node’s
optimal strategy. What is more, based on solution of game
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TABLE 2: Symbols and notations.

TABLE 3: Action-trust based mapping rule.

Numeric indicator of

Action space
P trust level

Trust value

L-1 L

<T < A
L+2~ "™ " L+2 ! L
L—2<T <L—1 A
L+2 "~ value L+2 2 L-1
L—3<T <L—2 N
L+2 " value L+2 3 L-2
1 2

<T, <
L+2 value L+2 AL 1
L <T <L+1
L+2 " value L+2 \4 L+1
L+1

<T, <1
L+2 value C L+2

Symbol Meaning

N The number of homogenous mobile
members
The probability that the member newly

w enters or moves away from
communication range of transmitter

) Information relay indicator
The probability that member is

¢ selected as information relay node

a [f] The action taken by game participant

Pn p, at time ¢

L Risk classification number of attacks
The instant payoft obtained by

R, [®] participant p,, with relay indicator ®
after taking action a, [t] at timet
The total instant payoff obtained by

é 1t [t] transmitter after taking action a,, [] at

time ¢
The total instant payoff obtained by

P;];, ap, 1] [t] participant p, with relay indicator @
after taking action a,, [t] at time ¢

Tvector Trust vector

[ N ] Action decision matrix (used as action

M (Lr2)x(L+2) selection guideline)
A i) Expected action space

r= (rAl, Taree Ty rc) Time factor vector

I;jmm The instant trust vector
C) The trust propagation matrix
x: (or ) The systematic probability of correctly
! recognizing trust level i
s The probability that the member
becomes the information transmitter
A=|a; j] (Le2)x(L42) Optimum action space

The anticipated maximum payoff
P; obtained by participant with trust level
i towards the member with trust level j

a, =k
TT,-)?" Trust transfer vector
pi The anticipated payoft of participant
b taking action a; ;

model, the mathematical relationship between payoft and
statistical parameters can be used to guide (stimulate) mem-
bers to choose cooperation with each other in order to
resist selfish behavior or even high-level risk attacks. On the
other hand, by means of trust management mechanism, a
uniform frame concerning trust distribution, trust update
and behavior selection is constructed by the whole members
in the network.

In this section, we mainly introduce the behavior selec-
tion frame based on trust management (i.e., each member
in MANETs takes action according to its trust value) and
propose a trust cooperative stimulation scheme. Trust value
records the member’s quantified credibility (the higher the
member’s trust value is, the reliable the member is), and its

The symbol in action space (i.e., Az, C, etc.) corresponding to numerical
indicator in the third column can be used to indicate trust level of the
member. More specifically, the greater the member’s numerical indicator, the
higher the trust value it has, the more reliable it belongs to, hence the higher-
level cooperative action can be serviced by other members in MANETS.

calculation, distribution, and updating must be accomplished
via the cryptographic secure channel. Without permission,
members cannot clear or temper trust value optionally. All
these paradigms of trust scheme indicate that it is fit for large
scale MANETS since the cooperation interactive between
two nodes only related to their recorded current trust value.
For example, without prior knowledge about whether you
cooperated with me before, I can decide to take cooperative
action with you only if you have an acceptable trust value
for me. It differs from current research about cooperative
stimulation based on first-hand in MANET:.

The trust cooperative stimulation scheme contains trust
evaluation which is based on our previous works [5], action-
trust-based mapping method, game action decision principle,
and trust updating frame. In this frame, the higher the
member’s trust value is, the more likely this member is
stimulated to take cooperative action (i.e., C), which results
in spreading the cooperation behavior to the whole network.
On the contrary, if the member takes a high-level risk
attack behavior for obtaining a short-term positive payoff, its
trust value will be rapidly declined which causes cooperative
service rejection in terms of scheme rule.

Recall that the behavior space for each node participating
in the transmission gameis {A, A,,..., A, V, C} amounting
to L + 2 elements. To combine trust level with game action,
we classify the trust value (ranging from 0 to 1 usually)
into L + 2 trust levels and map each level into the behavior
space {A;,A,,...,A,V,C} linearly as Table 3, which we
call action-trust-based mapping method. Consequently, the
higher the member’s trust level is, the more likely it can get
a higher level cooperative action from other members. Note
that by means of this mapping method, we can use element in
action space to indicate node’s trust value (also trust level).

According to original mapping, each node is assigned an
original trust level j € {A,A,,...,A;,V,C} and a trust



vector Tyeror = (T, ST, T, ) whereT denotes

the probablhty that the nodes trust level isT, (0 < T, <1,
ZL+2 T

After trust mapping, game action decision principle and
trust updating frame are the two important parts affecting
the performance of the trust cooperative stimulation. More

AL A1)

N((D)(L+2)><(L+2) =0

A1) ALQD)

A,(L-1) A,(L-1) ---
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specifically, at single time moment the game action deci-
sion principle is designed according to interaction between
transmitter with trust level i and participant with trust level

j shown as matrix [N ] Leo(iez) D the following, where

,j denotes the ass1gned trust level of the participant
who takes action i (i € {A{,A,,...,A;,V,C}) towards the
transmitter with trust level j and CD (® = 0,1) is the relay
indicator of the participant:

element N,

AL AL AW
Ay(L-1) Ay(L-1) A,(L-1)

AL) AL AL

C(L+2) C(L+2) C(L+2) C(L+2) V(L+1)
A(L) A,L-1) - A1) VEL+1) CL+2) |
(2)
[ AL A A, (D) ALy AL ]
Ay(L=1) Ay(L-1) -+ Ay(L-1) Ay(L-1) Ay(L-1)
ca-oy| : : : :
Ap(1) Ap(1) Ap(1) Ap(1) Ap(1)
V(L+1) V(L+1) VL+1) V(L+1) V(L+1)
| C(L+2) C(L+2) CL+2) C(L+2) C(L+2) |

From this matrix, the game action decision principle can
be explained that the node could take cooperative actions
with its neighbor to obtain a higher trust level striving to
restrain the attack actions. Generally speaking, at one time
moment, taking action C can obtain a highest instant trust

[V (L+1)
V(L +1)

a =0 :
(L+2)%(L+2) Vv (L N 1)

V(L+1)
| V(L+1)

+(1-0)

where a; i denotes the participant who takes action i (i €
{A,A,,...,A,V,C}) towards the transmitter with trust
level j and the ® (® = 0,1) is the relay indicator of the
participant.

From matrix a} ,,). ;5 for the view of maintaining a
higher trust level in this game, this expected strategy space
can effectively encourage participants to take cooperative
actions.

V(IL+1) -
V(I+1) -

VL+1) -
V(L+1) -
VL+1) -

[C(L+2) C(L+2) ---
C(L+2) C(L+2) ---

C(L+2) C(L+2) ---
C(L+2) C(L+2) ---
|C(L+2) C(L+2) ---

level (i.e., C) while taking action C can inevitably obtain a
lower instant trust level (i.e., type A).

If the node takes actions for maintaining own high trust
level in the game, we can intuitively get the expected action
denoted as matrix a; ., (12"

V(L+1)
V(L+1)

V(L+1) CL+2)]
V((L+1) C(L+2)

V(L+1) C(L+2)
V(L+1) C(L+2)
V(L+1) C(L+2)]

V(L+1)
V(L+1)
V(L+1)

3)
C(L+2) C(L+2) C(L+2)]
C(L+2) C(L+2) C(L+2)

C(L+2) C(L+2) C(L+2)
C(L+2) C(L+2) C(L+2)
C(L+2) C(L+2) C(L+2)]

Recall that each newly node participating in the game
would be assigned a trust vector. Suppose that a new node
has a good intention to cooperate with each other; it could be

assigned a trust vector T, =(0,0,...,0,1)". Attimet + 1

vector
theactioni (i € {A}, A,,..., A}, V,C}) taken by participant is
recorded by monitoring node Then according to game action

decision principle [N; ;] Aoy relay indicator @, and the

trust level j of informatlon transmitter, the participant would
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obtain an instant trust level denoted as I;l] = N; j(d)). The
trust updating process is triggered as shown in Figure 1.

From Figure 1, the participant’s trust vector at time ¢ + 1
is expressed as

Tvector (t + 1) =0 (rl\l,-,j(':D)Tvector (t) + (1 - l—‘N,-‘j(di)) I;imr> .
(4)

It is composed of three parts: the first part is instant trust vec-
tor

Iy = ©,....01],...,0)" 5)

The corresponding vector position of I (t+1)

(it is extended by instant trust level I;] at time ¢ + 1, that is,
filling the vector’s position corresponding to I’ = N; (D)
with numerical value 1, and other position with numerical
value 0). The second part is time factor of the action taken
at time ¢ + 1. In our game, considering the coupling degree
between instant and the accumulated trust vector we define
the time factor vector I' = (Iy , Ty ,..., Iy, Io) depicting the
coupling degree, and thus element FNij@) is the active factor

contributing to the updating process. Note that the greater
the I is, the more likely the trust vector is to depend on the
previous value and the fewer effects of instant value will be
received. The third part is trust propagation matrix ® whose
role is to conquer behavior monitoring error and trust vector
error by channel error via trust propagation. Specifically, ®
can be denoted as

[ 1-x I-n l-x
AL L+1 L+1 L+1
- X1 P e I
L+1 L= L+1 L+1
0 = (6)
(L+2)%x(L+2) >
1-x 1-x l-x 1-x
L+1 L+1 2 L+1 L+1
- Xn 1 —Xrn - Xrn
L+1 L+1 L+t L+1
I ) ) X
L L+1 L+1 L+2 ]

where y; denotes the systematic probability of correctly rec-
ognizing trust level i.

In this section, we propose a trust cooperative stimulation
scheme based on trust-game mapping idea. An expected
action matrix a ,,). ;. ,,) (trust-preferential strategy) and the
trust updating frame are deduced to guide members tending
to cooperation. For the view of maintaining a higher trust
level in this game, this scheme can effectively encourage
participants to take cooperative actions.

5. Game Theoretic Analysis

In the large scale MANETs, members who take the expected
action a5, (14 to select cooperative behavior can main-

tain a higher trust level (trust-preferential strategy) with
themselves. Hence even if the network topology changes
dramatically, nodes can also continue to obtain high-level
cooperative network services in the new area by means of
their high trust level. However in game theory, optimum
actions refer to the strategy that receives a highest payoft for
all the players. In this section, we mainly study whether the
nodes can take the expected trust-preferential strategy also
obtain a higher payoff after long-time running of the game?
In addition, we adopt the evolutionarily game idea to analyze

under which numerical condition can the expected trust-
preferential strategy evolve to the payoft-preferential strategy
(optimum  strategy), that is, evolutionarily stable strategy
(ESS).

5.1. Evolutionary Game Theory. Evolutionary game theory
provides a new angle of view to research the network coop-
erative stimulation scheme. It well overcomes the difficulties
about rational hypothesis and multiple equilibriums in clas-
sical game theory. What is more, it can obtain more accurate
results than traditional theory by using evolutionary game
theory to research network security and can realistically ana-
lyze and explain cooperative motivation. To the best of our
knowledge, introducing evolutionary game theory to study
the mechanism of cooperative stimulation is a method inno-
vation in MANETs.

In evolutionary game model, if most of the members
take ESS, other parts of members’ alternative strategies
cannot invade the ESS. First we use the expected trust-pref-
erential action as the original strategy in the game, and then
the strategy starts to evolve in terms of the payoff maximum
criteria which can deduce the optimum strategy of the
game. More specifically, at the original time moment 1, game
participant p, takes the action according to the game action
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FIGURE 1: Trust updating process.

decision matrix [ and the expected action

’J](L+2)>< L+2)
Matrix i, . .2 and the evolutlonary process is triggered.
At time £ + 1, the probability of taking actiona,, [t + 1] =i €
{A,A,,..., A, V,C} for node p, is denoted as

Pria, [t] =i} P, ;[t]
Y pria, [t]1=j}P, ;[t]

j=1
where P, ;[t] denotes the instant payoff obtained by partic-
ipant p, who takes the action i at time ¢. From (7) we can
solve the ESS (i.e., optimum strategy space) as well as the
corresponding stable trust vector Ty, of this evolutionary
game when taking the expected trust-preferential strategy as

original strategy in MANETs.

> ()

Pr{apn [t+1] = i} =

5.2. Optimum Action Space. We first define matrix A =
[@; ;] Loz 2 optimum action space, where the ele-

ment @; € {A,A,...,A,V,C} denotes the instant
optimum action taken by participant with trust level i
towards the member with trust level j. Note that taking this
instant optimum action the participant should have obtained
an anticipated maximum payoff. We use symbol P;; =

maxc, (. +2)P = Pla/ to denote this anticipated maximum
payoff. Consequently, the optimum action should satisfy the
following expression:
—~ i i
ai’j - 1<a; ;<(L+2) i’j]' (8)
In our game model, considering the trust updating frame,
the trust level of each participant may be transferred at
different time moment. Thus we must evaluate the evolution-
ary optimum action space under the influence of the trust
updating process. Recall that in our game the probability
of participant selected to the information relay node is p.
Suppose that each behavior in set {A, A,,..., A}, V,C} has

. =k
the same time factor I'. We define trust transfer vector TT?‘]’."

denoting the transfer probability vector after the participant
with trust level i takes action k towards the participant with
trust level j. Based on trust updating process shown in

Figure 1, we can calculate the TTZ’}" - by the following expres-
sion:
aPn:k — aPn aPn _ aﬂn =k
F e A R S R

Apn= ap, =k T

£ “lL+1] £ [L+z]]
_ i,j
=o(rr

N (D=1),j
% (‘uITk,]( )j n (

vector

+(1-T)

)INk](CD o)]>) ,

Vec(or

€)

where vector element tZ‘J’.”_k[l] denotes the probability that
the trust level of the participant taking action k towards the
participant with trust level j has transferred from i to I
Formula (9) takes behavior time factor and relay factor into
account, which is embodied by the application of ' and y,
respectively.

Second, we solve the game payoft P ' obtained by par-

ticipant p,, with trust level i towards the participant taking

optimum action a;; with trust level j. If p, takes action g, ;,

its instant payoff at time ¢ can be denoted as [,LP;I:,%J_[ 1+(1 -
//t)P;D:aQ [t]. In addition, consider the dynamics of MANETs,
i, j

suppose that the probability of the node staying in the local
area or moving to the new area is w, and the stable trust vector

T ector does not change as time goes on; we can calculate the

instant payoff obtained by nonrelay participant p,, as
Py 1+ (L= ) Pyl [+ w) YT, Py (10
k1

On the other hand, if p,, faces the information transmitter,
similarly, its instant payoff can be calculated by

T T =
(1-u) Pa =) [t] + 6P (@) [t] + w;Tv,Pk,l' a1

To sum up, we define the probability that the node
becomes the information transmitter in the game is § con-

sequently the game payoff Pla;’ can be expressed as
G _ =1 =0
P = (1-9) (”Ppma,-,j (] +(1-p) Py o, 1]

L0y YT, p,d)
k 1
(12)
+0 <(1 - ) ng (o 1]+ MP;;I,@:I) (£]

+ wZTvl Pk’l> .
1

Thirdly, we give the expression of stable trust vector
T,ector When the game evolves to the ESS. According to trust
updating frame, when taking probability y and relay indicator
® of the participant p, into account, the stable trust vector

Tyector €an be expressed by
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T,

vector — C] rTvector + (1 - r)

L+2

where Y125 (@)=k Tv.Tv, denotes the probability that the
Ny i

trust level of participant (with relay indicator ®) who takes
optimum action 4; ; transfers to level k. Based on previous
analysis, the optimum action space has been modeled into a
Markov decision process.

Combining (9), (12), and (13), the proposed optimum
action space @;; and its corresponding stable trust vector
Tyector Of the evolutionary game can be solved by iterative
numerical method.

5.3. Relationship between Optimum and Expected Action and
Its Convergence Condition. So far by means of evolution-
ary game theory we have deduced the ESS of the payoft-
preferential strategy (optimum strategy) when taking the
expected trust-preferential strategy as the original dominant
action. In this section, we continue to study the convergence
condition of this game, which is depicted as the paradigm
that the ESS of the game converges to the original strategy.
Meanwhile, we deduce and give the numerical relationship
between optimum and expected action and its convergence
condition.

If our evolutionary game converges, the original domi-

nant strategy a; ; will evolve to be the optimum strategy &, ;;
thatis, @; ; = aZ i According to (3), we have
[ @ (@) ] [ & (®) ]
ar, (®) i1 (P)
a . (D) - = 5
[ i,] ](L+2)><(L+2) al ((D) 51',1 ((D)
aL+1 (CD) ai,L+1 ((D)
-aL+2 (@) J _ai,L+2 (q)) _
[V (L+1)] [C(L+2)]
V(L+1) C(L+2)
—o| ¢ |+a-o)|
V(L+1) C(L+2)
V(L+1) C(L+2)
| C(L+2) | | C(L+2) ]
(14)

=1 LN, (@=1)=L+1

=1 LNg, (@=1)=L+2

9

o 7 [ L+2 o h
T,T, T,T,

=1 LNg, ) (@=0)=L
o L+2 o
T,T, LT,
1 i=1 l,Nﬁ],Jyl((DZO):L—I
N R - - , (13)
T,T, ) T,T,

i=1 LN, ) (9=0)=L+1
L+2

i=1 LN, ) (@=0)=L+2

For the convenience of deducing, suppose that all the proba-
bility of correctly recognizing trust level in trust propagation
matrix @ is the same, and y; = ¢&; we also have

r l-¢ 1-¢ 1-—¢€1
s .
L+1 L+1 L+1
1-¢ . 1-¢ 1-¢
L+1 L+1 L+1
l1-¢ 1-¢ 1-¢
Owrm = L+l L+1 ° L+l
l-¢ 1-¢ 1-¢
€
LL+1 L+1 L+1 4

(15)

Proposition 1. Given the trust level 1 < j < (L+2)and 1 <
m < (L + 1), the following expression is obtained:

p b SP‘(PLTH_PLTH)(LJFD
L) = 5mi = (L4 1) (1 - wd) —w(1-8)T (Le—1)
(16)

Proof. According to (9), (14), and (15), the difference of two
trust transfer vectors from optimum action strategy is

A j AL,y _ rpepd 4
TT,, ;J - TT(L+2),Jj - TTWJI,], B TT(£+2)J
_ m (L+2)
=er(ry  -1;"") 17)
Le-=1) /.m (L+2)
=T (7., ~ 1)

O (L+1)
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Note that in the remainder of this paper we use V[x] to denote
the xth element of vector V. Combining (12), (14), and (17),
we can obtain

_ a(L+z),j _ ﬁ(uz),j
Pm,j P(L+2),ij,j P(L+2),j
=P~ P,

= (-8 wy Y (TT) (k- TT(,,,  [K]) T, Py
k 1

T T
+0 ((1 —u) (Pam@:o) - Pa(m)(@:o))
T
N Pﬁ(uz)(‘b:l))
+wY T, (B, P (L+2),l)>
I

- (1-9w YD (- 1) ()} T, By
k

T
T (Piim(d):l)

+0 <M( 41~ LT+2) + “’ZTV, (P — P(L+2),l)>
]

= 6” (PITH

(Le - 1)
_p{+2)+w<a+(1—5)r(;+ 5 )

L+2~
X 3T, (Poy = Piaays) -
=1

(18)

Because (P,,; — P(1+,);) is independent with value i, the above
(18) can be rewritten as

T
P Puri = 5#( L+l PL+2)

(Le—1)
+w<8+(1—6)F(L+1) > (19)

i P(L+2),j) .

Thus we can get the conclusion of Proposition 1. O

X (Pm)

According to Proposition 1, we can infer that the partic-
ipant with trust level m (less than the highest level L + 2)
would obtain a lower bound of the payoft after taking the
expected trust-preferential strategy:

6:“( L+2 PITH)(L"' 1)
L+D)(1-wd)-w(d-8)T(Le-1)

Pz — (20)

The mechanism of cooperative stimulation by using the
expected trust-preferential strategy is depicted as follows:
no matter how low the participant’s trust level is or which
attribute (transmitter, receiver, relay node, and monitor) the
participant belongs to, the expected trust-preferential strat-
egy can stimulate it to cooperate with other members to
obtain needed payoft to be serviced by the network.

International Journal of Distributed Sensor Networks

Theorem 2. The sufficient condition that the proposed evolu-
tionary game model can converge is

() )
P1 _PL+2

w(1-T)(Le—1)8u (P}, - P[,,)
“STiD(-w)-w(l-0TLe-1)

1
L+2

(21)
®=0,1, &>

Proof. First, consider the situation that the participant with
trust level i faces the participant with the highest trust level
(L + 2) and relay indicator ® = 1. To inquire the expected
behavior matrix a; it should take the expected action shown

as d;,(® = 1) = L + 2. So for arbitrary action indicator

a; 1+2(1)=(L+2) ;42 (1)=m
Pz L+2 - Pz L+2

combining (12), we can deduce the following equation:

m < L+2, we have > 0. Again after

;142 (1)=(L+2) ;142 (1)=m
Pi,L+2 - P1 L+2

= (-0 (u(Py - P2
vy Y (5
k1

t“i,uz (1)

T L2 - [k]> T‘ylpk,l> > 0.
(22)

Combining (2), (9), and (22), we have

u(Pls -p)
>oy ¥ (e
_ tl ‘LLJ:;(U (L+2) [k]) Tvlpk)l
- wz ZG) 1-0) { ( TV::j:Z)((D 1)
k1

_ IN(L+2) (L+2)(P=1) ) [k]} Pkl

vector

1 _
1 > ZTVI (Pm,l - P(L+2),l) .
1

=w(1—F)M<LL£

Taking (17) into the above (23), we can obtain

(23)

_ -1
(P - P2 <w(1—F)( ] )(P(L+2),l_pm,l)

w(1-T)(Le—1)8u (P}, - PL,,)

T+ (1-wd) -w(l-8)T(Le-1)
(24)
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Thus,

po=1 _ po=1 _ w(1-T)(Le 1) du (PL, PLT+1) .
! B2 " (L+1)(1-wd)-w(l-8)T(Le-1)
(25)

Because of P, > Pl and P°3' < P®!, the above formula
can also indicate that e>1/(L+2).

Second consider the situation that the participant with
trust level i faces the participant with the highest trust level
(L + 2) and relay indicator ® = 0. Similar to the above case
with @ = 1, according to (14), (12) can be rewritten as

P i, L+2(0) (L+2)

a; 1+2(0)=m
i,L+2 - P

i,L+2

== (-w (B -B)

)Y (4"
0T ) T, Py ) > 0
(26)

Combining (2), (9), and (26), we have
(1-u) (P23 - P,i‘f:(’)

> “’ZZ( z'LLIZ(O) " k] - tlllfi; e [k]) P
=wy Y (1-T1)
k1
{(1-we(r”

i (L+2) (P=0)

Vt:ctor

Nigsa ez (@=0) ~
—I e ) [k]} T, P,

vector

o0 - (L) T

— Pyiay)-
(27)

Because of 1 < m < L+ 1, taking (17) into the above formula,
we can obtain

-1
(PfD ‘- P ) <w(l1-T) < 1 )(P(L+2),l - Py)

w0 (Le-18u(PL, - PL)
S L+D)(Q-wd)-w(1-8)T(Le—1)
(28)

To sum up, we can get the conclusion of Theorem 2 when
the participant with trust level i faces the participant with the
highest trust level (L + 2).

Next we have to consider the situation that the participant
with trust level i faces the participant with the trust level j <
(L + 2) and relay indicator @ = 1. In this situation, it should
take the expected action shown as Eij(CD =1)=L+1.(Q) For

11
action indicator m < L+1, we have Pu”(l) (D R?;fj(l):m > 0.
According to (12), we can deduce that
a; ;(1)=(L+1) a; ;/(1)=m
Pi,j] - Pi,jJ
po=1 =1
- -0 (w(pt - B2
(L+1)
+ wzz ( [k]
; i(D=m =
- tu’ [k])TVIPk,l> > 0.
(29)

Simplifying it, we have
D=1  d=1
H (P L1~ P )
a; ;(1)=m a; ;(1)=(L+1) ~
>w) ) (ti,jj (k] -t;; ' [k]> T, Py
k1

-ay Yo u-n (I - ) )T, Ry

)Z il ~ Praa) -

—w(l—F)y(
(30)

Hence,

_ -1
(Psl) t-p ) < w(l—F)( 1 )(P(L+2),I_Pm,l)

) w(1-T)(Le—1)8u(Pl, - PL,,)
L+1D)(1-wd)-w(1-8)T(Le-1)
(31)

Because of 1 < m < L, taking (17) into the above, we can
obtain:

D=1 D=1
P1 - PL+1

©(1-T)(Le—1)ou(Pf, - PL.) (32)
“TrD(-w)-w(l-0T(Le-1)

In the same situation, (2) for action indicator m = L + 2,
the expected action participant should take is still shown as

@j(® =1) = L+ 1. So we have Pgﬁj(l):(“l) - R?}j(l):(uz) >0
and the following expression:
a,;(D=(L+1) g ;(1)=(L+2)
Pi,j] - Pi,j]
p®=1 _ p®=1
_(1_6)< ( L+l _PL+2)
(L+1)
+ wzz ( [k]
a,;(1)=(L+2) ~
~ £ K1) T, Pii) > .
(33)
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Simplifying above formula, we have
D=1 _ p0=1
M(PLH _PL+2 )
a;;(1)= (L+2) a; ;(1)=(L+1) ~
> wz Z ( [k] - £ [k]) T, Py,

wz Z®(1 —r){ ( [N, (=D IT‘“”’J@:I)) [k]}Tlek,l

»eulor vector

)ZTW(

_a)(l—F)y< P(L+2)l)
(34)

Hence,

— = L -
o1 <10 ) 5

w(1-T)(Le-1)8u(PL, - PL,)

TLrD)(1-00)-w(1-0)T(Le-1)
(35)

Last, consider the situation that the participant with trust
level i faces the participant with the trust level j < (L+2) and
relay indicator @ = 0. Similar to the above proof procedure,
we can obtain the following two expressions:

pO=0 _ w(1-T)(Le~- 1)6["( L+2 PLT+1)
L+ 1)1 -wd) —w(1 -8 T (Le—-1)
w(1-T)(Le—1)0u (Pl - PL,,)

L+1D)(1-wd)-w(1-8)T(Le-1)
(36)

=0
P -

D=0 D=0
PL+2 L

To sum up, we considered all the situations and deduced
(25), (28)-(36), which can support and verify the conclusion
of Theorem 2. If the parameters of our proposed stimulation
scheme are set to satisfy Theorem 2, the transmission game
can get into ESS and the optimum strategy space converges
to the expected strategy space which can also make members
obtain maximum payoff. O

6. Simulation

6.1. Simulation Setup. In this part, we conduct extensive
simulations to evaluate the network performance of our pro-
posed stimulation model. All simulations are conducted in
randomly generated MANETs. 5000 members are randomly
deployed in a10000 m x 10000 m region. The Medium-Access
Control (MAC) layer protocol implements the IEEE 802.11
DCF with a four-way handshaking mechanism. The default
link bandwidth is 2 Mb/s. DSR is adopted as route protocol.
The maximum transmission range is 100 m. In our simulated
MANET, each node is moving according to the random
waypoint model: a node randomly chooses a destination
within the circle and moves forward to the destination at a
velocity uniformly chosen in 0.5 m/s, 2.5 m/s. When arriving
at the destination, the node will choose a new location and a
new speed to move on.
Table 4 lists the default settings of stimulation scheme.
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TABLE 4: Default parameter settings.

Parameter Default value setting
N 5000
w 0.4
u 0.5
) 0.25
L 3
T= (T4 Taye o T Te) (05,0.5,0.5,0.5, 0.5)
x; (ore) 0.75
1 T
0.9
.E 0.8 + B
E 07} -
2,06} i
o |
2 0.5 S
(5] 1
B 04 i
S 03l - EIE b . Evolutlonary [
=9 PR stable status |1
g 02} B - Sl (after 439 rounds)| i ]
O 01t . . . . [ i
O 1 1 1 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

Game index

— 0% malicious ratio 40% malicious ratio
- == 20% malicious ratio == 60% malicious ratio

FIGURE 2: The overall effect of cooperative performance under var-
ious original malicious ratios.

To evaluate the network transmission performance of
our proposed cooperative stimulation scheme in large scale
MANETs, a proportion of malicious members who give
priority to take attack action from strategy space on the
basis of payoff maximization will be mixed up with normal
members at the initial time, that is, original malicious ratio
(i.e., we mainly set the ratio at 0%, 20%, 40%, and 60% in
simulation). More specifically, take wireless medium network
for instance in simulation; a 3-level attack set is provided
for malicious members to make decisions; A; means frame
flooding attack, A, means black hole attack, and highest risk
of A; means packets dropping attack. Then the following
indexes are measured for evaluating network performance.

(1) Cooperative Population: it is defined as the ratio
between the total number of members taking coop-
erative action and that of all members in MANETs.

(2) Average Payoffs: it is defined as the mean value payoffs
obtained by all members in MANETs after each round
of the game.

(3) Transmission Success Ratio (TSR): it is defined as
the ratio between the total number of successfully
forwarded packets and that of packets scheduled to
be sent.

(4) Normalized Network Throughput (NNT): it is defined
as the ratio between the number of valid packets (or
bits) which make them through the network per time
unit and that of total network packets, which can be
depicted as the data activity of MANETS.
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FIGURE 3: Comparison result of cooperative performance using our expected strategy and others without stimulation scheme under different

original malicious ratios.

In our evolutionary game, each simulation is evolved 500
times to estimate these indexes. What is more, the evolution-
ary stable status and game convergence performance are also
measured to verify our trust cooperative stimulation scheme.

6.2. Simulation Results. Figure 2 compares the overall effect
of evolutionary cooperative population under various kinds
of malicious ratio using our trust cooperative stimulation
scheme. From Figure 2 we can see that as the cooperation
game goes on, the network cooperative population, which
takes strategy C, is all increased significantly during 500 game
rounds under original malicious ratio at 0%, 20%, 40%, and
60%. This is because nodes could take cooperation strategy
to obtain a higher trust level in the frame of cooperative
stimulation scheme in order to strive for continuous network
services. In addition, the simulation parameter setting meets
the condition of Theorem 2; namely, the game model exists
evolutionary stable status and convergence point. According
to the simulation results, after the evolutionary game is played
439, rounds the evolutionary stable status (ESS) comes and
the cooperative population cannot fluctuate wildly. More
specifically, when original malicious ratio of network is at 0%,

20%, 40%, and 60%, respectively, the cooperative population
is increased from 62.3%, 45.8%, 36%, and 19.6% to 94.3%,
83.9%, 78.6%, and 72.4% at ESS point. Even if there is
small proportion of network members engaged in malicious
attacking after ESS, the stable status of cooperative population
is not invaded by malicious strategy. These simulation results
prove that our proposed scheme can stimulate cooperation
behavior among network members under a high malicious
ratio as well as promote ratio of population participating in
cooperative transmission so as to maintain normal services
of MANETS:.

Figure 3 shows the comparison of the cooperative popula-
tion using our proposed stimulation scheme and the method
not using stimulation scheme under original malicious ratio
at 0%, 20%, 40%, and 60%, which are shown Figures 3(a),
3(b), 3(c), and 3(d), respectively. Note that in MANET;,
especially in large scale MANETS, if there are more than
70% of network members refusing to cooperate with others,
the network services will be impeded seriously. Thus in the
simulation, if the cooperative population is less than 30%
and this tendency continues 100 game rounds, the network
transmission service is suspended. Without loss of generality
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the round number of the game which corresponds to the
point of 30% of cooperative population is defined as network
lifetime. From Figure 3, we can see that the network lifetime
is effectively prolonged by improving cooperative population
far above 30% using stimulation scheme compared with the
other method. More specifically, under original malicious
ratio at 0%, 20%, 40%, and 60% the network lifetime is 129
rounds, 63 rounds, 23 rounds, and 19 rounds, respectively, by
using the method without stimulation scheme. While using
our scheme, until the end of 500 rounds of the simulation,
the network services are still maintained by large crowd
of cooperative population (94.3%, 83.9%, 78.6%, and 72.4%
when it comes to ESS). It can be inferred that in large scale
MANETs (member number exceeds 5000) as well as high
malicious ratio (>50%), our scheme still has a better perform-
ance.

Recall that in our proposed cooperative stimulation
scheme, the time factor of the action space plays a role in cou-
pling current and accumulated trust level of the members
in MANETS; hence it contributes to the improvement in
cooperative performance of the network. In order to verify
and evaluate the impact of the time factor on cooperative
population and convergence rate of the proposed evolu-
tionary game, a series of simulations have been conducted.
Figure 4 shows the result of the two kinds of settings of the
time factor; one is time factor for each action at 0.5; that
is, the updated trust level of the members is equal-weighted
by the current value of trust level and that of accumulated
value. The other one is time factor optimally by hierarchically
weighting different action element; that is, the higher the risk
level corresponding to action element, the smaller its time
factor is set. By using hierarchical setting of time factor, the
updated trust value by taking the higher risk action relies less
on accumulated value. On the contrary, because of the larger
value of time factor corresponding to beneficial action, the
updated trust value relies more on accumulated value. Thus
once the member takes action with a higher risk level, its
trust level will be reduced immediately as punishment, and
while taking actions that do not threaten the network, its
reduction rate of trust level slows down with the increase of
coupling degree. From Figure 4, we can see that, adopting the
equal-weighted setting of time factor ([0.5, 0.5, 0.5, 0.5, 0.5]),
the game gets into the ESS at the point of 439 game rounds
and the cooperative population at this time remains 78.6%
under original malicious rate at 40%. While in the same
circumstances, not only the convergence rate, but also the
cooperative population is superior to the previous result by
using optimal hierarchal setting of time factor ([0.3, 0.2, 0.1,
0.4, 0.5]) whose value is 361 rounds and 87.3%, respectively.
To sum up, the hierarchical setting method can be regarded
as user interface which adjusts the risk level of various actions
in our scheme.

In previous systematic simulations, all parameters are set
to satisfy Theorem 2. When the transmission game gets into
ESS, the optimum strategy space converges to the expected
strategy space which can also make members obtain maxi-
mum payoft. In the following simulation, we need to evaluate
another important index which mainly drives members to
take which actions, that is, average payoff, and verify the effect
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FIGURE 4: Impact of 2 kinds of time factor setting on cooperative per-
formance using scheme under original malicious ratio 40%.

of Theorem 2 in this paper. As can be shown in Figure 5,
we compared 4 action spaces in our game, which are opti-
mum action space (payoft-preference), expected action space
satisfying Theorem 2 (convergent trust-preference), expected
action space not satisfying Theorem 2 (nonconvergent trust
level-preference), and expected action space not satisfying
Theorem 2 with a hierarchical time factor (optimal attack
classification). From the simulation result, under original
malicious ratio at 50%, the optimum action space has the
highest average payofts during each round of the game (the
average value of payoffs obtained by 5000 members is greater
than 0.6 and grows top to 0.92). By contrast, the average
payofls of the other 3 action spaces are lower than optimum
action space (about 0.4-0.8). On the other hand when
members take optimum strategy, the cooperative population
of the network does not increase in spite of the maximizing
members’ payoffs. This is because that the strategy driven by
obtaining maximized payoff principle is always attack, that is,
violating to cooperate with each other. As a consequence, as
shown in Figure 5(b), taking optimum strategy would reduce
the cooperative population (as curve 1). According to our
inference in this paper, expected strategy (trust-preference)
can effectively stimulate members to cooperate with others,
but it cannot bring members a satisfying payoft (as curve
4). To solve this problem, if parameters are set to satisfy
Theorem 2, it can not only stimulate members to cooperate
with others, but also increase average payoft of the whole
network (as curves 2, 3). Moreover the strategy which is
set to include hierarchal time factor performs better than
that without hierarchal time factor (see curve 2), which well
verifies the simulation result above.

To extend our theoretical game model to the application
of realistic MANETS, there are 2 important indexes refer-
ring to network transmission service, transmission success
rate (TSR) and normalized network throughput (NNT),
which must be measured. So finally we conduct afterwards
simulation to evaluate TSR and NNT using the proposed
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FIGURE 5: Verification the impact of convergence condition depicted
as Theorem 2 on cooperation performance and average payoff using
4 representative action spaces under original malicious ratio 40%.

cooperative stimulation scheme comparing to that using
traditional multihop transmission scheme in large scale
MANETs. The bar chart of Figure 6 shows the simulation
result, where A, B, C, and D denote the member number of
the network 2500, 5000, 7500, and 10000, respectively. From
Figure 6, we can see that due to the increase of the cooperative
population by using stimulation scheme, the TSR has been
increased from 79% to 84% as the network member number
ranges from 2500 to 10000. On the contrary, under original
malicious ratio at 40% by using traditional multi-hop scheme
the TSR drops dramatically from 71% to 42% which results
in lacking of cooperation among network members. Then to
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FIGURE 6: Comparison result of TSR and NNT using our stimulation
scheme and traditional multihop scheme.

the index NNT which reflects the active degree of network
information, as a matter of fact, a higher NNT means larger
accommodation of data stream of MANETs. From Figure 6,
the NNT has been effectively maintained from 62% only
down to 54% with the growth of the network scale. But in
the same situation, by using traditional multi-hop scheme
the NNT has been reduced dramatically from 59% to 35%.
Therefore, our proposed cooperative stimulation scheme can
effectively serve date transmission in large scale MANETS
with a higher malicious ratio.

7. Conclusion

In this paper, we have investigated an evolutionary game
theoretic trust cooperative stimulation scheme for large scale
MANETs to incent members to take cooperative actions with
each other so as to maintain cooperative performance. By
means of constructing the complete multirisk level strategy
and payoff space and building trust-preferential strategy,
the malicious action can be effectively constrained to a
low trust level. Then through evolutionary analysis of game
model, the convergence condition between optimum strategy
which represents payoff maximization principle and trust-
preferential strategy is deduced. Furthermore, the mobility
probability parameters and information propagation error
are also introduced into our scheme, which makes it approach
to the realistic large scale MANETs. Both theoretical anal-
ysis and simulation experiments have demonstrated that
although a gap may exist between the game model and reality,
the game-theoretic approach can still provide thoughtful
insights and helpful guidelines when stimulating members to
cooperate with each other from multirisk level of purposive
strategic attack in large scale MANETs. The proposed scheme
can effectively stimulate cooperation among members and
meanwhile be robust under the condition where the environ-
ment is harsh under a high original malicious ratio in large
scale MANETs.
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Wireless sensor nodes with single chips may have insufficient resources for certain applications. We propose a resource management
protocol for applications with constrained resources to improve effectiveness by borrowing resources from a resource management

Server.

1. Introduction

Wireless sensor nodes are often used in harsh environments
such as sewers, bridges, and the outer walls of buildings. Most
are operated by small batteries, which mean that the power
consumption and size of devices should be reduced. These
requirements can be met through the use of an integrated
circuit that reduces the usage of external components. The
highly integrated single-chip approach is a preferred solution
for semiconductor manufacturers, since the total system cost
is a key factor for industrial and home wireless applica-
tions [1]. Cost considerations are driving implementations
towards single-chip solutions with a minimum number of
external components [2]. The single-chip approach is also
advantageous for reducing device size through the use of
well-designed integrated circuits to reduce the number of
external components. The single-chip approach is a main-
stream method used for developing wireless sensor network-
compliant devices. However, the limitations of the device size
and the power consumption still lead to various constraints,
such as a slower microprocessor unit (MPU) and smaller
memory size. The most recent single-chip designs, especially
for wireless sensor nodes, provide about 4~16 Kbytes of
SRAM and an 8-bit microprocessor capable of 16 million
instructions per second (MIPS) [3, 4]. The available memory
becomes much smaller after using up the memory for a
ZigBee profile stack. In applications that perform complex
and very repetitive processing, the usage of the micropro-
cessor might become excessive. A general solution may be

to use external memory, an additional microprocessor, or a
controller, but this usually causes the cost and device size to
increase.

We have shown that wireless sensor nodes can feasibly
borrow the memory or computational resource from the
gateway or the server in our preliminary study [5]. In this
paper, we propose a resource management protocol (RMP)
that enables wireless sensor nodes to efficiently use the
resources including the memory and the CPU in the gateway
or the server. Also, the effectiveness of the RMP is validated
by several experiments through our implementation of the
RMP.

The rest of this paper is organized as follows. Section 2
presents related works to efficient resource management in
wireless sensor networks. Section 3 identifies the resource
constraint issues and draws the requirements to relax them. In
Section 4, we briefly introduce ZigBee-layered architecture.
In Section 5, we propose an efficient resource management
protocol. We evaluate the performance of our resource man-
agement protocol by experiments and analysis in Section 6
and make a conclusion in the last section.

2. Related Works

Wireless sensor nodes have been used for various applications
in surveillance, environment and habitat monitoring, struc-
tural monitoring, healthcare, and disaster management [6].
Developers of wireless sensor nodes face technical challenges



that include dense ad-hoc deployment, dynamic topology,
spatial distribution, and constrains in bandwidth, memory;,
computational resources, and energy [7]. Low-power sensor
nodes are known for their limited resources. For instance,
motes are equipped with kilobytes of RAM which may be
easily insufficient for storing or processing images [8]. Typ-
ically, in visual sensor networks (VSNs) which consist of tiny
visual sensor nodes called camera nodes, the camera nodes
should be equipped with memories of larger capacity in order
to store the data [9]. Using more powerful microcontrollers
equipped with sufficient RAM for data processing would be
a straightforward solution for large data processing [8]. But
they usually cause the cost to increase. Traditionally, wireless
sensor nodes collect data and transmit data to centrally
resourceful gateway for processing because they are generally
supposed to be resource constrained [8]. Memory overhead
is one of the main technical concerns for sensor network
security such as any replication detection protocol [10].
Existing solutions for multicast in wireless sensor networks
are limited because they either support multicast only from
a single source node (usually the root node) or they limit
the multicast group size to constrain memory usage [11]. It
becomes especially difficult to implement them when com-
posing a large-scale wireless sensor network or controlling
a peripheral device, such as an LCD, due to insufficient
resources. This issue is described in Sections 3 and 6 in greater
detail.

Toward efficient resource management in wireless sensor
networks, several studies have been made on new protocols
that are efficient in resource management and carefully
managed by operating system level [I12] and solutions to
the scalability of resources using an open source cloud
model which provides the storage and computation resources
necessary to address the scalability [13]. Extension of the
cloud computing paradigm to the sharing of sensor resources
in wireless sensor networks results in a much promising
technology called Sensor Clouds [14]. Since the resource
and capability of physical sensor devices are limited, Sensor-
Cloud infrastructure can be behalf of the sensor management
such as availability and performance of physical sensors
[15]. Various physical sensors with different owners can
join Sensor-Cloud infrastructure. The templates for virtual
sensors and virtual sensor groups are prepared for sharing
physical sensors. Users can control their virtual sensors
directly or via their Web browsers [15]. Mass data processing
is required for these sensor networks. Several studies about
employing virtual memory to increase the available memory
have been made [16]. Virtual memory named FaTVM for
data-intensive applications in wireless sensor networks makes
it possible for sensor nodes to carry out complex computation
with heavy memory footprint without using energy-hungry
MPUs with large RAM [8]. FaTVM uses NAND flashes as
secondary storage and focuses on reducing virtual memory
overhead [8]. In our resource management protocol, wireless
sensor nodes can borrow the resources from a server that has
access to more sufficient resources in the network in such
a way that is general and extensible enough to resolve the
resource constraint issues in several kinds of wireless sensor
networks.
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3. The Resource Constraint Issues

ZigBee-based wireless sensor nodes require low-power, low-
cost wireless networking in residential and industrial envi-
ronments [17], so that the battery in the sensor end node
lasts for a long time without being plugged in. A busy
state using complex computational resources consumes much
more power than an idle state. Even memory resource con-
straints require additional memory devices, which increase
the total system cost. To achieve low-power, low-cost wireless
networking, the amount of memory allocated and the MPU
usage in a device must be reduced. However, for large-
scale sensor networks, with limited resources at every node,
and deployment in environments with high access cost, the
task of managing and operating these systems is extremely
challenging [18].

Once a ZigBee end device (ZED) has joined a personal
area network (PAN), a ZigBee coordinator (ZC) needs to
update its neighbor table and store the minimum 12 bytes
of information for the joined device [19]. If we assume
that a maximum of 240 allowable devices have joined the
network, the ZigBee Coordinator needs about 5 kilobytes
of memory. In addition, ZigBee End Devices may require
more memory to support the ad hoc on-demand distance
vector (AODV) routing feature. Moreover, additional compu-
tational resources are required to access the memory. ZigBee
end devices and the ZigBee coordinator may have various
peripherals, depending on the application. For instance, in
Smart Grids [20], a smart energy device that actively informs
customers via in-home displays (IHD) of when or how energy
is being used, has become necessary [21]. The device, which
has an LCD screen, needs a great deal of screen buffer
memory and computational resources to print text or to draw
a picture on the screen.

To solve the resource constraint issues, a general solution
is redesigning the hardware device. Though the software can
be optimized, this cannot be a complete solution. Figure 1
shows an example of using external memory through a
general-purpose interface, like SPI or I2C. The memory
addition is simple, but it may require an API for interfacing
external memory if the microprocessor or the single-chip
does not provide a dedicated external memory interface.
These APIs also use a substantial amount of resources.
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In the same manner, we can use an additional processor
or dedicated peripheral controller if more computational
resources are required. However, this causes the device size
to increase, and the total system cost becomes high.

4. ZigBee-Layered Architecture

ZigBee technology consists of application, network, medium
access control (MAC), and physical layer. The MAC/PHY
layer of ZigBee is specified in IEEE 802.15.4. ZigBee stan-
dardizes network and application layer. In other words, the
specification scope of ZigBee alliance is the rest upper layer
of IEEE 802.15.4 PHY/MAC. Figure 2 illustrates the ZigBee-
layered architecture.

As shown in Figure 2, the application layer consists of an
application support layer (APS), an application framework
(APF), and a ZigBee device object (ZDO). The ZigBee
alliance standardizes APS and ZDO. APF is handed over to a
vendor. The network layer provides functionalities that enable
an end device to communicate with other end devices. It also
manages network security and routing.

4.1. Data Service. A network layer data entity (NLDE) sends
and receives a data frame or controls a network header
and communicates with APS using an NLDE service access
point (NLDE-SAP). It also communicates with the MAC
layer using a MAC common part sub-layer (MCPS-SAP) data
interface.

4.2. Management Service. For the purpose of management,
a network layer management entity (NLME) communicates

TABLE 1: Header information block.

Layer Header information

MAC Length (1), MAC header (9), MAC CRC (2)
NETWORK NWK Header (8), NWK security (14), NWK MIC (4)
APS APS header (5~8), APS security (5), APS MIC (4)

with MAC using MLME-SAP. An application communicates
with the network layer using ZDO.

4.3. Service Access Point (SAP). The data between two layers
is transferred by SAP. Each SAP transfers an appropriate
data structure, which is specified with an entity in the PAN
information base (PIB).

4.4. Application Support Layer (APS). The maximum payload
length in 802.15.4 is 128 bytes, including a length byte. Each
layer uses an information header block, as shown in Table 1.
As a result, the maximum payload length in the APS layer is
73 bytes. Moreover, it may be shortened further if the packet
includes a routing header.

The ZigBee APS packet includes an application profile ID
that describes the format of the message, a cluster ID for this
message, a source endpoint, a destination endpoint, a bitmask
of options, a group ID for this message if it is multicast mode,
and a sequence number.

5. Efficient Resource Management

In a client-server system, a clients application may not
be executed due to insufficient resources, even though the
system has one or more resource-rich servers. The idea of
efficient resource management is based on the imbalance of
resources. The resource management protocol provides a way
of using server-side resources.

Figure 3 illustrates the connection between the resource
management client (RMC) and the resource management
server (RMS). The resource management client requests a
needed resource to execute a function for an application. The
resource management server allocates a requested resource,
performs a requested operation, and provides the outcome of
the request to the resource management client. The ZigBee
coordinator also acts as a resource management gateway
(RMG) that relays packets between the resource management
client and the resource management server. Each resource
management client can request a resource from the resource
management server through the resource management gate-
way. The resource management protocol adaptation (RMPA)
layer abstracts the APS and ZigBee-based wireless sensor
network interface.

5.1. RMP Packet. The format of packets that are transmitted
from the resource management protocol is shown in Figure 4.
The source address, SRC, is a short address of the server
or the device that generates the RMP packet. The packet
body includes an RMP command and an optional data
field, as shown in Figure 4. The basic RMP command set
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TABLE 2: Packet types for solving issue on the large-scale ZigBee
network.

Field Description
STORE  Store data into the specified location of the RM server
LOAD  Load data from the specified location of the RM server
REMOVE Remove data from the specified location of the

RM server
FIND Find a location of which is matched with specified

condition from the RM server and load data

is shown in Table 2. It is also used for the experiment in this
paper. The RMP command set can be modified or extended
to conform to the requirements of other applications.

5.2. ZigBee APS Packet. The RMP packet is divided into the
RMP packet segments shown in Figure 4. The APS header
consists of the profile ID, the cluster ID, the source endpoint,
and the destination endpoint. The transaction ID, TID, is a
transient value that is specified by the initiator of the current
RMP transaction when the original RMP packet is generated.
The RMP packet segments that are generated by the RMP
packet have the same TID. The destination address, DES, is
a short address of the device that is the destination of the
RMP segment. The sequence control, SC, has the number of
the current segment and the number of the total segments.

5.3. Packet Concatenation. The maximum payload of a Zig-
Bee bearer is 76 bytes, excluding the overhead of 12 bytes
in the MAC layer, 26 bytes in network layer, and 13 bytes
in APS layer, as shown in Table 1. Packet concatenation is
needed at the destination, because a packet that exceeds
the maximum payload size of 76 bytes in the resource
management protocol is fragmented into several segments,
which are sent to the destination. An RMP packet can be
assembled by concatenating one or more raw data from the
RMP packet segments that arrive at the destination. The
RMP packet segments that have the same transaction ID are
concatenated by the order of the sequence number.

5.4. RMP Packet Relay. The ZigBee coordinator between the
resource management client and the resource management
server functions not only as a resource management client but
also as a resource management gateway, as shown in Figure 3.
If the destination address of an APS packet that comes from
the resource management server is different from the short
address of the ZigBee Coordinator, the ZigBee Coordinator
forwards an APS packet to the corresponding ZigBee end
device without packet concatenation.

If the destination address of an APS packet that comes
from the resource management client is undefined or iden-
tical to the short address of the resource management
server, the ZigBee Coordinator forwards an APS packet to
the resource management server. The ZigBee Coordinator
receives an APS packet that includes the RMP payload and
sends the APS packet to its destination address, as shown in
Figure 4.

5.5. RMP Adaptation Layer. The RMP packet that comes
from the resource management client or the resource
management server forwards appropriate communications,
which can be wireless (IEEE 802.15.4 RF) or wired (Ethernet,
RS-232C) depending on the packet direction after regenera-
tion of the packet header. In wireless communication, packet
fragmentation can be applied to a packet that exceeds the
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maximum payload. The RMP adaptation layer concatenates
the packet segments to the entire RMP packet prior to
forwarding into the RMP layer. When transmission error
occurs in the transaction, concatenation will fail and discard
the packet segments if the packet segments arrive out of order.
If the destination address of the RMP packet segment that
arrived in the ZigBee Coordinator differs from the address of
the ZigBee Coordinator, then the ZigBee Coordinator relays
the RMP packet segment to the destination through the APS.

5.6. Packet Acknowledgment. Whenever the RMP packet is
transmitted successfully, the resource management client
or the resource management server has to reply with
an acknowledgement within 2 seconds. If the retransmit
time expires, then the sender starts the retransmit timeout

procedures and retransmits the RMP packet using the same
transaction ID.

5.7. RMP Types. Various packet types can be defined for dif-
ferent kinds of applications. Packet types can define various
operations between the resource management server and the
client, including memory allocation, memory access, data
encoding, data decoding, and arithmetic operation. The RMP
command and data shown in Figure 4 should be defined
appropriately for an application.

6. Implementation & Experiments

We show actual implementations and experiments to validate
the feasibility and effectiveness of the resource management
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protocol. Some packet types mainly used in wireless sensor
networks with resource constraints are defined in Table 2.

6.1. The Resource Management Protocol on the Large-Scale
ZigBee Network. In Figure 5, the ZigBee Coordinator acting
as a resource management client typically connects with the
resource management server via ethernet or an RS-232C
cable. This means we can ignore the data transmission latency
between the resource management client and the resource
management server.

Figure 6 shows the sequence flow of the resource manage-
ment protocol in a large-scale ZigBee network. The resource
management client with insufficient memory sends an RMP
packet with the packet type “STORE” and an index that
represents the memory address in the server. The resource
management server stores RMP data into its own memory
with the specified index. When a resource management client
needs to use the data, it sends a request packet with the packet
type “LOAD” and the index. The resource management
server then replies with the data associated with the index
from its own memory. A packet with the packet type “FIND”

enables the resource management client to look up the
memory without using its own computational resources.

Now, we consider a building with 10,000 lights, each of
which is connected and controlled by a ZigBee End Device
in the ZigBee mesh network. They are controlled by the
gateway, which is connected to the ZigBee Coordinator using
RS-232C. During the peak time, an average of 1,000 control
commands occur. The response time of the service T is 50 ms,
which was obtained through experimentation. Referring to
Little’s Law,

1,000

p = AT, =0.05 * = 0.83 = 83%, 1)
where p is the server utilization and A is the service requests
per second

T
T,=—
l-p
where T, is the response time for a service.
Because this shows that the server utilization p is less
than 1 (100%) and the response time of 290 ms is acceptable

= 0.29 sec, (2)
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for a light control service, the assumption is reasonable and
practical.

6.2. Controlling a Dot Matrix with the Resource Management
Protocol. In order to validate the feasibility and the effective-
ness of the resource management protocol for the resource
constraints found in controlling peripheral devices, we set the
ZigBee End Device as an in-home display using a 16 x 16 dot-
matrix which has a 32-byte display buffer. Figure 7 shows an
actual 16 x 16 dot matrix display used in the In-Home Display
implementation. We define the RMP packet types as shown in
Table 3.

A long text message with a maximum of 128 characters
in several lines is then scrolled on the dot-matrix. For

TABLE 3: Packet types for solving issues of controlling a dot matrix
as a peripheral device.

Field Description
Fill the specified region of bitmap data with a certain
FILL
data
BLIT Transfer the bitmap data to the RM client
TEXT Print out a string to the specified location of bitmap
space
SCROLL Scroll the text or image
LINE Draw a line onto the bitmap space of the RM server

this application, the resource management server creates a
16 x 1024 (16 KB) drawing buffer for the 128-character-long



message with an 8 x 16 font. Figure 8 shows the sequence
diagram of the resource management protocol for controlling
adot-matrix. The resource management client sends a request
packet which has the packet type “TEXT” and a message
string to print out onto the dot-matrix. Then, the resource
management server loads font data from its own memory
and draws the message string onto the drawing buffer. The
resource management client sends “LINE” request packets
to the resource management server to draw lines onto the
drawing buffer. Every 100 ms, the screen buffer is scrolled
with the “SCROLL’ request. When the server receives a
“BLIT” request from the resource management client, its
front partial 16 x 16 bitmap is transferred to the resource
management client. The 16 x 16 bitmap is copied to the dot-
matrix to update the display.

6.3. Experiments. For an experiment, we assembled one
ZigBee Coordinator and four ZigBee End Devices to simulate
240 ZigBee End Devices. When each ZigBee End Device
joins the network, a maximum of 60 ZigBee End Devices
are assumed to join. Consequently, the ZigBee Coordinator
stores the information 60 times with different indices. The
lights are then randomly toggled by the gateway using a
poisson distribution with a parameter of 100 controls per
minute. We build two kinds of ZigBee End Device firmware.
One uses the resource management protocol, but the other
does not. They are written to the ZigBee End Devices evenly.
The allocated SRAM size and the MPU usage, which are asso-
ciated with controlling a dot-matrix and light, are measured
from the kernel process scheduler of each ZigBee End Device.
The varying numbers of the ZigBee End Devices are also
measured from the ZigBee Coordinator. The needed flash
memory size is evaluated with the firmware size. Figure 9
shows the result of the experiment.

As shown in Figure 9(a), by using the resource man-
agement protocol, the required memory size and MPU
usage of the ZigBee End Devices that work as ZigBee Node
modules (ZNMs) are largely reduced. Figures 9(b) and 9(c)
show the effectiveness of the RMP for reducing the needed
memory and MPU usage in the ZigBee Coordinator Module
(ZCM). In Figure 9(d), when using the resource management
protocol, the network traffic increases proportionally to the
memory size that ZNMs need, because the ZCM converts the
needed memory into RMP packets.

7. Conclusion

We have proposed a solution that enables efficient resource
management of wireless sensor nodes using a resource
management protocol. We have shown that it is feasible
and effective for overcoming the resource constraints found
in ZigBee applications through our implementations and
experiments. The resource constraint issues were solved using
the resource management protocol, without increasing the
total system cost.
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Depending upon the technological developments, the same fast evolution has occurred in the structures of sensor networks, their
composing devices which are sensor nodes, and their application areas. Those tiny, energy-constrained, mostly non-real-time
data transmitting sensor nodes have evolved to more energy-containing, camera-adapted, real-time multimedia-data-transmitting
devices. Developments in the usage areas and the capabilities have revealed some other problems such as time limited data
transmission. In this paper, we propose a multichannel cross-layer architecture for Quality of Service (QoS) constrained multimedia
sensor networks. The proposed architecture considers both the time and energy efficiency concepts. Energy efficiency is succeeded
by ensuring the fair load distribution among the nodes during a real-time multimedia packet stream transmission. Besides ensuring
the fair load distribution, on-time packet transmission is also assured by constructing the paths with a hard reservation technique
depending on the predetermined QoS constraints. Simulations show that the proposed architecture provides higher performance

than the Greedy approach and the LEERA scheme.

1. Introduction

Technological advances have provided great facilities and
opportunities for human life. Many tasks have been carried
out by computerized systems recently. Those computer-based
tasks include surveillance control, fire preventing, health
monitoring, and agricultural watering systems. There have
been many developments that took place on issues such as
hardware technology, signal processing, and communication
protocols. Hence, it has become cumbersome to carry out
those jobs by human beings.

Wireless Sensor Networks (WSNs) are one of those
computerized systems that have started to take mission of
man-power in the tasks, which are especially dangerous,
time consuming, and expensive to perform manually. WSNs
consist of a data collection mechanism called sink, the sensor
nodes composing the backbone, and the communication
protocols that define the way of data exchange between the

devices. Sensor nodes are so small and low cost devices, such
that to employ hundreds or thousands of them in a task is not
costly. Those devices embody mainly three units: a sensing
mechanism for gathering data from physical environment, a
processor, and a battery unit with a radio subunit for data
communication [1]. In addition to low cost, those networks
also have the ability of selforganizing, which makes them the
samples of ad hoc networks [2, 3].

In order to use thousands or millions of these sensor
nodes, they must be very small to be produced with minimal
costs. However, their small sizes cause some disadvantages,
such as limited energy resources and coverage areas. There-
fore, the energy limitation for WSNs must be considered
while designing their protocols [4].

Recently, as a result of rapid technological evolutions,
it is possible to equip the sensor nodes with tiny cameras
and microphones to gather multimedia data from the envi-
ronment. This new network type is called the Multimedia



Wireless Sensor Network (MWSN) [5, 6]. After these new
technologies, new problems and requirements emerge, such
as on time transmission, low loss rate, and small jitter.
Obviously, like all other communication technologies, a
constant QoS value must be supplied by the network and
its communication protocols during the transmission of
multimedia data. Most of the traditional WSNs gather and
transmit the physical data, which is delay tolerant and does
not require a specific service quality [6].

In this paper, we propose a multichannel, cross-layer
structure, in which packet forwarding is made according to
the residual energy levels and geographical coordinates of the
nodes. These nodes are positioned along the paths, which
ensure the QoS parameters defined at the beginning of the
data transmission. In order to provide load distribution, next
hop selection is done by considering the residual energy
levels of the nodes in the coverage area. Besides, to increase
channel utilization, overall channel frequency is divided into
n data channels and a control channel, which is only used
for request message and non-real-time data transmission.
Multiple paths with different QoS constraints can be con-
structed by using multiple channels. Hence, different node
sets can be employed in lifetime maximization. Additionally,
higher channel utilization is succeeded by using multiple
channels. Before the start of real-time data transmission,
hard bandwdith reservation is employed as done in the ATM
networks. Thereby, the required QoS is assured.

The rest of this paper is organized as follows. Section 2
gives brief information about the structure, features, and
requirements of MWSNS. In Section 3, related studies about
MWSNSs are discussed. Section 4 defines the architecture we
construct. Section 5 gives the simulation results, and finally
Section 6 concludes the paper.

2. Multimedia Wireless Sensor Networks

MWSNs differ from traditional WSNs by their hardware and
the data they transmit to the data collection center. Con-
ventional sensor networks gather scalar physical data such
as temperature, humidity, and pressure from environment
and transmit this delay-tolerant data to the data collection
center according to the protocols specific for WSNs [6]. Those
protocols mainly consider energy conservation, thereby giv-
ing lifetime maximization. Many solutions at different levels
of the communication protocol stack have been proposed.
One of them is the duty-cycling method, on which several
researches focus and develop additional features. In this
method, nodes are arranged on a schedule, periodically sleep,
and then wake up to employ in the data communication.
Another method contributing to the lifetime maximization
occurs in the next hop selection at the routing layer. Here, the
purpose is to find an exact path towards the sink, which will
contribute to the network lifetime maximization. Actually,
the computation of the best load balance is important while
finding a path towards the sink. This means that if all packets
are sent along a specific path or several nodes located in the
same region send their data along the same path, the nodes
of this path lose their energies quickly. So, the transmission
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of the packets along different possible paths maintains the
network lifetime [7, 8].

As described before, researches about WSNs mostly focus
on energy conservation challenge. However, MWSNs have
more challenges to be dealt with. Those challenges stem from
the characteristics of data they gather from the environment.
WSNs can measure one-dimensional scalar data. However,
MWSNs can process two-dimensional data, which is called
image. This increase in the dimension induces some other
challenges to be considered. Firstly, all data gathered by
cameras should be selected to reduce the amount of trans-
mitted data. Different intelligent image processing algorithms
have to be applied depending upon the application type [9].
The more complicated image processing there is, the more
energy consumption occurs. Another challenge is that large
amount of data requires a larger bandwidth. Consequently,
multimedia data requires real-time and reliable transmission.
Therefore, MWSNSs require a specific QoS value, which is
not a crucial issue for WSNs. Lastly, in order to prevent a
collision caused by continuously sending of the packets inside
the network, the obtained data must be stored inside the
nodes for a while. But this situation causes another challenge
because the sensor nodes are small sized devices and contain
limited storage areas [10].

Challenges described eariler are general issues that
researchers work on. Communication scientists generally
deal with the delay and reliability aspects that define the
QoS requirements of the application. As far as we know,
researches about MWSNs mainly focus on satisfying those
QoS parameters. However, in this paper, we propose a cross-
layer approach, in which both the QoS and the energy issues
are considered together.

3. Related Work

As described in the previous section, not all of the methods
or protocols, which have been applied in traditional WSNs,
are suitable in MWSN applications. Though it is a new area,
several studies have been done to satisfy the requirements of
MWSNSs. In this section, we mention the studies dealing with
the QoS aspect of MWSNEs.

Magri et al. [11] investigated the delay and energy con-
sumption aspects of the duty-cycling approach for MWSNS.
They analyzed the power consumptions of different tasks
that comprise the whole cycle. Besides, different duty-cycling
configurations were tested and the energy consumption of
each configuration was presented. By defining the energy
consumption model for each individual task, it can be
identified with the complete cycle too. Thereby, the authors
tried to make estimation about the lifetime of an MWSN.

Isik et al. proposed two distinct routing methods. Those
methods were contributed to prevent load balancing and thus
a possible congestion. Reducing the congestion probability
causes a reliable data transmission. The first method they
proposed is the Load Balanced Reliable Forwarding (LBREF).
LBRF considers the occupancy rate of the buffers of all
neighbor nodes. The node with the smallest buffer occupancy
rate is chosen as the next hop. The drawback of this method
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is that if all of the neighbors’ buffers have the same buffer
occupancy ratei, next hop that is closest to the sink is
chosen among the candidate ones. This idea does not include
anything about residual energy levels of the candidate nodes.
The second idea they presented is Directional Load Balanced
Spreading (DLBS). DLBS is a combination of the LBRF and
Directional Geographical Routing (DGR) methods [12]. In
DGR method, a video stream is divided into multiple streams
and transmitted over multiple disjoint paths towards the sink.
However, while constructing the paths, none of the QoS
parameters are considered. Traditionally, the authors con-
sidered the delay parameter while making their simulations.
However, in this method, number of hops of the paths is
just estimated according to an angle towards the sink. This
idea may not always give the convenient result. Besides, the
intelligence of the sensor nodes during the determination of
the number of substreams was mentioned, but the details
were left out. Here, when the estimated number of hops of
a path is not correct and the packet arrives to the sink with
an unreasonable delay, other packets of the same flow sent
over this path will be able to be directed to other paths. DBLS
employs the spatial disjoint multipath construction of the
DGR method. Besides, load balance is provided by LBRF
while transmitting the packets over those disjoint paths.
However, end-to-end delay, which is vital for multimedia
data communication, was not carefully considered in these
studies.

Yaghmaee and Adjeroh [13], proposed a differentiated
service model. With this model, packets are classified into two
main groups, real-time and non-real-time. Non-real-time
packets are also classified into multiple sub groups depending
on the resource requirements of the packets. According to
this service model, packets belonging to different service
classes are stored in different queues. For the packets in real-
time queue priority queuing and for the non-real-time packet
queues weighted round robin methods are employed. This
study only presented a model that is employed inside the
node however, much more care should be taken for the events
occur outside the node such as data communication.

Gonzdlez-Valenzuela et al. [14] presented a multichannel
scheme for wireless sensor networks which is not a new idea.
On the contrary, it has been applied in other types of ad hoc
networks for a long time. They did not consider anything
about QoS. In their method, two disjoint paths with different
frequency conditions are constructed in order to prevent
collisions which is a popular, already applied idea. Besides,
lots of the recent studies have been done about how to assign
those multiple frequencies more efficiently to the nodes on
those multiple paths.

MMSPEED [15] was basely constructed on the idea of
SPEED [16]. Satisfying the QoS is tried to be achieved in
two domains: reliability and delay. Routing decisions are
given locally by employing geographical routing method.
Besides, depending on the QoS requirements of different
packets, different paths are tried to be constructed. At the
end, only a single path is found in SPEED protocol. However,
in MMSPEED, multiple SPEED layers are virtually built and
each of them is used for the packets with different QoS
requirements. The delay parameter defined at the source node

is revised dynamically at the intermediate nodes in order
to satisfy the average original value predefined at source. In
order to achieve a reliable packet delivery, multiple paths are
used for the same packet delivery. The number of these paths
changes according to the packet loss rate. When the loss rate
and reliability demand increases, the number of paths that a
packet is multicasted also increases. However, as the authors
mentioned before, the drawback of this method is that it is an
application specific scheme convenient for networks, which
have lifetime of hours or at most a day, in that the scheme
does not consider anything about energy consumption. The
only challenge considered here is providing a certain QoS.

Mao et al. presented MRTP [17] that facilitates multiflow
real-time data communication with the help of its companion
protocol MRTCP. MRTP employs at the application layer. It
mainly deals with supporting the applications to partition
data into flows and to transmit these subdata over the paths
associated with the subflows. MRTCP helps its companion by
accomplishing tasks such as QoS feedback, session, and flow
control. MRTP utilizes the paths maintained by its underlying
multipath routing protocol.

Another QoS considering method for sensor networks
was proposed by Gelenbe et al. [18-20]. Their routing method
gives priority levels to the nodes in their coverage area
according to their distances to the sink. High priorities are
assigned to the neighbors located closer to the sink and vice
versa. GPSR [21] is utilized when the packet generation rate
decreases under a threshold value. Otherwise, the packets
are classified and higher level priorities are assigned to
the packets with higher QoS values. Those packets having
higher priorities are forwarded to the next nodes. Remaining
packets, which have low levels, are sent through the low level
nodes randomly or fairly.

Saxena et al. [22] proposed an MAC protocol that consid-
ers both the energy conservation and QoS. Nodes adaptively
adjust their contention window sizes according to the QoS
that the packet transmission requires. Besides, duty-cycle
mechanism of the nodes is also adaptively rearranged due to
the QoS parameters. During delay-tolerated nonreal packet
transmissions, nodes can be put into sleep state for longer
times and thereby can save more energy.

A multipath power efficient transmission method was
proposed by Politis et al. [23], for video transmission over
sensor networks. In that study, two scheduling algorithms
are proposed. First algorithm is the baseline scheduling
algorithm that calculates multiple paths towards the sink that
can fulfill the bandwidth requirements of the transmission.
Due to the possibility of total aggregated bandwidth of
the specified paths not being able to fulfill the QoS, a
packet elimination mechanism, which weeds out some of
the packets depending on their importance levels, is utilized.
The second method, power aware packet scheduling, can
estimate the residual energy levels of the nodes in the network
and adaptively adjusts packet elimination according to the
bandwidth requirements of the transmission and the residual
energy levels of the nodes in the network. Thereby, network
lifetime is tried to be maximized.

AGEM routing protocol [24] was proposed as a developed
version of GPSR protocols to support multimedia data
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and always follow the same path towards the sink. In contrast,
in the AGEM protocol, nodes choose next hop on the path
to the sink according to a policy. The policy comprises four
major criteria:

(i) residual energy levels of the nodes;

(ii) number of nodes being visited before the existing
node;

(iil) distances between neighbor nodes and the existing
node;

(iv) statistics about the packets belonging to the same flow.

The most popular approach utilized by the researchers is
transmitting a video stream over multiple paths. In another
sample of this approach [25], a heuristic method aims to
find those multiple paths, which satisty the QoS required
by the source node towards the sink. According to their
simulation results, possibility of satisfying the required QoS
is reasonably higher than the shortest-path or the shortest-
feasible methods. The second contribution of the study is a
video segmentation and a scheduling algorithm. By utilizing
this algorithm, source node segments the original stream,
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and the packets are sent through the paths defined by the
heuristic mentioned earlier. After that, the sink can combine
the arriving packets at the earliest time.

4. The Proposed Architecture

The architecture we proposed comprises five major compo-
nents, each of which is utilized in order to prolong network
lifetime and satisfy the required QoS. These essential compo-
nents are briefly identified in the following subsections.

4.1. Scheduler. Recent sensor nodes are capable of gathering
different types of information, such as scalar and multimedia
data. Hence, different types of data require different types
of QoS. Each node, whether it is a data generator or
an intermediate one, contains schedulers that classify the
emerging or arriving packets into different queues and pick
them out from the queues according to their priorities. There
are three types of packets processed in the queues. Route
request message packets are employed for constructing paths
and reserving resources before sending real time packets.
They have the highest priority in the system, so as to
construct the path and start the real-time packet transmission
immediately. The second type is the real-time packet emerged
during an unusual event such as surveillance applications.
The priority level of these packets stays in the middle of

the hierarchy. The lowest priority leveled packet is the non-
real-time packet. Non-real-time packets emerge periodically
and contain delay-tolerant data. Therefore, they can suffer
from delays encountered in the queues. The structure of the
scheduler subsystem is given in Figure 1.

As it is depicted in Figure 1, there are three schedulers
employed in the architecture. Scheduler 1 classifies the arriv-
ing packets and places them into the appropriate queues.
During data transmission, real-time packets are transmitted
by the data channels. Non-real-time packets and the route-
request messages are conveyed over the control channel.
Therefore, Scheduler 3 is concerned only with the real-time
packet queues. Packets are pulled from the real-time queues
in a round-robin manner. Scheduler 2 pops only from the
request queue until no request message remains. After that,
it comes the turn for the non-real-time packets.

4.2. Adaptive Subflow Generation. In Multimedia Sensor
Networks, such as utilized for surveillance, a continuous
packet stream emerges after an unusual event occurs. If this
stream is transmitted through a single path, the nodes on
this path deplete the energy. However, in order to provide
the load balance, if the required QoS is supplied, then the
original stream is segmented into a number of flows. This
flow number is defined according to the number of paths
constructed during the bandwidth reservation. Each packet
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in the queue is labeled with a flow number in the round-robin
manner and sent over the path reserved for the related flow.

If there are three paths that satisfy the required QoS, as
in Figure 2, then the multimedia data flow is segmented into
three subflows as shown in Figure 3.

4.3. Multichannel Structure. Single channel structures do not
provide the same fair channel utilization among the nodes
as do the multiple channel architectures. Since the wireless
medium is a broadcast environment, during a packet trans-
mission between a node pair, all the other nodes deployed
inside the coverage area of this pair cannot send/receive
any packet which is called CSMA/CA. Contention-based
protocols like CSMA/CA are not convenient for multimedia
applications carried on static networks. Since the packets of
the stream should arrive to the destination in a definite time,
a standard resource usage opportunity should be provided
for these real-time packets. That is to say, the ability of
using the common resources in parallel increases the network
throughput and reduces the delay [26-29]. In the scheme we
proposed, total bandwidth is divided into N nonoverlapping
channels. One of the channels is dedicated to carrying control
messages and the non-real-time data. Remaining N — 1
channels are utilized for real-time data transmission. Hence,
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each channel is assigned a bandwidth of W/N as represented
clearly in Figure 4. Besides, all nodes are assumed to be
equipped with N half-duplex transceivers, each assigned to
a single channel statically.

4.4. Resource Reservation and Route Discovery. Some of the
multichannel MAC protocols, especially the earlier ones,
do not concern with the QoS and look through the data
transmission as a single task. Thus, they make channel
allocation and handshaking per packet. However, for data
streams such as multimedia, instead of channel allocation and
deallocation per packet, reservation of the channels until the
end of the stream would be more efficient. Thus, the nodes
suffer less overhead caused by the handshaking mechanism
which occurs at the beginning of each transmission [30].

After the segmentation of the stream into flows, a route
request message is created for each flow and put into the
request queue. Hence, the number of request messages
depends on the number of the flows created. After that, each
request is pulled and sent over the control channel to the next
hop defined by the routing algorithm.

In the scheme we proposed, resource reservation is made
during the path construction. Paths towards the sink are
discovered by using an ad hoc on-demand distance vector
(AODV) [31] based route discovery algorithm. In contrast
to AODV method, requests are not sent to all neighbors
as flooding. Next hops are defined according to our load-
balanced routing algorithm. Number of hops traveled is
considered as the QoS parameter. Resource reservation is
made per flow. In other words, once a path-channel pair is
defined and the resources are reserved for a flow, each packet
belonging to that flow follows the same path along the defined
channel. The node getting the request looks at the number-
of-hops-traveled field and checks whether the constraint is
exceeded or not. If the requested value is exceeded, then a
NackForRouteRequest message is sent back to the previous
hop. This NackForRouteRequest message follows back the
path up to the source node, and all the nodes on the path
release their resources reserved for that request. Conversely, if
the QoS parameter is not exceeded, the value in the number-
of- hops-traveled field is increased, and the related resources
are reserved. Then, the request message is forwarded to the
next hop defined by the routing algorithm.

4.5. Load Balanced Routing with a Certain QoS. As men-
tioned in the previous section, path discovery is made by
an AODV algorithm. However, the major difference is that
request message is not sent to all of the neighbors. The
receiver of the request message is identified according to a
developed version of the load balanced routing algorithm
(LEERA-MS) we proposed before [1]. We have proposed
LEERA-MS for traditional sensor networks, which concern
with non-real-time scalar data. Since the data being trans-
mitted is best-effort, the major idea while sending a packet
becomes to provide load balance. Hence, the first criteria
while choosing the next hop is the residual energy level of the
neighbors. If all of them include the same amount of energy,
their distance to the corresponding sink of the sending node
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is considered. For the first packet, the shortest path is chosen
as the next hop, which starts with N, in Figure 5. For the
following packets, the furthest one to the corresponding sink
of the sending node is chosen as the next hop. By this way, the
paths located at the edges of the network are employed. When
the data transmissions occur, paths located in the center of
the topology are used for transmission. Thus, both a possible
occurrence of a collision and congestion in the network are
prevented, and packet transmission load is distributed over
as many nodes as possible.
As clearly seen in Figure 5, paths

N,-N,5-N, for P,
N,-Ny;-Ny3-Ny, for Py,
N,-Ny-Nj,-Ny, for P,

N,4-N;s-Ng for Py,

N;-Nj for P; are used subsequently.

In the developed version (QS_LEERA-MS), paths are
defined depending on the type of packet being sent. Non-real-
time packets are sent according to LEERA-MS method. For
real-time transmissions, as we described eariler, firstly a path
must be constructed and resources should be reserved. In
contrast to LEERA-MS, paths that are located in the center of
the topology are chosen first. By the time the QoS constraints
are fulfilled, the paths at the edges are constructed. The idea
in LEERA-MS is out-to-in, and in contrary, it is in-to-out in
QS-LEERA-MS.

The operational description of QS-LEERA-MS is shown
later.

As seen in Figures 6 and 3, packets emerge from N, with
the QoS parameter as number of hops traveled = 6. Total
bandwidth is divided into 3 non-overlapping channels. The
format of a request message is shown in Figure 7.

SRC_ID denotes the packet generator node. It is con-
sidered in the system that a single node can generate more
than one stream. Thus, for each stream, a distinct EVENT_ID
is assigned. FLOW_ID represents the flow for which the
resources are being reserved. HOP_COUNT identifies the

number of hops traveled up to the current node. The QoS
constraint is defined as the number of nodes traveled and
is denoted by the field NUM_OFHOPS_TRAVELED. The
receiver of the request message is identified by the routing
algorithm, and the identification number of the next hop is
put into the field REQ_NEXT_HOP_ID.

Request messages are sent over the control channel.
According to QS-LEERA-MS, since all candidate next hops
have the same amount of residual energy, the first request
is sent through the shortest path, which begins with node
N;. When Nj gets the request, it firstly checks whether the
value inside the field number-of hops traveled exceeds the
defined value or not. If it does, N replies back to N, with
a NackForRouteRequest message. Otherwise, N5 increases the
value of number of hops traveled by one. If again all neighbors
of N5 have the same amount of residual energy levels, the
request is forwarded to N,,. The operation continues in this
wise until the request arrives to Sink3. Sink3 sends a broadcast
replication message as soon as it gets the request packet. The
structure of this broadcasted report is given in Figure 8.

Obviously, this message announces to all nodes in the net-
work that the path belonging to the substream denoted with
the triple (SRC_ID, EVENT_ID, FLOW_ID) is constructed
successively. Each node employed along the path creates a
record in its routing table that holds the information about
the constructed route. The structure of each record is given
in Figure 9.

As the source node gets the request report, it puts the
first real-time packet (the structure given in Figure 10) on the
way. Since the packet is the first in the substream, the field
SEQ_NO_IN_FLOW equals 1. The real-time packet 1 is sent
to N5 over channel 1. The second path construction attempt
starts with creating another request message. Data channels
are being checked, and the first empty one is chosen as the
candidate data channel. In the scenario presented in Figure 6,
the channel with ID = 2 is chosen. This time, the request
message is sent to N;. The operations for the second request
repeat in the same way as in the message transmission of the
first request. Lastly, the third request is generated and sent to
Nj by reserving channel 3 for the transmission of real-time
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SRC_ID EVENT_ID FLOW_ID

Slots
CH (BW) NEXT_HOP PRV_HOP

FIGURE 9: Route record.

Real time data packet
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MSG

type SRC_ID

FLOW | SEQNOIN-
EVENT.ID | o | U

Data (2K)

FIGURE 10: Real-time data packet.

data packets belonging to flow 3. After all path construction
attempts are performed, all data stream is divided into n
number of flows. Here, n denotes the number of distinct paths
constructed successfully.

In another scenario, as similar to the one illustrated in
Figures 6 and 5, packets are generated at N,. Though there are
5 non-overlapping channels and it is possible to construct a
path beginning with N, and N,, requests sent via those nodes
result in an NACK message sent by nodes N,; and N,,. The
reason for the NACK is that the value of QoS parameter is
exceeded. The predefined QoS parameter value is 6. When
the request messages follow the paths starting with N; and
N, and arrive at the nodes N,; and N,, the value in the field
NUM_OF_HOPS_TRAVELED is already exceeded. Thus, a
NACK message with the format given in Figure 11 is sent back
by the nodes N,; and N, to their former nodes, N,; and Ns.
These NACK messages are backwarded until they arrive to the
originator node N,. Each node on the way getting this NACK
message releases its resources reserved for this attempt.

Figure 12 gives another scenario in which number of
hops traveled (QoS parameter) is more delay tolerated. Thus,
in addition to the paths constructed in the first scenario,
two more routes are utilized in this way. By employing
two additional paths, bandwidth utilization also increases.
Besides, transmission load is distributed over the nodes more
fairly than the previous scenario.

5. Evaluation and Performance Analysis

We evaluated the performance of our proposed method by
comparing it with the methods of Greedy and our earlier
proposal LEERA-MS. As the authors exposed before [32, 33],
due to the fact that much more energy is consumed during
the data communication compared with the data processing,
sensor nodes consume much more energy during data trans-
mission. As far as we know, the authors have only discussed
their contributions by concerning the QoS, such as delay
or reliability. However, the major issue to be considered for
sensor networks is the energy scarcity problem. Therefore,

we did not only concern the QoS in our method. We also
considered the lifetime maximization by implementing a load
distributed routing algorithm. We did the calculations of
energy consumptions during the data communication both
in the sending and receiving stages according to the following
formulas:

ETotal (N) :Esnd (N)+E N)’

rcv (
ETx (l’ d) = ETx-elec (Z) + ETx—amp (l’ d) >

Ep, (,d) = (1% Eqee) + (I e v d’), d<d, @
T (1% Egee) + (1% &y %d), d=d,,

Ercv (N) =1x Eelec'

We prepared our simulations in JAVA. It is assumed that
there are n non-overlapping channels and each node has two
half-duplex radios. The radio with low speed and low power
is statically assigned to the control channel. The other radio,
which is with high speed and power, dynamically switches
to the convenient channel after the approval of the route
request. Besides, the sensor nodes have the ability of sensing
both scalar and multimedia data. The parameters applied in
simulation are represented in Table 1.

5.1. Performance Analysis of Delay and Energy Consumption
versus Data Rate. Figure 13 presents the comparison of our
new model with the Greedy and our earlier method LEERA-
MS in terms of delay and energy consumption. Data rate
affects only the network lifetime. Other parameters, such as
bandwidth utilization rate, end-to-end delay, or load balance,
are not affected by the data rate.

As clarified in Figure 13, the amount of energy wasted
by the most energy spender node in the network is the
smallest in QS-LEERA-MS. That yields the network lifetime
maximization. The network using Greedy approach as the
routing method has the shortest network lifetime, because
of that the path employed for the first packets transmission
is also used for the remaining packets of the same stream.
However, in LEERA-MS and QS-LEERA-MS, packets use
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NACK_FOR_ROUTE_REQ

01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27

MSG SRC_ID
type

FLOW |

EVENT_ID D

NACK_NEXT_HOP_ID

FIGURE 11: NACK for route request.

Sink

DI[D Total frequency band

O Sensor node

|:| Busy frequency band

FIGURE 12: Scenario 2: real-packet transmission, number of non-
overlapping channels = 5, number of hops traveled (QoS parameter)
=7, and number of packets = 5.

different paths in order to arrive to the sink. Network lifetime
comparison is depicted in Figure 14.

As it is mentioned before, increase in the number of non-
overlapping channels contributes to the fair distribution of
the load balance. Besides, bandwidth utilization increases due
to enabling more than one node using the common broadcast
medium at the same time. By utilizing multiple channels, it
becomes possible to divide the original stream into multiple
subflows and transmit these flows over distinct paths by
considering the QoS levels. As illustrated in Figure 15,
with the increase in the number of channels operated, fair
distribution in the load balance is more likely to be provided.

Ju—
e}

—
o)

14 4

The amount of energy dissipated by the
most energy consuming node (J)

3 5 7 9 11
Data rate (packets/s)
—+— QS-LEERA-MS

—=— Greedy
—»— LEERA-MS

FIGURE 13: Comparison of energy consumptions.

Network lifetime
S = N W R U1 NN o

3 5 7 9 11
Data rate (packets/s)

—— QS-LEERA-MS
—=— Greedy
—»— LEERA-MS

FIGURE 14: Comparison of network lifetimes.

This is because much more nodes will share the mission of
conveying the packets towards the sink.

However, employing multiple longer paths towards the
sink causes an increase in the end-to-end delay. Nevertheless,
during the path construction and resource reservation stage,
QoS is already considered. Paths violating the QoS are not
permitted.

Another factor affecting the network lifetime is the
requested QoS. As mentioned previously, as the QoS con-
straint (maximum number of hops that a packet can pass
over towards the sink denoted by number of hops traveled
in Figure 16) gets loose, more alternative paths emerge. Thus,
more nodes take in charge during packet relaying process that
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FIGURE 15: Effect of the number of non-overlapping data channels
on the energy consumption.
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FIGURE 16: Effect of the requested QoS to the network lifetime.

provides load balancing. As shown in Figure 16, loosening in
the QoS constraint prolongs the network lifetime.

Besides, loosening in the service quality also increases
the throughput because that providing by utilizing a certain
number of channels, and multiple paths can be used for
relaying packets to the sink. Therefore, packets do not have
to travel along the same path and wait in the queues of
the nodes located on this path. Consequently, as shown in
Figure 17, utilizing multiple paths by loosening the service
quality causes an enhancement in the throughput.

6. Concluding Remarks

Energy scarcity is the major problem of WSNs. Hence,
traditional methods and protocols used for conventional ad
hoc networks are not convenient for WSNs. These tradi-
tional approaches do not mostly concern with the energy
issue. However, while designing architectures or protocols
to employ in WSNS, energy scarcity problem should also be
considered in addition to concerning the traditional issues
faced with in ad hoc networks.

With the evolution of plain sensor networks into MWSNS,
additional challenges have emerged to be considered. Those
sensing-capability-enhanced nodes have to transmit their
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FIGURE 17: Effect of the requested QoS on the throughput.

TABLE 1: Simulation parameters.

Control CH radio transmission rate 30 kbps
Data CH radio transmission rate 250 kbps
E,e. 50 nj/bit
Ef, 10 pJ/bit/m”
Em, 0.0013 pj/bit/m*
Real-time data rate ~80 Kbits/s
d, (threshold distance value) 30m
Request message size 51 bits
Video frame size 16424 bits
Non-real-time packet size 350 bits
Route report size 27 bits
Nack-for-route-request size 41bits

captured multimedia data to the sink in some reasonable
delays. Thus, while designing a protocol for MWSNs, QoS
should also be considered as well as the energy scarcity issue.

In this paper, we proposed a multichannel cross-layer
architecture with a novel load balanced routing method. The
main feature of our scheme is that multiple path construction
is made possible by employing multichannel structure. A
single multimedia stream including multiple video frames
is segmented into multiple flows according to the number
of paths constructed with respect to not exceeding the QoS
constraint defined in the request messages. The key point
is that while constructing these multiple paths, a packet
must travel maximum number of hops. We utilized this
parameter in our simulations as the QoS criteria. Because,
an increase in the number of hops traveled towards the sink
causes additional service delays at the additional nodes. These
additional service waiting delays cause an increase in the end-
to-end delay. During path construction, if the QoS constraint
is not exceeded, the resources on the path are reserved for that
particular flow.

We compared the performance of our scheme (QS-
LEERA-MS) with the Greedy method and our earlier method
LEERA-MS. As the simulation results clarified, the network
in our method significantly prolonged its lifetime when
compared to the networks applying Greedy or LEERA-MS.
Simulation results also stated that the packets transmitted
over distinct paths prevented possible congestions in a single
channel—single path architecture. Thereby, throughput of
the system, which is a significant factor for real-time data
transmission, is also increased.
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