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Multimedia data mining and knowledge discovery is a fast emerging interdisciplinary applied research area. There is tremendous potential for effective use of multimedia data mining (MDM) through intelligent analysis. Diverse application areas are increasingly relying on multimedia understanding systems. Advances in multimedia understanding are related directly to advances in signal processing, computer vision, machine learning, pattern recognition, multimedia databases, and smart sensors. The main mission of this special issue is to identify state-of-the-art machine learning paradigms that are particularly powerful and effective for modeling and combining temporal and spatial media cues such as audio, visual, and face information and for accomplishing tasks of multimedia data mining and knowledge discovery. These models should be able to bridge the gap between low-level audiovisual features which require signal processing and high-level semantics. A number of papers have been submitted to the special issue in the areas of imaging, artificial intelligence; and pattern recognition and five contributions have been selected covering state-of-the-art algorithms and advanced related topics.

The first contribution by D. Xiang et al. “Evaluation of data quality and drought monitoring capability of FY-3A MERSI data” describes some basic parameters and major technical indicators of the FY-3A, and evaluates data quality and drought monitoring capability of the Medium-Resolution Imager (MERSI) onboard the FY-3A.

The second contribution by A. Belatreche et al. “Computing with biologically inspired neural oscillators: application to color image segmentation” investigates the computing capabilities and potential applications of neural oscillators, a biologically inspired neural model, to gray scale and color image segmentation, an important task in image understanding and object recognition. The major contribution of this paper is the ability to use neural oscillators as a learning scheme for solving real world engineering problems.

The third paper by A. Dargazany et al. entitled “Multi-bands Kernel-based object tracking” explores new methods for object tracking using the mean shift (MS). A bandwidth-handling MS technique is deployed in which the tracker reach the global mode of the density function not requiring a specific staring point. It has been proven via experiments that the Gradual Multibandwidth Mean Shift tracking algorithm can converge faster than the conventional kernel-based object tracking (known as the mean shift).

The fourth contribution by S. Alzu’bi et al. entitled “3D medical volume segmentation using hybrid multi-resolution statistical approaches” studies new 3D volume segmentation using multiresolution statistical approaches based on discrete wavelet transform and hidden Markov models. This system commonly reduced the percentage error achieved using the traditional 2D segmentation techniques by several percent.

Furthermore, a contribution by G. Cabanes et al. entitled “Unsupervised topographic learning for spatiotemporal data mining” proposes a new unsupervised algorithm, suitable for the analysis of noisy spatiotemporal Radio Frequency Identification (RFID) data. The new unsupervised algorithm depicted in this article is an efficient data mining tool for behavioral studies based on RFID technology. It has the ability to discover and compare stable patterns in a RFID signal, and is appropriate for continuous learning.
Finally, we would like to thank all those who helped to make this special issue possible, especially the authors and the reviewers of the articles. Our thanks go to the Hindawi staff and personnel, the journal Manager in bringing about the issue and giving us the opportunity to edit this special issue.
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This paper investigates the computing capabilities and potential applications of neural oscillators, a biologically inspired neural model, to grey scale and colour image segmentation, an important task in image understanding and object recognition. A proposed neural system that exploits the synergy between neural oscillators and Kohonen self-organising maps (SOMs) is presented. It consists of a two-dimensional grid of neural oscillators which are locally connected through excitatory connections and globally connected to a common inhibitor. Each neuron is mapped to a pixel of the input image and existing objects, represented by homogenous areas, are temporally segmented through synchronisation of the activity of neural oscillators that are mapped to pixels of the same object. Self-organising maps form the basis of a colour reduction system whose output is fed to a 2D grid of neural oscillators for temporal correlation-based object segmentation. Both chromatic and local spatial features are used. The system is simulated in Matlab and its demonstration on real world colour images shows promising results and the emergence of a new bioinspired approach for colour image segmentation. The paper concludes with a discussion of the performance of the proposed system and its comparison with traditional image segmentation approaches.

1. Introduction

Image segmentation is a crucial problem in machine vision, as there is no generic method that can be applied to all types of images and the choice of a particular method is rather problem specific. The segmentation process consists of partitioning an image into its homogenous regions whose pixels share similar features. It plays an important role in computer-aided diagnosis schemes, image understanding, and object recognition systems. Although the human brain performs the task of image segmentation efficiently and with apparent ease, it is still a major challenge for computer vision systems and remains an open research field which encompasses a variety of applications such as pattern recognition, medical diagnosis, remote sensing, robotics, content-based information retrieval, and search engines, to name but a few. Over the last few decades of research in machine vision, many techniques have been produced, usually based on pixel classification, edge detection, or region growing [1–3]; yet modelling the segmentation output in a network of neurons remains a challenging task. There is a large body of research work on image segmentation in different application fields and the number of publications is still growing every year. It is beyond the scope of this work to provide a full survey of the various techniques developed to date in different application fields; the reader is referred to the following references for a comprehensive review of the plethora of algorithmic and machine learning techniques used for scene segmentation [4–7]. However, the main focus of this research is on using biologically plausible and biologically inspired techniques which mimic the way the animal and human brain represents and process sensory information.

This paper investigates the computing capabilities and potential applications of biologically plausible neural oscillators to unsupervised colour image segmentation. A recent hypothesis in neuroscience is that segmentation of different objects in a visual scene is based on the temporal correlation of neural activity [8–10]. Accordingly, a population of
neurons which fire in synchrony would signal attributes of the same object. Also, neurons with asynchronous activity would participate in the formation of different objects [11]. The paper presents a neural system based on the synergy between networks of neural oscillators and Kohonen self-organising maps. A network of locally excitatory and globally inhibitory neural oscillators is first applied to grey scale images then extended to colour images. The HSV (Hue, saturation, Value) colour space is used and a Kohonen self-organising map-based colour reduction method is developed. Both chromatic components and local spatial characteristics of image pixels are used. The proposed system is applied to segmentation of real world scenes and segmentation is achieved through synchronisation and desynchronisation of the activity of populations of neurons. The paper highlights the key benefits of the proposed approach and its main differences with existing approaches.

Section 2 presents a brief review of neural oscillators and discusses their biological relevance and the current related research. Section 3 introduces the mathematical models that underlie the dynamics of neural oscillators and presents simulations of both single and coupled neural oscillators and their phase plane analysis. Section 4 discusses the feature binding problem, the synchronisation of neural oscillators’ activity, and its relevance to computer vision. Section 5 presents the application of networks of neural oscillators to segmentation of grey scale images. Section 6 describes the proposed colour image segmentation system. Finally, Sections 7 and 8 discuss the findings of this research and conclude the paper.

2. Biologically Inspired Neural Oscillators

The model of neural oscillators used in this work represents an instance of a general model called “relaxation oscillators” which represents a large class of dynamic systems that emerge from many physical systems (e.g., engineering, mechanical, and biological systems) [12, 13]. The first observation of relaxation oscillators dates back to 1926 when van der Pol [14] studied the characteristics of a triode circuit which show self-sustained oscillations. In his study, Pol realised that the observed oscillations were almost sinusoidal for a certain range of parameters and that abrupt changes were exhibited for a different range of parameters. The name of the model reflects the system time constants, also called relaxation times. A relaxation oscillator is characterised by a slow time scale needed to charge the capacitor and a fast time scale for its quick discharge. The period of oscillation is proportional to the relaxation time needed to charge the capacitor, hence the name of the model.

Relaxation oscillators can be observed in a variety of biological phenomena such as heartbeat and neural activity. Some scientists, such as the physiologist Hill [15], went even further by stating that all physiological periodic phenomena are governed by this type of oscillations, that is, relaxation oscillations. However, despite the existence of such models in a number of domains, the real motivation of exploring them in this work comes from their relevance to neurobiology; hence the focus of this study is oriented towards models that represent neural activity in the brain and the investigation of emerging behaviours from networks of such neural models (oscillators) and their potential application in solving real world engineering problems.

It has been recognised that relaxation oscillators are similar to their biological counterparts and were therefore used to model biological phenomena. They were used in 1928 by van der Pol and van der Mark to describe the heartbeat and to present an electrical model of the heart [16]. Using a system of differential equations based on four dynamic variables, Hodgkin and Huxley have mathematically described the dynamics of the neuron membrane potential, ionic exchange, and electric transmission of impulses along nerves [17]. Their famous system for which they obtained the Noble prize in “Physiology or Medicine” in 1963 (nobelprize.org) was later reduced to a system of two dynamic variables called Fitzhugh-Nagumo model [18, 19] which represents a relaxation oscillator. A relaxation oscillator description of the burst-generating mechanism in the cardiac ganglion cells of the lobster was later developed by Mayeri [20]. Oscillations in cortical neurons were also modelled by Wilson-Cowan polynomial equations which model interactions between excitatory and inhibitory neurons [21–24]. Their model consists of a two-variable system of differential equations with a number of parameters which offer a variety of dynamics when carefully adjusted [25]. Another model was presented by Morris and Lecar and consists of a two-variable relaxation oscillator which describe the voltage oscillation in the giant muscle fibre [26].

Since coherent oscillations were discovered in the visual cortex and other areas of the brain [27–29] and due to the neurobiological relevance of relaxation oscillators, they have attracted more research work where they have been studied as mathematical models representing the behaviour of neurons [30–36]. These research findings concluded that the observed oscillations are stimulus-dependent as they are triggered by appropriate sensory stimulus, that synchronisation of these oscillations emerges when the sensory stimuli appear to belong to a coherent object, and that no such synchrony is observed otherwise, that is, in the case where the stimuli are not connected by similarities or a common object. These findings are consistent with the principles of the theory of temporal correlation [37, 38] which explains how the perception of a coherent object is brought about by the brain through temporal correlation of the firing activity of various neurons which detect the features of the perceived object. This is also related to the binding problem which is explained later in Section 4.

Synchronisation of neural activity was observed in different areas of the brain [39, 40]. It has been observed in mammals, amphibians, and insects [29, 41, 42]. It has been measured in the monkey motor cortex [43] and across different hemispheres of the brain in the visual cortices of cats [44]. One of the main concerns of this research work is to understand how synchrony is brought about in locally interacting groups of neural oscillators and how the emerging-synchronised activity of populations of neural oscillators can be applied to image perception,
particularly the important problem of image segmentation which is a crucial task in image understanding and object recognition. This motivation is driven by the fact that the exhibition of synchronised neural activity in a wide range of brain areas and by a diversity of organisms indicates that neural synchronisation could be fundamental to information processing.

3. Modelling Dynamics of Neural Oscillators

3.1. Dynamics of Single Neural Oscillators. The neural oscillator model used in this work is similar to the relaxation oscillator defined by Terman and Wang [36] which is based on the neural oscillator model developed by Morris and Lecar [26]. However the chosen model is considerably simpler and has been shown to achieve synchrony more rapidly than other neural oscillators models [45]. According to this model, a neural oscillator consists of a feedback loop between two units, one excitatory (called $x_i$) and the other is inhibitory (called $y_i$) as illustrated in Figure 1.

The dynamics of the temporal activity of the coupled units ($x_i$ and $y_i$) are governed by the following system of first-order differential equations:

$$\dot{x}_i = 3x_i - x_i^3 + 2 - y_i + \rho + I_i + S_i,$$

$$\dot{y}_i = \varepsilon \left[ \lambda \left( 1 + \tanh \left( \frac{x_i}{\beta} \right) \right) - y_i \right],$$

where $I_i$ represents an external input (e.g., pixel features) and $S_i$ defines the total coupling from other neurons (in the case of a single oscillator, the coupling term does not exist, i.e., $S_i = 0$). The parameter $\rho$ represents the amplitude of a Gaussian noise added to the total oscillator input in order to test its robustness to noise, and also to contribute to the desynchronisation process when a neural oscillator is coupled with other neurons. The parameter $\varepsilon$ is a small positive number whose value affects the time scales (which characterise relaxation oscillators) of the activities of units $x$ and $y$. The parameter $\beta$ controls the steepness of the $x$-nullcline which will be explained below when the dynamics of the neural oscillator are analysed in the phase plane. The parameter $\lambda$ controls the amount of the time spent on either phase (a larger value leads to a shorter time spent on the active phase). In order to better understand the dynamics of a neural oscillator defined by the system in (1), the phase plane analysis approach is used where the oscillator nullclines, limit cycles, and motion directions are examined. Phase plane analysis is a graphical method which helps understand the behaviour of a dynamic system over time. The nullclines and limit cycle of the oscillator $i$ defined in (1) are examined first. These figures were generated using Matlab implementation of the dynamics described above. The 4th-order Runge-Kutta method was used to numerically solve the system of first-order differential equations in (1).

The $x$-nullcline is represented by the curve along which the derivative of the unit $x_i$ function is nil (i.e., $\dot{x}_i = 0$). It is given by the function $y_i = 3x_i - x_i^3 + 2 + \rho + I_i + S_i$ and results in a cubic curve that is characterised by a left branch denoted by LB (which extends from the local minimum to $-\infty$) and a right branch denoted by RB (which extends from the local maximum to $+\infty$) as illustrated in Figure 2. This cubic curve has two crucial values (related to the dynamics of a neural oscillator) which are defined by the function values (i.e., the $y$-values) at the two local extrema and referred to by left knee (LK) and right knee (RK) (see Figure 2). On the other hand, the $y$-nullcline is determined by the curve along which the derivative of the unit $y_i$ function is nil (i.e., $\dot{y}_i = 0$). It is given by the function $y_i = \lambda [1 + \tanh(x_i/\beta)]$, a hyperbolic tangent function which results in a sigmoidal curve whose steepness is controlled by the parameter $\beta$ such that a big value of $\beta$ makes the sigmoidal curve close to a step function. Based on these nullclines, the dynamics of a neural oscillator depend on the external input. In the presence of a positive input (i.e., the neuron is stimulated), the neuron dynamics converge
to a periodic solution, called limit cycle, and as shown in Figure 3. However, the neurons dynamics converge to stable point (i.e., no oscillation is produced) in the presence of a negative input (i.e., the neuron is unstimulated) as shown in Figures 4 and 5.

3.2. Dynamics of Coupled Neurons. In this section, the behaviour of two coupled neural oscillators is examined with particular focus on the emerging synchronisation and desynchronisation of their temporal activities which depends, amongst other parameters, on the coupling strength linking them together. The same model equations in the previous section are used for each neural oscillator with the addition, this time, of the coupling term (which was discarded in the case of a single oscillator). The connection between two neural oscillators is illustrated in Figure 6 which clearly shows that it is the unit x of the neural oscillator that sends (receives) output (input) to (from) another oscillator and that the role of unit y is only “internal” and consists of sending an inhibiting signal to the unit x of the same oscillator as explained in the previous section. As a result, the unit y has no interaction with other units of other oscillators.

The mathematical equations defining Oscillator i and Oscillator j are given, respectively, by (2) and (3) as follows:

\[
\dot{x}_i = 3x_i - x_i^3 + 2 - y_i + \rho + I_i + S_i(x_j),
\]

\[
\dot{y}_i = \varepsilon \left( \lambda \left( 1 + \tanh \left( \frac{x_i}{P} \right) \right) - y_i \right),
\]

\[
\dot{x}_j = 3x_j - x_j^3 + 2 - y_j + \rho + I_j + S_j(x_i),
\]

\[
\dot{y}_j = \varepsilon \left( \lambda \left( 1 + \tanh \left( \frac{x_j}{P} \right) \right) - y_j \right),
\]

where \( S_i \) represents the coupling term received by Oscillator i from Oscillator j, and \( S_j \) represents the coupling term received by Oscillator j from Oscillator i. The general form of this coupling term (which applies to the case where a neural oscillator is connected to several oscillators) is given by (4):

\[
S_i = \sum_{k \in N_i} W_{ik} H(x_k - \theta_k),
\]

where \( W_{ik} \) are positive synaptic weights (coupling strength) connecting neuron k and i, \( N_i \) represents the neighbourhood of neuron i, \( H \) is a Heaviside function, and \( \theta_k \) is a threshold that is applied to the received input from neighbouring neurons.

From (4), it can be seen that the application of the Heaviside function on the received input allows an oscillator to receive its neighbour input only if the latter is above a certain threshold \( \theta \). Other transform functions can also be used (instead of the Heaviside function) such as a sigmoidal function. Only positive weights are assumed for the coupling term which mimics the excitatory synapses. For the applications which will be discussed in the following sections, neural oscillators will be connected locally in an excitatory way while a global common inhibitor is used to allow competition between groups of neurons.

The x and y-nullclines of both neural oscillators and the convergence of their trajectories to a limit cycle are represented in the phase plane as illustrated in Figure 7. The threshold is represented by a vertical line with a circle on the x-axis. Three nullclines are obtained for this simulation as the same y-nullcline is common to both oscillators; however two different x-nullclines are obtained because the change in the parameter values only affects the equations of unit x while the unit y equations remain identical (this change is caused by the use of different initial parameters and also during the continuous interaction defined by the coupling term). The upper cubic is referred to as the “excited x-nullcline/cubic” because it represents the excited neural oscillator (i.e., the neuron whose coupling term \( S_i \) is above the threshold). Likewise the lower cubic is referred to as the “unexcited cubic” as it represents the neural oscillator without excitation (i.e., with a nil coupling term \( S_i = 0 \)).

Based on the coupling strength, the emerging behaviour is either a synchronisation or a desynchronisation of the neural oscillators’ temporal activities. Increasing the coupling strength leads to an elevation of the x-nullcline (the cubic); on the other hand a decrease in the coupling strength will shift the cubic downwards. The example shown in Figure 8 illustrates the dynamics of strongly coupled oscillators which led to synchronised activities (and to the neural oscillators’ trajectories converging to a limit cycle as shown in Figure 7).

The example shown in Figure 9 illustrates the dynamics of weakly coupled oscillators which led to desynchronised activities.

The interactions between coupled oscillators, which result in either a synchronisation or a desynchronisation of their temporal activities, will form the basis of the following sections which describe the application of networks of neural oscillators to grey scale and colour image segmentation developed in this work. However, before discussing the developed system in Sections 5 and 6, it is important to introduce the problem of feature binding and highlight its relation to the temporal synchronisation in neural oscillators and its relevance to object segmentation and image analysis tasks. The following two sections will briefly address these issues.

4. Relation to Digital Image Segmentation

There are two main competing hypotheses to explain how the brain binds together the distributed features of a perceived object (i.e., the binding problem [46–52]). The first hypothesis suggests that information about a stimulus is conveyed by the average firing rate of a single neuron and that neurons at higher brain areas become more selective [53–56] so that a single neuron may represent each single object (the grandmother-cell representation). Consequently, multiple objects in a visual scene would be represented by the coactivation of multiple units at some level of the nervous system. This hypothesis faces, however, major theoretical and neurobiological criticism which is rather in favour of another hypothesis which postulates that it is the temporal correlation of the firing activities of distributed neurons
that is used for binding the features of an object. This means that an object is coded by a population of many neurons whose firing activity is synchronised. According to this hypothesis, different objects can be encoded by different populations of neurons each of which has different firing times. Evidence of this approach has been established through several neurophysiological experiments (a review of these experiments can be found in [49, 57]).

Based on the second hypothesis and its theoretical and experimental supporting evidence, the work in this paper attempts to understand and exploit the emerging synchronisation in networks of locally connected neural oscillators and apply such self-organising behaviour to colour image segmentation. Although the focus of this work is on visual scenes (images) only, the idea of temporal correlation-based feature binding can be exploited in the processing of other sensory modalities such as speech signals. The image features (pixel attributes) are distributed over a network of neural oscillators where each feature is represented by a single neural oscillator. Therefore, the synchronisation of a group of oscillators encodes the object they represent. On the other hand, the desynchronisation of other neural oscillators indicates that they do not belong to the same object and might rather represent other objects of the scene.

Figure 10 illustrates the idea of temporal scene segmentation where existing objects are segmented and emerge through time as the temporal activity of its corresponding neural oscillators synchronise with each other and desynchronise with other neural oscillators which represent other objects.

We referred to the features of an image as “pixel attributes” instead of pixel values because they depend on the type of the processed image. That is, in a black and white (binary) or grey scale image the pixel values could be directly used as attributes/features, although the use of other features based on the values of neighbouring pixels is also possible and sometimes might be unavoidable (such as in texture images). In a colour image, on the other hand, the situation is different and the colour of a pixel cannot be directly represented by a single oscillator as it is
encoded by a triplet of integer values. Therefore the feature value should be determined by some mechanism before being eventually fed to a neural oscillator. In this work we present the self-organising maps of Kohonen (SOM) as a feature extraction phase where the pixel values (triplets) of the original colour image are mapped to a new reduced space of colours where each pixel is assigned one value instead of a triplet. The creation of a new space and the mapping of original colours are based on the self-organising characteristic of Kohonen maps. The implementation details of this process are presented in Section 6. The following section discusses the application of neural oscillators to image segmentation, starting with the segmentation of grey scale images.

5. Application of Neural Oscillators to Grey Scale Image Segmentation

It is hypothesised in neuroscience that segmentation of different objects in a visual scene is based on the temporal correlation of neural activity. Accordingly, a population of neurons which fire in synchrony, or in a highly correlated way, would signal attributes of the same object. Also, neurons with asynchronous activity would participate in the formation of different objects. Based on these principles and the dynamics of neural oscillators introduced in previous sections, this work uses a network (grid) of neural oscillators that are locally connected through excitatory synapses and globally inhibited by a common inhibitor as defined in [36]. Such a network is first applied to grey scale images where the intensities of pixels are directly assigned to neural oscillators then extended to colour images.

5.1. Network Architecture. The network consists of a grid (a 2D array) of neural oscillators which are locally connected through excitatory synapses represented by positive weights and a global neuron which receives excitation from each neuron and sends inhibition to all neurons in the grid (i.e., negatively connected to all neurons). Each neuron input is assigned a feature of the image pixel as illustrated in Figure 11. The local connections between each two neurons are reciprocal and each neuron is connected with its nearest four neighbouring neurons as shown in Figure 12. While a 4-connectedness is shown in this figure, it is still possible to use alternative forms such as 8-connectedness where each neuron is reciprocally connected to its 8 nearest neighbours. The motivation behind local excitatory connections is that, besides its consistence with lateral synaptic connections in several areas of the brain, it is hoped that such connections will contribute to object segmentation by inducing synchronised activities amongst neurons which belong to the same region.

The building block of the network is based on the model described in (1) and (2) with a slight modification of the external input term and the integration of the global inhibition in the coupling term $S_i$. The resulting equations
are given by
\[
\dot{x}_i = 3x_i - x_i^3 + 2 - y_i + I_iH(p_i - \theta) + S_i + \rho,
\]
\[
\dot{y}_i = \epsilon \left( 1 + \tanh \left( \frac{x_i}{\beta} \right) \right) - y_i.
\]
(5)

The coupling from other neighbouring neurons is represented by \(S_i\) and defined by
\[
S_i = \sum_{k \in N_i} W_{ik}H(x_k - \theta_x) - W_{iz}H(z - \theta_z).
\]
(6)

Similarly to the coupling term defined in Section 3 in relation to coupled oscillators, excitatory connections \((W_{ik})\) are used and they contribute to the propagation of the neuron activity to its neighbours. Also, an oscillator can receive its neighbour input only if the latter is above a certain threshold \(\theta_x\) (set between LK and RC). The calculation of the connection weights of a neural oscillator is based on the value of its input (pixel feature) and those of its neighbours such as oscillators with similar pixel values are assigned strong weights while other oscillators belonging to different regions are given weaker connections. There is a new term added in this case
Figure 8: Synchronisation in a pair of oscillators. When the coupling between two neural oscillators is strong enough, a synchronisation between their temporal activity is obtained. Same parameters of Figure 7 are used with a starting point for oscillator $i$ at $(x_i, y_i) = (-2.3, 1)$ and $(x_j, y_j) = (-2.3, 3)$ for oscillator $j$.

Figure 9: Desynchronisation in a pair of oscillators. A weak coupling ($W_{ij} = W_{ji} = 0.5$) between two neural oscillators is applied. Other parameters of the two neurons remain similar to those used in Figure 8.

Figure 10: A colour image and its temporal segmentation using a network of neural oscillators. Neural oscillators which belong to the same object get their temporal activities synchronised with each other and desynchronised with other neurons from other different objects. This synchronisation and desynchronisation signal the detection of an object.

5.2. Numerical Simulations. In order to illustrate the separation of existing objects within a grey scale image through the synchronisation of neural oscillators belonging to the input image, we introduce a network of neural oscillators which receive input from the image and send output to other oscillators. The activity of the global inhibitor is represented by the dynamic variable $z$ defined as follows:

$$\dot{z} = \phi(\sigma - z),$$

(7)

where $\sigma = 1$ if at least one oscillator is on the active phase, and $\sigma = 0$ otherwise. When an oscillator is triggered, $z \rightarrow 1$, and $\phi$ is a parameter which determines the rate at which the inhibitor reacts to the stimulation from an active oscillator. According to (6), the inhibitor activity is considered only when its value $z$ is above a certain threshold $\theta_z$ (due to the Heaviside function), in which case the term $W_z$ is subtracted from the total excitation from neighbouring neurons. The global inhibitor, which receives excitatory input from all the neurons and sends back inhibitory outputs to all neurons, contributes to the desynchronisation of other oscillators which does not belong to the object being segmented. It cannot affect synchronised oscillators as the sum of the inputs from synchronised neighbours is greater than $W_z$.

In addition, the function $p_i$, called the lateral potential, is introduced in (5) in order to distinguish between small sparse noisy fragments and coherent regions so that oscillations of noisy fragments are removed. Major coherent region contains at least one oscillator (called leader) with large enough lateral excitation ($>\theta_p$) from its neighbours, but such a leader oscillator does not exist in a noisy fragmented region. Therefore the function $p_i$ determines whether or not an oscillator is a leader and also plays a role in “ignoring” the noise in the input image. It is given by (8):

$$\dot{p}_i = \lambda (1 - p_{ij}) H \left[ \sum_{k \in N_i} W_{ik} H(x_k - \theta_x) - \theta_p \right] - \mu p_i,$$

(8)

where $\lambda$ is a constant. If the weighted sum of active neighbours (each of which should obviously exceed $\theta_x$ to make the inner Heaviside evaluate to 1) is above a certain threshold $\theta_p$, then the outer Heaviside is activated (becomes 1) and $p_i$ approaches one; otherwise it relaxes to zero on a time scale determined by a small value $\mu$. Thus, only oscillators which are surrounded by a large number of active oscillators can maintain their $p_i$ high.
same object and desynchronisation of others belonging to different objects, tests on a small synthetic image and a larger real scene are presented below. While a discrete integration is used for the first test, however, for the second test, due to the computation intensive nature of discrete integration of a big number of oscillators, an algorithmic approach which captures the essence of the neural oscillators dynamics is used.

5.2.1. Step-by-Step Equation Integration for Small Scale Images. A network of 10-by-10 neural oscillators, based on the models described above and the behaviour of the grid architecture explained above, was numerically simulated using Matlab. The differential equations were first integrated using the Runge-Kutta 4th order to ensure a better accuracy. However the forward Euler method was also used and the same results were obtained. A 10-by-10 synthetic grey scale image, shown in Figure 13, is fed to a network of 100 neural oscillators. It consists of four separate rectangles, laid upon a black background, each of which has a different size and a different gray scale. Each pixel value is fed as an external input to the corresponding neural oscillator in the grid. The objects are labelled Obj 1, Obj 2, Obj 3, and Obj 4.

Figure 14 shows the temporal activity of all neural oscillators in the grid. Only the first 1800 integration steps are shown; however the oscillations carry on indefinitely unless the input image is withdrawn. Neurons are arranged in a one dimensional array which represents a linear mapping (line by line) of the 2D format of the grid. It clearly shows the synchronisation and desynchronisation of the temporal activities of neural oscillators in the network. While some neurons are active and their temporal activity is synchronised, other neurons are inactive and therefore their temporal activity is desynchronised (with those that are active and synchronised). At a given time, the active and synchronised neurons belong to the same object while those that are inactive belong to other different objects. The 3D graph provides a better illustration of the network activity.
Figure 14: Temporal activity of the neural oscillators in the 10 by 10 grid. The \( z \)-axis represents the value of the \( x \)-unit of the neural oscillator (there are two units in an oscillator as described by the underlying differential equations, unit \( x \) and unit \( y \)). The \( x \)-axis represents the integration steps (only 1800 steps were shown here), and the \( y \)-axis represents the neurons’ index (i.e., from neuron 1 which is associated with the top left corner pixel to neuron 100 which is associated with the bottom right corner pixel).

In order to further emphasise the segmentation of different objects based on the synchronisation and desynchronisation of different neurons in the 2-dimensional networks, the neurons which belong to the same object are grouped together and their temporal activity is displayed on the same axis as shown in Figure 15. The indexes of neurons which belong to the same object are first determined, and then the corresponding waveforms of those neurons are plotted on the same axis one after the other. Each neuron’s waveform is separated from the previous neuron by an offset to avoid overlapping between two consecutive waveforms. Ordering the waveforms according to the objects they belong to highlights better which set of neurons are active at a given time, hence it indicates which object is detected at that time. For example at time \( T_1 \) (see Figure 15) the neurons that belong to object 4 are active while other neurons are inactive. At time \( T_2 \), neurons that belong to object 1 are active and the remaining neurons (which belong to other objects and the background) are inactive. Similarly for time \( T_3 \) and time \( T_4 \), the neurons belonging to object 2 and object 3 are active, respectively.

Using a 2D visualisation of the temporal activity of the neural oscillators of the network at selected points in time, Figure 16 illustrates further the segmented objects at the times shown in Figure 15. Time \( T_1 \) corresponds to object 4 (see Figure 13 for initial object labelling). The neural oscillators associated with the pixel of this object are active and also synchronised. The \( x \)-values of all neural oscillators in the grid are mapped to a grey scale image. The obtained 2D visualisation clearly shows at \( T_1 \) the emergence of object 4, while other neurons representing the remaining objects are inactive (small values) and therefore the corresponding objects fade away. Likewise at time \( T_3 \), it is the neurons belonging to object 1 that are active and synchronised while other neurons are inactive. Similarly, at time \( T_3 \) and \( T_4 \) object 2 and object 3 have been temporally segmented, respectively.

5.2.2. Algorithmic Approach for Large Scale Images. For larger images, the activity of the neuron oscillators is calculated using an algorithmic approach as solving hundreds or thousands of systems of ordinary differential equations (ODE), each of which assigned to an image pixel, is prohibitively costly in terms of computing time and may not be feasible unless their discrete integration is implemented on dedicated hardware platform such as reconfigurable FPGAs (Field Programmable Gate Array) or GPUs (Graphics Processing Unit).

The algorithmic approach is based on the neural oscillators dynamics on the cubic branches and at jumping points (LK, RK) between left and right branches (LB, RB). It produces the essential behaviours of coupled neural oscillators, namely the synchronisation and desynchronisation of their temporal activity as well as the exhibition of two time scales (i.e., the slow and fast motions on the left and right branches, resp.). The use of an algorithmic approach considerably reduces the computation time. Only the \( x \) value of an oscillator \( i \) is used and the algorithm is described in what follows.

Algorithm 1 is demonstrated on a 110-by-90-pixel image, which contains five chess pieces as shown in Figure 17. A network of 110 by 90 oscillators is built, and each neuron is stimulated with its corresponding pixel value. Each neural oscillator is connected to its four nearest neighbours, and the connecting weights are formed based on the image pixel values. Setting the coupling weights according to the expression \( W_k = I_m/(1 + |I_i - I_k|) \) results in oscillators with similar pixel values being assigned large weights while other oscillators belonging to different regions will be assigned weaker connections weights. The addition of the term \( 1 \) in the denominator is used to avoid a division by zero when both oscillators are assigned the same pixel values in which case the coupling term is assigned the maximum weight
value. This will ensure that the leaders will propagate their activity to the oscillators in the same group representing the same object. As the network activity evolves, different objects (chess pieces) emerge one by one as shown in Figure 17. The emergence of each object is achieved through the synchronisation of the activities of neurons belonging to the same object (images (a) to (d)). Image (f) represents the image background.

6. Application of Neural Oscillators to Colour Image Segmentation

A similar network of oscillators is applied to colour images where the HSV (hue, saturation, value) colour space is used and a self-organising map-based colour reduction method is employed. The colour reduction method allows the extension of the applicability of networks of oscillators to colour image segmentation. As each neuron in the grid of oscillators receives a one-dimensional input value, there is a need for a mapping method between RGB triplets of an input colour image and the corresponding feature values where similarity measurements are taken into account colour. To the best of our knowledge, this is the first time such neural models are applied to colour image segmentation. The HSV colour space, a linear transform of the RGB (red, green, blue) space [3], offers the advantage of specifying colours in an extremely intuitive manner as the luminance component is separated from the chrominance (i.e., colour) information [2, 58]. The latter feature makes this colour space more suitable for digital image processing applications as it is easy to select a desired colour (hue component) and to then modify it slightly by adjustment of its saturation and intensity [58]. In addition, the components of the HSV colour space are normalised, which makes it suitable for the

---

**Figure 16:** The value of the x-unit of each oscillator is shown in a 2D array where each element corresponds to one neural oscillator that is associated with a pixel of the image located at the same coordinates. The values of neural oscillators are selected at different points in time ($T_1$, $T_2$, $T_3$, and $T_4$). These times correspond to those shown in Figure 15. The synchronisation of active neurons indicates which object is being segmented.
Algorithm 1

1. **Initialisation**
   - Set $z(0) = 0$ and calculate the connecting weights $W_{ik} = I_{om}/(1 + |I_i - I_k|)$; where $I_{om}$ is the maximum gray scale value, $I_i$ and $I_k$ represent the pixel value corresponding to neuron $i$ and $k$.
   - Find leaders: $p_i = H(\sum_{k \in N_i} W_{ik} - \theta)$ and randomly start all the oscillators on the left branch (i.e., set the value of their units $x$ to a random value in the interval $[LC_x, LK_x]$; the points $LC$ and $LK$ has already been shown in Figure 2).

2. **Selection**
   - Find the closest leader $j$ to left knee ($LK$).
   - Jump the found leader to right branch ($RB$), the other oscillators move towards $LK$.
     
     $$
     x_j(t + 1) = RK; \quad z(t + 1) = 1 \quad \text{[jump up]};
     $$
     $$
     x_k(t + 1) = x_k(t) + (LK - x_j(t)); \quad \text{for } k \neq j
     $$

3. **Jumping**
   
   Iterate until stop
   
   If $x_i(t) = RK$ and $z(t) > z(t - 1)$, \( x_i(t + 1) = x_i(t); \) \{stay on the RB\}
   
   elseif $x_i(t) = RK$ and $z(t) \leq z(t - 1)$, \( x_i(t + 1) = LC; \quad z(t + 1) = z(t) - 1; \) \{jump down\}
   
   if $z(t + 1) = 0$ go to Selection.
   
   else \{calculate input to neuron\}
   
   $$
   S_i(t + 1) = \sum(w_{ik} \cdot H(x_k(t) - LK)) - W_z H(z(t) - \theta);
   $$
   
   If $S_i(t + 1) > 0$
   
   $$
   x_j(t + 1) = RK; \quad z(t + 1) = z(t) + 1 \quad \text{[jump up]};
   $$
   
   else
   
   $$
   x_j(t + 1) = x_j(t); \quad \text{[stay on LB]}
   $$

**Figure 17**: Segmented objects from 110 × 90 image containing five chess pieces. Left: original image. (a) to (e) Segmented objects. (f) The image background.
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H, S or V plane

Extract local spatial features for each pixel

\[ M_{ch}(i, j) = \frac{1}{9} \sum_{k=i-1}^{i+1} \sum_{l=j-1}^{j+1} I_{ch}(k, l) \]

\[ STD_{ch}(i, j) = \frac{1}{M_{(i,j)\in N_{ij}}} \left( \frac{1}{M_{(k,l)\in N_{ij}}} \sum_{(k,l)\in N_{ij}} (I_{ch}(i, j) - M_{ch}(i, j))^2 \right)^{\frac{1}{2}} \]

**Central location measurements**

**Dispersion measurements**

Figure 18: Extraction of local spatial features. The mean and standards deviation are calculated for each pixel in the three chromatic planes. Hence, each pixel in the image results in six different spatial features. These spatial features are calculated over a 3 by 3 window centred at the target pixel.

---

Figure 19: Feature vector for each pixel, using both spatial and chromatic characteristics.
colour reduction method and the system of colour image segmentation developed in this work.

The colour reduction method exploits both the chromatic features of pixels as well as their spatial characteristics such as how the colour of each pixel is related to the colours of its neighbouring pixels. It is the newly obtained reduced space of colours that is eventually used by a network of locally connected neural oscillators to achieve the segmentation of existing objects.

6.1. Colour Reduction Using Kohonen Self-Organising Maps. Given an RGB input image with a certain number of colours (16 M colours with a 24-bit resolution), the final reduced set of colours is automatically selected using a Kohonen self-organising map (SOM) which is an unsupervised neural network devised by Kohonen [59]. It is based on competitive learning and is a topology preserving map [59, 60], a feature that is highly desired for high dimensional data visualisation and reduction.

In this work, the chromatic features (i.e., the HSV components) of each pixel are combined with additional spatial features extracted from neighbouring pixels. The mean and standard deviations are used here; however there is no restriction on the type of spatial features that could be used. The goal is to map the HSV colour space into a one-dimensional space of colour indexes that can be used by the network of oscillators. Once the set of feature vectors of a given image is constructed, a SOM is built and trained according to Kohonen’s competitive learning rule [59]. The main characteristic of this mapping is that it takes into account the chromatic and spatial similarities between neighbouring pixels. Eventually, the input image, with a larger set of colours, is transformed into another image with a limited number of colours while the spatial characteristics are being maintained.

6.2. RGB to HSV Colour Space Transform. The RGB colour space $[0, 255]^3$ is mapped into the HSV colour space $[0, 1]^3$ where the input image is then represented. The RGB to HSV transform is performed using the Matlab function $rgb2hsv$ routine. A new representation is obtained where each image pixel is represented by a triplet $(H, S, V)$ which determines its chromatic features. The system assumes that the input image is in HSV format; however this is not a restriction as it is always possible to map an image from one colour space to another.

6.3. Chromatic and Spatial Feature Extraction. The final feature vector which describes each image pixel consists of its chromatic features combined with its local spatial features calculated for each chromatic plane. The local spatial characteristics chosen in this work are represented by the mean and the standard deviation of the pixel values within a window centred at the pixel being considered. They are calculated as follows.

6.3.1. Central Location Measurements (Mean Values). This spatial feature is based on statistical measurements of the central location of each pixel within the sample points selected from a given window, namely, the mean value which is given by the following formula:

$$M_{ch}(i, j) = \frac{1}{M} \sum_{(k, l) \in N_{ij}} Im_{ch}(i, j),$$  \hspace{1cm} (9)

where ch represent the chromatic plane being considered $ch \in \{h, s, v\}$, $i, j$ are the pixel coordinates for which the spatial feature is being calculated, $N_{ij}$ is the neighbourhood of the pixel $(i, j)$ (i.e., a window centred at the pixel $(i, j)$), and $M$ is the total number of pixels within that window in the input image $Im$ (see illustration in Figure 18).

6.3.2. Dispersion Measurements (Standard Deviation Values). Likewise, the standard deviation is computed for each chromatic component using the following formula:

$$STD_{ch}(i, j) = \left[ \frac{1}{M} \sum_{(k, l) \in N_{ij}} (Im_{ch}(i, j) - M_{ch}(i, j))^2 \right]^{1/2}.$$ \hspace{1cm} (10)

In this work, a window of size $3 \times 3$ is used and the image is padded with zeros before the spatial characteristics are computed.

As a result, each pixel is described by nine values representing the chromatic and spatial features as illustrated in Figure 19. It is the size of the feature vector that will dictate the number of inputs of the Kohonen self-organising network. A set of these feature vectors will be created and used to build and train a Kohonen self-organising map as explained in Section 6.4.

6.4. Building and Training of Kohonen Self-Organising Network. A Kohonen SOM is designed, where the inputs represent the chromatic and the local spatial features of a pixel as calculated in the previous section. While the number of inputs is dictated by the dimensionality of the feature space, the size of the output layer represents the...
number of representative colours in the reduced colour space (see Figure 20). A subset of feature vectors is randomly selected to form the training set, the SOM network is then trained, and its final weights are adjusted using the Kohonen competitive learning rule. It is important to note that for each new image, a SOM is created anew and its weights are trained, and adapted to the new image. Hence, the mapping between the original colour space and the reduced one is updated and adapted to the content of the image to be segmented.

6.5. Mapping. After training, the new reduced set of colours is represented by the final weights of the output neurons which are then used to map an input image into the newly created colour space. The new image contains only the representative colours as learned by the Kohonen self-organising map. Each pixel in the image is assigned its most similar colour defined by the trained SOM.

6.6. A Neurosystem for Colour Image Segmentation. The combination of the dynamics of networks of neural oscillators and the self-organising map-based colour reduction approach, described in the previous section, results in a neurosystem for colour image segmentation. The original image is first converted into the HSV space, then the representative colours in a given image are automatically selected using the unsupervised Kohonen self-organising map, which is trained anew for each input image. The resulting image with a reduced number of colours is then segmented using the temporal correlation of neural oscillators. An illustration of the proposed framework for colour image segmentation based on the combination of networks of neural oscillators and the SOM-based colour reduction method is illustrated in Figure 21.

6.7. MATLAB Simulation Results. The proposed approach has been implemented in Matlab and demonstrated on 24-bit bitmap colour images (16 million colours as original space) representing real world scenes. The first image represents a car and contains $130 \times 80$ pixels (see Figure 22 bottom right corner), the second image represents a hand and has $100 \times 129$ pixels (see Figure 23), and the third image represents a cup and has $128 \times 128$ pixels (see Figure 24). The input images are originally represented in the RGB space. A transformation to the HSV space is carried out using the Matlab rgb2hsv function which comes with the image processing toolbox. A Kohonen’s self-organising network is then created and trained and used for colour reduction,
Figure 22: Segmentation of a sample colour image (130 by 80 pixels) into different regions.
where its final weights are used to transform an input image into a new image with pixel values mapped to the newly obtained reduced space. Finally, a network of neural oscillators (with a size equal to the input image size) is created, where the pixel values of the transformed image are used as external inputs to neural oscillators. The coupling weights are also determined according to the newly obtained pixel values. The segmentation results are illustrated in Figures 22–24 where the main segmented objects are shown separately along with the original image.

7. Discussion

A subjective evaluation is carried out to assess the segmentation quality of the developed system. It is based on the human visual assessment, the most common practice for evaluating the effectiveness of a segmentation system. Figures 22–24 show that the segmented images are of an acceptable quality for use in computer-aided diagnosis, image understanding, or object recognition schemes. Although the evaluation remains subjective, this satisfactory assessment is based on
Figure 24: Segmentation of a third sample colour image (128 by 128 pixels) into different regions.
the clear separation of the existing objects within the input image. It can be seen from Figure 17 how all existing objects (chess pieces and the background) are accurately segmented. Likewise, the segmentation of the synthetic image using the step-by-step integration of neural oscillators resulted in a perfect separation of the existing rectangles. The problem is, however, trivial in this case; yet it helps demonstrate and validate the underlying principle of object segmentation using neural oscillators and objectively assess its quality. The assessment is objective in this example since a synthetic image is used as the ground truth segmentation. The evaluation of segmentation quality remains an open problem in the field of image segmentation. The absence of accurate and automatic objective evaluation methods makes it difficult to assess whether one algorithm produces better segmentation quality than another. The objective of this paper is to demonstrate the applicability of bioinspired neural oscillators to colour image segmentation and the visual quality of the obtained results clearly demonstrate that the principle is effective. A comparison with all existing algorithmic and machine learning methods is out of the scope of this paper. However, the approach presented in this paper can still be compared to other approaches in terms of its underlying computing principles, advantages and disadvantages. First of all, the computing paradigm of this system can be likened to a region growing approach as more pixels are grouped within a given region (grown from a chosen seed) when their features satisfy some specified criteria. However, the system in this work remains different due to the inherent dynamics of synchronisation and desynchronisation of neurons temporal activity and also the colour reduction method which allows automatic selection of a reduced number of the most relevant representative colours of the input image. The other distinguishing characteristic of this approach is that the reduced set of representative colours are created anew for each input image; that is, it is adaptable to each new input image, as it takes into account both the chromatic and local spatial features which are specific to each image being handled. The other apparent differences and advantages of this system, are that they offer a biologically inspired approach (whose modules are not necessarily all biologically plausible) which builds on the strengths of neural architectures and the computing principles of the brain, which is undoubtedly the only segmentation system that is perfectly working. Another advantage resides in the parallelism and distributed computing of this approach as all the states of oscillators are computed locally and in parallel which makes it more suitable for dedicated hardware implementation (such as VLSI, FPGAs, and/or GPUs) in order to reduce the computation time and achieve real-time computations. This is a very desirable feature for segmenting large scale image databases. Moreover, this method is not specific to particular types of objects and requires less human intervention as opposed to existing segmentation techniques where the user needs to specify initially the number of objects to be segmented. Yet, this approach can be extended to more specific domains where available a priori knowledge can be exploited to calculate the most relevant features.

8. Conclusion and Future Work

A biologically inspired neural model, called neural oscillators, has been investigated and its potential application to solve real world problems, namely, colour image segmentation, has been explored. Also a new system for colour image segmentation was presented. The biological relevance of neural oscillators has been highlighted and their dynamics examined through simulations and analysis of single and coupled neurons as well as networks of neurons. Analysis of the behaviours of this type of neurons was carried out in the time domain as well as in the phase plane, and an investigation of their application to segmentation of grey scale and colour images was presented. The problem of feature binding was discussed and its connection with neural oscillators was highlighted. Also, a discussion of the established link between the binding problem and computer vision was provided along with the role of temporal correlation in feature binding. The main contribution of this work consists of the exploitation of the possibilities of computing and learning with neural oscillators in solving real world engineering problems. To the best of the author’s knowledge, this is the first attempt to apply networks of neural oscillators to the segmentation of colour images. The segmentation quality was visually assessed and a comparison between the proposed approach and classical image segmentation counterparts was carried out. Segmentation results demonstrate the emergence of neural oscillators, combined with self-organising, as an efficient alternative approach for colour image segmentation; it offers the desirable feature of parallel computing which can be further exploited for hardware implementations. Mapping the system onto dedicated hardware platforms will be a desirable extension of this work as it will allow real-time segmentation of large scale colour images and datasets.
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FY-3A is the second Chinese Polar Orbital Meteorological Satellite with global, three-dimensional, quantitative, and multispectral capabilities. Its missions include monitoring global disasters and environment changes. This study describes some basic parameters and major technical indicators of the FY-3A and evaluates data quality and drought monitoring capability of the Medium-Resolution Imager (MERSI) onboard the FY-3A. Data obtained with the MERSI was compared with that of the MODerate-resolution Imaging Spectroradiometer (MODIS), imaged at the same time period and geographic zone. In addition, the Temperature/Vegetation Drought Index (TVDI), a highly accurate and stable monitoring model, was used to monitor drought condition with MERSI and MODIS sensors. It is found in the study that the relative accuracy of data, obtained with these two devices, was consistent with the acceptable overall accuracy of 93.8. Furthermore, spatial resolution of MERSI is superior as compared to that of MODIS. Therefore, FY-3A MERSI can serve a reliable and new data source for drought monitoring.

1. Introduction

1.1. Drought Monitoring. Drought is a normal, recurrent feature of climate. It occurs almost everywhere, although its features vary from region to region. In the most general sense, drought originates from a deficiency of precipitation over an extended period of time, resulting in a water shortage for some activity, group, or environmental sector (NDMC define). Consequently, it is required to demonstrate the distribution and degree of drought condition timely, which is crucial for drought warning and resisting effectively [1–3].

At present, remote sensing methods for drought monitoring are mainly classified into four categories: Vegetation Index-based [4, 5], Temperature-based [6], Vegetation and Temperature-based [7], and Cloud-based [8]. The representative indices include Vegetation Supply Water Index (VSWI) [9], Temperature/Vegetation Dryness Index (TVDI) [10, 11], Apparent Thermal Inertia Index (ATI) [12, 13], and Cloud Parameters Index (CPI) [14]. As FY-3A satellite is a polar-orbital, its temporal resolution is hard to meet the requirements of cloud-based method, so CPI is not utilized in this study. ATI requires the index of temperature variation between day and night. However, polar-orbital satellites cannot provide real-time temperature; consequently ATI method is not suitable for FY-3A to monitor drought. VSWI and TVDI need only two parameters—Normal Difference Vegetation Index (NDVI) and Land Surface Temperature (LST), which can be calculated from MERSI data. Meanwhile, taking the superiority of TVDI into account, it is be used in this study.

1.2. FY-3A MERSI. The FY-3A satellite is the second Chinese polar orbital meteorological satellite which provides global, three-dimensional, high-quantified, and multispectral remote sensed data. The satellite weighs 2400 kg, and has in-orbit dimensions of $4.46 \times 10 \times 3.79$ meters. Its orbit altitude is 836.4 km, with an obliquity of 98.753 degrees and an orbit time of 101.496 minutes. Its designed life-span is over 2 years. FY-3A has refined the sensor technology, which is multisensor, microwave, hundred-meter resolution, and global data reception rather than single-sensor, optical
only, kilometer resolution, and domestic data reception in the field of meteorological satellite. FY-3A missions include monitoring natural disasters and environmental changes all over the world and offering meteorological information for agriculture. Since, drought monitoring has naturally become one of the important applications of FY-3A. Therefore, drought monitoring capability of FY-3A deserves a comprehensive evaluation. Using MODIS results obtained at the same time period as reference, data quality, and drought monitoring capability of MERSI is analyzed in the study (CMA).

With multispectral and high-resolution features, MERSI can detect atmosphere, land, and ocean through the reflection of visible channels and thermal infrared radiation. There are three channels located in the water vapor absorption window (0.905~0.980 μm) which increase detection capability for atmospheric water vapor, in particular water vapor at low levels. Visible bands with spatial resolution of 250 meters can be utilized to derive NDVI and thermal bands for LST. Hence, MERSI has an enormous potential for drought monitoring. Details about some spectral properties of MERSI are listed in Table 1.

It can be found in Table 1 that FY-3A MERSI has red, near-infrared, and thermal infrared channels with spatial resolution of 250 meters, so it can provide drought monitoring information of 250 meters. This should be a great improvement of meteorological satellite data in spatial resolution for drought monitoring application.

Both FY-3A and TERRA are polar-orbiting satellites. Channels setting of MERSI, including the center wavelength and the wave width, is basically consistent with that of MODIS, in particular the bands used for monitoring surface vegetation, atmospheric water vapor, and surface temperature. MODIS data is calibrated on orbit and it uses the complicated recorrecting technology to locate when it scans. Because of high-quality and effective monitoring, MODIS has become a widely used data source in drought monitoring. Therefore, MODIS is optimal reference data in analyzing and evaluating radiometric calibration, relative geometric location, and drought monitoring results of MERSI.

In order to enlarge the remote sensing data source, the objective of the present study is to evaluate the data quality and the drought monitoring capability of FY-3A MERSI data with TERRA MODIS data as a reference.

2. Materials and Methods

2.1. Study Area. The case study area is near Bohai Bay in North China (area inside the red frame, Figure 1) with latitude range from 37°N to 46°N and longitude range from 109°E to 129°E, respectively. There are a variety of land covers in the area, including vegetation, bare area, and waters.

2.2. MERSI and MODIS Data. The data of the study were extracted from MERSI on 1st October 2008, at 03:00 AM (GMT) (Figure 2(a)), and from TERRA-MODIS of the same area 15 minutes earlier (Figure 2(b)). The image of MERSI was 2000×2084 pixels, of TERRA-MODIS 1354×2030 pixels. To make it comparable with the result of MODIS data, FY-3A MERSI data was resampled to 1000-meter spatial resolution. These two kinds of data were provided by China Meteorological Administration (CMA) and MODIS Data Receiving Station in Wuhan University, respectively.

The orange lines in Figure 2 denote orbit central lines. Their spatial resolution has achieved the anticipated design requirement and the texture information is plentiful. The
Table 1: Spectral properties of MERSI (partial).

<table>
<thead>
<tr>
<th>Channel</th>
<th>Wavelength (μm)</th>
<th>Bandwidth (μm)</th>
<th>Resolution (m)</th>
<th>NEDρ (%)</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0.650</td>
<td>0.05</td>
<td>250</td>
<td>0.4</td>
<td>Vegetation monitoring</td>
</tr>
<tr>
<td>4</td>
<td>0.865</td>
<td>0.05</td>
<td>250</td>
<td>0.45</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>11.25</td>
<td>2.5</td>
<td>250</td>
<td>0.50 K</td>
<td>Temperature retrieve</td>
</tr>
<tr>
<td>17</td>
<td>0.905</td>
<td>0.02</td>
<td>1000</td>
<td>0.10</td>
<td>Atmospheric Water Vapor detection</td>
</tr>
<tr>
<td>18</td>
<td>0.940</td>
<td>0.02</td>
<td>1000</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>0.980</td>
<td>0.02</td>
<td>1000</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

The study area is in the lower right corner of MERSI data (Figure 2(a)) and at the upper left side of MODIS data (Figure 2(b)).

2.3. Methods

2.3.1. NDVI. The Normalized Difference Vegetation Index is a satellite-derived global vegetation indicator obtained from the red, near-infrared (NIR) ratio of vegetation reflectance in the electromagnetic spectrum [15, 16]

\[
NDVI = \frac{ρ_{IR} - ρ_R}{ρ_{IR} + ρ_R}.
\] (1)

The parameters, ρ_{IR} and ρ_R, are the reflectivity of near-infrared and red channels, respectively.

NDVI provides information on vegetation productivity and phenology over large temporal and spatial scales and has been widely used in the recent ecological studies as a proxy for vegetation productivity and phenology [17].

2.3.2. LST. The Land Surface Temperature can be calculated from the Brightness Temperature (BT) of the thermal infrared channels based on the thermal transmission equation. Because FY-3A MERSI contains only one thermal infrared channel, LST is replaced by BT of the thermal infrared channel in this paper [18].

2.3.3. TVDI. Sandholt and others extracted water stress indices (i.e., the index of temperature vegetation drought) on the basis of the simplified NDVI-LST feature space. LST\textsubscript{min} (minimum LST) is a straight-line paralleling with NDVI axis, and LST\textsubscript{max} (maximum LST) has a linear relation with NDVI. The TVDI can be obtained with formula (2) on the basis of NDVI-LST feature space [19, 20]:

\[
TVDI = \frac{LST - LST_{min}}{LST_{max} - LST_{min}}.
\] (2)

In fact, LST\textsubscript{min} in the NDVI-LST feature space varies under different vegetation coverage conditions [21–23]. Formula (2) is obtained by calculating the four Vertex Coordinates of trapezium theoretically based on the assumption that NDVI-LST feature space is trapezoidal. Therefore, LST\textsubscript{min} and LST\textsubscript{max} can be obtained through Least-squares linear fitting when NDVI-LST feature space is simplified into a triangle. In traditional studies, the function between LST\textsubscript{min} and NDVI is defined as wet side equation while that of LST\textsubscript{max} is accordingly called dry side equation. The formulas are as follows:

\[
\begin{align*}
LST_{min} &= a_1 + b_1 NDVI, \\
LST_{max} &= a_2 + b_2 NDVI,
\end{align*}
\] (3)

where \(a_1\) and \(b_1\) are the coefficients of the dry side equation, and \(a_2\) and \(b_2\) are the coefficients of the wet side equation, respectively.

In the experiment, a serial points (e.g., take LST\textsubscript{min}), (NDVI\textsubscript{i}, LST\textsubscript{min,i}) is extracted, where \(i\) is the serial number of these point. Thus, the error matrix equation can be established

\[
V = \begin{bmatrix}
V_1 \\
V_2 \\
\vdots \\
V_n
\end{bmatrix} = \begin{bmatrix}
1, NDVI_1 \\
1, NDVI_2 \\
\vdots \\
1, NDVI_n
\end{bmatrix} \begin{bmatrix}
a_1 \\
b_1
\end{bmatrix} - \begin{bmatrix}
LST_{min,1} \\
LST_{min,2} \\
\vdots \\
LST_{min,n}
\end{bmatrix},
\] (4)

where \(V\) is the error matrix, and \(n\) is the number of points.

The normal equation can be deduced from the error matrix equation based on the Least-squares algorithm

\[
\begin{bmatrix}
1, NDVI_1 \\
1, NDVI_2 \\
\vdots \\
1, NDVI_n
\end{bmatrix}^T \begin{bmatrix}
1, NDVI_1 \\
1, NDVI_2 \\
\vdots \\
1, NDVI_n
\end{bmatrix} \begin{bmatrix}
a_1 \\
b_1
\end{bmatrix} = \begin{bmatrix}
1, NDVI_1 \\
1, NDVI_2 \\
\vdots \\
1, NDVI_n
\end{bmatrix} \begin{bmatrix}
LST_{min,1} \\
LST_{min,2} \\
\vdots \\
LST_{min,n}
\end{bmatrix},
\] (5)

where \(T\) is the transposed operation of matrix.
The coefficients can be calculated based on the matrix operation:

\[
\begin{bmatrix}
  a_1 \\
  a_2 \\
  \vdots \\
  a_n
\end{bmatrix}
= \left( \begin{bmatrix}
  1, \text{NDVI}_1 \\
  1, \text{NDVI}_2 \\
  \vdots \\
  1, \text{NDVI}_n
\end{bmatrix} 
\right)^T
\begin{bmatrix}
  1, \text{NDVI}_1 \\
  1, \text{NDVI}_2 \\
  \vdots \\
  1, \text{NDVI}_n
\end{bmatrix}^{-1}
\]

where \(-1\) is the inversion operation of matrix.

Last, the relation square \((R\text{-square}, R^2)\) demonstrates that this statistic measures how successful the fit is in explaining the variation of the data. A value closer to 1 indicates a better fit

\[
R^2 = \frac{\left( \sum_{i=1}^{n} (\text{LST}_{\text{min},i} - \overline{\text{LST}}_{\text{min}})(\text{NDVI}_i - \overline{\text{NDVI}}) \right)^2}{\sum_{i=1}^{n} (\text{LST}_{\text{min},i} - \overline{\text{LST}}_{\text{min}})^2 \cdot \sum_{i=1}^{n} (\text{NDVI}_i - \overline{\text{NDVI}})^2},
\]

where \(\overline{\text{LST}}_{\text{min}}\) is the average value of all \(\text{LST}_{\text{min}}\), and \(\overline{\text{NDVI}}\) is the average of all \(\text{NDVI}\).

### 3. Result and Discussion

After calibration, MERSI and MODIS data are projected with the latitutde and longitude information recorded in scan. The relative accuracy of geometric location and radiometric calibration of the two kinds of data are also analyzed. NDVI and in the clear sky or cloud top temperature can be retrieved through thermal infrared and vapor channels. Furthermore, it is necessary to compare and analyze the distribution character of the dry and wet sides of the two images in the NDVI-LST feature space. User’s accuracy, producer’s accuracy, and the overall accuracy are evaluated for TVDI with MERSI and MODIS data.

#### 3.1. Data Preprocessing

**3.1.1. Calibration.** The visible channels of MERIS are directly calibrated with slope-intercept form, and revised solar altitude and Earth-Sun Distance at the imaging moment. Digital number (DN) of infrared channels is already radiation value, so the brightness temperature can be gained with Planck Formula.

The visible data of MODIS is calibrated with slope-intercept form, while the infrared channel is calibrated with Planck Formula to get brightness temperature directly [24–26]. The in-lab calibration accuracy of MERSI visible and infrared channels is 7\% and 1 K, respectively, but the radiation calibration accuracy of MODIS data is much higher.

Both record the latitude and longitude values in imaging; they are translated into geographic coordinates in the corresponding projection through strict transformation calculation method [27, 28]. At the same time, gray value of a pixel is extracted to a corresponding location in the new image. The new projection is Lambert Equal-angle Intercross Taper Projection (Lambert Conformal Conic). Its specific parameters include Spheroid of Krasovsky, Datum of Krasovsky, the first standard parallel latitude of 47\°N, the second standard parallel latitude of 25\°N, the central meridian longitude of 36\°N, the central meridian longitude of 105\°E and the origin coordinates of (5000000.0, 5000000.0) (measured in meters). The results of radiometric calibration and projection of the two data are shown in Figure 3.

It is obvious in Figure 3 that the two images have the similar color effect and the color of MERSI is slightly lighter than that of MODIS. Moreover, there is small difference in atmospheric conditions, for example, the sizes of cloud cluster are a little different at the Bohai Bay region. For region B in Figures 3(a) and 3(b), it is vice versa.

The population characteristic value different of red channel reflectivity between MERSI and MODIS data is 0.05 and the population variance is 0.02. In other words, red channels of two sensors have same sensitivity to different types of ground objects. Of course, those asynchronous images and the differences of central wavelength and wave width will also have some effect on the scaling result, and this is beyond the scope of this study. The similar situation also happens to the reflectivity of near infrared channel.
Table 2: Compared analysis of calibration result.

<table>
<thead>
<tr>
<th>Index</th>
<th>Red channel (MODIS (b01), MERSI (b03))</th>
<th>Near-infrared channel (MODIS (b02), MERSI (b04))</th>
<th>Thermal infrared channel (MODIS (b31), MERSI (b05))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength</td>
<td>0.645, 0.65</td>
<td>0.859, 0.865</td>
<td>11.03, 11.25</td>
</tr>
<tr>
<td>Mean</td>
<td>0.141, 0.192</td>
<td>0.238, 0.303</td>
<td>290.76, 290.55</td>
</tr>
<tr>
<td>Maximum</td>
<td>1, 1</td>
<td>1, 1</td>
<td>304, 301</td>
</tr>
<tr>
<td>Minimum</td>
<td>0.02, 0.05</td>
<td>0.01, 0.02</td>
<td>226, 234</td>
</tr>
<tr>
<td>Medium</td>
<td>0.13, 0.16</td>
<td>0.24, 0.3</td>
<td>292, 292</td>
</tr>
<tr>
<td>Std. Dev</td>
<td>0.101, 0.126</td>
<td>0.12, 0.152</td>
<td>6.868, 5.643</td>
</tr>
</tbody>
</table>

Figure 4: (a) MERSI red channel (reflectance × 100), (b) MODIS red channel (reflectance × 100), (c) MERSI near-infrared channel (reflectance × 100), (d) MODIS near-infrared channel (reflectance × 100), (e) MERSI thermal infrared channel (LST-200), and (f) MODIS thermal infrared channel (LST-200).

Its population characteristic value difference between the MERSI and MODIS data is 0.06 and the population variance is 0.02. As can be seen from the reflectivity histogram of near infrared channel of MERSI and MODIS data, the histogram has two-peak values. According to the reflection spectral characteristics of ground objects, the lower peak value of reflectivity mainly results from the lower reflectivity of the surface waters, as most of the study area is covered by waters. Furthermore, LST in the clear sky or cloud top temperatures retrieved from two images are of little difference, and this indicates that MERSI has a strong capability for LST retrieving.

3.1.2. Relative Geometric Location Analysis. MODIS data is of high orbital location accuracy, so it can serve as reference for analyzing geometric location accuracy of MERSI data. Fifteen control points (balanced distributed in study area) are selected manually in the study. The geometric location differences of these points are used to analyze geometry location accuracy of MERSI data. Figure 5 shows that the spatial distribution of the points and Table 3 shows the geometric location difference of each point between two images.

It is shown in Table 3 that MERSI data has quite good location accuracy when compared with MODIS data. Its
Table 3: Geometric location accuracy of MERSI data (unit: meter).

<table>
<thead>
<tr>
<th>Point no.</th>
<th>MODISX</th>
<th>MODISY</th>
<th>MERSIX</th>
<th>MERSIY</th>
<th>X.Diff</th>
<th>Y.Diff</th>
<th>RMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5645738</td>
<td>5524095</td>
<td>5645718</td>
<td>5524098</td>
<td>-682</td>
<td>186</td>
<td>707.32</td>
</tr>
<tr>
<td>2</td>
<td>5932799</td>
<td>5861170</td>
<td>5932795</td>
<td>5862104</td>
<td>-552</td>
<td>-317</td>
<td>637.26</td>
</tr>
<tr>
<td>3</td>
<td>6491754</td>
<td>5291080</td>
<td>6491693</td>
<td>5292060</td>
<td>-104</td>
<td>-176</td>
<td>205.46</td>
</tr>
<tr>
<td>4</td>
<td>6854745</td>
<td>5403135</td>
<td>6853753</td>
<td>5404095</td>
<td>-68</td>
<td>121</td>
<td>139.76</td>
</tr>
<tr>
<td>5</td>
<td>7000293</td>
<td>5764656</td>
<td>6998805</td>
<td>5765990</td>
<td>-160</td>
<td>128</td>
<td>205.96</td>
</tr>
<tr>
<td>6</td>
<td>6636750</td>
<td>6044083</td>
<td>6635740</td>
<td>6045110</td>
<td>-90</td>
<td>353</td>
<td>364.98</td>
</tr>
<tr>
<td>7</td>
<td>6371813</td>
<td>5412078</td>
<td>6371707</td>
<td>5413082</td>
<td>241</td>
<td>-173</td>
<td>297.46</td>
</tr>
<tr>
<td>8</td>
<td>6129717</td>
<td>6003122</td>
<td>6128731</td>
<td>6003088</td>
<td>202</td>
<td>705</td>
<td>734.52</td>
</tr>
<tr>
<td>9</td>
<td>5576752</td>
<td>6133008</td>
<td>5573799</td>
<td>6133098</td>
<td>233</td>
<td>15</td>
<td>233.74</td>
</tr>
<tr>
<td>10</td>
<td>5417760</td>
<td>5347094</td>
<td>5415739</td>
<td>5347072</td>
<td>504</td>
<td>-136</td>
<td>522.30</td>
</tr>
<tr>
<td>11</td>
<td>6884743</td>
<td>6095120</td>
<td>6882747</td>
<td>6097091</td>
<td>67</td>
<td>-381</td>
<td>387.63</td>
</tr>
<tr>
<td>12</td>
<td>6299718</td>
<td>5735132</td>
<td>6298756</td>
<td>5736088</td>
<td>986</td>
<td>11</td>
<td>986.91</td>
</tr>
<tr>
<td>13</td>
<td>6338741</td>
<td>6141127</td>
<td>6337732</td>
<td>6142106</td>
<td>-143</td>
<td>137</td>
<td>198.29</td>
</tr>
<tr>
<td>14</td>
<td>5409658</td>
<td>5642143</td>
<td>5406747</td>
<td>5642105</td>
<td>612</td>
<td>-46</td>
<td>614.34</td>
</tr>
<tr>
<td>15</td>
<td>5798758</td>
<td>5283109</td>
<td>5798707</td>
<td>5283129</td>
<td>-229</td>
<td>232</td>
<td>326.44</td>
</tr>
</tbody>
</table>

Total difference X: 415.0335 Y: 213.1443 TOTAL: 466.5654

Figure 5: The distribution of the matching points.

Overall difference is 0.4666 pixels, with X direction difference of 0.415 pixels and Y direction difference of 0.2131 pixels. The maximum difference point for X is the point no. 12 with a small difference of Y, mainly because of manual point-choosing. Actual spatial resolution of the points at the side is coarser than those near nadir, so the points at the left side of MODIS (no. 1, no. 2, no. 8, no. 12, and no. 14) have poor matching with their corresponding points near nadir of MERSI.

Based on the analysis of calibration results, MERSI can retrieve similar reflectivity, LST, and cloud top temperature as MODIS does. The geometric location difference between MERSI and MODIS is less than half pixel, while difference of some areas reaches one pixel, but it is still within the tolerance. In other words, the geolocation of MERSI is acceptable. Therefore, the MERSI data has potential for drought monitoring on basis of calibration and relative geometric location analysis.

3.2. Cloud Detection. NDVI and LST, the two key parameters for TVDI method, cannot be retrieved when remote sensing data is covered by clouds, so TVDI is inapplicable for the cloud-covered areas. Consequently, to identify whether an image is qualified for drought monitoring, cloud detection should be performed before deducing parameters [29]. In addition, areas covered by water need to be identified and ignored in case of error in establishing NDVI-LST feature space.

Cloud in visible band shows high reflectance, and remote sensing image with 0.66 um is ideal for distinguishing borders between land and cloud [30]. The spectrum feature of cloud in NIR band (near 0.936 um) is mainly relevant
to water vapor content in atmosphere, so it can help to indicate the moisture feature, namely, absorption window. Because 0.66 μm and 0.936 μm clouds form sharp contrast with spectrum features of all kinds of ground objects, cloud information can be obtained by normalization, which not only gives prominence to cloud information and partially eliminate ill effects caused by solar altitude, satellite sweep angle and atmosphere route radiation. Normalized Cloud Detection Index (CDI) \[12, 21\] is expressed as

\[
CDI = \frac{\rho_{0.66 \mu m} - \rho_{0.936 \mu m}}{\rho_{0.66 \mu m} + \rho_{0.936 \mu m}}. \tag{8}
\]

As cloud reflectance spectrum has reflection characteristics at 0.66 μm and its absorption window at 0.936 μm is influenced by water vapor, the CDI is positive (CDI > 0), because soil reflection spectra has little difference in reflection properties between 0.66 μm and 0.936 μm, the CDI is close to 0; vegetation reflection spectra has low reflection at 0.66 μm and high reflection at 0.936 μm, the CDI is negative (CDI < 0).

As the reflectance of water is higher than vegetation near the red band and the reflectance of vegetation is obviously higher than water round the NIR band (0.841 μm–0.876 μm) \[31, 32\], a typical bimodal distribution appears in the histogram in Figures 4(c) and 4(d). Thus, NDVI is adopted to enhance land-water contrast.

Based on the cloud detection and water extraction algorithms discussed above, it can be concluded that MERSI and MODIS data can have cloud and water detection with the same algorithm and the results is shown in Figure 6.

Figure 6 shows that the results of MERSI and MODIS are unanimous in most areas. However, as a result of difference in imaging time, there is a slight difference in the cloud detection at the top left corner of images due to small atmospheric condition change.

3.3. Extraction of Drought Feature Parameters. For MERSI and MODIS, NDVI is usually calculated by red band and NIR band. Meanwhile, MERSI has only one TIR band (10–12.5 μm with 250 m resolution in nadir point), which can be used to extract LST in the clear sky or cloud top temperature. Qin Zhihao deduced a simple, feasible LST algorithm with high accuracy according to the equation of land surface heat conduction \[33, 34\] and this method can be quoted to process MERSI data.

From previous studies, it is known that the distribution of the wet and dry sides is significant in the two-dimensional feature space composed by NDVI and LST from MERSI. It is necessary to analyze the characteristics of the NDVI-LST feature space and determine the wet and dry sides.

LST is calculated with the NDVI datasets and single-window algorithm, LST_{max}, LST_{min}, of different NDVI conditions is extracted on the basis of 0.01 NDVI step (NDVI is among 0.3 to 0.7 for medium vegetation coverage), and then NDVI-LST feature space is obtained (Figure 7).

It is shown in Figure 7 that LST_{max} and LST_{min} have better correlation with NDVI in MERSI than in MODIS, but their linear correlations are quite consistent. This may be due to the difference of cloud detection, that is to say, the cloud top temperature may be considered as the minimum LST in the clear sky in the process of selecting MODIS LST samples. From Figure 7, MODIS has smaller LST_{min} and higher LST_{max} for the same NDVI value. This demonstrates that MODIS data is doing better in retrieving LST in the clear sky than MERSI. Based on the principle of least squares solver fitting, the relationship functions are regressed in the NDVI-LST feature space. Because wet and dry side fitting of the low and high vegetation coverage (with NDVI ranging from 0 to 0.30 and from 0.70 to 1, resp.) is quite instable, only middle NDVI of 0.30 to 0.70 is used in regression.

The fitting equations of wet and dry sides based on MERSI are as follows.

Dry side equation:

\[
LST_{\text{max}} = 34.550 - 17.90 \text{NDVI}, \quad R^2 = 0.8307. \tag{9}
\]

Wet side equation:

\[
LST_{\text{min}} = -1.643 + 28.47 \text{NDVI}, \quad R^2 = 0.9541. \tag{10}
\]

The above formulas demonstrate that if the slope of dry side is less than zero, LST_{max} will decrease with the increase of vegetation coverage. Oppositely, the minimum LST is vice versa.

The fitting R-squares of MERSI wet and dry sides are 0.8307 and 0.9541, respectively. It shows that changes of LST_{max} and LST_{min} are quite consistent with the changes of NDVI, and the mechanism of drought is well demonstrated. The fitting R-squares of MODIS are 0.6852 and 0.6904, respectively.

3.4. Drought Monitoring. It is found through the above analysis that the wet and dry sides possess high-fitting relevance in the NDVI-LST feature space of MERSI and it means that MERSI is suitable for drought monitoring. TVDI...
Table 4: TVDI confusion matrices between MERSI and MODIS.

<table>
<thead>
<tr>
<th>TERRA</th>
<th>High</th>
<th>Middle</th>
<th>Low</th>
<th>Normal</th>
<th>Wet</th>
<th>Cloud</th>
<th>Producer accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>0.1281</td>
<td>0.1949</td>
<td>0.056</td>
<td>0.0287</td>
<td>0.1276</td>
<td>0.097</td>
<td>20.235</td>
</tr>
<tr>
<td>Middle</td>
<td>0.105</td>
<td>8.0814</td>
<td>7.7763</td>
<td>0.4183</td>
<td>0.3291</td>
<td>0.602</td>
<td>46.6786</td>
</tr>
<tr>
<td>Low</td>
<td>0.1833</td>
<td>1.3909</td>
<td>18.945</td>
<td>4.3751</td>
<td>1.1041</td>
<td>0.533</td>
<td>71.4022</td>
</tr>
<tr>
<td>Normal</td>
<td>0.110</td>
<td>0.1072</td>
<td>2.3245</td>
<td>7.5212</td>
<td>2.4723</td>
<td>0.239</td>
<td>58.8742</td>
</tr>
<tr>
<td>Wet</td>
<td>0.2405</td>
<td>0.0579</td>
<td>0.3669</td>
<td>2.3293</td>
<td>21.2561</td>
<td>0.266</td>
<td>86.6994</td>
</tr>
<tr>
<td>Cloud</td>
<td>0.204</td>
<td>0.4602</td>
<td>0.5915</td>
<td>0.31</td>
<td>0.4686</td>
<td>16.195</td>
<td>88.8404</td>
</tr>
</tbody>
</table>

User accuracy: 13.1908, 78.517, 63.024, 50.199, 82.523, 90.296
Correct: 72.1274
Acceptable: 93.8306

Figure 7: The wet and dry sides in feature space: (a) FY-3A MERSI, and (b) TERRA MODIS.

is used to analyze the drought monitoring capability of FY-3A MERSI in the study. MODIS has been proved to be one of the most successful data for drought monitoring and is naturally utilized as reference data. The monitoring results and comparison of MERSI and MODIS are as shown in Figure 8.

Table 4 is comparison of TVDI confusion matrices between FY-3A MERSI and TERRA MODIS. User's accuracy, producer's accuracy, and overall accuracy of MERSI are analyzed with MODIS TVDI as a reference. The overall accuracy contains the correct and acceptable accuracy, where the correct accuracy indicates that the monitoring results of MERSI TVDI and MODIS TVDI are unanimous. The definition of the acceptable accuracy is that the difference of grade results is lower than one level. For instance, it is acceptable if one pixel is shown as severe drought in MERSI TVDI and its corresponding point shown as medium drought in MODIS TVDI. It is clear in Table 4 that MERSI has almost the same drought monitoring result with MODIS.

4. Conclusion

The following conclusions can be reached on the basis of above comparison and analysis.

(1) FY-3A MERSI data enjoys a high quality. The relative difference of calibration results between MERSI and MODIS is negligible, and temperature retrieving capability of MERSI is as good as MODIS. In addition, it is also proved that their cloud detection results have strong consistency. Furthermore, the overall difference of geo-location between MERSI and MODIS is about 0.4666 pixels, in other words, MERSI data possess wonderful geo-location capability.
The LST$_{\text{max}}$ decreases with the increase of vegetation coverage, vice versa for LST$_{\text{min}}$. The fitting R-squares of wet and dry sides extracted from MERSI are as high as 0.8307 and 0.9541, respectively. It means that changes of LST$_{\text{max}}$ and LST$_{\text{min}}$ have high consistency with those of NDVI, and the mechanism of drought is well presented. While, the fitting R-squares of MODIS data (for wet and dry side) are, respectively, 0.6852 and 0.6904 which are lower than that of MERSI. From the NDVI-LST feature space of MERSI, the scatter points’ distribution of wet side is highly correlated with that of dry side, and this is a clear demonstration of drought information.

The TVDI confusion matrices indicate that FY-3A MERSI possesses the similar capability to MODIS, with absolute accuracy of 72.1274 and acceptable accuracy of 93.8306. Therefore, it is possible for us to obtain the drought products in operation with 250 m spatial resolution and global scale with MERSI as a new kind of data.
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Object tracking using Mean Shift (MS) has been attracting considerable attention recently. In this paper, we try to deal with one of its shortcomings. Mean shift is designed to find local maxima for tracking objects. Therefore, in large target movement between two consecutive frames, the local and global modes are not the same as previous frames so that Mean Shift tracker may fail in tracking the desired object via localizing the global mode. To overcome this problem, a multibandwidth procedure is proposed to help conventional MS tracker reach the global mode of the density function using any starting points. This gradually smoothening procedure is called Multi Bandwidth Mean Shift (MBMS) which in fact smoothens the Kernel Function through a multiple kernel-based sampling procedure automatically. Since it is important for us to have less computational complexity for real-time applications, we try to decrease the number of iterations to reach the global mode. Based on our results, this proposed version of MS enables us to track an object with the same initial point much faster than conventional MS tracker.

1. Introduction

Using a kernel function as a density estimator are methods in image processing which drew much attention. Object tracking [1–7] with MS is a nonparametric technique, introduced in [8–10]. Actually, it is a mode detector algorithm in the density distribution space. This method assigns weights to the pixels within a window. It is proposed that MS iteration step size can be adapted [9]. It also said MS and Newton algorithm are connected [11]. MS is utilized in object tracking as an alternative for particle filtering tracking [2, 12, 13]. The Kernel scale can also be updated [3]. To avoid changes in target representation, multiple kernel functions can be used in order to maintain the pixel location values [5, 7, 14]. Another way toward using a kernel function is similarity function [15]. The main problems with MS: The first is failure caused in rapid movement of an object in two consecutive frames; the second is that MS is a local optimizing technique, that is, we should not expect to localize the global and optimal mode; the third is slow tracking. In fact, MS searching procedure is initialized by the tracked object in the last frame. Flattening the optimization surface (created by windowing around the initial point) is used to handle sampling method through finding the global maximum [16–18]. The multi-bandwidth kernel function can flatten the cost function (i.e., Likelihood Surface) to avoid local modes rather than global one. Through increasing the bandwidth of the kernel, all modes will be unified into one main mode whose peak location is the nearest point to the global optimal mode as we desired. Then, by using the convergence point of this mode of unified likelihood surface, the first step will be easily modified through MS iterations. The bandwidth determines the degree of flatness of the surface. In this way, the number and the position of modes are being evolved and changed slowly. Lower computational cost is more desirable in real-time tracking. Using nearest neighbor of a sample in MS iteration and kd-tree to reduce the number of nearest neighbors decrease the cost [1, 19]. The density distribution is described through clustering the feature space also to lessen the cost [20]. Quasi-Newton is also then put forward to linearize the rate of convergence [11, 21]. Many attempts have been made to enhance the efficient bound optimization algorithm [22–24]. Our proposed method can detect an object globally. This technique can prevail over the recent methods and also extend the last technical efforts [25]. This paper is summarized as follows: an overview and reviewing
analysis over MS is given in Section 2. The proposed Method will be elaborated along with enhancement of MS iterations in detecting the global mode of cost function in Section 3. Implementation of the proposed method and how faster this proposed method can function are revealed in Section 4. Using color as feature, automatic initialization, how to cope with background problem, and being a self-localizer are all stated with experimental results in Section 5. At the end, the conclusion comes in Section 6.

2. Mean Shift

The conventional and original version is a nonparametric kernel density estimator

\[ \hat{f}_K(x) = \frac{c_k}{n h^d} \sum_{i=1}^{n} K \left( \frac{||x - x_i||}{h} \right). \]  

According to (1), \( K_H(x) = |H|^{-(1/2)} K((H^{-1/2})x) \) where \( K \) is a kernel function (i.e., here Gaussian function) with 2D bandwidth as \( H \in \mathbb{R}^{d \times d} \), which is equal to \( H = h^2 I \) (i.e., identity matrix) [9, 10]. In this way, we can have kernel estimator as

\[ \hat{f}_K(x) = \frac{c_k}{n h^d} \sum_{i=1}^{n} K \left( \frac{||x - x_i||}{h} \right). \]  

formulated through the following equation:

\[ \nabla \hat{f}_K(x) \equiv \nabla \hat{f}_K(x) = \frac{2c_k}{h^2 c_g} \hat{f}_g(x) \cdot m_G(x) = 0, \]

\[ \hat{f}_g(x) = \frac{c_g}{n h^d} \sum_{i=1}^{n} g \left( \frac{||x - x_i||}{h} \right), \]

\[ m_G(x) = \frac{\sum_{i=1}^{n} x_i g \left( \frac{||x - x_i||}{h} \right)}{\sum_{i=1}^{n} g \left( \frac{||x - x_i||}{h} \right)} - x, \]

\( K(x) \) is kernel function and its gradient is \( g(x) \). Here \( m_G(x) \) is a vector created by MS procedure. These equations result in:

\[ x \leftarrow \frac{\sum_{i=1}^{n} x_i g \left( \frac{||x - x_i||}{h} \right)}{\sum_{i=1}^{n} g \left( \frac{||x - x_i||}{h} \right)}. \]

In this paper, it is proposed to use multiple bandwidths in a conventional mean shift tracker (i.e., a broad bandwidth tracking a larger motion). A broad bandwidth played the central role to help tracking a larger motion. Due to the smoothness incorporated by the large bandwidth, the fixed point iteration can track due to converging faster. It is argued that the bandwidths can be automatically obtained. However, it can be seen below the overall algorithm for choosing effect of the algorithm in detail. The algorithm is also shown and explained below. Since we are dealing with an automatic bandwidth selection, the optimal bandwidth is the main and final goal after smoothing likelihood surface (i.e., cost function). The optimal bandwidth is the bandwidth in which global mode and other local modes are clear enough to seek (i.e., initial state of likelihood surface) and in the same bandwidth seeking about the global mode will take place by MBMS (Multi-Bandwidth Mean Shift).

In fact, there are a variety of ways to select the optimal bandwidth for an automatic optimal bandwidth selecting procedure but in this automatic procedure, first we calculate the optimal bandwidth according to [26, 27] in order to have a minimum AMISE (i.e., Asymptotic Mean Integrated Square Error) as introduced in [26, 27], AMISE is a an estimate of distance between two different densities for evaluating the performance of a kernel density estimator [28]. Having found the optimal bandwidth, we mean to find a large bandwidth sufficiently enough through the proposed MB (i.e., Multi-Bandwidth) procedure. By sufficiently this large bandwidth, we desire a bandwidth which is much larger than the optimal bandwidth with the minimum AMISE.

This large bandwidth is meant to create a unimodal likelihood surface which is consisting of a single mode. This mode will be used by Mean Shift procedure in the first run. It does not matter whether this mode is global or not. Having found the final location of this mode using Mean Shift helps us achieve finally the global mode via the MB procedure in the optimal bandwidth (i.e., very last selected bandwidth) using MS iterations.

Having observed the above equations, therefore we can have now the optimal bandwidth at the last stage of MBMS, in which all modes especially global mode are clear. If we use three or four times as much as the optimal bandwidth as you can see in 1D and 2D likelihood surfaces (i.e., Cost Function) Figures 1 and 2, we will have a unimodal surface then. By detecting this lonely single mode, the closest point in the best basin of attraction, we can reach the real global mode in more stable way without facing any other local mode.

3. The Proposed Method

Monotonic decrease of bandwidth ends to \( h_0 \) as the experimental optimal bandwidth. Figure 1 shows a one-dimensional Gaussian mixture with some modes which are all going to be unified and to change into a unimodal surface via the bandwidth increasing trend [29]. With a multi-bandwidth process, it will lead to the evolution of modes as illustrated in Figure 1. In this way, seeking the global mode would not be trapped in the local modes. The algorithm and the procedure are very simple as you see in the Figure 1. The great advantage of this method is that the starting point location is not important at all. This paper is based specifically on Gaussian kernel due to its monotonicity [30]. The optimal bandwidth is \( h_0 \). The Gaussian kernel can also be transformed to reduce the cost [29, 31, 32].

There is also a method to find the minima instead of maxima [33]. In order to find an important mode among others, variable selection of bandwidth is utilized [34]. In our work, we can guarantee the tracking with the proper and manual bandwidth selection but it also can be extended through automatic estimation of bandwidth using some features like the target region variance [4]. At the largest
bound optimization according to [6, 9, 11]. This algorithm is
easily achieved as it illustrated in Figure 2. It is mainly argued
that there are multiple bandwidths in the proposed method.
However, it is shown how these multiple bandwidths collabor-
ate during bandwidth selection procedure in MBMS (i.e.,
Multi-Bandwidth Mean Shift). Here, the strategy of the use
of these multiple bandwidth selection is given below.

MBMS algorithm:

(1) selecting the sequence of bandwidth $h_m$ as $m = M, ..., 0$ (i.e., Multi-bandwidth smoothening pro-
dure),

(2) a starting location for first MB (multi-bandwidth)
procedure and converge using $h_m$ in $f_{h_0, k}(\cdot)$ which is $\hat{x}^{(M)}$ using MS (Mean Shift),

(3) we run MS for each $h_m$ (i.e., indicated in 1) to get
the convergence position $\hat{x}^{(m)}$ with the initial position $\hat{x}^{(m+1)}$, this means that the convergence position
achieved in previous bandwidth. Finally, reaching $\hat{x}^{(0)}$
means that we have located the global mode on the
likelihood surface (i.e., Cost Function).

4. The Improved MS

Multi-bandwidth selecting and utilizing cost us some delay
and computational burden. MS is proved to be a quadratic
bound optimization according to [6, 9, 11]. This algorithm is
an ascending approach with adaptable iteration size. In MS,
no default parameter is needed to be set at first. It has been
reasoned that a Gaussian mixture model can be optimized by
fixed-point bound optimization method [35]. This method
is also applicable to the surface created by other kernel
functions [24]. Because of its speed, the bound optimization
algorithms has a slow convergence [22–24]. Suppose that the
similarity function for two frames is defined with $\rho(x, x^{(k)})$
so that the adaptable step size can be determined as

$$x^{(k+1)} = x^{(k)} + \beta \left[ \arg \max_x \rho(x, x^{(k)}) - x^{(k)} \right]. \tag{5}$$

$\beta$ is a learning rate as you see above. If we want a
more reliable convergence, it should be $0 < \beta < 2$ as
proved and generalized in [22, 24]. In our work, it is set
$\beta = 1$, then it begins initializing and running MS iteratively.
Gaussian kernel function is helping us because its gradient
equals to the original function so that their application in
weight assignment and flattening the surface with the same
bandwidth is quite similar [28]. This analysis is validated by
our experimental results.

4.1. Experimental Result. We run the two algorithms for the
same data sets and insert the results in Table 1 and Figures 4
and 5. The starting point is initialized in different location. As
you see the improved MS achieves better results than original
MS and we can claim that it functions even faster than PF [30,
36]. The proposed algorithm outperforms MS in number
and step-size of iterations. It can be also compared with the
Quasi-Newton method implemented in [21, 37–39]. This
developed MS is implemented in MATLAB programming
space and is run in an Asus notebook inside Vista windows
Pentium 2 GHz CPU. The proposed MS is more different
than conventional MS. In comparison with other linear
bound fixed-point optimization algorithms such as Quasi-
Newton [21], our proposed method is more accurate and
Figure 2: Two-dimensional Gaussian mixture surface changes with the bandwidth: \([0.13 0; 0.13], [1.3 0; 1.3], [2.6 0; 2.6], \) and \([6.5 0; 6.5]\).
Figure 3: Continued.
The bandwidth increase effect on the location of modes in an optimization surface with resolution 10*10 between frames 45 and 55.
(b) The bandwidth increase effect on the location of modes in an optimization surface with resolution 20*20 between frames 45 and 55
robust. Because of the possibility of overshooting due to sufficiently large step-size occurrence this method can also be utilized and adopted in clustering through segmentation, since it is potential enough to gather patterns into a cluster as a global and local mode.

5. Tracking Application and Implementation

Implementing the algorithm and the experimental result on an object is represented in a normalized rectangle region as the target region. We choose color as feature in target model \( p \) and target candidate \( q \) region. As it is clear, we should measure the similarity between the two selected regions in two consecutive frames through similarity measurement criteria \( \hat{\rho}(x) = \rho(\hat{q}, \hat{p}(x)) \) such as Bhattacharyya, Kullback-Leibler or Matusita, respectively in [2, 4, 5, 40, 41]. The pixel of rectangle region \( \{y_i\}_{i=1}^n \) are being assigned weight according to their distance from the center of normalized circle surrounded in the rectangle, less weight and value they have through Gaussian function distribution. Via the weighted pixels, their colors in RGB scale will be extracted. Then the color would be sorted into m Bin histogram with their weight, consequently their value would be summed up in their R, G and B color bins of the histogram. This process is followed in both target model and candidate regions

\[
\hat{p}_u(x) = \frac{1}{c} \sum_{i=1}^{n} k\left(||y_i||^2\right)\delta((b(y_i) - u)), \tag{6}
\]

\( p \) and \( q \) are the normalized density value of the target model and candidate. Each pixel value \( \{y_i\}_{i=1}^n \) is converted into histogram bin via its color accompanied by its weight. The similar process is performed upon the both target model and candidate. With the initial point \( x \) the tracking procedure started through approximating the distance between the place and location of the object in the two consecutive frames \( \Delta x \). Then the new location of object would be found and object is tracked

\[
\Delta x^* = \arg \max_{\Delta x} \rho(\hat{q}, \hat{p}(x^* + \Delta x)). \tag{7}
\]

Using the Tailor expansion, the linear first-order extension helps us solve the optimization problem efficiently via MS iteration at the initial point \( x \) through extending similarity [2, 5].

5.1. Location Approximation. Conventional MS cannot seek a global mode in presence of local mode due to the fixed-bandwidth which is created by rapid motion, illumination changes, clutter and occlusion as shown in Figure 3. In our experiment, it does not matter for improved MS the initial point to start. It can easily locate the target fast. In the examples, there may be different number of bandwidth but entirely they are 4 or 3 for all tracking sequences as clarified in Figure 3. We are using color as feature but of course it is possible to be taking advantage of other features as well like motion and orientation. If we do not use the multi-bandwidth procedure, most of the searches will end to local modes unless they are initially located at the closest basin points to the global mode in Figure 3. Using the broad bandwidth kernel function at first MS run will let us find this closest basin point near to the global mode.

5.2. Object Location and Track. Entirely all of the methods in object tracking, ever written and proposed could have covered some of the weak points in this field, but there are some common problems in all of them: All have problem in finding the object location in large distance movement between two successive frames. The starting-point for them
all is very important to track the object correctly. Background problem such as clutter, occlusion, and illumination changes can completely influence the tracking path and cause failure exactly as illustrated in Figure 4. They are not really capable to self-recovering from their failure due to the same local modes existing in Figure 4(a). It failed in tracking as shown in Figure 4(b).

The conventional MS has all of these problems described above as well. In our work, we have enabled the tracker to be robust enough in different initial points in an image by considering the efficiency and efficacy of bandwidth variation of kernel function through adaptive step-size iteration. We are actually utilizing an object detector incorporated in localizing procedure to recover from any failure when occurred. It was also previously proposed to use a detector for Particle filtering tracking-based [42]. By choosing a broad bandwidth we try to pass other local modes to reach the basin of attraction for the desired global mode. Some implementation problems:

The multi-bandwidth tracker starts in a 3 or 4 bandwidth shifting iteration in an MS procedure. It is worth to say that through using color as feature so that there may be some unwanted modes created just because of the difference between two points color values [43] which may cause a local

![Figure 4: Top is cost function surface between frame 91 and 92.](image)

(a) Top is cost function surface between frame 91 and 92. Black-colored clutter in background, below images, created some local modes in the surface.

(b) Frames 88, 89, 90, 91, and 92 show us a tracking failure due to the black-colored clutter in background.

![Frames 88, 89, 90, 91, and 92 show us a tracking failure due to the black-colored clutter in background.](image)
mode that cause the MS seeker to be trapped in its basin of attraction. Through a modification in color histogram value, we can increase the step-size adaptively. If we want to have faster mode seeking so in a trade off balance we may lose some accuracy as well. Recently it has been proposed that we can also add some accuracy with a little more time of computation [44]. We have to increase our computational cost due to larger bandwidth kernel windowing in a frame. As explained, this algorithm was applied to application of an object tracking with faster mode seeking results [36] as shown in Table 1(a) and 1(b).

The most important problem of the proposed method is that the series of bandwidth selection is manual, but we can be looking for some issues to be proposing an automatic selector of bandwidth using some features, but in this paper, we are using manually multi-bandwidth series to track correctly as illustrated in Figure 5.

Figure 5: Multi-bandwidth tracker did not fail to track in this cluttered sequence (multimodal surface).

Figure 6. In this circle tracking scenario, MS fails to track the circle due to getting distracted by the dotted square (i.e., a local mode) but in the same Frame(17) while the MBMS (i.e., the proposed method) is successfully tracking the circle in spite of square distraction in that frame. As can be seen in (Frame 26), MS tracker is unable to track successfully as the circle is moved in front of the square.

Figure 8. In this Bus tracking scenario, MS fails to track the Bus due to getting distracted by the similar color clutters (i.e., two local modes) while the MBMS (i.e., the proposed method) is successfully tracking the bus in spite of clutter distraction in these frames. As can be seen in MS tracker is unable to track successfully as the bus is moved in front of the same color clutters.

Figure 10. In this hand tracking scenario, MS (a) fails to track the hand due to getting distracted by the face (i.e., a local mode) but in the same frame (140) while the MBMS (i.e., the proposed method) (b) is successfully tracking the
hand in spite of face distraction in that frame. As can be seen in ((a)-frame 260) MS tracker is unable to track successfully as the hand is moved in front of the face. Compared to the real GT (i.e., Ground Truth) in (c), we can observe that MBMS successfully tracks the hand through the entire sequence.

**Figure 7:** Left plot: Error from the GT (i.e., Ground Truth is zero state), Right plot: Similarity with Target (GT has 100% similarity). Compared to the real GT (i.e., Ground Truth), we can observe that MBMS successfully performs circle tracking through the entire sequence.

**Figure 8:** Frames: 1, 52, 79, 82, 90, 110, left column: MS, right column: MBMS.

**Figure 8:** Frames: 1, 52, 79, 82, 90, 110, left column: MS, right column: MBMS.

Definitely, we can observe that MBMS successfully performs better hand tracking through the entire sequence with lower number of iterations than MS.

At Table 2-Comparison of Number of Iterations for Convergence for 1D and 2D data set. The Initial Location For Each Run Is Shown in the Second Column.
Figure 9: Left plot: Error from the GT (i.e., Ground Truth is zero state), Right plot: Similarity with Target (GT has 100% similarity). Compared to the real GT (i.e., Ground Truth), we can observe that MBMS successfully performs bus tracking through the entire sequence.

Figure 10: Frames: 1, 140, 260, 290.

(1) Data set no. 1 (1D synthetic data). A total of 1000 data points are drown with equal probability from four normals: $N(3,1), N(1,1), N(0,1),$ and $N(-2,1)$

(2) Data set no. 2 (2D synthetic data). A total of 1050 bivariate data points are drown with equal probability from three normals

\[
N\left(\begin{bmatrix} -7 \\ 10 \end{bmatrix}, \begin{bmatrix} 5.5 & -4.5 \\ -4.5 & 5.5 \end{bmatrix}\right), \quad N\left(\begin{bmatrix} 0 \\ 12 \end{bmatrix}, \begin{bmatrix} 8.5 & 6.5 \\ 6.5 & 8.5 \end{bmatrix}\right),
\]

\[
N\left(\begin{bmatrix} 12 \\ 15 \end{bmatrix}, \begin{bmatrix} 14.4 & -4.5 \\ -4.5 & 3.6 \end{bmatrix}\right).
\]
Figure 11: Top plot: Iteration number for MS while tracking the hand in Figure 10(a), Bottom plot: Iteration number for MBMS while tracking hand in Figure 10(b).

Table 1
(a) The step size iterations between frame 88 and 89.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Step-size $x$</th>
<th>Step-size $y$</th>
<th>Center in Frame 88</th>
<th>Center in Frame 89</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard MS</td>
<td>0.0040</td>
<td>−0.0006</td>
<td>106</td>
<td>106</td>
</tr>
<tr>
<td>Multi-Bandwidth</td>
<td>0.0027</td>
<td>−0.007</td>
<td>58</td>
<td>58</td>
</tr>
</tbody>
</table>

(b) It shows the step size iterations between frame 89 and 90 in seven iteration but different step sizes for standard method and proposed one.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Step-size $x$</th>
<th>Step-size $y$</th>
<th>Center position of square 90</th>
</tr>
</thead>
<tbody>
<tr>
<td>Standard</td>
<td>−0.1353</td>
<td>0.0006</td>
<td>104.5116</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0889</td>
<td>−0.0192</td>
<td>105.0216</td>
</tr>
<tr>
<td>Standard</td>
<td>−0.0881</td>
<td>−0.0002</td>
<td>103.5420</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0640</td>
<td>−0.0199</td>
<td>104.3180</td>
</tr>
<tr>
<td>Standard</td>
<td>−0.0515</td>
<td>0.0200</td>
<td>102.9758</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0449</td>
<td>−0.0037</td>
<td>103.8240</td>
</tr>
<tr>
<td>Standard</td>
<td>−0.0754</td>
<td>0.0185</td>
<td>102.1470</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0613</td>
<td>−0.0138</td>
<td>103.1495</td>
</tr>
<tr>
<td>Standard</td>
<td>−0.0082</td>
<td>0.0169</td>
<td>102.0563</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0278</td>
<td>−0.0121</td>
<td>102.8439</td>
</tr>
<tr>
<td>Standard</td>
<td>−0.0197</td>
<td>0.0023</td>
<td>101.8392</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0265</td>
<td>−0.0193</td>
<td>102.3524</td>
</tr>
<tr>
<td>Standard</td>
<td>0.0124</td>
<td>0.0181</td>
<td>101.8392</td>
</tr>
<tr>
<td>Multi-bandwidth</td>
<td>−0.0101</td>
<td>−0.0107</td>
<td>102.5524</td>
</tr>
</tbody>
</table>

Table 2: Comparison of Number of Iterations for Convergence for 1D and 2D data set.

<table>
<thead>
<tr>
<th>Data set</th>
<th>Initial</th>
<th>MBMS</th>
<th>Number of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>data set #1</td>
<td>0</td>
<td>33</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>36</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>21</td>
<td>33</td>
</tr>
<tr>
<td>data set #2</td>
<td>(−5,20)</td>
<td>22</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>(−10,16)</td>
<td>21</td>
<td>29</td>
</tr>
<tr>
<td></td>
<td>(20,10)</td>
<td>23</td>
<td>35</td>
</tr>
</tbody>
</table>

6. Conclusion

A new kernel-based object tracking framework is proposed. The contribution is mainly the use of a prior large bandwidth for a priori tracking followed by the estimated tracking. This framework is robust to noise and clutters so that it can escape from many local maxima. This tracking algorithm (i.e., MBMS) can converge faster than does the conventional kernel-based object tracking (i.e., MS). However, there are still some problems, and some weaknesses which are to
be later clarified and rephrased. Many results can be analyzed theoretically. This paper as a reference can be much helpful for later extension of this work. The experimental results above must have illustrated this approach performance. As shown in above database, it can also be concluded that in rapid motion of an object, large displacement between two adjacent frames occurs which will lead MS to a failure in tracking an object. By means of multi-bandwidth proposal, we can be improving MS in recovering from the failure by incorporating a detector in localization process called multi-bandwidth kernel functionality. In comparison with conventional MS and other techniques like [1] and fast transforming the Gaussian mixture [7, 29], the speed of convergence has increased and the number of iterations has decreased in contrast with an enhancement in each step-size iteration. Object tracking is an important issue in Artificial Intelligence. Its worldwide usages in robotic engineering, Machine Intelligence, Computer Vision, and Human-Computer Interface (HCI) are well-known throughout the world of engineering sciences. In the future, this method can be extended to the more automatic bandwidth selector equipped with several other features to track objects in many varieties of applications inside the industry.
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3D volume segmentation is the process of partitioning voxels into 3D regions (subvolumes) that represent meaningful physical entities which are more meaningful and easier to analyze and usable in future applications. Multiresolution Analysis (MRA) enables the preservation of an image according to certain levels of resolution or blurring. Because of multiresolution quality, wavelets have been deployed in image compression, denoising, and classification. This paper focuses on the implementation of efficient medical volume segmentation techniques. Multiresolution analysis including 3D wavelet and ridgelet has been used for feature extraction which can be modeled using Hidden Markov Models (HMMs) to segment the volume slices. A comparison study has been carried out to evaluate 2D and 3D techniques which reveals that 3D methodologies can accurately detect the Region Of Interest (ROI). Automatic segmentation has been achieved using HMMs where the ROI is detected accurately but suffers a long computation time for its calculations.

1. Introduction

Volume segmentation allocates the voxels in 3D images into partitions or 3D regions that represent meaningful physical entities. The goal is to distinguish between different regions in the 3D volume and cover the extracted contours from the entire volume. Voxels’ classification into regions is performed according to a certain region to which the voxels belong, and some shared, predefined properties. Those voxels comprise an isolated or segmented Object Of Interest (OOI) from the input volume.

There are many existing techniques used for medical image segmentation, including Multiresolution Analysis (MRA), statistical methods, and thresholding- and clustering-based techniques. Clustering technique aims to classify each pixel in an image into the proper cluster, and then these clusters are mapped to display the segmented images. A certain clustering criterion can be adopted to group each pixel into a specific number of clusters depending on the image histogram [1, 2]. Medical images can also be segmented using thresholding approaches by partitioning their intensities. When images contain different structures with contrasting intensities, thresholding provides a simple but effective means for obtaining segmentation. Generally, the thresholds are generated based on visual assessment of the resulting segmentation [3, 4].

MRA allows the preservation of an image according to certain levels of resolution. Consequently, wavelets have been useful in image compression, de-noising, and classification. Wavelet theory, which is built on solid mathematical foundations uses well-established tools such as quadrature mirror filtering, subband coding, and pyramidal image processing. Wavelet analysis enables the exploitation of signal or image characteristics associated with a particular resolution level, which may not be detected using other analysis techniques [5, 6].

Statistical modeling is a set of mathematical equations which describes the behavior of an object of study in
terms of random variables and the associated probability distribution. Markov Random Field Model (MRFM) is a statistical approach which has been utilized within segmentation methodologies to model spatial interactions between neighbor pixels [1, 3, 7]. These local correlations between pixels are used as a mechanism for modeling various image properties. From a medical imaging perspective, this kind of analysis is useful, as most pixels can be categorized into the same class as their neighbors [1].

Statistical models using Hidden Markov Models (HMMs) observe a sequence of emissions with a hidden sequence of states that the model went through to generate the emissions [8, 9]. HMM states are not directly visible to the observer, but the variables influenced by the states are visible. Each state in HMM has a probability distribution over the other states which evaluate the state sequence. The challenge in HMM is to determine the hidden parameters from the observable parameters to be used in performing further analysis [8, 9].

This paper focuses on the implementation of efficient and robust medical volume segmentation techniques. MRA including wavelet and ridgelet transforms have been deployed for feature extraction, while statistical modeling using HMMs has been used for segmentation. The outline of this paper is as follows. In the following section, the proposed segmentation system is illustrated and discussed. In Section 3, the mathematical background of the proposed segmentation methods is presented with some test images. Section 4 presents the results and analysis of the proposed techniques for medical volumes segmentation. Conclusions and implications for future work are discussed in Section 5.

2. Proposed Segmentation System

In medical applications, the source of the 3D data set is the acquisition systems such as Positron Emission Tomography (PET), Computerized Tomography (CT), or Magnetic Resonance Imaging (MRI). Such devices are capable of slicing an object in a physical sectioning, 3D data set from those devices can be considered as parallel slices stacked to form a 3D volume. A segmented medical volume into sub-volumes which are more meaningful and easier to analyze and understand is the output the proposed system illustrated in Figure 1.

Hybrid multiresolution statistical approaches and other segmentation techniques are used to achieve accurate segmented volumes. System input is a 3D phantom or real volume from scanner acquisition. Acquisition systems produce a number of 2D slices resulted from the scanned volume of the body. These slices can be individually segmented using 2D segmentation methods such as thresholding, clustering, and HMMs followed by volume reconstruction or directly using 3D segmentation methods such as 3D that thresholding or 3D discrete wavelet transform (3D-DWT) after volume reconstruction process.

This paper explains the new application of wavelet transform directly on the 3D medical volumes from the acquisition systems using 3D-DWT with Haar wavelet filter. HMMs have been also applied on those volumes slice-by-slice to segment the Region Of Interest (ROI) into a number of classes based on the grey scale values of the original volume pixels.

3. Segmentation Methods and Their Mathematical Backgrounds

The mathematical background of the developed techniques for 3D medical volume segmentation system is presented in this section.

3.1. Thresholding. Scalar images can be segmented using thresholding approaches by partitioning image intensities. This methodology attempts to determine an intensity value that can separate the signal into a desired number of classes. Segmented images can be achieved by clustering all pixels with intensities larger than the threshold value into one class, and all others into another. In many applications, the threshold values selection can be done depending on the basis of histogram. Multithresholding occurs when more than one threshold value is determined [10].

The voxels of a certain object are not necessarily connected after thresholding because this technique does not consider the spatial characteristics of an image, thus causing it to be sensitive to noise and intensity fluctuations. For this reason it cannot be easily applied to many medical imaging modalities. These drawbacks essentially corrupt the histogram of the image-making partitioning via the selection of more problematic appropriate thresholds [11].

Hard thresholding technique is a boolean filter [10] which depends on pixel value and threshold value. As illustrated in Algorithm 1, it either makes the input zero or keeps it without any changes [12].

Hard thresholding process is less complex than soft thresholding (Algorithm 2), where pixels that have values greater than threshold value do not change [13]; soft thresholding replaces each pixel which has greater value than the threshold value by the difference between threshold value and pixel value [10]. This makes the process more complicated and increases the processing time for the algorithm. Figure 2 illustrates a segmented medical brain slice from an MRI scanner using hard and soft thresholding techniques. Many other thresholding types are widely used in different areas including adaptive thresholding.

It can be seen here that applying thresholding techniques is a very easy process and can be affected easily by surrounding noise, but it has been used as a preprocessing step and postprocessing step with other segmentation techniques. It is worth mentioning that thresholding can be replaced by the clustering technique which will be explained in Section 3.2.

3D thresholding method is similar to the 2D approaches where thresholding process is applied on all pixels in the volume instead of that in the plane. Algorithm 3 explains the pseudocode for 3D thresholding.

3.2. Clustering. Clustering technique is the process of classifying each group of pixels in an image into one class, each class has the same or similar properties which evaluate
a specific part of an image. Each class is highlighted in the segmented image to illustrate the image as a number of separated regions, and the ROI may be one of those regions. Clustering technique is based on multithreshold values which can be set depending on the image histogram. Amira et al. used in [11] K-means method for segmenting medical volumes; it is the most commonly used clustering technique. K-means will be used in the fourth section of this research paper as a previously available work to validate the proposed techniques in the comparison tables.

K-means clustering classifies $n$ voxels into $K$ clusters or classes ($K$ less than $n$). This algorithm chooses the number of clusters ($K$) then randomly generates $K$ clusters and determine the cluster centers. The next step is assigning each point in the volume to the nearest cluster center and

$\textbf{Algorithm 1: pseudo code for hard thresholding.}$

\begin{verbatim}
if \text{Pixelvalue} \leq \text{Thresholdvalue} \text{ then}
    \text{Pixelvalue} \leftarrow 0
\textbf{end if}
\end{verbatim}

$\textbf{Algorithm 2: Pseudo code for soft thresholding.}$

\begin{verbatim}
if \text{Pixelvalue} \leq \text{Thresholdvalue} \text{ then}
    \text{Pixelvalue} \leftarrow 0
\textbf{else}
    \text{Pixelvalue} \leftarrow \text{Pixelvalue} - \text{Thresholdvalue}
\textbf{end if}
\end{verbatim}
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Figure 3: Image segmentation using classification technique.

Algorithm 3: pseudo code for 3D-thresholding.

finally recompute the new cluster centers. The two previous steps are repeated until the minimum variance criterion is achieved. This approach is similar to the expectation-maximization algorithm for Gaussian mixture in which they both attempt to find the centers of clusters in the volume. Its main objective is to achieve a minimum intracluster variance $V$:

$$V = \sum_{i=1}^{K} \sum_{x_i \in S_i} (x_j - \mu_i)^2,$$

where $K$ is the number of clusters, $S = 1, 2, \ldots K$, and $\mu_i$ is the mean of all voxels in cluster $i$. Figure 3 illustrates an example of segmenting a real CT slice by classifying the image into 6 different classes.

3.3. Wavelet Transform. In the last decade, wavelet transform has been recognized as a powerful tool in a wide range of applications, including image/video processing, numerical analysis, and telecommunication. The advantage of wavelet over existing transforms such as Discrete Fourier Transform (DFT) and Discrete Cosine Transform (DCT) is that wavelet performs a multiresolution analysis of a signal with localization in both time and frequency [14, 15]. In addition to this, functions with discontinuities and functions with sharp spikes require fewer wavelet basis vectors in the wavelet domain than sine-cosine basis vectors to achieve a comparable approximation. Wavelet operates by convolving the target function with wavelet kernels to obtain wavelet coefficients representing the contributions in the function at different scales and orientations. Wavelet or multiresolution theory can be used alongside segmentation approaches, creating new systems which can provide a segmentation of superior quality to those segmentation approaches computed exclusively within the spatial domain [16].

3.3.1. Discrete Wavelet Transform. Discrete wavelet transform (DWT) can be implemented as a set of filter banks, comprising a high-pass and low-pass filters. In standard wavelet decomposition, the output from the low-pass filter can then be decomposed further, with the process continuing recursively in this manner. According to [17], DWT can be mathematically expressed by

$$a^j(n) = \sum_{i=0}^{L-1} l(i) \cdot a^{j-1}(2n - i), \quad 0 \leq n < N_j,$$

$$d^j(n) = \sum_{i=0}^{L-1} h(i) \cdot d^{j-1}(2n - i), \quad 0 \leq n < N_j.$$

The coefficients $a^j(n)$ and $d^j(n)$ refer to approximation and detailed components in the signal at decomposition level $j$, respectively. The $l(i)$ and $h(i)$ represent the coefficients of low-pass and high-pass filters, respectively.

DWT decomposes the signal into a set of resolution-related views. The wavelet decomposition of an image creates at each scale $j$ a set of coefficient values $w_j$, with an overall mean of zero. This set of coefficient values $w_j$ contains the same number of voxels as the original 3D volume, and therefore, this wavelet transform is redundant [18, 19]. A nondecimated or redundant wavelet transform is useful for
the detection of fine features within the signal. For the case of images, the one-dimensional DWT can be readily extended to two-dimensions. In standard two dimensional wavelet decomposition, the image rows are fully decomposed, with the output being fully decomposed columnwise. In nonstandard wavelet decomposition, all the rows are decomposed by one decomposition level followed by one decomposition level of the columns. Figure 4 illustrates the process of extending 1D-DWT into 2D-DWT.

3.3.2. Discrete Wavelet Packet Transform. Wavelet Packet (WP) is a wavelet transform where the signal is passed through more filters compared to DWT-based approach. Applying DWT or WP on images generates four coefficients; three of them are the detail coefficients, and the remaining one is the average coefficient. It is worth mentioning that the first level of decomposition is the same for both DWT and WP, as illustrated in Figure 5. The differences start being noticed from the second level of decomposition.

The differences between DWT and WP can be seen in the detail coefficients where the next decomposition of DWT is applied on the average coefficients from the previous decomposition (Figure 5(a)). The next decomposition of WP is applied on all previous decomposition coefficients (Figure 5(b)). An example of applying DWT and WP on a phantom slice at different levels of decomposition is illustrated in Figure 6 where the average quadrants in both DWT and WP are the same, but the details quadrants are transformed in WP, unlike in DWT [20]. The number of quadrants in DWT is increased linearly by 3 as the decomposition level is increased by 1 (replace the LL-filter output by its four transforms), as illustrated in

**Quadrants No. at level** \( K = (\text{Quadrants No. at level } K - 1) + 3 \)  
**Equation (3)**

Details quadrants from previous decomposition levels of WP are transformed; the number of quadrants are increased exponentially by 4 as the level is increased by 1 (replace each filter output by its 4 transforms), as illustrated in

**Quadrants No. at level** \( K = (\text{Quadrants No. at level } K - 1) \times 4 \)  
**Equation (4)**

![Figure 4: Standard and non-standard 2D wavelet transform.](image)

3.3.3. 3D Discrete Wavelet Transform (3D-DWT). Section 3.3.1 has demonstrated that 2D-DWT is a generalization of 1D-DWT applied on all rows and columns using either standard or non-standard decomposition. Applying 3D-DWT is not easy; the difference between 2D images and 3D volumes is the third dimension (depth or Z-axis). The expected transform after applying 3D-DWT is illustrated in Figure 7.

The original volume is transformed into 8 octants (features) in the wavelet domain. Mathematically, 3D-DWT is the process of applying 1D-DWT on each vector in Z-axis which has the same X-axis and Y-axis coordinates after applying 2D-DWT for all comprising frames. Algorithm 4 explains the pseudo code for applying 3D-DWT on 3D data set, and the filter structure of 3D Haar wavelet transform is illustrated in Figure 8.

3.4. Ridgelet Transform. Recently, ridgelet transform [21–23] has been generating a lot of interest due to its superior performance over wavelets. While wavelets have been very successful in applications such as denoising and compact approximations of images containing zero dimensional (point singularities), they do not isolate the smoothness along edges that occurs in images [24]. Wavelets are thus more appropriate for the reconstruction of sharp point-like singularities than lines or edges. These shortcomings of wavelets are well addressed by the ridgelet transform, as they extend the functionality of wavelets to higher dimensional singularities, and are effective tools to perform sparse directional analysis [25]. The basic building block of these transforms is the finite radon transform (FRAT), and HWT has been used to perform FRIT. Applying FRAT on image can be presented as a set of projections of the image taken at different angles to map the image space to projection space. Its computation is important in image processing and computer vision for problems such as pattern recognition and the reconstruction of medical images.

For discrete image data, a projection is computed by summation of all data points that lie within specified unit-width strips; those lines are defined in a finite geometry [26]. It can be obtained by applying 1D Inverse Fast Fourier Transform (1D-IFFT) on the 2D Fast Fourier Transform (2D-FFT) restricted to radial lines going through the origin.
Figure 5: Architecture of Haar filters. (a) DWT, (b) WP.

Figure 6: DWT and WP for a phantom slice.

Figure 7: 3D volume in wavelet domain.

FRAT of a real function on the finite grid \( \mathbb{Z}p^2 \) is defined in (5), [16]:

\[
r_k[l] = FRAT_f(k, l) = \frac{1}{\sqrt{p}} \sum_{(i, j) \in L(k,l)} f(i, j).
\]

Here, \( L(k, l) \) denotes the set of points that make up a line on the lattice \( \mathbb{Z}p^2 \) as in (6):

\[
L(k, l) = \left\{ (i, j) : j = k_i + l \pmod{p}, i \in \mathbb{Z}_p \right\}, \quad 0 \leq k < p,
\]

\[
L(p, l) = \left\{ (l, j) : j \in \mathbb{Z}_p \right\}.
\]

To compute the \( K \)th radon projection (i.e., the \( K \)th row in the array), all pixels of the original image need to be passed once and use \( P \) histogrammers: one for every pixel in the row.
(1) Load 3D data set into V
(2) \([x \, y \, z] = \text{size}(V)\)
(3) for \(k = 1\) to \(z\) do
(4) apply 2D-DWT for each plane in Z-axis
(5) end for
(6) for \(i = 1\) to \(x\) do
(7) for \(j = 1\) to \(y\) do
(7) apply 1D-DWT for all vectors corresponding to each pixel in XY plane
(10) end for
(11) end for

Algorithm 4: Pseudo code for 3D-DWT.

Figure 8: Haar filter architecture for 3D-DWT.
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Figure 9: FRIT block diagram.

At the end, all \(P\) histogrammed values are divided by \(K\) to get the average values.

Once the wavelet and radon transforms have been implemented, the ridgelet transform is straightforward. Each output of the radon projection is simply passed through the wavelet transform before it reaches the output multiplier.

As shown in Figure 9, ridgelets use FRAT as a basic building block. FRAT maps a line singularity into point singularity, and the wavelet transform has used to effectively handle the point singularity for the radon domain.

Analysing an object with curve singularity implies that ridgelet coefficient will be not sparse and object with curved singularities is still curved or linear after the radon transform where the wavelet transform cannot detect it properly because it is still not a point singularity [28]. Figure 10 shows a real chest slice from a CT scanner [29] in ridgelet domain at different block sizes.

3.5. Statistical Modeling Using Hidden Markov Models. For block-based segmentation using statistical classification, an image is divided into blocks, and a feature vector is formed for each block by grouping statistics of its pixel intensities [3, 30]. Conventional block-based segmentation algorithms classify each block separately, assuming the independence of feature vectors.

Segmentation in MRFM is achieved by maximizing a posteriori probability of the segmentation depending on
a given image data [31]. MRFM is an earlier version of the HMM, where states in MRFM are directly visible to the observer, and then the state transition probabilities are the only parameters [32]. Markov chain is an edge labeled directed graph (Figure 11), where each node represents a state, and the edge-label have probabilities of moving the state to the end of the directed edge [9, 33].

HMMs represent a widespread approach to the modeling of sequences as they attempt to capture the underlying structure of a set symbol strings. The use of HMM for shape recognition has not been widely addressed. Only a few works have been found to have some similarities with the proposed approach. In the first, He and Kundu [34] utilized HMMs to model shape contours through autoregressive (AR) coefficients. The use of circular HMM for shape recognition improving scaling and deformation robustness is proposed at [35],[36].

HMM is basically a stochastic finite state automaton, formally defined by the following elements [37]; a set of states \( S = S_1, \ldots, S_i, \ldots, S_j, \ldots, S_N \); a state transition probability distribution matrix \( A = \{a_{ij}\} \) \( 1 \leq i, j \leq N \) representing the probability to go from state \( S_i \) to \( S_j \); a set
of observation symbols $V = \{v_1, v_2, \ldots, v_k, \ldots, v_M\}$, where $v_k$ used to be a $d$-dimensional vector (in the case of discrete HMM); an observation symbol probability distribution or emission matrix $B = \{b_j(v_k), 1 \leq k \leq M\} 1 \leq j \leq N$, indicating the probability of emission of symbol $v_k$ when system state is $S_j$; an initial state probability distribution $\pi = \{\pi_i\} 1 \leq i \leq N$, representing probabilities of initial states. For convenience, HMM has been denoted as a triplet $\lambda = \{A, B, \pi\}$, which uniquely determines the model.

When modeling a sequence of observation symbols it is usual to use a so-called “left to right HMM” [37], which has only partial state transition matrix, such that $a_{ij} = 0, j < i, j > i + \text{step},$ where $\text{step}$ is a constant usually equal to 1 or 2.

3.5.1. 2D-HMM. The problem with 2D-HMM is the double dependency of $S_{i,j}$ on its two neighbors, $S_{i-1,j}$ and $S_{i,j-1}$, as illustrated in Figure 12. This does not allow the factorization of computation as in 1D, where $S_{i,j}$ must only depend on one neighbor at a time. However, this neighbor may be the horizontal ($S_{i,j-1}$) or the vertical ($S_{i-1,j}$) [9, 38].

Each slice is a two-dimensional matrix which can be classified by an optimum set of states with maximum probability; these states are mapped into classes or segmented objects. The basic assumption of applying HMM on medical images is to use the embedded-HMM by defining a set of Markovian superstates, within each superstate there is a set of simple Markovian states. The superstate is first chosen using a first-order Markov state transition probability based on the previous superstate. A simple Markov chain is then used to generate observations in this superstate. Thus, superstates are related to rows (or any equal size blocks), and simple states are related to columns (or smaller blocks comprised the superstate).

3.5.2. Defining the Initial States. To generate an observation sequence using HMM, an initial state must be chosen according to the initial state distribution; then an observation sequence should be chosen according to the probability distribution in the initial state [9]. Many feature selection techniques have been tested in medical images, and the best results were achieved using the grey-scale values of the medical image pixels to generate the probability distribution matrix. After defining the initial states, transition to a new state is taking place according to the state transition probability matrix for the current state and depending on the sequence of observations.

3.5.3. Training HMM. HMM considers observations statistically dependent on neighboring observations through transition probabilities organized in a Markov mesh. Training HMM for images is achieved by dividing the image into nonoverlapping, equally sized blocks, from each of which a feature vector is extracted. Each block and its feature vector evaluate the observation which has its own transition probability matrix. Training HMM produces an estimated state transition probability matrix and estimated emission probability matrix. After building the observation sequence, the model parameters are estimated based on the blocks’ statistics. These classes or states were determined using Viterbi algorithm, which depends on (1) the sequence of observations; (2) estimated state transition probability matrix; (3) emission probability matrix [30, 40]. Finally, pixels which belong to the same class are grouped together to evaluate a segmented image.

3.5.4. Testing HMM. The feature vectors for a testing image are generated to find the set of classes with maximum posteriori according to the trained HMM. The feature vector for each block may be changed at every single state. Once the block state is known, the feature vector will be independent of the other blocks; any two blocks may be more likely to be in the same state if they have close intensities [8]. In other words, testing HMM will generate the state transition probability matrix and emission probability matrix for a given comparable data [8, 9].

4. Results and Analysis

The proposed approach has been tested on NEMA IEC body phantom [41] (DATA SET 1) and real chest images from a CT scanner [29] (DATA SET 2). DATA SET 1 consists of an elliptical water filled cavity with six spherical inserts suspended by plastic rods of inner diameters: 10, 13, 17, 22, 28, and 37 mm [41]; this phantom is illustrated in Figure 13(a). Figure 13(b) is a slice example of the CT outputs which stacked with all other slices to form the 3D

Figure 13: (a) NEMA IEC body phantom (DATA SET 1), (b) 2D slice from DATA SET 1, (c) DATA SET 1 after stacking all slices using [27].
volume which is illustrated in Figure 13(c). DATA SET 2 is a CT scanner output of the chest area in a human body [29]. This DATA SET includes blood, bones, muscles, tumor and, other organs in the body.

4.1. Segmentation Performance Metrics. Many techniques can be used for segmentation, and each technique has a different segmentation performance and quality. Listed below are some performance measurement methods that have been used in this paper to test and compare the segmentation techniques.

**(i) Dice Similarity Coefficients.** Dice Similarity Coefficients (DSCs) are a statistical validation metric used to evaluate the performance of both the reproducibility of manual segmentations and the spatial overlap accuracy of automated probabilistic fractional segmentation. The DSC value is a simple and useful summary measure of spatial overlap, which can be applied to studies of reproducibility and accuracy in image segmentation.

The value of a DSC ranges from 0 indicating no spatial overlap between two sets of binary segmentation results to 1 indicating complete overlap [42]. As illustrated in Figure 14, DSC measures the spatial overlap between two samples, A and B target regions, and is defined as \( \text{DSC}(A, B) = \frac{2|A \cap B|}{|A| + |B|} \) where \( \cap \) is the intersection.

**(ii) Euclidean Distance.** Euclidean Distance (ED) is the straight line distance between two points. It can be used with DATA SET 1 to compare the measured diameters with the original diameters provided with the phantom description [41].

**(iii) Processing Time.** The future work of this paper is to segment the medical images automatically in real time and get the results while the patient is waiting, the processing time of the segmentation methods are different, and the processing time may be used as a comparison factor for these methods.

Signal to Noise Ratio (SNR) is also used to differentiate between wavelet and ridgelet output quality. SNR is used in image processing as a physical measure of the sensitivity of an imaging system. Industry standards measure SNR in decibels (dB) of power, and therefore apply the 20 log rule to the peak SNR ratio. Industry standards measure and define sensitivity in terms of the ISO film speed equivalent; image quality is excellent when SNR is 32 dB and if SNR is 20 dB then, it means acceptable image quality.

4.2. Wavelet Versus Ridgelet. Parameters in the wavelet transform are points \((x, y)\) in the cartesian grid. As illustrated in the first part of Figure 15, each point performs a pixel in the image or an entry in a 2D matrix. However, in ridgelet transform, straight lines evaluate the image in the frequency domain rather than those points in wavelet domain. Parameters in ridgelet domain are \((\beta, \theta)\) in a polar domain (second part of Figure 15) where \(\beta\) is the intercept, and \(\theta\) is the angle [24, 25].

Table 1 illustrates the SNR values of extracted features from DATA SET 2 in spatial domain, wavelet domain at different levels of decomposition, and in ridgelet domain at different block sizes.

It can be seen from Table 1 that small values of SNR have been obtained for all techniques; this is due to the noise from the acquisition systems which will be a part of the medical image itself after the reconstruction of all the slices. Relatively, better SNR values can be achieved with the second level of wavelet decomposition and as the block size \((p)\) is getting bigger with the ridgelet transform where the transformed image is getting more similar to the original image.

4.3. 3D DWT. Applying segmentation techniques on 2D slices requires more time compared to the 3D volumes-based approaches time. The time required to look for the best slice that includes the spheres in full diameters is not required in 3D volume segmentation processes. Segmented volume for DATA SET 1 using 3D-thresholding is illustrated in Figure 16(a), 3D-wavelet technique is applied on the same phantom data (DATA SET 1), and the selected spheres are detected as illustrated in Figure 16(b). Another example of applying 3D-DWT on real CT images for DATA SET 2 is illustrated in Figure 16(c). Table 2 compares the errors in spheres diameters using 3D segmentation techniques with existing measurements using 2D segmentation techniques for slice number 19. ED has been used to measure the spheres diameters and calculate the error percentages for each

---

**Table 1: Wavelet and ridgelet comparisons depending on SNR and processing time.**

<table>
<thead>
<tr>
<th>Domain</th>
<th>Wavelet</th>
<th>Ridgelet</th>
<th>Satial</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level 1</td>
<td>Level 2</td>
<td>Level 3</td>
</tr>
<tr>
<td>SNR (dB)</td>
<td>10.65</td>
<td>11.14</td>
<td>10.95</td>
</tr>
<tr>
<td>Time (sec)</td>
<td>0.23</td>
<td>0.24</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Figure 14: DSC overlapping.**
Figure 15: Wavelet and ridgelet parameters.

(a) Segmented volume using 3D-thresholding
(b) 3D-DWT for DATA SET 1
(c) 3D-DWT for DATA SET 2

Figure 16: 3D segmentation techniques.

Table 2: Error percentage of spheres measurement using different segmentation techniques.

<table>
<thead>
<tr>
<th>Spheres Diameter (mm)</th>
<th>10</th>
<th>13</th>
<th>17</th>
<th>22</th>
<th>28</th>
<th>37</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means [11]</td>
<td>-13.6</td>
<td>-11.5</td>
<td>-5.77</td>
<td>-5.51</td>
<td>-5.1</td>
<td>-5.01</td>
</tr>
<tr>
<td>Clustering [11]</td>
<td>18.6</td>
<td>16</td>
<td>9</td>
<td>7.5</td>
<td>5.5</td>
<td>1.1</td>
</tr>
<tr>
<td>Iterative Thresholding [39]</td>
<td>3</td>
<td>3.1</td>
<td>0.6</td>
<td>0.9</td>
<td>1.1</td>
<td>1.8</td>
</tr>
<tr>
<td>2D Thresholding</td>
<td>-4.8</td>
<td>-8.15</td>
<td>0.06</td>
<td>-0.36</td>
<td>1.07</td>
<td>1.14</td>
</tr>
<tr>
<td>2D-DWT (Proposed)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Haar</td>
<td>Level 1</td>
<td>-2.9</td>
<td>-2.46</td>
<td>1.35</td>
<td>0.82</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>Level 2</td>
<td>-10.9</td>
<td>-6.67</td>
<td>3.88</td>
<td>-1.3</td>
<td>-0.76</td>
</tr>
<tr>
<td>Daubechies</td>
<td>Level 1</td>
<td>-7.43</td>
<td>-2.69</td>
<td>0.12</td>
<td>2</td>
<td>2.17</td>
</tr>
<tr>
<td></td>
<td>Level 2</td>
<td>-5.2</td>
<td>0.15</td>
<td>-4.24</td>
<td>0.73</td>
<td>0.62</td>
</tr>
<tr>
<td>3D Thresholding (Proposed)</td>
<td>0.59</td>
<td>0.77</td>
<td>0.17</td>
<td>1.11</td>
<td>2.2</td>
<td>6.08</td>
</tr>
<tr>
<td>3D-DWT (Proposed)</td>
<td>-2.67</td>
<td>-1.93</td>
<td>-0.74</td>
<td>4.75</td>
<td>3.37</td>
<td>0.77</td>
</tr>
</tbody>
</table>
Spheres diameters are reduced to the half with each decomposition level of wavelet transform. Three decomposition levels of DWT have been applied on NEMA phantom using two different filters (Haar, Daubechies), and the measured diameters were doubled at each level to produce a fair comparison with the other available techniques. It can be seen that most of the error percentages were decreasing while the sphere diameter increasing, it is worth mentioning that there is no upper bound of the spheres diameters to keep the errors decreasing because the ROI becomes clearer and easier to be detected and measured properly. But tumors in real life are usually very small in the early stage cancer, and the problem is to detect those turnouts as soon as possible.

By applying one decomposition level of 3D-DWT on spatial domain and using the LLL filter output, underestimated percentages have been achieved for the three small spheres (10, 13, and 17 mm) and overestimated percentages for the three big spheres (22, 28, and 37 mm). DWT proved efficient in detecting the big obstacles where the biggest sphere (37 mm) was detected with a very small error percentage (<0.8%).

The two smallest spherical inserts are still underestimated in all techniques except the 3D-thresholding. The large volumetric errors encountered using this acquisition exist as a consequence of the poor slice thickness setting selected for the scan. The 4.25 mm slice thickness causes large fluctuations in transaxial tumor areas to occur between image slices. This problematic characteristic occurs most notably with the smallest spherical inserts, where single voxel reallocation causes a large deviation in percentage error. In Figure 16, the percentage error computed between the actual sphere volume and the volumes obtained using all methodologies for each of the six tumor inserts is plotted. It can be seen that all techniques are settled down according to the error percentages as the sphere diameters increased (Figure 17).

### 4.4. HMM Experimental Results.

HMMs have been used for segmentation, which can be applied either in the spatial or multiresolution domain using wavelet or ridgelet transforms. The weakness of HMMs is its long processing time, compared with the other evaluated techniques. DATA SET 1 has been utilized to perform the experimental study using HMMs and MRA for medical image segmentation, and the achieved results are illustrated in Table 3. Figures 18 and 19 illustrate the outputs of applying HMM on a slice from DATA SET 1 and real brain slice, respectively.

From Table 3, applying HMMs on NEMA phantom slice in ridgelet domain failed to segment ROI where most of the technique sphere diameter error percentages have been calculated according to the following:

\[
\text{error}\% = \frac{\text{Measured Diameter} - \text{Actual Diameter}}{\text{Actual Diameter}} \times 100\%.
\] (7)

From Table 2, in the case of K-means clustering, tumor volumes are underestimated by approximately 5-6% in most cases, however, for the two smaller spherical inserts, with diameter of 10 mm and 13 mm, respectively, these underestimations are significantly greater. For the smallest sphere, more than a 13% volume discrepancy is recorded, with the K-means algorithm finding it difficult to quantify the tumor accurately. Sphere 2 similarly is massively underestimated (11 : 5%). Unlike K-means clustering, MRFM tends to overestimate the volumes of the spherical inserts, with the exception of Spheres 1 and 2.

Outer diameters have been measured in the case of 3D segmentation, and the inner diameters errors have been calculated based on the thickness of spheres edges. All spheres diameters detected using 3D-thresholding and the errors were over estimated by (0.5–2.5%), they were increasing while the sphere diameter increasing.

**Table 3: Performance of using HMMs and MRA for medical image segmentation.**

<table>
<thead>
<tr>
<th>diameters (mm)</th>
<th>10</th>
<th>13</th>
<th>17</th>
<th>22</th>
<th>28</th>
<th>37</th>
<th>Processing time (sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM (Spatial)</td>
<td>1.5</td>
<td>0.8</td>
<td>0.1</td>
<td>0.8</td>
<td>0.04</td>
<td>1</td>
<td>2007.3</td>
</tr>
<tr>
<td>HMM (Wavelet)</td>
<td>NA*</td>
<td>11.07</td>
<td>7.82</td>
<td>2.98</td>
<td>1.09</td>
<td>0.27</td>
<td>1321.1</td>
</tr>
<tr>
<td>HMM (Ridgelet)</td>
<td>NA*</td>
<td>NA*</td>
<td>NA*</td>
<td>NA*</td>
<td>NA*</td>
<td>2.41</td>
<td>5757.6</td>
</tr>
</tbody>
</table>

* Diameters could not be detected using this Technique.

**Table 4: HMM performance depending on DSC.**

<table>
<thead>
<tr>
<th>Type</th>
<th>joint pixels</th>
<th>No. of pixels</th>
<th>DSC value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spatial</td>
<td>212521</td>
<td>524288</td>
<td>0.8107</td>
</tr>
<tr>
<td>Ridgelet</td>
<td>158905</td>
<td>524288</td>
<td>0.6062</td>
</tr>
</tbody>
</table>

Figure 17: Visual comparison for error percentages.
the spheres diameters could not be detected. As well as the long computational time problem, it is five times more than the required time for applying HMMs on the slice in the wavelet domain. Transforming any image into ridgelet domain changes the comprising pixel specifications as well as the dimensions of the image. The padding row is added to each block leading to long computational time for HMM segmentation. Relatively, the most accurate results have been achieved with applying HMMs directly on the spatial domain without any transformation. But in wavelet domain, applying HMMs requires less time which make it very useful in real time segmentation systems.
It can be seen from Figure 18 that different obstacles were merged such as bones and brain; the same thing happened in Figure 19 where the liver is merged with the skin. This merge is due to the number of HMM classes (states) where HMMs decided that brain and bones in Figure 18 will be in the same class because just three HMM classes were used. But each obstacle will be in separate class if the number of classes increased to the number of all obstacles in the image, the same explanation for Figure 19. There are some available techniques that can be used to define the best number of classes in HMM such as BiC.

HMMs have been also applied on DATA SET 2 as illustrated in Figure 20, and the DSC values for the segmented slices have been measured and illustrated in Table 4 which evaluates the performance based on a manual segmented image where better results have been achieved using HMMs in the spatial domain.

Many techniques have been previously implemented for medical volumes segmentation; some of them were illustrated in this paper and compared with the proposed techniques. Promising results have been achieved using 3D segmentation techniques directly to medical volumes and the statistical models using HMMs; both techniques have the same problem which is the computational time. Many acceleration processing methods have been recently implemented such as FPGAs, Matlab accelerators, Feature Reduction (FR) techniques, GPUs and many more. HMM can be applied with different MRA transforms such as wavelet, ridgelet, and curvelet to achieve promising results. It is worth mentioning that based on the experiments carried out on these specific medical data in this paper, HMMs can be classified as one of the ideal medical volume segmentation techniques compared to the other proposed techniques.

5. Conclusions

Segmentation is very important for medical image processing, to detect tumors and regions of interest for radiotherapy planning and cancer diagnosis. A novel and sophisticated segmentation system was developed specifically for 3D data segmentation. The developed techniques within the system have been tested on phantom data [41]. The system used to quantify tumors within the data of predefined volumes, and these results were compared with those obtained from 2D approaches such as thresholding. Thresholding addressed many problems in multiresolution analysis including denoising and edge detection, but data loss was the main problem caused. Statistical models using hidden Markov models have been also investigated for segmentation, which can be deployed in the spatial domain or multiresolution domain. The weakness of HMMs is its long computation time required for the calculation of their models which was much smaller compared with the other evaluated techniques.

The proposed system was also tested on other data set for real human chest images from a CT scanner and has shown promising results. Ongoing research is focusing on the implementation of other 3D novel feature extraction techniques for medical images based on 3D-ridgelet and 3D-curvelet transforms. In order to speed up the proposed techniques; a graphical processing unit (GPU) will be deployed with more focus on the implementation of higher dimensional HMMs for a more accurate and automatic volume segmentation system.
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In recent years, the size and complexity of datasets have shown an exponential growth. In many application areas, huge amounts of data are generated and stored in databases, explicitly or implicitly containing spatial or spatiotemporal information. For instance, the proliferation of location-aware devices gives rise to vast amounts of frequently updated telecommunication and traffic data, and satellites generate terabytes of image data daily. These huge collections of spatiotemporal data often hide possibly interesting information and valuable knowledge. It is obvious that a manual analysis of these data is impossible, and data mining might provide useful tools and technology in this setting. Spatiotemporal data mining is an emerging research area that is dedicated to the development of novel algorithms and computational techniques for the successful analysis of large spatiotemporal databases and the disclosure of interesting knowledge in spatiotemporal data. However, the ability to analyze these data remains inadequate and the need for adapted data mining tools becomes a major challenge.

As the study of data streams and large databases is a difficult problem because of the computing costs and the big storage volumes involved, two issues appear to play a key role in such an analysis: (i) a good condensed description of the data properties [2, 3] and (ii) a measure capable of detecting changes in the data structure [4, 5]. In this paper, we propose a new unsupervised algorithm, suitable for the analysis of noisy spatiotemporal Radio Frequency IDentification (RFID) data. Two real applications show that this algorithm is an efficient data-mining tool for behavioral studies based on RFID technology. It allows discovering and comparing stable patterns in an RFID signal and is suitable for continuous learning.

1. Introduction

In recent years, the size of datasets has shown an exponential growth. A study exhibits that the amount of data doubles every three years [1]. In application areas such as robotics, computer vision, mobile computing, and traffic analysis, huge amounts of data are generated and stored in databases, explicitly or implicitly containing spatial or spatiotemporal information. For instance, the proliferation of location-aware devices gives rise to vast amounts of frequently updated telecommunication and traffic data, and satellites generate terabytes of image data daily. These huge collections of spatiotemporal data often hide possibly interesting information and valuable knowledge. It is obvious that a manual analysis of these data is impossible, and data mining might provide useful tools and technology in this setting. Spatiotemporal data mining is an emerging research area that is dedicated to the development of novel algorithms and computational techniques for the successful analysis of large spatiotemporal databases and the disclosure of interesting knowledge in spatiotemporal data. However, the ability to analyze these data remains inadequate and the need for adapted data mining tools becomes a major challenge.

As the study of data streams and large databases is a difficult problem because of the computing costs and the big storage volumes involved, two issues appear to play a key role in such an analysis: (i) a good condensed description of the data properties [2, 3] and (ii) a measure capable of detecting changes in the data structure [4, 5]. In this paper, we propose a new algorithm which combines two methods [6, 7] to perform these two tasks. The solution we propose consists of an algorithm, which constructs an abstract representation of the datasets, performs automatically a clustering of the data based on their representations, and is able to evaluate the dissimilarity between two distinct datasets. The abstract representation is based on the learning of a variant of Self-Organizing Map (SOM) [8], which is enriched with information extracted from the data. Then, the underlying data density function is estimated from the abstract representation. The dissimilarity is a measure of the divergence between two estimated densities. A great advantage of this method is that each enriched SOM is at the same time a very informative and a highly condensed description of the data distribution that can be stored easily for a future use. Moreover, as the algorithm is effective both in terms of computational complexity and in terms of memory requirements, it can be used for comparing large datasets or for detecting changes in data streams.

In this work, we focus on the analysis of RFID data. RFID is an advanced tracking technology. The RFID tags, which
consist of a microchip and an antenna, must be used with a reader that can detect simultaneously a lot of tags in a single scan. A computer is used to store the data about the position of each tag for each scan in a database. This allows different analyses. RFID, thanks to miniaturization, offers the advantage of automation and overcomes the constraints imposed by video analyzes. The evolution of these data over time and their spatial position require the exploration of multiple data sets described in high dimension spaces.

The proposed algorithm presents some interesting properties to deal with RFID data.

(i) It allows a compact representation of each trajectory in a linear computational cost. This is important regarding that the total amount of recorded data can be high. Indeed, each tag's position is recorded very frequently (sometime less than each second) during several hours and many tags are followed simultaneously.

(ii) It is able to deal with noisy data and to find automatically a suitable number of clusters, without constraints about the clusters' shape. Moreover, it presents good clustering performances comparing to traditional algorithms. This is appreciable as RFID trajectories are very noisy in our application and the extraction of general patterns become a difficult task. The algorithm is thus used to perform a clustering of each trajectory from its representation.

(iii) It is suitable for trajectories comparisons. As new trajectory record can be added to the database at any time, it is important to compare patterns of new trajectories with older ones. The algorithm can evaluate the similarity of two trajectories' representations using information about underlying distribution of the tags' movements. This approach is very resistant to noise and is more reliable than distance-based methods.

Thus, the algorithm combines all needed properties—good abstraction performances, low memory, and computational cost, suitable for noisy experimental data analysis—to be a good candidate for RFID data mining.

The remainder of this paper is organized as follows. Section 2 presents the algorithm. Properties analysis and results are described in Section 3. Section 4 introduces the adaptation of the algorithm to deal with RFID data then describes two real application (mining customers trajectories in a supermarket and analyzing migration behavior of an ant's colony). A conclusion is given in Section 5.

2. Proposed Algorithm

2.1. General Algorithm Schema. The basic assumption in this work is that it is possible to define prototypes in the data space and to calculate a distance measure between data points and prototypes. First, each dataset is modeled using an enriched SOM model, constructing an abstract representation which is supposed to capture the essential properties of the data. Then, a clustering of the data is computed, in order to catch the global structure of these data. Finally, the density function of each dataset is estimated from the abstract representation and different datasets can be compared using a dissimilarity measure based upon these density functions.

The idea is to combine the dimension reduction and the fast learning capabilities of SOM to construct a new vector space then apply other analysis in this space. These are called two-level methods. The two-level methods are known to reduce greatly the computational time, the effects of noise, and the “curse of dimensionality” [6]. Furthermore, it allows some visual interpretation of the result using the two-dimensional map generated by the SOM.

The algorithm proceeds in three steps.

(1) The first step is the learning of the enriched SOM. During the learning, each SOM prototype is extended with novel information extracted from the data. These information will be used in the following step to find clusters in the data and to infer the density function. More specifically, the attributes added to each prototype are the following.

(a) Density modes. It is a measure of the data density surrounding the prototype (local density). The local density is a measure of the amount of data present in an area of the input space. We use a Gaussian kernel estimator [9] for this task.

(b) Local variability. It is a measure of the data variability that is represented by the prototype. It can be defined as the average distance between the prototypes and the represented data.

(c) The neighborhood. This is a prototype's neighborhood measure. The neighborhood value of two prototypes is the number of data that are well represented by each one.

(2) The second step is the clustering of the data using density and connectivity information so as to detect low-density boundary between clusters.

(3) The third step is the construction, from each cluster (i.e., a set of enriched prototypes in a SOM), of a density function which will be used to estimate the density in the input space. This function is constructed by induction from the information associated to the prototypes of the SOM and is represented as a mixture model of spherical normal functions.

(4) The last step accomplishes the comparison of two different datasets (e.g., clusters from different databases) using a dissimilarity measure able to compare the two density functions constructed in the previous steps.

2.2. Data Structure Modeling with Enriched SOM. Kohonen SOM can be defined as a competitive unsupervised learning neural network [8]. When an observation is recognized, the activation of an output cell—competition layer—inhibits the activation of other neurons and reinforce itself. It is said that
it follows the so called “Winner Takes All” rule. Actually, neurons are specialized in the recognition of one kind of observation. An SOM consists of a two-dimensional map of neurons which are connected to n-inputs according to n weights connections and to their neighbors with topological links. The training set is used to organize these maps under topological constraints of the input space. Thus, a mapping between the input space and the network space is constructed; two close observations in the input space would activate two close units of the SOM. An optimal mapping between the input space and the network space is determined by the SOM from the training set is used to organize these maps under topological constraints of the input space. This allows different prototype vectors, making it more sensitive for later presentation of that type of input. This allows different prototypes to be trained for different types of data. To achieve a topological mapping, the neighbors of the winner neuron adjust their prototype vector towards the input vector as well, but at a lesser degree, depending on how far away they are from the winner. Usually, a radial symmetric Gaussian neighborhood function $K_{ij}$ is used for this purpose.

In our algorithm, the SOM’s prototypes will be “enriched” by adding new numerical values extracted from the dataset. The enrichment algorithm proceeds in three phases.

**Input:**

(i) the data $X = \{x_k\}_{k=1}^N$.

**Output:**

(i) the density $D_i$ and the local variability $s_i$ associated to each prototype $w_i$,

(ii) the neighborhood values $v_{i,j}$ associated with each pair of prototype $w_i$ and $w_j$.

**Algorithm:**

(1) **Initialization:**

(i) initialize the SOM parameters,

(ii) For all $i,j$ initialize to zero the local densities ($D_i$), the neighborhood values ($v_{i,j}$), the local variability ($s_i$) and the number of data represented by $w_i(N_i)$.

(2) **Choose randomly a data $x_k \in X$:**

(i) compute $d(w, x_k)$, the distance between the data $x_k$ and each prototype $w_i$,

(ii) find the two closest prototypes (BMUs: Best Match Units) $w_{u^*}$ and $w_{u^{**}}$.

$$u^* = \arg \min_i d(w_i, x_k),$$

$$u^{**} = \arg \min_{i \neq u^*} d(w_i, x_k).$$

(3) **Update structural values:**

(i) number of data: $N_{u^*} = N_{u^{**}} + 1$,

(ii) variability: $s_{u^*} = s_{u^{**}} + d(w_{u^*}, x_k)$,

(iii) density: For all $i$, $D_i = D_i + (1/\sqrt{2\pi h})e^{-d(w_i, x_k)^2/2h^2}$,

(iv) neighborhood: $v_{u^*, u^{**}} = v_{u^*, u^{**}} + 1$.

(4) **Update the SOM prototypes $w_i$ as defined in [8].**

(5) **Repeat T times step (2) to (4).**

(6) **Final structural values:** For all $i, s_i = s_i/N_i$ and $D_i = D_i/N$.

In this study, we used the default parameters of the SOM Toolbox [10] for the learning of the SOM, and we use $T = \max(N, 50 \times M)$ as in [10]. The number $M$ of prototypes must neither be too small (the SOM does not fit the data well) nor too large (time consuming). If $N$ is not too big, to choose $M$ close to $\sqrt{N}$ seems to be a good trade off [10]. The last parameter to choose is the bandwidth $h$. The choice of $h$ is important for good results, but its optimal value is difficult to calculate and time consuming (see [11]). A heuristic that seems relevant and gives good results consists of defining $h$ as the average distance between a prototype and its closest neighbor [6].

At the end of this process, each prototype is associated with a density and a variability value, and each pair of prototypes is associated with a neighborhood value. The substantial information about the distribution of the data is captured by these values. Then, it is no longer necessary to keep data in memory.

2.3. Data Clustering. Various prototypes-based approaches have been proposed to solve the clustering problem [12, 13]. However, the obtained clustering is never optimal, since part of the information contained in the data is not represented by the prototypes. In [6], a new method of prototypes’ clustering is proposed, the Density-based Simultaneous 2-Level—SOM algorithm (DS2L-SOM) that uses density and neighborhood information to optimize the clustering. The main idea is that the core part of a cluster can be defined as a region with high density. Then, in most cases, the cluster borders are defined either by low-density region or “empty” region between clusters (i.e., large intercluster distances) [12].

Here, DS2L-SOM uses information learned by the enriched SOM. Figure 1 shows an example of the different stages of the clustering algorithm: prototypes have been learned with the enriched SOM algorithm; they are represented by hexagons with preservation of the neighborhood.
At the end of the enrichment process (Section 2.2), each set of prototypes linked together by a neighborhood value $v > \text{threshold}$ define well-separated clusters. This is useful to detect borders defined by large intercluster distances (Figure 1(b)). The estimation of the local density ($D$) is used to detect cluster borders defined by low density. Each cluster is defined by a local maximum of density (density mode, Figure 1(c)). Thus, a “Watersheds” method [14] is applied on prototypes’ density for each well-separated cluster to find low-density area inside these clusters, in order to characterize density defined subclusters (Figure 1(d)). For each pair of adjacent subgroups, we use a density-dependent index [15] to check if a low-density area is a reliable indicator of the data structure, or whether it should be regarded as a random fluctuation in the density (Figure 1(e)). This process is very fast because generally the number of prototypes is small. The combined use of these two types of group definition can achieve very good results despite the low number of prototypes in the map and is able to detect automatically the number of cluster.

2.4. Comparisons of Data Distributions. Each dataset is modeled using an enriched Self-Organizing Map (SOM) model, constructing an abstract representation which is supposed to capture the essential data structure. Each of the datasets is partitioned using the DS2L-SOM algorithm. In order to be able to compare different clusters from different databases, the algorithm first estimate the underlying density function of each clusters, then use a dissimilarity measure based upon the density functions for the comparison.

The first objective of this step is to estimate the density function which associates a density value to each point of the input space. An estimation of some values of this function have been calculated (i.e., $D_i$) at the position of the prototypes representing a cluster. An approximation of the function must now be inferred from these values.

The hypothesis here is that this function may be properly approximated in the form of a mixture of Gaussian kernels. Each kernel $K$ is a Gaussian function centered on a prototype. The density function can, therefore, be written as:

$$f(x) = \sum_{i=1}^{M} \alpha_i K_i(x),$$

with

$$K_i(x) = \frac{1}{N \sqrt{2\pi h_i}} e^{-d(w_i, x)^2 / 2h_i^2}.$$

The most popular method to fit mixture models (i.e., to find $h_i$ and $\alpha_i$) is the expectation-maximization (EM) algorithm [16]. However, this algorithm needs to work in the data input space. As here we work on enriched SOM instead of dataset, we cannot use EM algorithm.

Thus, we propose the heuristic to choose $h_i$

$$h_i = \frac{\sum_j (v_{i,j} / (N_i + N_j)) (s_{i,j}N_i + d_{i,j}N_j)}{\sum_j v_{i,j}},$$

$d_{i,j}$ is the distance between $w_i$ and $w_j$. The idea is that $h_i$ is the standard deviation of data represented by $K_i$. These data are
also represented by \( w_i \) and their neighbors. Then, \( h_i \) depends on the variability \( s_i \) computed for \( w_i \) and the distance \( d_{ij} \) between \( w_i \) and its neighbors, weighted by the number of data represented by each prototype and the connectivity value between \( w_i \) and his neighborhood.

Now, since the density \( D \) for each prototype \( w \) is known \( (f(w) = D_i) \), a gradient-descent method can be used to determine the weights \( \alpha_i \). The \( \alpha_i \) are initialized with the values of \( D_i \), then these values are reduced gradually to better fit \( D = \sum_{i=1}^{M} \alpha_i K_i(w) \). To do this, the following criterion is optimized:

\[
\alpha = \arg \min_{\alpha} \frac{1}{M} \sum_{i=1}^{M} \left( \sum_{j=1}^{M} (\alpha_j K_j(w_i)) - D_i \right)^2.
\]  

(5)

Thus, we have a density function that is a model of the dataset represented by the enriched SOM. Some examples of estimated density are shown on Figures 2 and 3.

A measure of dissimilarity between two clusters \( A \) and \( B \) can now be defined, represented by two models: \( M_A = [\{w_i^A\}_{i=1}^{N_A}, f^A] \) and \( M_B = [\{w_j^B\}_{j=1}^{N_B}, f^B] \), with \( N_A \) and \( N_B \) the number of prototypes representing \( A \) and \( B \) and \( f^A \) and \( f^B \) the density function of \( A \) and \( B \).

The dissimilarity between \( A \) and \( B \) is given by

\[
CBd(A,B) = \frac{\sum_{i=1}^{N_A} f^A(w_i^A) \log(f^A(w_i^A)/f^B(w_i^A))}{N_A} + \frac{\sum_{j=1}^{N_B} f^B(w_j^B) \log(f^B(w_j^B)/f^A(w_j^B))}{N_B}.
\]

(6)
3. Results and Analysis

3.1. Validity of the Clustering. The effectiveness of the proposed two-level clustering method has been demonstrated in [6] by testing the performances on 10 databases presenting various clustering difficulties. DS2L-SOM was compared to S2L-SOM (similar to DS2L-SOM but using only neighborhood information) and to some traditional two-level methods, in term of clustering quality (Jaccard and Rand indexes [18]) and stability (subsampling-based method [19]). The selected traditional algorithms for comparison are $K$-means and Ascendant Hierarchical Clustering (AHC) applied (i) to the data and (ii) to the prototypes of the trained SOM. The Davies and Bouldin [20] index was used to determine the best cutting of the dendrogram (AHC) or the optimal number $K$ of centroids for $K$-means. S2L-SOM and DS2L-SOM determine the number of clusters automatically and do not need to use this index. In AHC, the proximity of two clusters was defined as the minimum of the distance between any two objects in the two different clusters. The results for the external indexes show that for all the databases DS2L-SOM is able to find without any error the expected data segmentation and the right number of clusters. This is not the case of the other algorithms, when the groups have an arbitrary form, when there is no structure (i.e., only one cluster) in the data or when clusters are in contact. Considering the stability, the DS2L-SOM algorithm shows excellent results, whatever the dimension of data or the clusters’ shape. It is worth noticing that in some cases the clustering obtained by the traditional methods can be extremely unstable.

To summarize, DS2L-SOM presents some interesting qualities in comparison to other clustering algorithms

(i) the number of cluster is automatically detected by the algorithm,
(ii) no linearly separable clusters and nonhyperspherical clusters can be detected, and
(iii) the algorithm can deal with noise (i.e., touching clusters) by using density estimation.

3.2. Validity of the Comparisons. In order to demonstrate the performance of the proposed dissimilarity measure, nine artificial datasets generators and two real datasets where used in [7].

The main idea to test the quality of the comparison measure is that a low dissimilarity value is only consistent with a similar distribution and does, of course, give an indication of the similarity between the two sample distributions. On the other hand, a very high dissimilarity does show, to the given level of significance, that the distributions are different.

Then, if the measure of dissimilarity is efficient, it should be possible to compare different datasets (with the same attributes) to detect the presence of similar distributions, that is the dissimilarity of datasets generated from the same distribution law must be much smaller than the dissimilarity of datasets generated from very different distribution. This is measured using a generalized index of Dunn [21]: the higher is this index, the better is the comparison measure (see [7]).

The results was compared with some distance-based measures usually used to compare two sets of data (here, we compare two sets of prototypes from the SOMs). These measures are the average distance (Ad: the average distance between all pair of prototypes in the two SOMs), the minimum distance (Md: the smallest Euclidean distance between prototypes in the two SOMs), and the Ward distance (Wd: The distance between the two centroids, with some weight depending on the number of prototypes in the two SOMs) [22].

As shown in Table 1, the new dissimilarity measure using density is much more effective than measures that only use the distances between prototypes. Indeed, the Dunn index for density-based measure is much higher than distance-based ones for the three kinds of datasets tested: nonconvex data, noisy data, and real data. This means that the new dissimilarity measure is much more effective for the detection of similar datasets.

<table>
<thead>
<tr>
<th>Distributions</th>
<th>Average</th>
<th>Minimum</th>
<th>Ward</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ring 1–3 + Spiral 1-2</td>
<td>0.4</td>
<td>0.9</td>
<td>0.5</td>
<td>1.6</td>
</tr>
<tr>
<td>Noise 1–4</td>
<td>1.1</td>
<td>1.4</td>
<td>22.0</td>
<td>115.3</td>
</tr>
<tr>
<td>Shuffle 1-2</td>
<td>1.1</td>
<td>16.5</td>
<td>6.3</td>
<td>27.6</td>
</tr>
</tbody>
</table>

3.2.1. Algorithm Complexity. The complexity of the algorithm is scaled as $O(T \times M)$, with $T$ the number of steps and $M$ the number of prototypes in the SOM. It is recommended to set at least $T > 10 \times M$ for a good convergence of the SOM [8]. In this study, we use $T = \max(N, 50 \times M)$ as in [10] ($N$ is the number of data). This means that if $N > 50 \times M$ (large database), the complexity of the algorithm is $O(N \times M)$, that is, is linear in $N$ for a fixed size of the SOM. Then, the whole process is very fast and is suited for the treatment of large databases. Also, very large databases can be handled by fixing $T < N$ (this is similar as working on a random subsample of the database).

This is much faster than traditional density estimator algorithms as the Kernel estimator [9] (that also needs to keep all data in memory) or the Gaussian mixture model [23] estimated with the EM algorithm (as the convergence speed can become extraordinarily slow [24]).

4. Case Study

In this section, an adaptation of the algorithm is introduced to deal with RFID data, and two applications are described. The fist application aims at mining customers trajectories...
in a supermarket during their shopping. The second is an analyze of migration behavior in an ant’s colony.

4.1. Proposed Method. The proposed method is to analyze RFID signal proceeds in three steps.

(1) Data postprocessing: The aim is to analyze the variation of the spatial behavior over time. To do that, a current spatiotemporal behavior must be defined for each instant during the following. This behavior must be inferred from the complex and noisy RFID signal. To do this, we compute for each x seconds of the tag’s trajectory, a vector representing some relevant spatiotemporal information during a y minutes time window centered on the current time (x ≪ y).

Obviously, this definition implies some correlations between the description of two time windows if they are separated by less than y minutes, as they overlap. This will allow us to detect when a customer moves from one area to another, by detecting sudden change in the description of current location.

(2) Detection of individual homogeneous patterns: In order to regroup similar behaviors and to detect changes over time, an enriched SOM is applied on time windows from each individual sequences. DS2L-SOM is then applied on the enriched SOM as in Section 2.3, then it uses the density information to detect sudden change in the location windows, so as to regroup similar windows. The goal is to detect time-stable patterns inside the RFID signal. The signal is thus segmented in a succession of homogeneous patterns.

(3) Detection of similar patterns: The method used in step (3) allows to analyze efficiently the spatiotemporal behavior of each tag. Now, a method is needed to compare all these individual sequences so as to perform an analysis at the collective level.

The idea is to define a similarity measure between two set of prototypes (from the enriched SOM) that represent two individual subsequences (i.e., clusters). For this job, the related density function is computed for each stable pattern as in Section 2.3. Then, a similarity matrix between each pattern of each RFID signal is computed. Finally, DS2L-SOM is applied on this matrix in order to find similar pattern in different RFID signal.

4.2. Mining Customers Trajectories. In this application, we aim at studying the individuals’ spatiotemporal activity during their shopping in a supermarket. Until now, little research has been undertaken in this way. Usual questions are: how do customers really travel through the store, do they go through every area or do they skip from one area to another in a more direct manner, do they follow a single, dominant pattern, or are they rather heterogeneous?

![Figure 4: The RFID experimental device. Yellow box represents readers positions.](image1)

![Figure 5: Example of a recorded scan in the data file.](image2)
more hard to understand. Furthermore, data recorded a very noisy, because of perturbations of the RFID signal by all the metallic structures and by human bodies (see Figure 6 for an example).

4.2.2. Analyses. Here, we want to analyze the variation of the customers spatial behavior over time. To do that, a current location must be defined. The current location represent the area where the customer is in a given time. For each 10 seconds of the customer trajectory, a vector is computed representing how many times and how long each RFID reader have detected the customer’s tag during a 3-minute time window centered on the current time. This will allow to detect when a customer moves from one area to another, by detecting sudden change in the description of current location.

In order to regroup similar current location and to detect changes over time, the algorithm DS2L-SOM is applied on time windows from each individual sequences.

By using the similarity measure to compare all the subsequences of all the recorded customers in the first day of recording, we found six clusters that represent six well-defined homogeneous locations. The similarity measure can now be used to label each new customer’s sequence recording after the first day. This is fast enough to be made in real time during the customer’s shopping.

4.2.3. Main Results. The analysis method allowed to find six well-defined homogeneous locations (named sectors). This means that we were able to define more well-localized area than the number of reader (50% more), this is a good information extraction. The sectors can be described as follows (see also Figure 7):

(S1) detected by reader 9 only, it correspond to the entrance of the store. Baskets waiting for new customers are detected in this sector.

(S2) detected by reader 1 only. In this sector, customers can find flowers and vases.

(S3) mainly detected by reader 4 and 10. In this sector, customers can find wrought iron objects.

(S4) mainly detected by reader 1, sometime by reader 9 (wood furnitures).

(S5) mainly detected by reader 9 and 10, sometime by reader 4 or 1 (dishes and small objects).

(S6) mainly detected by reader 1 and 4, sometime by reader 9 (Mirrors and linens).

Finally, the mean time spent in each sector is computed so as to find hot and cold spot. This shows us that (S5) is a very hot spot (48% of the time) unlike (S2) (6%) and (S4) (2%) which are very cold spot. Note that we do not use (S1) for this analysis, as this sector include waiting baskets.

4.3. Monitoring of an Ant Colony Migration. Animal societies are dynamic systems characterized by numerous interactions between individual members. Such dynamic structures stem from the synergy of these interactions, the individual capacities in information processing, and the diversity of individual responses.

Ants, often caricatured and little known, have nevertheless a huge ecological impact, and they are considered as major energy catalysts. Their complex underground nests contributes to soil ventilation, and because of their predatory and detritivore diets, they contribute to ecosystem equilibrium. Ant colonies face rapid changes of environmental conditions and constraints through an important individual flexibility. The following study aims at studying the mechanisms leading to a colony migrations (change of nest). Migration is a widespread phenomenon in many species, but it remains a risky event because during the movement the queen and brood will be particularly vulnerable. The strategies used in nest choice and movement organization are therefore crucial for group survival.

4.3.1. Context. An RFID device has been developed for this study. Based on marketed products, it requires little development. It consists of a network of RFID readers in a constrained space with compulsory passageways in an
artificial nest. These readers are connected to a detector which sends the information to a computer.

For this study, we chose a big-sized tropical ant *Pachycondyla tarsata*, which establishes subterranean nests distributed in several interconnected chambers distributed over 10 m. Colonies of these species are typically composed of ten to a few thousand ants. RFID tag consists of a chip attached to an antenna weighting under 40 mg (i.e., 25% of an ant weight), glued on the animal thorax (Figure 8). Preliminary tests showed that the tags do not disturb the ants behavior and the colony dynamic significantly.

The movement between nests of a colony of 55 *Pachycondyla tarsata* workers was monitored in the RFID device (about four hours recording). Each worker had a tag attached to its thorax.

The experimental device for this experiment consists of two artificial nests (N1 and N2) of three rooms each (Room 1, 2, and 3) and a foraging area, linearly connected by six tunnels (Figure 9). At the beginning of the experiment, the brood is located in Room 3 of the first nest, the farthest from the foraging area. Each tunnel is equipped with two RFID readers (number 1 to 12 from Room 3 in Nest 2 to Room 3 in Nest 1) that detect the passage and the direction of tagged individuals between rooms. The information recorded by readers are handled by two RFID electronics and then sent to a computer which creates and stores the data files.

At time = 0, we switch on a strong neon light over the first nest, and we open the entrance of the second nest, then we record the colony movement until the entire brood is moved into the second nest (~4 hours).

The data files are in text format. They indicate, for each antenna scan (about three scans per second), the scan number, the date, time, and, for each individual (i.e., for each tag), which antenna is activated (Figure 10). If, during a scan, none is detected, nothing appears in the data file. If an ant moves from one room to another, it is detected by two successive antennas, and this allows us to infer the exact position of each ant at any moment.

4.3.2. Analyses. We used this information to produce the individual moving sequence of each ant. This sequence is a function that gives the ant’s location at any time during the move.

However, what we would like to analyze is the variation of the ant’s current spatial behavior over time. To do that, a current spatial behavior must be defined. Here, the current location cannot just be chosen, because this way, we would lose all dynamic information such as “the ant is moving quickly” or “the ant makes round trips between two rooms”. Therefore, the current behavior is defined as the time spent in each location (static information) and the number of exits from each location (dynamic information) during a 10-minute time window centered on the current time. As there are 19 locations in the RFID device (7 Rooms and 12 readers), each temporal windows is coded in a vectorial form of 38 normalized features (one static and one dynamic feature for each location).

In order to regroup similar current behaviors and to detect changes in current behaviors over time, the DS2L-SOM algorithm is applied on time windows vectors modeled by an enriched SOM from each individual sequences. Then, the similarity measure is used to compute a similarity matrix with all the subsequences of all the ants. DS2L-SOM is used to find clusters of homogeneous subsequences. This allows to compare the behaviors of different ants. These clusters are then used to rename all the subsequences, so as to give the same name to subsequences that belong to the same cluster.

The RFID apparatus only provides a partial observation of the individuals. No information is provided concerning what happens inside a room, but only the duration of the permanence of an ant inside it can be known. Moreover, sensors are not reliable having a missing detection rate ranging from 5% to 15%. Thus, a HMM variant called S-HMM [25] is used to reconstruct for each ant the most probable evolution of the different activities during the migration.

4.3.3. Main Results. At the end of learning procedure, eight groups of behaviors $A_i$ ($1 \leq i \leq 8$) emerged. A last
group \((A_0)\) has been defined, which corresponds to activity segments where a clear pattern is not detectable. The activity of each ant have been labeled according to those behaviors.

In order to check the validity of the obtained results, we compared them with some visual observations from a video record. A movie camera was placed over the foraging area and every ant moving across this area was filmed. This allowed us to detect only one apparent behavior: the transportation of larva and cocoon. Each ant can be identified visually thanks to some color painted on their tag. So, we know which ant does transport and at what time this behavior occurred. We compared this with the results of the automatic analysis, and we found that all the transportations subsequences were grouped into only one activity (Activity \(A_5\), see Table 2 and Figure 11). Moreover, only two ants have a \(A_5\) subsequence without having been seen transporting (i.e., less than a 5% error). This result shows that there is some reliability in the clustering found with our automatic method.

The analysis of the spatiotemporal structure of each activity have been used by ethologist for hypothesize a plausible explanation for each behavior.

(A_0) Unstructured patterns. The ants are not participating into any activity and their path through the rooms is not structured.

(A_1) Quick exploration of the new nest. The ants have just discovered the new nest and start a fast and active exploration of the new site.

(A_2) Panic movements. This behavior is mostly expressed by nurses: due to the new environmental conditions—strong light and increase of the temperature—the old nest is no more suitable for a good brood care.

(A_3) Panic movements in the old nest. It is very similar to \((A_2)\), but the ants are more feared (this behavior seems to be expressed mainly by the youngest ants).

(A_4) General patrolling. This is a general exploration of the environment.

(A_5) Transportation. The ants is transporting something, that is, the queen, a cocoon, a larva, or an egg.

(A_6) Preparation of the new nest. The new nest is now known to be safe, but some works are needed to prepare the nest for an optimal brood care.

(A_7) Patrolling in the old nest. This behavior is a defensive patrolling inside the old nest in react to the disturbance.

(A_8) Patrolling in the new nest and foraging area. This behavior is a defensive patrolling inside the new environment.

<table>
<thead>
<tr>
<th>Activity</th>
<th>Transportation</th>
<th>Others</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_5)</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>Others</td>
<td>0</td>
<td>42</td>
</tr>
</tbody>
</table>

Table 2: Corresponding between visual observation and automatic analysis (number of ants).
Now, the abstracted individual activity during emigration can be used to compute the collective dynamic of emigration. Figure 12 is a representation of this dynamic, showing the number of ants expressing each activity during the migration process. We can see, colony emigration follows a typical pattern: when the light is switched on, the first event is a panic exploration of the old nest that is expressed by most of the ants. Slower patrolling will remain constant during all the process and concern not only the old nest but also the foraging area. The second event is the discovery of new nests followed by the brood transport. Afterwards, a more constant exploration of the new nest occur. The last activity, which appears gradually, is the settlement in the new nest.

From an ethological point of view, these results are of great help for understanding how tasks are distributed during a nest relocation. In fact, we obtained a very accurate description of the dynamic of the whole colony during all the emigration phase allowing us to emit some strong hypothesis about the function of the different behavior during the nest relocation phase. Some results are in accordance with previous works, especially the behaviors that can be observed in the foraging area. For example, the dynamic of the transportation behavior detected by the system match up the results presented in [26]. These hypotheses should now be validated by repeating the experiment with different colonies and different species. A complete understanding of the emigration process based on systematic experimentations would be an important step ahead for the research in social insects.

5. Conclusions

In this paper, a new algorithm is proposed for modeling data structure, based on the learning of an SOM, and a measure of dissimilarity between cluster structures. The advantages of this algorithm are not only the low computational cost and the low memory requirement, but also the high accuracy achieved in fitting the distribution of the modeled datasets. The results obtained on the basis of artificial and real datasets are very encouraging. The new unsupervised algorithm used in this paper is an efficient data mining tool for behavioral studies based on RFID technology. It allows discovering and comparing stable patterns in a RFID signal and is suitable for continuous learning.

Here, it was possible to highlight some characteristics of spatial organization of customers during their shopping in a big store from complex and noisy spatiotemporal database. Moreover, the characteristics of spatiotemporal organization in ant colonies during migration were described, and these results are perfectly compatible with the results of previous works using classic methods [27].
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