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Cooperative networks are gaining an increasing interest
in information and communications technologies since
such networks can improve communication capability and
provide a fertile environment for the development of
context-aware services. Cooperative communications and
networking represent a new paradigm which involves both
transmission and distributed processing, promising signif-
icant increase of capacity and diversity gain in wireless
networks. From one hand, the integration of long-range and
short-range wireless communication networks (e.g., infras-
tructured networks such as 3G, wireless ad hoc networks,
and wireless sensor networks) improves the performance in
terms of both area coverage and quality of service (QoS). On
the other hand, the cooperation among nodes, as in the case
of wireless sensor networks, allows a distributed space-time
signal processing which enables environmental monitor-
ing, localization techniques, distributed measurements, and
others, with a reduced complexity or energy consumption
per node. The relevance of this topic is also reflected
by numerous technical sessions in current international
conferences as well as by the increasing number of national
and international projects on these aspects.

This special issue aims to collect cutting-edge research
achievements in this area. We solicited papers that present
original and unpublished work on topics including, but
not limited to, the following: physical layer models, for
example, channel models (statistics, fading, MIMO, feed-
back); device constraints (power, energy, multiple access,
synchronization) and resource management; distributed
processing for cooperative networks (e.g., distributed com-
pression in wireless sensor networks, channel and network
codes design); performance metrics (e.g., capacity, cost,

outage, delay, energy, scaling laws); cross-layer issues, for
example, PHY/MAC/NET interactions, joint source-channel
coding, separation theorems; multiterminal information
theory; multihop communications; integration of wireless
heterogeneous (long- and short-range) systems.

In “Asymptotic analysis of large cooperative relay net-
works using random matrix theory” by H. Li et al., coopera-
tive relay networks with large number of nodes are analyzed,
and in particular the asymptotic performance improvement
of cooperative transmission over direct transmission and
relay transmission is analyzed using random matrix theory.
The key idea is to investigate the eigenvalue distributions
related to channel capacity and to analyze the moments of
this distribution in large wireless networks. The analysis in
this paper provides important tools for the understanding
and the design of large cooperative wireless networks.

H. Van Khuong and T. Le-Ngoc propose, in the paper
“Bandwidth-efficient cooperative relaying schemes with
multi-antenna relay,” coded cooperative relaying schemes in
which all successfully decoded signals from multiple sources
are forwarded simultaneously by a multiantenna relay to a
common multiantenna destination to increase bandwidth
efficiency. These schemes facilitate various retransmission
strategies at relay together with single-user and multiuser
iterative decoding techniques at destination, suitable for
tradeoffs between performance, latency, and complexity.

The problem of choosing the best relay node in relaying
networks is addressed in “Performance of multiple-relay
cooperative diversity systems with best-relay selection over
rayleigh fading channels” by S. S. Ikki and M. H. Ahmed.
They consider an amplify-and-forward (AF) cooperative
diversity system where a source node communicates with a
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destination node directly and indirectly (through multiple
relays). It is shown that the best-relay selection reduces
the amount of required resources while improving the
performance. Authors derive closed form expressions for
tight lower bounds on the symbol error probability and
outage probability.

A double-differential modulation for the amplify-and-
forward protocol over Nakagami-m fading channels with
carrier offsets is proposed by M. R. Bhatnagar et al. in
“Cooperative communications over flat fading channels with
carrier offsets: a double-differential modulation approach.”
They propose an emulated maximum ratio combining
(EMRC) decoder, which could be used by the double-
differential receiver in the absence of exact channel knowl-
edge. Approximate bit error rate (BER) analysis is performed
for the double-differential modulation-based cooperative
communication system. They propose a double-differential
system which is immune to random carrier offsets, whereas
the conventional single-differential modulation-based coop-
erative system breaks down, and perform better than
training-based cooperative system which utilizes training
data to estimate carrier offsets and channel gains.

In “Delay optimization in cooperative relaying with
cyclic delay diversity,” S. B. Slimane et al. propose to
inserting random delays at the nonregenerative fixed relays to
further improve the system performance. However, random
delays result in limited performance gain from multipath
diversity. In this paper, two promising delay optimization
schemes are introduced for a multicellular OFDM system
with cooperative relaying, stationary multiple users, and
fixed relays.

A. Conti et al. address the construction of space-
time codes for cooperative communications over block
fading channels in the paper “Pragmatic space-time codes
for cooperative relaying in block fading channels.” They
consider a pragmatic approach based on the concatenation
of convolutional codes and BPSK/QPSK modulation to
obtain cooperative codes for relay networks. The pairwise
error probability, an asymptotic bound on the frame error
probability, and a design criterion to optimize both diversity
and coding gain are also derived. While the implementa-
tion of pragmatic space-time codes only requires common
convolutional encoders and Viterbi decoders with suitable
generators, rate, and branch metric, they perform well in
block fading channels, including quasistatic channel, even
with a low number of states and relays.

In “Interference mitigation in cooperative SFBC-
OFDM,” D. Sreedhar and A. Chockalingam consider
cooperative space-frequency block-coded orthogonal
frequency-division multiplexing (SFBC-OFDM) networks
with amplify-and-forward (AF) and decode-and-forward
(DF) protocols at the relays. They propose an interference
cancellation algorithm for this system at the destination
node, and show that the proposed algorithm effectively
mitigates the intersymbol interference and intercarrier
interference effects.

For what concerns the MAC layer, J. Alonso-Zrate et al.,
in “Persistent RCSMA: a MAC protocol for a distributed
cooperative ARQ scheme in wireless networks,” present the

persistent relay carrier sensing multiple access (PRCSMA)
protocol that allows for the execution of a distributed
cooperative automatic retransmission request (ARQ) scheme
in IEEE 802.11 wireless networks. The underlying idea
of the PRCSMA protocol is to modify the basic rules of
the IEEE 802.11 MAC protocol to execute a distributed
cooperative ARQ scheme in wireless networks to enhance
their performance and to extend coverage.

At the scheduling level, “Optimally joint subcarrier
matching and power allocation in OFDM multihop system”
by W. Wang et al. propose an optimally joint subcarrier
matching and power allocation scheme to maximize the
channel capacity under total system power constrain of
OFDM systems. The problem is formulated as a mixed
binary integer programming problem (which is prohibitive
to find the global optimum in terms of complexity) and then
a low-complexity scheme by making use of the equivalent
channel power gain for any matched subcarrier pair is
proposed.

W. Mesbah and T. N. Davidson study, in “Power and
resource allocation for orthogonal multiple access relay
systems,” the problem of joint power and channel resource
allocation for orthogonal multiple access relay (MAR)
systems to maximize the achievable rate region. The authors
consider four relaying strategies and show that the problem
can be formulated as a quasiconvex problem in several
cases. Therefore, efficient algorithms can be derived for joint
optimal power and channel resource allocation.

At networking level, the paper “Resource sharing via
planed relay for HWN” by C. Shen et al. presents an
improved version of adaptive distributed cross-layer routing
algorithm for hybrid wireless network with dedicated relay
stations. They verify that the performance of routing proto-
col benefits of the hybrid wireless networks nature.

Collaboration in heterogeneous wireless networks is
addressed by A. Bazzi et al. a in “Multi radio resource
management: parallel transmission for higher throughput.”
Mobile communication systems beyond the third generation
will see the interconnection of heterogeneous radio access
networks (UMTS, WiMax, wireless local area networks, etc.)
to always provide the best QoS to users with multimode
terminals. The issue of parallel transmission over multiple
radio access technologies (RATs) is investigated focusing
the attention on the QoS perceived by the end users. It
shows the real benefit of parallel transmission over multiple
RATs and how it is conditioned to the fulfilment of some
requirements related to the particular kind of RATs, the
multiradio resource management strategy, and the transport
level protocol behavior.

Andrea Conti
Jiangzhou Wang
Hyundong Shin

Ramesh Annavajjala
Moe Z. Win
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Cooperative transmission is an emerging communication technology that takes advantage of the broadcast nature of wireless
channels. In cooperative transmission, the use of relays can create a virtual antenna array so that multiple-input/multiple-output
(MIMO) techniques can be employed. Most existing work in this area has focused on the situation in which there are a small
number of sources and relays and a destination. In this paper, cooperative relay networks with large numbers of nodes are analyzed,
and in particular the asymptotic performance improvement of cooperative transmission over direction transmission and relay
transmission is analyzed using random matrix theory. The key idea is to investigate the eigenvalue distributions related to channel
capacity and to analyze the moments of this distribution in large wireless networks. A performance upper bound is derived, the
performance in the low signal-to-noise-ratio regime is analyzed, and two approximations are obtained for high and low relay-
to-destination link qualities, respectively. Finally, simulations are provided to validate the accuracy of the analytical results. The
analysis in this paper provides important tools for the understanding and the design of large cooperative wireless networks.

Copyright © 2008 Husheng Li et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

1. INTRODUCTION

In recent years, cooperative transmission [1, 2] has gained
considerable attention as a potential transmit strategy for-
wireless networks. Cooperative transmission efficiently takes
advantage of the broadcast nature of wireless networks, and
also exploits the inherent spatial and multiuser diversities
of the wireless medium. The basic idea of cooperative
transmission is to allow nodes in the network to help
transmit/relay information for each other, so that cooper-
ating nodes create a virtual multiple-input/multiple-output
(MIMO) transmission system. Significant research has been
devoted to the design of cooperative transmission schemes
and the integration of this technique into cellular, WiFi,
Bluetooth, ultrawideband, Worldwide Interoperability for
Microwave Access (WiMAX), and ad hoc and sensor net-
works. Cooperative transmission is also making its way into
wireless communication standards, such as IEEE 802.16j.

Most current research on cooperative transmission
focuses on protocol design and analysis, power control, relay
selection, and cross-layer optimization. Examples of repre-

sentative work are as follows. In [3], transmission protocols
for cooperative transmission are classified into different types
and their performance is analyzed in terms of outage proba-
bilities. The work in [4] analyzes more complex transmitter
cooperative schemes involving dirty paper coding. In [5],
centralized power allocation schemes are presented, while
energy-efficient transmission is considered for broadcast
networks in [6]. In [7], oversampling is combined with
the intrinsic properties of orthogonal frequency division
multiplexing (OFDM) symbols, in the context of maximal
ratio combining (MRC) and amplify-and-forward relaying,
so that the rate loss of cooperative transmission can be
overcome. In [8], the authors evaluate cooperative-diversity
performance when the best relay is chosen according to
the average signal-to-noise ratio (SNR), and the outage
probability of relay selection based on the instantaneous
SNR. In [9], the authors propose a distributed relay selection
scheme that requires limited network knowledge and is
based on instantaneous SNRs. In [10], sensors are assigned
for cooperation so as to reduce power consumption. In
[11], cooperative transmission is used to create new paths
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so that energy depleting critical paths can be bypassed.
In [12], it is shown that cooperative transmission can
improve the operating point for multiuser detection so that
multiuser efficiency can be improved. Moreover, network
coding is also employed to improve the diversity order and
bandwidth efficiency. In [13], a buyer/seller game is proposed
to circumvent the need for exchanging channel information
to optimize the cooperative communication performance.
In [14], it is demonstrated that boundary nodes can help
backbone nodes’ transmissions using cooperative transmis-
sion as future rewards for packet forwarding. In [15], auction
theory is explored for resource allocation in cooperative
transmission.

Most existing work in this area analyzes the performance
gain of cooperative transmission protocols assuming small
numbers of source-relay-destination combinations. In [16],
large relay networks are investigated without combining
of source-destination and relay-destination signals. In [17],
transmit beamforming is analyzed asymptotically as the
number of nodes increases without bound. In this paper,
we analyze the asymptotic (again, as the number of nodes
increases) performance improvement of cooperative trans-
mission over direct transmission and relay transmission.
Relay nodes are considered in this paper while only beam-
forming in point-to-point communication is considered in
[17]. Unlike [16], in which only the indirect source-relay-
destination link is considered, we consider the direct link
from source nodes to destination nodes. The primary tool
we will use is random matrix theory [18, 19]. The key
idea is to investigate the eigenvalue distributions related to
capacity and to analyze their moments in the asymptote
of large wireless networks. Using this approach, we derive
a performance upper bound, we analyze the performance
in the low signal-to-noise-ratio regime, and we obtain
approximations for high and low relay-to-destination link
qualities. Finally, we provide simulation results to validate
the analytical results.

This paper is organized as follows. In Section 2, the
system model is given, while the basics of random matrix
theory are discussed in Section 3. In Section 4, we analyze
the asymptotic performance and construct an upper bound
for cooperative relay networks using random matrix theory.
Some special cases are analyzed in Section 5, and simulation
results are discussed in Section 6. Finally, conclusions are
drawn in Section 7.

2. SYSTEM MODEL

We consider the system model shown in Figure 1. Suppose
there are M source nodes, M destination nodes, and K
relay nodes. Denote by H, F, and G the channel matri-
ces of source-to-relay, relay-to-destination, and source-to-
destination links, respectively, so that H is M×K , F is K×M,
and G is M × M. Transmissions take place in two stages.
Further denote the thermal noise at the relays by the K-
vector z, the noise in the first stage at the destination by
the M-vector w1 and the noise in the second stage at the
destination by the M-vector w2. For simplicity of notation,
we assume that all of the noise variables have the same power

K relays
Stage 1 Stage 2

S1

S2

SM

D1

D2

DM

Figure 1: Cooperative transmission system model.

and denote this common value by σ2
n , the more general case

being straightforward. The signals at the source nodes are
collected into the M-vector s. We assume that the transmit
power of each source node and each relay node is given by
Ps and Pr , respectively. For simplicity, we further assume
that matrices H, F, and G have independent and identically
distributed (i.i.d.) elements whose variances are normalized
to 1/K , 1/M, and 1/M, respectively. Thus, the average norm
of each column is normalized to 1; otherwise the receive
SNR at both relay nodes and destination nodes will diverge
in the large system limit. (Note that we do not specify the
distribution of the matrix elements since the large system
limit is identical for most distributions, as will be seen
later.) The average channel power gains, determined by path
loss, of source-to-relay, source-to-destination, and relay-to-
destination links are denoted by gsr, gsd, and grd, respectively.

Using the above definitions, the received signal at the
destination in the first stage can be written as

ysd =
√
gsdPsGs + w1, (1)

and the received signal at the relays in the first stage can be
written as

ysr =
√
gsrPsHs + z. (2)

If an amplify-and-forward protocol [16] is used, the received
signal at the destination in the second stage is given by

yrd =
√

grd gsrPrPs
P0

FHs +

√
grdPr
P0

Fz + w2, (3)

where

P0 = gsrPs
K

trace
(

HHH
)

+ σ2
n , (4)

namely, the average received power at the relay nodes, which
is used to normalize the received signal at the relay nodes so
that the average relays transmit power equals Pr . To see this,
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we can deduce the transmitted signal at the relays, which is
given by

trd =
√

gsrPrPs
P0

Hs +

√
Pr
P0

z. (5)

Then, the average transmit power is given by

1
K

trace
[
E
[

trdtHrd

]] = 1
K

trace
[
gsrPrPs
P0

HHH +
Prσ2

n

P0
I
]

= Pr
KP0

trace
[
gsrPsHHH + σ2

nI
]

= Pr ,
(6)

where the last equation is due to (4).
Combining the received signal in the first and second

stages, the total received signal at the destination is a 2M-
vector:

y = Ts + w, (7)

where

T =

⎛
⎜⎜⎜⎝

√
gsdPsG

√
gsrgrdPrPs

P0
FH

⎞
⎟⎟⎟⎠ ,

w =

⎛
⎜⎜⎝

w1
√

grdPr
P0

Fz + w2

⎞
⎟⎟⎠ .

(8)

The sum capacity of this system is given by

Csum

= log det
(

I + THE−1[wwH
]

T
)

= log det

⎡
⎢⎢⎣I+

(√
gsdPsGH ,

√
gsrgrdPrPs

P0
HHFH

)

×
⎛
⎜⎝
σ2
nI 0

0 σ2
n

(
I+

grdPr
P0

FFH

)
⎞
⎟⎠

−1⎛
⎜⎜⎝

√
gsdPsG

√
gsrgrdPrPs

P0
FH

⎞
⎟⎟⎠

⎤
⎥⎥⎦

= log det

[
I +

gsdPs
σ2
n

GHG

+
gsrgrdPrPs
P0σ2

n
HHFH

(
I +

grdPr
P0

FFH
)−1

FH

]

= log det
[

I + γ1GHG + βγ2HHFH
(

I + βFFH
)−1

FH
]
.

(9)

Here γ1 � gsdPs/σ2
n and γ2 � gsrPs/σ2

n represent the
SNRs of the source-to-destination and source-to-relay links,

respectively, and β � grdPr/P0 is the amplification ratio of
the relay.

We use a simpler notation for (9), which is given by

Csum = log det(I +Ω) = log det
(

I +Ωs +Ωr
)
, (10)

where Ωs � γ1GHG corresponds to the direct channel from
the source to the destination; and

Ωr � βγ2HHFH
(

I + βFFH
)−1

FH (11)

corresponds to the signal relayed to the destination by the
relay nodes. On denoting the eigenvalues of the matrix Ω by
{λΩm}m=1,2,..., the sum capacity Csum can be written as

Csum =
M∑

m=1

log
(
1 + λΩm

)
. (12)

In the following sections, we obtain expressions or approxi-
mations for Csum by studying the distribution of λΩm.

We are interested in the average channel capacity of the
large relay network, which is defined as

Cavg � 1
M

Csum. (13)

In this paper, we focus on analyzing Cavg in the large system
scenario, namely,K ,M →∞while α � M/K is held constant,
which is similar to the large system analysis arising in the
study of code division multiple access (CDMA) systems [20].
Therefore, we place the following assumption on Cavg.

Assumption 1.

Cavg −→ E
[

log
(
1 + λΩ

)]
, almost surely, (14)

where λΩ is a generic eigenvalue of Ω, as K ,M →∞.
This assumption will be validated by the numerical result

in Section 6, which shows that the variance of Cavg decreases
to zero as K and M increase. In the remaining part of this
paper, we consider Cavg to be a constant in the sense of the
large system limit, unless noted otherwise.

3. BASICS OF LARGE RANDOM MATRIX THEORY

In this section, we provide some basics of random matrix
theory, including the notions of noncrossing partitions,
isomorphic decomposition, combinatorial convolution, and
free cumulants, which provide analytical machinery for
characterizing the average channel capacity when the system
dimensions increase asymptotically.

3.1. Freeness

Below is the abstract definition of freeness, which is origi-
nated by Voiculescu [21–23].

Definition 1. Let A be a unital algebra equipped with a
linear functional ψ : A → C, which satisfies ψ(1) = 1.
Let p1, . . . , pk be one-variable polynomials. We call elements
a1, . . . , am ∈A free if for all i1 /= i2 /= · · · /= ik, we have

ψ
[
p1
(
ai1
) · · · pk

(
aik
)] = 0, (15)



4 EURASIP Journal on Advances in Signal Processing

whenever

ψ
[
pj
(
aij
)] = 0, ∀ j = 1, . . . , k. (16)

In the theory of large random matrices, we can consider
random matrices as elements a1, . . . , am, and the linear
functional ψ maps a random matrix A to the expectation of
eigenvalues of A.

3.2. Noncrossing partitions

A partition of a set {1, . . . , p} is defined as a division of the
elements into a group of disjoint subsets, or blocks (a block
is termed an i-block when the block size is i). A partition is
called an r-partition when the number of blocks is r.

We say that a partition of a p-set is noncrossing if, for any
two blocks {u1, . . . ,us} and {v1, . . . , vt}, we have

uk < v1 < uk+1 ⇐⇒ uk < vt < uk+1, ∀k = 1, . . . , s, (17)

with the convention that us+1 = u1. For example, for the set
{1, 2, 3, 4, 5, 6, 7, 8}, {{1, 4, 5, 6}, {2, 3}, {7}, {8}} is noncross-
ing, while {{1, 3, 4, 6}, {2, 5}, {7}, {8}} is not. We denote the
set of noncrossing partitions on the set {1, 2, . . . , p} by NCp.

3.3. Isomorphic decomposition

The set of noncrossing partitions in NCp has a partial
ordering structure, in which π ≤ σ if each block of π is a
subset of a corresponding block of σ . Then, for any π ≤ σ ∈
NCp, we define the interval between π and σ as

[π, σ] �
{
ψ ∈ NCp | π ≤ ψ ≤ σ

}
. (18)

It is shown in [21] that, for all π ≤ σ ∈ NCp, there exists
a canonical sequence of positive integers {ki}i∈N such that

[π, σ] ∼=
∏

j∈N
NC

kj
j , (19)

where∼= is an isomorphism (the detailed mapping which can
be found in the proof of Proposition 1 in [21]), the product
is the Cartesian product, and {kj} j∈N is called the class of
[π, σ].

3.4. Incidence algebra, multiplicative function,
and combinatorial convolution

The incidence algebra on the partial ordering structure of
NCp is defined as the set of all complex-valued functions
f (ψ, σ) with the property that f (ψ, σ) = 0 if ψ � σ [20].

The combinatorial convolution between two functions f
and g in the incidence algebra is defined as

f � g(π, σ) �
∑

π≤ψ≤σ
f (π,ψ)g(ψ, σ), ∀π ≤ σ. (20)

An important subset of the incidence algebra is the set of
multiplicative functions f on [π, σ], which are defined by the
property

f (π, σ) �
∏

j∈N
a
kj
j , (21)

where {aj} j∈N is a series of constants associated with
f , and the class of [π, σ] is {kj} j∈N. We denote by fa
the multiplicative function with respect to {aj} j∈N. An
important function in the incidence algebra is the zeta
function ζ , which is defined as

ζ(π, σ) �
⎧⎨
⎩

1, if ψ ≤ σ ,

0, else.
(22)

Further, the unit function I on the incidence algebra is
defined as

I(π, σ) �
⎧⎨
⎩

1, if ψ = σ ,

0, else.
(23)

The inverse of the ζ function, denoted by μ, with respect
to combinatorial convolution, namely, μ� ζ = I , is termed
the Möbius function.

3.5. Moments and free cumulants

Denote the pth moment of the (random) eigenvalue λ by
mp � E[λp]. We introduce a family of quantities termed
free cumulants [22] denoted by {kp} for Ω where pdenotes
the order. We will use a superscript to indicate the matrix
for which the moments and free cumulants are defined.
The relationship between moments and free cumulants is
given by combinatorial convolution in the incidence algebra
[21, 22], namely,

fm = fk � ζ ,

fk = fm � μ,
(24)

where the multiplicative functions fm (characterizing the
moments), fk (characterizing the free cumulants), zeta func-
tion ζ , Möbius function μ, and combinatorial convolution�
are defined above.

By applying the definition of a noncrossing partition,
(24), can be translated into the following explicit forms for
the first three moments and free cumulants:

m1 = k1,

m2 = k2 + k2
1,

m3 = k3 + 3k1k2 + k3
1,

k1 = m1,

k2 = m2 −m2
1,

k3 = m3 − 3m1m2 + 2m3
1.

(25)

The following lemma provides the rules for the addition
[22] (see (B.4)) and product [22] (see (D.9)) of two free
matrices.

Lemma 1. If matrices A and B are mutually free, one has

fkA+B = fkA + fkB , (26)

fkAB = fkA � fkB . (27)
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4. ANALYSIS USING RANDOM MATRIX THEORY

It is difficult to obtain a closed-form expression for the
asymptotic average capacity Cavg in (13). In this section,
using the theory of random matrices introduced in the
last section, we first analyze the random variable λΩ by
characterizing its moments and providing an upper bound
for Cavg. Then, we can rewrite Cavg in terms of a moment
series, which facilitates the approximation.

4.1. Moment analysis of λΩ

In contrast to [16], we analyze the random variable Cavg via
its moments, instead of its distribution function, because
moment analysis is more mathematically tractable. For
simplicity, we denote βFH(I + βFFH)−1F by Γ, which is
obviously Hermitian. Then, the matrix Ω is given by

Ω = γ1GHG + γ2HHΓH. (28)

In order to apply free probability theory, we need as a
prerequisite that GHG, HHH, and FH(I + βFFH)−1F be
mutually free (the definition of freeness can be found in
[23]). It is difficult to prove the freeness directly. However,
the following proposition shows that the result obtained
from the freeness assumption coincides with [24, Theorem
1.1] (same as in (29)) in [24], which is obtained via an
alternative approach.

Proposition 1. Suppose γ1 = γ2 = 1 (note that the
assumption γ1 = γ2 = 1 is for convenience of analysis; it
is straightforward to extend the proposition to general cases).
Based on the freeness assumption, the Stieltjes transform of the
eigenvalues in the matrix Ω satisfies the following Marcĕnko-
Pastur equation:

mΩ(z) = mGHG

[
z − 1

α

∫
τdF (τ)

1 + τ(z)mΩ(z)

]
, (29)

where F is the probability distribution function of the
eigenvalues of the matrix Γ, and m(z) denotes the Stieltjes
transform [20].

Proof. See Appendix A.

Therefore, we assume that these matrices are mutually
free (the freeness assumption) since this assumption yields the
same result as a rigorously proved conclusion. The validity
of the assumption is also supported by numerical results
included in Section 6. Note that the reason why we do not
apply the conclusion in Proposition 1 directly is that it is
easier to manipulate using the moments and free probability
theory.

Using the notion of multiplicative functions and
Lemma 1, the following proposition characterizes the free
cumulants of the matrix Ω, based upon which we can
compute the eigenvalue moments of Ω from (24) (or (25)
explicitly for the first three moments).

Proposition 2. The free cumulants of the matrixΩ in (28) are
given by

fkΩ = fkΩs +
(((

fkΓ � fkH̃
)
� ζ

)
� δ1/α

)
� μ, (30)

where kΩs
p = 1, the free cumulant of kH̃p = γ

p
2 /α, ∀p ∈ N ,

H̃ = γ2HHH , and the multiplicative function δ1/α is defined as

δ1/α(τ,π) =

⎧⎪⎪⎨
⎪⎪⎩

1
α

, if τ = π;

0, if τ /=π.
(31)

Proof. The proof is straightforward by applying the relation-
ship between free cumulants and moments. The reasoning is
given as follows:

(i) fkΓ� fkH̃ represents the free cumulants of the matrix
γ2ΓHHH (applying Lemma 1);

(ii) ( fkΓ� fkH̃ )�ζ represents the moments of the matrix
γ2ΓHHH ;

(iii) (( fkΓ � fkH̃ )� ζ)� δ1/α represents the moments of
the matrix γ2HHΓH;

(iv) ((( fkΓ � fkH̃ ) � ζ) � δ1/α) � μ represents the free
cumulants of the matrix γ2HHΓH;

(v) the final result is obtained by applying Lemma 1.

4.2. Upper bound of average capacity

Although in Section 4.1 we obtained all moments of λΩ,
we did not obtain an explicit expression for the average
channel capacity. However, we can provide an upper bound
on this quantity by applying Jensen’s inequality, which we
summarize in the following proposition.

Proposition 3. The average capacity satisfies

C(u)
avg ≤ log

(
1 + γ1 +

αβγ2

α + β

)
. (32)

Proof. By applying Jensen’s inequality, we have

E
[

log
(
1 + λΩ

)] ≤ log
(
1 + E

[
λΩ
])

= log
(
1 + E

[
λΩs
]

+ E
[
λΩr
])
.

(33)

From [20], we obtain

E
[
λΩs
] = γ1. (34)

For Ω, we can show

E
[
λΩr
] = 1

α
E
[
λΩ

′
r
]
, (35)

where

Ω′r = βγ2FH
(

I + βFFH
)−1

FHHH. (36)

By applying the law of matrix product in Lemma 1, we
can further simplify (35) to

E
[
λΩr
] = γ2

α
E
[
λHHH ]

E
[
λΓ
] = γ2E

[
λHHH ]

E
[

βλFF
H

1 + βλFFH

]
.

(37)
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By applying Jensen’s inequality again, we have

E
[
λΩ

′
r
] ≤ γ2E

[
λHHH ] βE

[
λFF

H ]

1 + βE
[
λFFH

] = αβγ2

α + β
, (38)

where we have applied the facts E[λHHH
] = α and E[λFF

H
] =

1/α.
Combining the above equations yields the upper bound

in (32).

4.3. Expansion of average capacity

In addition to providing an upper bound on the average
capacity, we can also expand Cavg into a power series so that
the moment expressions obtained from Proposition 2 can be
applied. Truncating this power series yields approximations
for the average capacity.

In particular, by applying a Taylor series expansion
around a properly chosen constant x0, Cavg can be written
as

Cavg = log
(
1 + x0

)
+

∞∑

k=1

(−1)k−1E

[ (
λ− x0

)k

k
(
1 + x0

)k
]
. (39)

Taking the first two terms of the series yields the approxima-
tion

Cavg ≈ log
(
1 + x0

)
+
m1 − x0

1 + x0
− m2 − 2x0m1 + x2

0

2
(
1 + x0

)2 . (40)

We can set x0 = γ1 + αβγ2/(α + β), which is an upper bound
for E[λΩ] as shown in Proposition 3. We can also set x0 =
0 and obtain an approximation when λΩ is small.Equations
(40) will be a useful approximation for Cavg in Sections 5.2
and 5.3 when β is large or small or when SNR is small.

5. APPROXIMATIONS OF Cavg

In this section, we provide explicit approximations to Cavg for
several special cases of interest. The difficulty in computing
Cavg lies in determining the moments of the matrix Γ.
Therefore, in the low SNR region (Section 5.1), we consider
representing Cavg in terms of the average capacities of
the source-destination link and the source-relay-destination
link. Then, we consider the region of high (Section 5.2) or
low β (Section 5.3), where Γ can be simplified; thus we will
obtain approximations in terms of α, β, γ1, and γ2. Finally,
higher-order approximation will be studied in Section 5.4.

5.1. Approximate analysis in the low SNR regime

Unlike Section 4 which deals with general cases, we assume
here that both the source-to-destination and relay-to-
destination links within the low SNR regime, that is, Ps/σ2

n

and Pr/σ2
n are small. Such an assumption is reasonable when

both source nodes and relay nodes are far away from the
destination nodes.

Within the low-SNR assumption, the asymptotic average
capacity can be expanded in the Taylor series expansion
about x0 = 0 in (40), which is given by

Cavg = E
[

log
(
1 + λΩ

)] =
∞∑

i=1

(−1)i+1 m
Ω
i

i
. (41)

We denote the pth-order approximation of Cavg by

Cp =
p∑

i=1

(−1)i+1 m
Ω
i

i
, (42)

which implies

mΩ
i = (−1)i+1i

(
Ci − Ci−1

)
. (43)

We denote by {Cs
p} and {Cr

p} the average capacity
approximations (the same as in (42)) for the source-
destination link and the source-relay-destination link,
respectively. Our target is to represent the average capacity
approximations {Cp} by using {Cs

p} and {Cr
p} under the

low-SNR assumption, which reveals the mechanism of
information combining of the two links.

By combining (25), (26), and (43), we can obtain

C1 = Cs
1 + Cr

1,

C2 = Cs
2 + Cr

2 − Cs
1C

r
1,

C3 = Cs
3 + Cr

3 − Cs
1C

r
1 + 4Cs

1C
r
1 − 2Cs

1C
r
2 − 2Cr

1C
s
2,

(44)

where Cs
p and Cr

p denote the pth-order approximations of
the average capacity of the source-destination link and the
source-relay-destination link, respectively.

Equation (44) shows that, to a first-order approximation,
the combined effect of the source-destination and source-
relay-destination links is simply a linear addition of average
channel capacities, when the low-SNR assumption holds. For
the second-order approximation in (44), the average capacity
is reduced by a nonlinear term Cs

1C
r
1. The third-order term in

(44) is relatively complicated to interpret.

5.2. High β region

In the high β region, the relay-destination link has a better
channel than that of the source-relay link. The following
proposition provides the first two moments of the eigenval-
ues λ in Ω in this case.

Proposition 4. As β → ∞, the first two moments of the
eigenvalues λ in Ω converge to

m1 =
⎧⎨
⎩
γ1 + αγ2, if α ≤ 1,

γ1 + γ2, if α > 1,

m2 =
⎧⎨
⎩

2
(
γ2

1 + αγ2
2 + αγ1γ2

)
, if α ≤ 1,

2γ2
1 + 2γ1γ2 + γ2

2(1 + α), if α > 1.

(45)

Proof. See Appendix B.
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5.3. Low β region

In the low β region, the source-relay link has a better channel
than the relay-destination link does. Similar to the result
of Section 5.2, the first two eigenvalue moments of Ω are
provided in the following proposition, which can be used to
approximate Cavg in (40).

Proposition 5. Suppose βγ2 = D. As β → 0 and D remains
a constant, the first two moments of the eigenvalues λ in Ω
converge to

m1 = γ1 + D,

m2 = 2γ2
1 + 2γ1D + D2(α + 2).

(46)

Proof. See Appendix C.

5.4. Higher-order approximations for
high and low β regions

In the previous two subsections, taking a first order
approximation of the matrix Γ = βFH(I + βFFH)−1F
resulted in simple expressions for the moments. We can also
consider higher-order approximations, which provide finer
expressions for the moments. These results are summarized
in the following proposition, a proof of which is given in
Appendix D. Note that m1 and m2 denote the first-order
approximations given in Propositions 4 and 5, and m̃1 and
m̃2 denote the expressions after considering higher-order
terms. Note that, when β is large, we do not consider the case
α = 1 since the matrix FFH is at a critical point in this case,
that is, for any α < 1, FFH is of full rank almost surely; for
any α > 1, FFH is singular.

Proposition 6. For sufficiently small β, one has

m̃1 = m1 − γ2β
2
(

1 +
1
α

)
+ o
(
β2),

m̃2 = m2 − 2γ2β
2(γ1 + βγ2

)(
1 +

1
α

)
+ o
(
β2).

(47)

For sufficiently large β and α < 1, one has

m̃1 = m1 − γ2α2

β(1− α)
+ o
(

1
β

)
,

m̃2 = m2 − 2γ2α2
(
γ1 + αγ2

)

β(1− α)
+ o
(

1
β

)
.

(48)

For sufficiently large β and α > 1, one has

m̃1 = m1 − αγ2

β(α− 1)
+ o
(

1
β

)
,

m̃2 = m2 − 2γ2α
(
γ1 + γ2

)

β(α− 1)
+ o
(

1
β

)
.

(49)

Proof. See Appendix D.
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Figure 2: Variance of Cavg versus different K.

6. SIMULATION RESULTS

In this section, we provide simulation results to validate the
analytical results derived in the previous sections. Figure 2
shows the variance of Cavg normalized by E2[Cavg] versus K .
The configuration used here is γ1 = 1, γ2 = 10, β = 1, and
α = 0.5/1/2. For each value of K , we obtain the variance
of Cavg by averaging over 1000 realizations of the random
matrices, in which the elements are mutually independent
complex Gaussian random variables. We can observe that the
variance decreases rapidly as K increases. When K is larger
than 10, the variance of Cavg is very small. This supports the
validity of Assumption 1.

In the following simulations, we fix the value of K to be
40. All accurate values of average capacities Cavg are obtained
from 1000 realizations of the random matrices. Again, the
elements in these random matrices are mutually indepen-
dent complex Gaussian random variables. All performance
bounds and approximations are computed by the analytical
results obtained in this paper.

Figure 3 compares the accurate average capacity obtained
from (9) and the first three orders of approximation given
in (44) with γ1 ranging from 0.01 to 0.1. We set γ2 = γ1

and β = 1. From Figure 3, we observe that, in the low-SNR
region, the approximations approach the correct values quite
well. The reason is that the average capacity is approximately
linear in the eigenvalues when SNR is small, which makes
our expansions more precise. When the SNR becomes larger,
the approximations can be used as bounds for the accurate
values. (Notice that the odd orders of approximation provide
upper bounds while the even ones provide lower bounds.)

In Figure 4, we plot the average capacity versus α,
namely the ratio between the number of source nodes (or
equivalently, destination nodes) and the number of relay
nodes. The configuration is γ1 = 0.1, γ2 = 10, and β = 10.
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Figure 4: Performance versus various α.

We observe that the average capacity achieves a maximum
when α = 1, namely, when using the same number of relay
nodes as the source/destination nodes. A possible reason for
this phenomenon is the normalization of elements in H.
(Recall that the variance of elements in H is 1/K such that
the norms of column vectors in H are 1.) Now, suppose that
M is fixed. When α is small, that is, K is large, the receive SNR
at each relay node is small, which impairs the performance.
When α is large, that is, K is small, we lose degrees of
freedom. Therefore, α = 1 achieves the optimal tradeoff.
However, in practical systems, when the normalization is
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Figure 5: Eigenvalue moments versus various α in the high β
region.
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Figure 6: Eigenvalue moments versus various α in the low β region.

removed, it is always better to have more relay nodes if the
corresponding cost is ignored. We also plot the upper bound
in (32), which provides a loose upper bound here.

In Figures 5 and 6, we plot the precise values of m1

and m2 obtained from simulations and the corresponding
first- and second-order approximations. The configuration
is β = 10 (Figure 5) or β = 0.1 (Figure 6), γ1 = 2 and γ2 =
10. We can observe that the second-order approximation
outperforms the first-order approximation except when α is
close to 1 and β is large. (According to Proposition 6, the
approximation diverges as α→ 1 and β →∞.)
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Figure 7: Performance versus various α in the high β region.

In Figure 7, we plot the average capacity versus α in the
high β region, with configuration β = 10, γ1 = 2, and
γ2 = 10. We can observe that the Taylor expansion provides a
good approximation when α is small. Similar to Figure 7, the
second-order approximation outperforms the first-order one
except when α is close to 1. In Figure 8, we plot the average
capacity versus α in the low β region. The configuration is the
same as that in Figure 7 except that β = 0.1. We can observe
that the Taylor expansion provides a good approximation
for both small and large α. However, unlike the moment
approximation, the error of the second-order approximation
is not better than that of the first-order approximation.
This is because (40) is also an approximation, and bet-
ter approximation of the moments does not necessarily
lead to a more precise approximation for the average
capacity.

In Figure 9, we plot the ratio between the average
capacity in (9) and the average capacity when the signal from
the source to the destination in the first stage is ignored,
as a function of the ratio γ1/γ2. We test four combinations
of γ2 and β. (Note that α = 0.5.) We observe that the
performance gain increases with the ratio γ1/γ2 (the channel
gain ratio between source-destination link and source-relay
link). The performance gain is substantially larger in the low-
SNR regime (γ2 = 1) than in the high-SNR regime (γ2 = 10).
When the amplification ratio β decreases, the performance
gain is improved. Therefore, substantial performance gain is
obtained by incorporating the source-destination link when
the channel conditions of the source-destination link are
comparable to those of the relay-destination link and the
source-relay link, particularly in the low-SNR region. In
other cases, we can simply ignore the source-destination link
since it achieves marginal gain at the cost of having to process
a high-dimensional signal.
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Figure 8: Performance versus various α in the low β region.
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Figure 9: Performance gain by incorporating the source-
destination link.

7. CONCLUSIONS

In this paper, we have used random matrix theory to analyze
the asymptotic behavior of cooperative transmission with a
large number of nodes. Compared to prior results of [23],
we have considered the combination of relay and direct
transmission, which is more complicated than considering
relay transmission only. We have constructed a performance
upper-bound for the low signal-to-noise-ratio regime, and
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have derived approximations for high and low relay-to-
destination link qualities, respectively. The key idea has been
to investigate the eigenvalue distributions related to capacity
and to analyze eigenvalue moments for large wireless net-
works. We have also conducted simulations which validate
the analytical results. Particularly, the numerical simulation
results show that incorporating the direct link between
the source nodes and destination nodes can substantially
improve the performance when the direct link is of high
quality. These results provide useful tools and insights for the
design of large cooperative wireless networks.

APPENDICES

A. PROOF OF PROPOSITION 1

We first define some useful generating functions and trans-
forms [22], and then use them in the proof by applying some
conclusions of free probability theory [23].

A.1. Generating functions and transforms

For simplicity, we rewrite the matrix Ω as

Ω = GHG + ΞΓΞH , (A.1)

where Ξ � (1/α)HH is an M × K matrix, in which the
elements are independent random variables with variance
1/M.

For a large random matrix with eigenvalue moments
{mi}i=1,2,... and free cumulants {kj} j=1,2,..., we define the
following generating functions:

Λ(z) = 1 +
∞∑

i=1

miz
i, C(z) = 1 +

∞∑

j=1

kjz
j . (A.2)

We define the Stieltjes transform

m(z) = E
[

1
λ− z

]
, (A.3)

where λ is a generic (random) eigenvalue.
We also define a “Fourier transform” given by

D(z) = 1
z

(
C(z)− 1

)〈−1〉
, (A.4)

which was originally defined in [25].
The following lemma provides some fundamental rela-

tions among the above functions and transforms.

Lemma 2. For the generating functions and transforms in
(A.2)–(A.4), the following equations hold:

Λ
[
zD(z)
z + 1

]
= z + 1, (A.5)

m
[
C(z)
z

]
= −z, (A.6)

C
(−m(z)

) = −zm(z), (A.7)

Λ(z) = −m
(
z−1
)

z
. (A.8)

Note that we use subscripts to indicate the matrix for
which the generating functions and transforms are defined.
For example, for the matrix M, the eigenvalue moment
generating function is denoted by ΛM(z).

A.2. Proof of Proposition 1

We first study the matrix ΞΓΞH in (A.1). In order to apply
the conclusions about matrix products, we can work on the
matrix J = ΓΞHΞ instead since we have the following lemma.

Lemma 3.

ΛΞΓΞH (z)− 1 = 1
α

(
ΛΓΞHΞ(z)− 1

)
. (A.9)

Proof. For any n ∈ N , we have

1
M

trace
((
ΞΓΞH

)n) = 1
M

trace
((
ΓΞHΞ

)n)

= K

M

1
K

trace
((
ΓΞHΞ

)n)
.

(A.10)

Letting K ,M →∞, we obtain

mΞΓΞH

n = 1
α
mΓΞHΞ

n . (A.11)

Then, we have

ΛΞΓΞH (z)− 1 =
∞∑

j=1

mΞΓΞH

n zn

= 1
α

∞∑

j=1

mΓΞHΞ
n zn

= 1
α

(
ΛΓΞHΞ(z)− 1

)
.

(A.12)

On denoting ΞHΞ by B, the following lemma discloses
the law of matrix product[22] and is equivalent to (27).

Lemma 4. Based on the freeness assumption, for the matrix
J = ΓB, we have

DJ(z) = DΓ(z)DB(z). (A.13)

In order to use the “Fourier Transform,” we need the
following lemma.

Lemma 5. For the matrix B, we have

DB(z) = α

z + α
. (A.14)

Proof. Due to the definition of Ξ, we have

ΞHΞ = 1
α

HHH. (A.15)

Then, it is easy to check that

mΞHΞ
n =

(
1
α

)n
mHHH

n ,

kΞ
HΞ

n =
(

1
α

)n
kHHH

n ,

(A.16)
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which is equivalent to

CΞHΞ(z) = CHHH

(
z

α

)
. (A.17)

By applying the conclusion in [20], all free cumulants in
HHH are equal to α. Therefore,

CΞHΞ(z) = CHHH (z) = 1 +
αz

1− z
. (A.18)

The conclusion follows from computing the inverse
function of CΞHΞ(z)− 1 = αz/(α− z).

The following lemma relates ΛΓ(z) to F . (Recall that F
is the distribution of eigenvalues of the matrix Γ.)

Lemma 6. For the matrix Γ, the following equation holds:

ΛΓ(z)− 1 =
∫

τz

1− τz
dF (τ). (A.19)

Proof. Based on the definition of ΛΓ(z), we have

ΛΓ(z)−1=
∞∑

j=1

mjz
j=

∞∑

j=1

E
[
λjz j

]=E

[ ∞∑

j=1

(λz) j
]
=E

[
λz

1−λz
]

,

(A.20)

from which the conclusion follows.

Based on the above lemmas, we can show the following
important lemma.

Lemma 7. Based on the freeness assumption, for the matrix
ΞΓΞH , we have

CΞΓΞH (z) = 1 +
1
α

∫
zτ

1− zτ
dF (τ). (A.21)

Proof. The lemma can be proved by showing the following
series of equivalent equations:

CΞΓΞH (z) = 1 +
1
α

∫
zτ

1− zτ
dF (τ) (A.22)

⇐⇒ mΞΓΞH (z) = 1
−z + (1/α)

∫
(τ/1+ τmΞΓΞH (z))dF (τ)

(A.23)

⇐⇒ ΛΞΓΞH (z) = 1
1− (1/α)

∫
(zτ/1− τzΛΞΓΞH (z))dF (τ)

(A.24)

⇐⇒ ΛΞΓΞH (z)− 1
α

∫
zτΛΞΓΞH (z)

1− τzΛΞΓΞH (z)
dF (τ) = 1 (A.25)

⇐⇒ ΛΞΓΞH (z)− 1 = 1
α

(
ΛΓ

(
zΛΞΓΞH (z)

)− 1
)

(A.26)

⇐⇒ ΛΓΞHΞ(z) = ΛΓ

(
z
(

1
α

(
ΛΓΞHΞ(z)− 1

))
+ 1
)

(A.27)

⇐⇒ z + 1 = ΛΓ

(
zDΓΞHΞ(z)

z + 1

(
1
α
z + 1

))
(A.28)

⇐⇒ z + 1 = ΛΓ

(
zDΓ(z)
z + 1

)
. (A.29)

The equivalence of the above equations is explained as
follows:

(i) substituting (A.6) into (A.22) yields (A.23);
(ii) substituting (A.8) into (A.23) yields (A.24);
(iii) equations (A.25) and (A.26) are equivalent due to
Lemma 6;

(iv) equations (A.26) and (A.27) are equivalent due to
Lemma 3;

(v) equations (A.27) and (A.28) are equivalent by
substituting z = zDΓΞHΞ(z)/(z + 1) into (A.27) and
applying (A.5);

(vi) equations (A.28) and (A.29) are equivalent due to
Lemmas 4 and 5;

(vii) equation (A.29) holds due to (A.5).

Based on Lemma 7, we can prove Proposition 1.

Proof. By applying (26) and the freeness assumption, we have

CΩ(z) = CGHG(z) + CΞΓΞH (z)(z)− 1, (A.30)

which implies

CGHG(z)
z

= CΩ(z)
z

− CΞΓΞH (z)
z

+
1
z
. (A.31)

Taking both sides of (A.31) as arguments of mGHG(z), we
have

−z = mGHG

(
CΩ(z)
z

− CΞΓΞH (z)
z

+
1
z

)
, (A.32)

where the left-hand side is obtained from (A.6).
Letting z = −mΩ(t) in (A.32), we have

mΩ(t)

=mGHG

(
CΩ
(−m(t)

)

−m(t)

− 1+(1/α)
∫

(mΩ(t)τ/(1+mΩ(t)τ))dF (τ)
−mΩ(t)

− 1
mΩ(t)

)

= mGHG

(
t − 1

α

∫
τ

1 + mΩ(t)τ
dF (τ)

)
,

(A.33)

where the first equation is based on (A.7).

B. PROOF OF PROPOSITION 4

Proof. We first consider the matrix Γ′ = β(I + βFFH)
−1

FFH .
When K ≥M, it is easy to check that FFH is invertible almost
surely since F is an M × K matrix. Then

Γ′ −→ I, (B.1)

as β →∞. Therefore, mΓ′
p = 1,∀p ∈ N .
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When K ≤ M, let FFH = UHΛU, where U is unitary and
Λ is diagonal. Then, we have

mΓ′
p =

1
M

trace
[
(Γ′)p

]

= 1
M

trace
[
β(I + βΛ)−pΛp]

= K

M
,

(B.2)

where the last equation is due to the fact that only K elements
in Λ are nonzero since K ≤ M. Therefore, mΓ′

p = 1/α, ∀p ∈
N .

Applying the same argument as in Lemma 3, we obtain

mΓ
p =

⎧⎨
⎩

1, if K ≤M,

α, if K ≥M,
∀p ∈ N , (B.3)

which is equivalent to

kΓ1 =
⎧⎨
⎩

1, if K ≤M,

α, if K ≥M,

kΓ2 =
⎧⎨
⎩

0, if K ≤M,

α− α2, if K ≥M.

(B.4)

Define Ω′r = βFH(I + βFFH)−1FHHH . Due to the law of
the matrix product in Lemma 1, the free cumulants ofΩ′r are
given by

k
Ω′r
1 = kΓ1k

HHH

1 ,

k
Ω′r
2 = kΓ2

(
kHHH

1

)2
+ kHHH

2

(
kΓ1
)2
.

(B.5)

Then, combining (B.5), kHHH

1 = α and kHHH

2 = α, we
obtain

k
Ω′r
1 =

⎧⎨
⎩
α2, if α ≤ 1,

α, if α ≥ 1,

k
Ω′r
2 =

⎧⎨
⎩

2α3 − α4, if α ≤ 1,

α, if α ≥ 1.

(B.6)

which imply

m
Ω′r
1 =

⎧⎨
⎩
α2, if α ≤ 1,

α, if α ≥ 1,

m
Ω′r
2 =

⎧⎨
⎩

2α3, if α ≤ 1,

α + α2, if α ≥ 1.

(B.7)

Applying the same argument as in Lemma 3, we obtain

mΩr
1 =

⎧⎨
⎩
γ2α, if α ≤ 1,

γ2, if α ≥ 1,

mΩr
2 =

⎧⎨
⎩

2γ2
2α

2, if α ≤ 1,

γ2
2(1 + α), if α ≥ 1.

(B.8)

which is equivalent to

kΩr
1 =

⎧⎨
⎩
γ2α, if α ≤ 1,

γ2, if α ≥ 1,

kΩr
2 =

⎧⎨
⎩
γ2

2α
2, if α ≤ 1,

γ2
2α, if α ≥ 1.

(B.9)

The conclusion follows from the facts that ∀p ∈ N ,
kΩs
p = γ

p
1 and kΩp = kΩs

p + kΩr
p .

C. PROOF OF PROPOSITION 5

Proof. When β → 0, we have (recall D = γ2β)

Ω = γ1GHG + DHHFHFH,

kF
HF

1 = 1,

kF
HF

2 = 1
α

,

kHHH

1 = α,

kHHH

2 = α.

(C.1)

Then, applying (B.5), we obtain

kF
HFHHH

1 = α,

kF
HFHHH

2 = 2α,
(C.2)

which is equivalent to

mFHFHHH

1 = α,

mFHFHHH

2 = α2 + 2α.
(C.3)

Then, for matrix HHFHFH, we have

mHHFHFH
1 = 1,

mHHFHFH
2 = α + 2,

(C.4)

which results in

kH
HFHFH

1 = 1,

kH
HFHFH

2 = α + 1.
(C.5)

The remaining part of the proof is the same as the proof
of Proposition 4 in Appendix B.

D. PROOF OF PROPOSITION 6

We first prove the following lemma which provides the
impact of perturbation on mΓ

1 and mΓ
2. We use X̃ to represent

the perturbed version of the quantity X .
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Lemma 8. Suppose the first and second moments of the matrix
Γ are perturbed by small δ1 and δ2, respectively, where δ1 and
δ2 are of the same order O(δ), namely,

m̃Γ
1 = mΓ

1 + δ1,

m̃Γ
2 = mΓ

2 + δ2.
(D.1)

Then, we have

m̃Ω
1 = mΩ

1 + γ2δ1,

m̃Ω
2

=mΩ
2 +αγ2

2δ2 +2γ2
(
k
Ω′r
1 γ2−mΩr

1 +kΩ1 +(1− α)kΓ1γ2
)
δ1 +o(δ),

(D.2)

where

Ω′r = βFH
(

I + βFFH
)−1

FHHH. (D.3)

Proof. We begin from k̃Γ1 and k̃Γ2 . Suppose small perturba-
tions ε1 and ε2, which are both of order O(ε), are placed on
kΓ1 and kΓ2 , namely,

k̃Γ1 = kΓ1 + ε1,

k̃Γ2 = kΓ2 + ε2.

(D.4)

We have

k̃
Ω′r
1 = k

Ω′r
1 + αε1,

k̃
Ω′r
2 = k

Ω′r
2 + α2ε2 + 2αkΓ1ε1 + o(ε),

(D.5)

which implies

m̃
Ω′r
1 = m

Ω′r
1 + αε1,

m̃
Ω′r
2 = m

Ω′r
2 + α2ε2 + 2α

(
kΓ1 + k

Ω′r
1

)
ε1 + o(ε).

(D.6)

For Ωr = γ2βHHFH(I + βFFH)
−1

FH, we have

m̃Ωr
1 = mΩr

1 + γ2ε1,

m̃Ωr
2 = mΩr

2 + αγ2
2ε2 + 2γ2

2

(
kΓ1 + k

Ω′r
1

)
ε1 + o(ε),

(D.7)

which implies that we have

k̃Ωr
1 = kΩr

1 + γ2ε1,

k̃Ωr
2 = kΩr

2 + αγ2
2ε2 + 2γ2

(
kΓ1γ2 + k

Ω′r
1 γ2 −mΩr

1

)
ε1 + o(ε).

(D.8)

Then, for Ω, we have

k̃Ω1 = kΩ1 + γ2ε1,

k̃Ω2 = kΩ2 + αγ2
2ε2 + 2γ2

(
kΓ1γ2 + k

Ω′r
1 γ2 −mΩr

1

)
ε1 + o(ε),

(D.9)

which implies

m̃Ω
1 = mΩ

1 + γ2ε1,

m̃Ω
2

= mΩ
2 + αγ2

2ε2 + 2γ2
(
kΓ1γ2 + k

Ω′r
1 γ2 −mΩr

1 + kΩ1
)
ε1 + o(ε).

(D.10)

Now, we compute ε1 and ε2. Equation (D.1) implies

k̃Γ1 = kΓ1 + δ1,

k̃Γ2 = kΓ2 + δ2 − 2mΓ
1δ1 + o(δ),

(D.11)

which is equivalent to

ε1 = δ1,

ε2 = δ2 − 2mΓ
1δ1.

(D.12)

Combining (D.10) and (D.12), we obtain (D.2).

Based on Lemma 8, we can obtain the following lemma,
where δ1 and δ2 are defined the same as in Lemma 8. The
proof is straightforward by applying the intermediate results
in the proofs of Propositions 4 and 5.

Lemma 9. For sufficiently high β, (D.2) is equivalent to

m̃Ω
1 = mΩ

1 + γ2δ1,

m̃Ω
2 = mΩ

2 + αγ2
2δ2 + 2γ2

(
αγ2 + γ1

)
δ1 + o(δ), when α ≤ 1,

(D.13)

or

m̃Ω
1 = mΩ

1 + γ2δ1,

m̃Ω
2 = mΩ

2 + αγ2
2δ2 + 2γ2

(
γ1 + γ2

)
δ1 + o(δ), when α ≥ 1.

(D.14)

For sufficiently small β, we have

m̃Ω
1 = mΩ

1 + γ2δ1,

m̃Ω
2 = mΩ

2 + αγ2
2δ2 + 2γ2

(
γ1 + βγ2

)
δ1 + o(δ).

(D.15)

Now, we can prove the proposition by computing explicit
expressions of δ1 and δ2.

Proof. We note that

E
[
λΓ
] = αE

[
βλFF

H

1 + βλFFH

]
, (D.16)

which has been addressed in (37).
When β is sufficiently small, we have

E
[

βλFF
H

1 + βλFFH

]

= βE
[
λFF

H (
1− βλFF

H )
+ o(β)

] = β
(

1− β

α
− β

α2

)
+ o(β),

(D.17)
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where we have applied the facts that E[λFF
H

] = 1/α and
E[(λFF

H
)2] = 1/α + 1/α2. This implies

δ1 = −β2
(

1 +
1
α

)
+ o(β). (D.18)

Now, we consider the case of large β, for which we have

E
[

βλFF
H

1 + βλFFH

]
= E

[
1

1/βλFFH | λFFH
> 0
]

= 1− E
[

1
βλFFH | λFFH

> 0
]

+ o
(

1
β

)
.

(D.19)

Therefore, we have

δ1 = −αE
[

1
βλFFH | λFFH

> 0
]

+ o
(

1
β

)
. (D.20)

Then, we need to compute E[1/βλFF
H | λFFH

> 0]. An
existing result for an m × n (m > n) large random matrix
X having independent elements and unit-norm columns is
[26]

E
[

1
λXHX

]
= 1

1− n/m
. (D.21)

We apply (D.21) to (D.20). When α < 1 (M ≤ K), all
λFF

H
> 0 almost surely. Therefore

E
[

1
βλFFH | λFFH

> 0
]

= E
[

1
βλFFH

]
= E

[
α

βλF̂H F̂

]
= α

βα(1− α)
,

(D.22)

where F̂ � √
αFH is a K ×M matrix and FFH = (1/α)F̂

H
F̂.

This is equivalent to

δ1 = − α2

β(1− α)
+ o
(

1
β

)
. (D.23)

When α > 1 (M > K), we have

P
(
λFF

H
> 0
) = 1

α
. (D.24)

Note that FHF is of full rank when α > 1. Then we have

E
[

1
βλFFH | λFFH

> 0
]

= 1
α
E
[

1
βλFHF

]
= 1

αβ

1
1− 1/α

= 1
β(α− 1)

,
(D.25)

which implies

δ1 = − α

β(α− 1)
+ o
(

1
β

)
. (D.26)

It is easy to verify that δ2 = o(β2) for small β and δ2 =
o(1/β) for large β. This concludes the proof.
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1. INTRODUCTION

Cooperative relaying has attracted a great deal of attention
recently due to its capability of improving performance,
increasing system capacity, extending coverage, and so
forth [1, 2]. Different signal processing techniques for
retransmission and detection at relays and destination for
cooperative relaying have been presented. In [3–6], the
relays receive signals from sources in one phase and simply
amplify or demodulate source signals before forwarding
processed signals to the destination in another phase. The
destination can use maximum ratio combining in both
phases to recover the original information. In [7–11], coded
cooperative relaying schemes were proposed, in which the
relays decode the source signals and re-encode the decoded
information in a different manner as compared to the sources
(e.g., the decoded information is interleaved before being re-
encoded [8]) so that the destination can use code combining
techniques such as iterative decoding to recover the original
information. Coded cooperative relaying schemes are not
only better than those based on repetition coding under
various channel conditions [1], but also provide a great
degree of flexibility to adapt channel conditions by allowing
different code rates and partitions, for example, relayed
signal can include just new parity bits [9] or with a fraction
of repeated information bits [10].

The cooperative relaying schemes in [2–11] only consider
a simple scenario with a source, a relay, and a destination;
all are equipped with a single antenna. To increase spatial
diversity order as well as cooperation probability between
the source and the relay, several multiantenna relays were
investigated using the diversity combining schemes in [12].
In general, all schemes in [2–12] reduce dramatically band-
width efficiency as extended to a scenario with multiple
sources. This comes from the fact that at least one additional
phase is required to relay the signal for each source.

Different from those in [2–12], the coded cooperative
relaying scheme in [13, 14] illustrates another scenario in
which a relay assists the information transmission of two
sources. This scheme can be extended to the case of multiple
sources. However, it suffers the same disadvantage of low
bandwidth efficiency as those in [2–12]. It is noted that, in
order to achieve high bandwidth efficiency, a single-antenna
relay can detect multiple source signals and retransmit them
in only one time slot as a multiplexed signal using a much
higher modulation level than that of the sources at the
expense of increased complexity and transmit power. In
[15], a cooperative relaying scheme is proposed, where a
multiantenna relay helps multiple single-antenna sources in
their information transmission to a common multiantenna
destination. By relaying each source signal on each antenna
of the relay, this scheme exploits the multiplexing gain of
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multi-input multi-output (MIMO) systems, thus improving
bandwidth efficiency. Theoretical analysis in terms of outage
probability shows its superiority to direct transmission.
However, the choice of channel codes that can approach
the theoretical limit on outage probability is not addressed.
In addition, the cooperative relaying scheme under con-
sideration is based on repetition coding and, hence, is not
comparable with coded cooperative relaying schemes.

In this paper, we propose coded cooperative relaying
schemes using multiantenna relay to achieve high bandwidth
efficiency and high cooperation probability between the
sources and the relay (due to receive diversity), which
is essential to provide spatial diversity at the destination.
In addition, instead of demodulate-and-forward and zero-
forcing detection as in [15], we explore the proposed colo-
cated multiantenna relaying and code combining structures
to develop different efficient retransmission schemes at
the relay and single-user and multiuser iterative decoding
techniques at the destination in order to improve the system
performance. As an example of channel coding, we consider
a convolutional code and investigate the performance of the
proposed scheme in terms of bit error rate (BER) instead of
the outage probability as in [15].

The rest of this paper is organized as follows. In Section 2,
we present the system model under consideration. The
proposed signal processing techniques at the relay and
destination are discussed in Sections 3 and 4, respectively.
Simulation results are presented in Section 5 for performance
evaluation of the proposed schemes and comparison. Finally,
the paper is concluded in Section 6.

2. SYSTEM MODEL

Figure 1 shows the cooperative relaying system under con-
sideration with T single-antenna sources, a T-antenna desti-
nation, and a T-antenna relay to assist the communication
between the sources and destination. For simplicity, we
consider the number of sources equal to that of antennas at
the destination and the relay. However, it is straightforward
to extend to the general case with F single-antenna sources,
a destination with U antennas, and a relay with K antennas
where U ,K≥F as in [15]. In addition, we do not consider the
cooperation between sources (i.e., similar to [15]), although
this cooperation can improve the system performance.

All terminals operate in a half-duplex mode as follows.
Each source St, t ∈ {1, . . . ,T} takes turn to transmit

its signal in its assigned time slot as shown in Table 1.
Throughout this paper, equal-length time slots are assumed.
Its information bit segment It is first encoded and then
mapped into modulation signaling elements st (e.g., M-PSK,
M-QAM) to be transmitted, that is,

st =
(
st[1], . . . , st[l], . . . , st

[
Lt
]) = ϕ

{
Φ
{

It
}}

, (1)

where ϕ{·} and Φ{·} represent the modulation and encod-
ing functions, respectively; st[l] is a complex symbol trans-
mitted from the source St at the time instant l (l = 1, . . . ,Lt);
Lt is the number of modulated symbols in the time slot t. If
all sources use the same modulation channel coding schemes,
Lt = L for any t ∈ {1, . . . ,T}.

S1

ST

1 1

T
R

T

1

T
D

Figure 1: System model.

Table 1: Half-duplex transmission mode.

Time slot 1 · · · T T + 1

Terminal S1 · · · ST R

During the first T time slots , the relay decodes the signals
received from T sources. Subsequently, the relay processes
only the successfully decoded signals (e.g., indicated by the
cyclic redundancy check (CRC)) and forwards the processed
signals to the destination in the time slot (T + 1) as shown
in Table 1. The destination uses both the signals directly
received from the sources and the signal from the relay to
perform the signal detection.

With only one additional time slot (T + 1) required
to relay all decoded signals of T sources, the bandwidth
efficiency of the proposed schemes is reduced by a factor of
T/(T + 1) as compared to 1/2 for the conventional schemes
in [2–14]. For large T, T/(T + 1) approaches 1, that is, the
bandwidth loss for relaying is negligible. In a synchronized
system with T-antenna relay and destination, simultaneous
transmission from T single-antenna sources in one time slot
is possible for further improved bandwidth efficiency at the
expense of receiver complexity and possible performance
degradation at relay and destination, and beyond the scope
of this paper.

We assume all channels experience independent block
frequency-flat fading, that is, frequency-flat fade is fixed
during a time slot but independently changed from one time
slot to another. Furthermore, channel state information is
available only at the receivers, not at the transmitters.

3. PROPOSED COOPERATIVE RELAYING SCHEMES

In this section, we will discuss the signal processing at the
relay for detection and retransmission.

3.1. Signal detection at relay

Figure 2 shows the simplified receiver structure at the
relay. The baseband-equivalent, discrete-time received signal
vector rt[l] at the relay can be expressed as

rt[l] = atst[l] + nt[l], (2)
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Received signal MRC Demapping Decoder I′t
rt[l] r′t[l] Λ(bt,l,p|r′t[l])

Bit metrics calculation

Figure 2: Decoding the signal of the source St at the relay.

where at is the T × 1 channel vector from the transmit
antenna of the source St to the T receive antennas of the relay
(each element of at is modeled as circularly symmetric zero-
mean complex Gaussian random variable), and nt[l] is the T
× 1 noise vector with the covariance matrix N0IT×T (i.e., the
elements of nt[l] are modeled as circularly symmetric zero-
mean complex Gaussian random variables with variance
N0/2 per dimension). Here, IT×T is the unity matrix of the
size T × T.

To produce I′t , at first maximum ratio combining is
applied to the elements of rt[l] as

r′t [l] =
aHt rt[l]√

aHt at
= a′t st[l] + n′t[l], (3)

where a′t =
√

aHt at, n′t[l] is the noise variable with variance
N0, and (·)H is the complex conjugate transpose.

The resulting signals r′t [l] are then soft demapped to
produce the log-likelihood ratios (LLRs) for all the coded
bits, that is, the bit metrics, as follows

Λ
(
bt,l,p | r′t [l]

) = log

(∑
sx∈χ1,p

exp
(− ∣∣r′t [l]− a′t sx

∣∣2
/N0
)

∑
sx∈χ0,p

exp
(− ∣∣r′t [l]− a′t sx

∣∣2
/N0
)
)

,

(4)

where p ∈ {1, 2, . . . ,m = log2 M}, bt,l,p is the pth coded bit
in a group of m = log2 M bits carried by st[l], and M is the
constellation size. The subsets χ1,p and χ0,p contain the signal
points in the M-ary constellation whose pth labeling bits are
“1” and “0,” respectively.

Finally, the bit metrics are applied to decoding I′t (e.g.,
[16]) and error detection (e.g., using CRC) is performed.

3.2. Signal retransmission at relay

For unsuccessful error detection, the corresponding I′t is dis-
regarded. The successfully recovered I′t is first interleaved by a
random interleaverΠ and then processed for retransmission.

For low implementation complexity, the relay applies the
same channel coding and modulation schemes used by the
sources.

We propose two following retransmission techniques.

3.2.1. Parallel transmission (PT)

For parallel transmission (PT), the N (≤T) successfully
recovered information segments, I′t , t ∈ {1, . . . ,T} are pro-
cessed separately and retransmitted on different antennas as
shown in Figure 3. The relay randomly chooses N among T
transmit antennas (e.g., the first N out of T antennas as in the
simulations). With channel knowledge at relay transmitter,

T

1

Encoder Mapping

Encoder Mapping

I′l

I′T xT

x1Π

Π

Figure 3: Parallel transmission.

an optimum choice of N antennas for retransmission can be
derived. For notational simplicity, we assume T = N in the
sequel. Obviously, by simply changing the sizes of vectors and
matrices in equations, we easily obtain equations for the case
of T ≥ N.

The signal xt transmitted on the antenna t can be
represented as

xt =
(
xt[1], . . . , xt[l], . . . , xt[L]

) = ϕ
{
Φ
{
Π
{

I′t
}}}

, (5)

where Π{·} represents the interleaving function, and xt[l] is
the modulated symbol transmitted on the antenna t at the
time instant l.

3.2.2. Multiplexing transmission (MT)

Figure 4 shows the block diagram of the proposed mul-
tiplexing transmission (MT) technique. The interleaved
information segments Π{I′t} are first bit-level multiplexed as
in [17], that is, the information bits of Π{I′1}, . . . ,Π{I′T} are
alternately selected. Therefore, the correlation between I′t is
introduced to facilitate the high-performance multiuser joint
iterative decoding (MUJID) to be done at the destination.
While multiplexing increases the volumes (in bits), it also
makes longer parity segments, and hence stronger codes.
Then, the multiplexed segment J = Ω{Π{I′1}, . . . ,Π{I′T}} is
encoded, whereΩ{·, ·} represents the multiplexing function.
Finally, the resulting coded bits Φ{J} are subsequently split
into T parallel streams; each is modulated and transmitted
on one antenna.

4. SIGNAL PROCESSING AT DESTINATION

The destination processes the signals from T sources received
in the first T time slots to produce their corresponding bit
metrics in a similar manner as the relay. Hence, we use the
same notations as in Section 3.1 to avoid the duplication. For
example, Λ(bt,l,p | r′t [l]) is the LLR of the pth coded bit in a
group of m bits carried by st[l], which is computed based on
the signal at the destination received from St.
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Figure 4: Multiplexing transmission.

In the last (T + 1)th time slot, the destination receives the
signal from the relay. The baseband-equivalent, discrete-time
received signal vector y[l] at the time instant l in the time slot
(T + 1) at the destination can be modeled as

y[l] = Hx[l] + n[l], l = 1, . . . ,L, (6)

where y[l] is the T × 1 received signal vector on the T
receive antennas of the destination, H is the T × T channel
matrix from the T transmit antennas of the relay to the
T receive antennas of the destination (the elements of H
are modeled as circularly symmetric zero-mean complex
Gaussian random variables), x[l] = (x1[l], x2[l], . . . , xT[l])T

is the T × 1 symbol vector transmitted from the relay at
the time instant l, and n[l] is the T × 1 noise vector with
the covariance matrix N0IT×T . Here (·)T is the transpose
operator.

In the following subsections, we will discuss the proposed
bit metric calculations and iterative decoding structures.

4.1. Bit metric calculations in time slot (T + 1)

The destination also needs to calculate the bit metrics for all
coded bits (retransmitted by the relay) in order to perform
the iterative decoding for all T source signals. We consider
three calculation techniques based on maximum likelihood
(ML), zero-forcing (ZF), and QR decomposition.

4.1.1. ML-based bit metric calculation (MLC)

The LLRs for all coded bits transmitted from the relay are
computed as

Λ
(
br,t,l,p | y[l]

) = log

(∑
x∈χ1,t,p

exp
(− ∥∥y[l]−Hx

∥∥2
/N0
)

∑
x∈χ0,t,p

exp
(− ∥∥y[l]−Hx

∥∥2
/N0
)
)

,

(7)

where p ∈ {1, 2, . . . ,m}, br,t,l,p is the pth coded bit in a
group of m bits carried by xt[l]. The subsets χ1,t,p and χ0,t,p

contain the symbol vectors x =(x1, x2, . . . , xT)T so that the
signal points xt in the M-ary constellation whose pth labeling
bits are “1” and “0,” respectively.

The ML-based bit metric calculationis optimum in
the sense of minimum bit error probability. However, to
calculate Λ(br,t,l,p | y[l]) in (7), we need to sum over 2mT−1

possible symbol vectors in the set χ1,t,p. So, the complexity of
the ML-based bit metrics calculation can be prohibitive for

large M and T. This problem can be remedied by applying the
list slab-sphere detection method in [18], but the searching
range of this method depends on the received signals, thus
making the complexity still high. In this paper, we propose
two low-complexity methods: ZF-based bit metric calculation
(ZFC) and QR -based bit metric calculation (QRC).

4.1.2. ZF-based bit metric calculation (ZFC)

The received vector y[l] is first multiplied by W =
(HHH)−1HH to suppress the interference between transmit-
ted symbols on different transmit antennas:

z[l] = Wy[l] = x[l] + η[l], (8)

where z[l]= (z1[l], . . . , zT [l])T and η[l] = Wn[l] = (η1[l],
. . . ,ηT[l])T with ηt[l] being a circularly symmetric zero-
mean complex Gaussian random variable with variance σt[l]
= W(t, :)W(t, :)HN0. W(t, :) denotes the tth row of the matrix
W.

Explicitly, (8) can be rewritten as

zt[l] = xt[l] + ηt[l]. (9)

Therefore, we apply (4) to compute the LLRs for all coded
bits from the relay as

Λ
(
br,t,l,p | zt[l]

)= log

(∑
sx∈χ1,p

exp
(− ∣∣zt[l]−sx

∣∣2
/σt[l]

)
∑

sx∈χ0,p
exp

(− ∣∣zt[l]−sx
∣∣2
/σt[l]

)
)
.

(10)

Although the ZF-based bit metrics calculation is much
simpler than the ML-based bit metrics calculation (i.e., to
calculate Λ(br,t,l,p | zt[l]) in (10), we only need to sum
over 2m−1 possible symbols in the set χ1,p), multiplying
y[l] by W causes the noise enhancement with a factor of
W(t, :)W(t, :)H and therefore, leading to the performance
degradation.

4.1.3. QR-based bit-metric calculation (QRC)

Using QR decomposition [19], that is, H = QR where Q is
a unitary matrix and R = [ri, j] is an upper triangular matrix
(i.e., ri, j = 0 if i > j), (6) can be rewritten as

k[l] = QHy[l] = Rx[l] + ν[l], (11)

where k[l] = (k1[l], . . . , kT[l])T and ν[l] = QH n[l] = (ν1[l],
. . . , νT[l])T has the same probability distribution of n[l] since
Q is a unitary matrix. The elements of k[l] can be expressed
as

kT[l] = rT ,TxT[l] + νT[l], (12)

kt[l] = rt,txt[l] +
T∑

j=t+1

rt, jx j[l] + νt[l], t = T − 1, . . . , 1.

(13)

The above expressions, (12)-(13), indicate that the signal
element xT[l] does not contain any interference from the
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other elements, and the element xt[l] contains interference
from only the elements xt+ j[l], where j = 1, . . . , (T − t)
and t = T − 1, . . . , 1. Consequently, we propose the bit
metrics calculation in accompany with the successive soft
interference cancellation (e.g., [20, 21]) as follows.

Based on (12), and similar to (4), the LLRs for the coded
bits transmitted on the antenna T of the relay can be first
computed as

Λ
(
br,T ,l,p | kT[l]

)

= log

(∑
sx∈χ1,p

exp
(− ∣∣kT[l]− rT ,T[l]sx

∣∣2
/N0
)

∑
sx∈χ0,p

exp
(− ∣∣kT[l]− rT ,T[l]sx

∣∣2
/N0
)
)
.

(14)

Then, Λ(br,T ,l,p | kT[l])’s are used to compute the soft
symbols, mT[l]’s, corresponding to xT[l]’s for the transmit
antenna T and the variances, λT[l]’s, of these soft symbols as

mT[l] = E
{
xT[l]

} =
M∑

c=1

xc Pr
{
xT[l] = xc

}
,

λT[l] = E
{∣∣xc −mT[l]

∣∣2}

=
M∑

c=1

∣∣xc −mT[l]
∣∣2

Pr
{
xT[l] = xc

}
,

(15)

where xc for c = 1, . . . ,M = 2m are the M possible values
of xT[l], E{·} is the expectation, and the probability of each
possible value of xT[l] is given by

Pr
{
xT[l] = xc

} =
m∏

p=1

Pr
{
br,T ,l,p

}
. (16)

In (16), we assume the statistical independence of each
bit br,T ,l,p carried by the symbol xT[l] and the probability of
br,T ,l,p is

Pr
{
br,T ,l,p

} = 1

1 + exp
{

(−1)br,T ,l,pΛ
(
br,T ,l,p | kT[l]

)} . (17)

Finally, we calculate the LLRs for the coded bits on the
remaining transmit antennas in the order t = T − 1, . . . , 1 in
two steps. In the first step, all interferences from the symbols
xj[l]’s, on other transmit antennas j, j = t + 1, . . . ,T on the
symbol xt[l], on the considered transmit antenna t (see (13)),
are softly cancelled out from kt[l] as

k′t [l] = kt[l]−
T∑

j=t+1

rt, jmj[l]

= rt,txt[l] +
T∑

j=t+1

rt, j
(
xj[l]−mj[l]

)
+ νt[l]

︸ ︷︷ ︸
ν′t [l]

.
(18)

Based on (18) and the Gaussian assumption on the
residual interference (same as [20]), the ν′t[l] in (18) is the
circularly symmetric zero-mean complex Gaussian random
variable with variance σ ′t [l]

σ ′t [l] =
T∑

j=t+1

∣∣rt, j
∣∣2
λj[l] + N0. (19)
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Figure 5: Multiuser joint iterative decoding for multiplexing
transmission at the relay.

In (18) and (19), mj[l] and λj[l] are given by (15),
respectively, with T being substituted by j.

In the second step, we compute the LLRs for the coded
bits transmitted on the transmit antenna t of the relay as

Λ
(
br,t,l,p | k′t [l]

)

= log

(∑
sx∈χ1,p

exp
(− ∣∣k′t [l]− rt,t[l]sx

∣∣2
/σ ′t [l]

)
∑

sx∈χ0,p
exp

(− ∣∣k′t [l]− rt,t[l]sx
∣∣2
/σ ′t [l]

)
)
.

(20)

From (14) and (20), we realize that to calculate the LLRs
for the coded bits we only need to sum over 2m−1 possible
symbols in the set χ1,p. Therefore, the searching range of QRC
and ZFC is the same. However, QRC can avoid the noise
enhancement of ZFC (see (18)).

4.2. Iterative decoding

Depending on the transmission techniques at the relay
(parallel or multiplexing), we apply the corresponding
iterative decoding techniques. For notational convenience,
we simplify Λ(bt,l,p | r′t [l]) in (4) as Λ(bt,l,p), and unify
Λ(br,t,l,p | y[l]) in (7), Λ(br,t,l,p | zt[l]) in (10), Λ(br,T ,l,p |
kT[l]) in (14), and Λ(br,t,l,p | k′t [l]) in (20) as Λ(br,t,l,p).

4.2.1. Multiuser joint iterative decoding (MUJID)

Figure 5 shows the decoding diagram for the multiplex-
ing transmission at the relay. Owing to multiplexing the
information bit segments of T sources, the MUJID is
exploited. The decoder considers a sequence of (T + 1) LLR
segments, Λ(bt,l,p), Ψ{Λ(br,1,l,p),Λ(br,2,l,p), . . . ,Λ(br,T ,l,p)}
where Ψ{·, ·} represents the parallel-to-serial converting
function, for t ∈ {1, 2, . . . ,T} and uses a component soft-
in soft-out (SISO) decoder in [16] to recover T information
bit segments It’s, from T sources within J iterations.
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Figure 6: Single-user iterative decoding for source St .

Table 2: Proposed cooperative relaying schemes.

Scheme Description

PT ZF PT, ZFC, SUID

PT QR PT, QRC, SUID

PT ML PT, MLC, SUID

MT ZF MT, ZFC, MUJID

MT QR MT, QRC, MUJID

MT ML MT, MLC, MUJID

In each iteration j for j ∈ {1, 2, . . . , J}, based on the
LLR segments, Λ(bt,l,p), and the intrinsic segments, Lt,a

( j−1),
the SISO decoder computes the extrinsic segments, Lt,e

( j),
corresponding to the information bit segments, It’s, where
Lt,a

(0) = 0, since no prior information about the coded bits is
available in the first iteration. Then, the extrinsic segments,
Lt,e

( j), are interleaved and multiplexed into the intrinsic
segment, La

( j−1) = Ω{Π{L1,e
( j)}, . . . ,Π{LT ,e

( j)}}, corres-
ponding to the information bit segment, Ω{Π{I1}, . . . ,
Π{IT}}. Sequentially, the SISO decoder computes the
extrinsic segment, Le

( j), based on the LLR segment,
Ψ{Λ(br,1,l,p),Λ(br,2,l,p), . . . ,Λ(br,T ,l,p)}, and the intrinsic seg-
ment, La

( j−1). Finally, Le
( j) is demultiplexed into T extrinsic

segments, L′t,e
( j).

At the end of each iteration j, the SISO decoder will

produce a sequence of T extrinsic segments, L′t,e
( j), which are

the soft outputs corresponding to T information segments of
the T sources, It’s. They are stored to be used as inputs of the
SISO decoder in the next iteration (j + 1). After a sufficient

number of iterations, T extrinsic segments, L′t,e
( j), can be

used to make a decision on the transmitted information bit
segments.

4.2.2. Single-user iterative decoding (SUID)

As the parallel transmission does not introduce any correla-
tion among the T source signals, the SUID can be used to
recover the information bit segment of the source t as shown
in Figure 6. This iterative decoding is akin to the standard
Turbo decoding and, hence, will not be described further in
detail for briefness.
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Figure 7: BER versus SNR (SNRin = SNR + 10 dB, SNRrd = SNR +
5 dB).

5. SIMULATION RESULTS

Simulation is used to evaluate and compare the performance
of the proposed schemes and others in an independent
frequency-flat block Rayleigh fading environment under
various conditions.

5.1. Simulation setup

Table 2 summarizes the 6 proposed schemes under consider-
ation by simulation, as the results of 2 relay retransmission
techniques are PT and MT, and 3 bit metric calculations:
MLC, ZFC, and QRC.

As reference, we consider the direct transmission (i.e.,
without the relay) using the 4-state, rate 1/2 recursive sys-
tematic convolutional code (RSCC) of generator polynomial
[1, 5/7] in octal form, and the cooperative relaying scheme
in [9] where T single-antenna relays help T single-antenna
sources in the pairwise manner. All considered schemes use
the same encoder.

Obviously, the difference in the system model between
our proposed schemes and the scheme in [9] is the way
to deploy T relay antennas: T colocated antennas as in
our system model or T distributed antennas as in [9].
Using T colocated antennas as in our system model benefits
from the high cooperation probability between the sources
and the relay which is essential to provide spatial diversity
at the destination and high bandwidth efficiency (reduced
by a factor of T/(T + 1) compared to 1/2 for [9]). On
the other hand, the proposed schemes suffer the symbol
interference in the time slot (T + 1) while that in [9] does
not. However, the low bandwidth efficiency of the scheme in
[9] requires an increase in modulation level, thus degrading
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Figure 8: BER versus SNR (SNRin = SNR + 20 dB, SNRrd = SNR +
5 dB).

the performance, which cannot be compensated by the
interference-free advantage if the cooperation probability
between the source and the relay is low (i.e., interuser
channel is bad). These aspects will be demonstrated by the
following simulation results.

For the purpose of illustration, we investigate the case of
T = 3. For a fair comparison in terms of bandwidth efficiency,
the direct transmission, the proposed schemes, and that in
[9] use 8-PSK, 16-QAM, and 64-QAM, respectively. We also
assume equal transmitted power for all terminals and for
the relay antennas (i.e., the total relay transmitted power is
equally shared by its antennas, E{|xt[l]|2} = E{|st[l]|2}/N).

We assume identically and independently distributed
(iid) frequency-flat fading over any source-relay (or desti-
nation) or relay-destination channel. For the scheme in [9],
we assume that the relay t corresponds to the antenna t of
the relay in our model. We denote the average signal-to-
noise ratio of the channel between the source and the receive
antenna of the relay as SNRin, between the source and the
receive antenna of the destination as SNR, and between the
transmit antenna of the relay to the receive antenna of the
destination as SNRrd.

The information bit segment is of 180-bit length and
the CRC-16-CCITT code is used to check if the recovered
source’s information segment is error free. In addition, we
examine J = 5 iterations.

Due to the above iid fading assumption, all sources in the
schemes PT ZF, PT ML, MT ZF, and MT ML have identical
performance. However, PT QR and MT QR offer different
performances for different sources due to the nature of
the soft interference cancellation. For this, the performance
curves for PT QR and MT QR in the following results
represent the BER averaged over all sources (i.e., sum of BERs
of all sources divided by the number of sources).
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Figure 9: BER versus SNR with different interuser channel qualities
and SNRrd = SNR + 5 dB.

5.2. Simulation results

Figure 7 shows the performance curves of the investigated
schemes with SNRin = SNR + 10 dB and SNRrd = SNR
+ 5 dB. We observe that all the proposed schemes sig-
nificantly outperform the others. Among the proposed
schemes, those with MUJID (i.e., MT ML/MT QR/MT ZF)
are considerably better than those with SUID (i.e.,
PT ML/PT QR/PT ZF) due to the longer codeword gen-
erated from the multiplexing operation. However, the
longer codeword also makes longer decoding latency for
the MUJID. Therefore, performance delay trade-off can be
made for different requirements. In addition, among those
with MUJID (or SUID), MT ML, MT QR, and MT ZF (or
PT ML, PT QR, and PT ZF) perform in the descending
order but their complexities are in the reversed order. This
is consistent with the previous discussions. Consequently,
another trade-off between performance and complexity is also
an option for different requirements. Moreover, the scheme
in [9] performs even worse than the direct transmission.
This comes from the fact that the former (due to the
nature of the two time slot cooperative relaying) must use
a higher modulation level than that of the latter for the same
bandwidth efficiency, while the interuser channel is of low
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Figure 10: BER versus SNR (SNRin = SNR + 10 dB, SNRrd = SNR
+ 15 dB).

quality, making the cooperation between the source and the
relay take place less frequently. Therefore, the scheme in [9]
is almost in the direct transmission mode (i.e., the direct
transmission with 64-QAM in [9] is obviously worse than
that with 8-PSK).

Figure 8 shows the performance curves of the inves-
tigated schemes with better quality interuser channels,
SNRin = SNR + 20 dB. Since the source-destination channel
qualities are unchanged, the direct transmission has the
same performance as previously shown in Figure 7, while
the performance of the scheme in [9] is drastically improved
with the interuser channel quality. This is because with
the improved interuser channel, the cooperation probability
between the source and the relay increases, thus enhancing
the spatial diversity at the destination. However, it is still
worse than any proposed scheme.

The simulation results in Figures 7 and 8 are combined
in Figure 9 to see the impact of the interuser channel on the
BER performance. It is seen that the proposed schemes are
relatively insensitive to the change of the individual interuser
channel, while the scheme in [9] is greatly affected. This
is obvious since multiple colocated antennas at the relay
increase the spatial diversity of the received signals, providing
an overall highly reliable transmission over the source-relay
channel. As a result, improving an individual source-relay
SNR does not contribute significantly to the performance
of signal detection at the relay. In contrast, the single-
input, single-output source-relay channel in the scheme [9]
makes the transmission reliability over this channel heavily
dependent on its channel quality (or SNR).

Figure 10 illustrates the performance of various schemes
with SNRrd = SNR + 15 dB and SNRin = SNR + 10 dB. The
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Figure 11: BER versus SNR with different relay destination channel
qualities, SNRin = SNR + 10 dB.
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Figure 13: BER versus SNR for different iterations (SNRin = SNR + 10 dB and SNRrd = SNR + 5 dB).

performance of the direct transmission is the same as shown
in Figure 7 due to the unchanged source-destination channel
qualities. With the improved relay-destination channel, the
relay forwards the processed information of the sources
more reliably, thus enhancing the spatial diversity at the

destination. For the scheme in [9], its performance is not
improved much, since the cooperation between the relays
and the sources are rare (due to unchanged SNRin =
SNR + 10 dB as for Figure 7), and as a consequence the
better relay-destination channel does not contribute much
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to its performance improvement. For easy comparison, we
combine the results in Figures 7 and 10 into Figure 11.
Figure 11 indicates that the proposed schemes perform
drastically better with improved relay-destination channel
quality as compared to the others. Figure 11 also shows
that MUJID is significantly better than SUID, but their
performance difference is reduced with the increased SNRrd.
For example, at the target BER of 10−3, the improvement
offered by MT ML as compared to PT ML is around 2 dB for
SNRrd = SNR + 5 dB and reduced to only 0.75 dB for SNRrd

= SNR + 15 dB.
To see the effect of both the source-relay channels

and the relay-destination channels on the performance of
the investigated schemes, we consider the case where the
source-relay channels are improved (e.g., SNRin = SNR
+ 20 dB), while the relay-destination channels are similar
to those in Figure 10, that is, SNRrd = SNR + 15 dB.
The simulation results are illustrated in Figure 12. Since
the source-destination channel qualities are unchanged, the
direct transmission has the same performance as shown in
Figure 7, while the performance of the proposed schemes
and that in [9] are substantially improved. In addition, the
performance gap between the proposed scheme and that in
[9] is dramatically increased with the improvement of the
source-relay channels and the relay-destination channels (by
comparing Figures 7 and 12).

Figure 13 indicates the BER performance of the 6 pro-
posed schemes for different iterations where SNRin = SNR +
10 dB and SNRrd = SNR + 5 dB. We see that all the proposed
schemes converge after 3 iterations.

6. CONCLUSIONS

We proposed the coded cooperative relaying schemes using a
multiantenna relay to assist the information retransmission
of multiple sources. These schemes achieve high bandwidth
efficiency as well as high performance due to different
transmission techniques at the relay and the diversified
iterative decoding at the destination. In addition, different
from the conventional cooperative relaying schemes (e.g.,
[9]) whose performance heavily depends on the individual
source-relay channel quality, the proposed schemes are
almost insensitive to the individual source-relay channel
due to the diversity provided by multiple receive antennas.
Therefore, the relay can help the sources to improve their
performances in a large range of SNR.

In the proposed schemes, we do not consider the
cooperation between sources. This cooperation is expected to
improve further performance but also makes the cooperative
schemes more complicated. It could be an interesting topic
for further research.

For a fixed relay as considered in this paper, the channel
from the relay and the destination is less time variant.
Consequently, the channel state information can be available
at the relay so that some techniques such as precoding
and power allocation at the relay can be exploited to
enhance the information transmission reliability over the
relay-destination channel, thus improving the overall system
performance.
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1. INTRODUCTION

Ever increasing demand for higher data rates in wireless
systems has imposed serious challenges on system design
and link budget planning. In many scenarios, the desired
ubiquitous high rate coverage cannot be achieved by the
direct transmission. Multihop relaying has emerged as an
intuitive approach to this challenge. The idea is to split the
distance between a source node and a destination node into
several hops; the nonlinear relation between propagation loss
and distance helps in reducing the end-to-end attenuation
and thus in relaxing link budget. While such conventional
relaying has long been known for some applications as
microwave links and satellite relays, it was only until recently

that this concept has received interest for wireless and mobile
networks [1–5].

Cooperative diversity goes one step further, by consid-
ering the participation of several relay nodes (in addition
to the source node) in delivering the signal to the des-
tination node, to achieve diversity gain. The cooperative
diversity concept is based on the following two features.
First, the broadcasting nature of the wireless medium: a
signal transmitted by a node propagates not only to the
intended final destination, but also to other neighbor nodes.
Second, viewing the individual nodes of relaying systems
as distributed antennas leads to regarding cooperative
diversity networks as a generalization of multiple-antenna
systems. In this sense, cooperative diversity brings together
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the worlds of conventional relaying and multiple-antenna
systems.

The advantages of the cooperative diversity protocols
come at the expense of a reduction in the spectral efficiency
since the relays must transmit on orthogonal channels in
order to avoid interfering with the source node and with each
other as well [6]. Hence in cooperative diversity networks
with M relaying nodes, M + 1 channels are employed, which
incurs a bandwidth penalty.

This problem of the inefficient use of the channel
resources can be eliminated with the use of the best-relay
selection scheme. In such a scheme, the “best” relay node
only is selected to retransmit to the destination [7]. Hence,
two channels only are required in this case (regardless
of the number of relays). However, it will be shown (in
Section 6) that a full diversity order (which is achievable
by the regular cooperative diversity network) can still be
achieved with the best-relay selection. Therefore, the efficient
resource utilization by the best-relay selection scheme does
not sacrifice the signal quality as will be shown later.

The best-relay selection scheme for cooperative networks
has been introduced in [7], and the authors showed that
this scheme has the same diversity order as the regular
cooperative diversity in terms of the capacity outage. How-
ever, this important result was given using semianalytical
asymptotic analysis at high SNR (without deriving a closed-
form expression for the capacity outage). In [8], the authors
presented an asymptotic analysis (at high SNR values) only
of the symbol error probability of amplify-and-forward best-
relay selection scheme, and compared it with the regular
cooperative systems. The authors showed that best-relay
selection scheme maintains full diversity order in terms of
the symbol error probability. In [9], the authors analyzed
the capacity outage probability of the best-relay selection
scheme with decode-and-forward, and they showed that it
outperforms distributed spacetime codes for network with
more than three relaying nodes. This gain is due to the
efficient use of power by the best-relay selection scheme
networks. However, to the best of our knowledge, no one
has derived closed-form expressions for the symbol error
probability and capacity outage of the cooperative diversity
network using the best-relay selection scheme at any SNR (not
only high SNR values).

In this paper, we focus on nonregenerative (amplify-
and-forward) dual-hop cooperative diversity network to
study their end-to-end performance using the best-relay
selection scheme over independent nonidentical Rayleigh
fading channels. The main contribution of this paper is the
derived novel closed-form expressions for the probability
density function (PDF), the cumulative distribution function
(CDF), and the moment generating function (MGF) of a
tight lower bound value of SNR of the relayed signal at the
destination. Moreover, the average symbol error probability
(SEP) and the capacity outage (Cout) are determined using
closed-form expressions.

The remaining of this paper is organized as follows.
Section 2 presents the system model. The analytical closed-
form expressions of the symbol error probability, outage
capacity, and the asymptotic symbol error probability are
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The best one will forward
a copy of the source signal
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Figure 1: Illustration of the cooperative diversity network with the
best-relay selection scheme.

derived in Sections 3, 4, and 5, respectively. Numerical results
are discussed in Section 6. Finally, the conclusions are given
in Section 7.

2. SYSTEM MODEL

As shown in Figure 1, a source node (S) communicates with
the destination (D) through the direct link and the indirect
link (through the best relay). This best-relay selection scheme
allows the destination to get two copies of the source signal.
The first one is from the source (direct link), while the
second one is from the best relay as shown in Figure 1. The
channel coefficients between the source S and the ith relay
Ri(hi), between Ri and D(gi) and between S and D( f ) are
flat Rayleigh fading coefficients. In addition, hi, gj , and f are
mutually-independent and nonidentical for all i and j. We
also assume here, without any loss of generality that additive
white Gaussian noise (AWGN) terms of all links have zero
mean and equal variance N0.

Assuming that the relaying gain equals
√

1/(Esh2
i + N0)

[1] (to keep the relay power within its constraints, especially
when the fading coefficient (hi) is low), where Es is the
transmitted signal energy of the source, it is straightforward
to show that the end-to-end SNR of the indirect link
S→Ri→D can be written as [1–10]

γS→Ri→D =
γhiγgi

γhi + γgi + 1
, (1)

where γhi = h2
i Es/N0 is the instantaneous SNR of the source

signal at Ri and γgi = g2
i Ei/N0 is the instantaneous SNR of the

relayed signal (by Ri) at D, where Ei is the signal transmitted
energy of the relay. The best relay will be selected as the
one that achieves the highest end-to-end SNR of the indirect
link. Then assuming that maximum ratio combining (MRC)
technique is employed at the destination node, the total SNR
at the destination node can be written as

γtot = γ f + max
i

(
γhiγgi

γhi + γgi + 1

)
, (2)

where γ f = f 2Es/N0 is the instantaneous SNR between S
and D. In order to use the total SNR in the outage and error
performance calculations, (1) should be expressed in a more
mathematically tractable form. To achieve it, we proposed in
[10] a tight upper bound for γS→Ri→D, given by

γS→Ri→D ≤ γi = min
(
γhiγgi

)
. (3)
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The PDF of γi can be expressed in terms of the average
SNR γhi = E(h2

i )Es/N0 and γgi = E(g2
i )Es/N0 (where E(•)

is the statistical average operator) as fγi(γ) = (1/γi)e
−γ/γi ,

where γi = γhiγgi /(γhi + γgi). Using the value of γi, we can
rewrite the total SNR in (2) as

γtot ≤ γ f + γb, (4)

where γb = maxi(γi) = maxi(min(γhi , γgi)). This approxi-
mation of the end-to-end SNR in (4) is analytically more
tractable than the exact value in (2); and as a result, this
facilitates the derivation of the SNR statistics (CDF, PDF,
and MGF).This approximation is also adopted in many
recent papers (e.g., [7, 11]) and it is shown to be accurate
enough, especially at medium and high SNR values as will be
discussed in Section 6.

3. ERROR PERFORMANCE ANALYSIS

Since we assume that the MRC technique is employed
at the destination, the symbol error probability (SEP) is
evaluated for coherent reception only. When multichan-
nel coherent reception is used, we can calculate SEP by
averaging the multichannel conditional SEP Pse(γ f , γb) =
A× erfc

(√
B(γ f + γb)

)
, (where erfc(·) is the complementary

error function [12, Equation (8.250.4)] given by erfc(x) =
(2/π1/2)

∫∞
x exp(−t2)dt) over the joint random variables

representing the SNR values of the direct and indirect links
(γ f , γb). Since the random variables (γ f , γb) are assumed to
be independent, the joint PDF fγ f ,γb(γ f , γb) can be given by
fγ f (γ f ) fγb(γb). Therefore, SEP can be determined as follows:

Pse =
∞∫∫

0

Pse
(
γ f , γb

)
fγ f

(
γ f
)
fγb
(
γb
)
dγ f dγb. (5)

Using the alternative definition of the erfc(·) function as [13]

erfc(x) = 2
π

∫ π/2

0
exp

(
− x2

sin2θ

)
dθ, (6)

and by substituting (6) into (5), we obtain

Pse =
∞∫∫

0

2
π

∫ π/2

0
exp

(
− Bγ f

sin2θ

)
exp

(
− Bγb

sin2θ

)

× fγ f

(
γ f
)
fγb
(
γb
)
dθ dγ f dγb.

(7)

Since the order of integration can be interchanged [13], we
obtain

Pse = 2
π

∫ π/2

0
Mγf

(
B

sin2θ

)
Mγb

(
B

sin2θ

)
dθ, (8)

where Mγf (s) = ∫∞
0 fγ f (γ f ) exp(−sγ f )dγ f and Mγb(s) =∫∞

0 fγb(γb) exp(−sγb)dγb are the MGF of γ f and γb, respec-
tively.

In order to find Pse, we need to find the PDF (and then
the MGF) of γ f and γb. Since f is Rayleigh distributed ran-
dom variable, the PDF of γ f has an exponential distribution

with a mean γ f = E ( f 2)Es/N0; hence the MGF of γ f can be
easily found as

Mγf (s) =
1

1 + sγ f

. (9)

The PDF of γb, fγb(γ), can be found as follows. The CDF
of γb can be written as Fγb(γ) = P(γb ≤ γ), which can be
obtained as

Fγb(γ) =
M∏

i=1

(
1− e−γ/γi

)
. (10)

Then the PDF can be found by taking the derivative of
(10) with respect to γ, and after doing some manipulations,
fγb(γ), can be written as

fγb(γ) =
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
n∏

j=1

(
e
−γ/γkj )

n∑

j=1

1
γkj

.

(11)

By using the PDF in (11), the MGF can be written as

Mγb(s) =
∫∞

0
e−sγ

M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
n∏

j=1

(
e
−γ/γkj )

n∑

j=1

1
γkj

dγ,

(12)

and this integral can be evaluated in a closed form as

Mγb(s) =
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

λ

s + λ
, (13)

where λ = ∑n
j=1(1/γkj ). Substituting (13) and (9) in (8) and

evaluating the integration with the help of [14, Chapter 5],
Pse can be written in a closed form as

Pse = A
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
(

1− 1/λ
1/λ− γ f

√
B/λ

1 + 1/λ
+

γ f

1/λ− γ f

√√√√ Bγ f

1 + γ f

)
.

(14)

4. CAPACITY OUTAGE ANALYSIS

The CDF of the total end-to-end SNR using the best-relay
selection cooperative diversity can be found as follows [13]:

Fγtot (γ) = I−1(Mγf (s)Mγb(s)/s
)∣∣

s=γ, (15)

where I−1(•) denotes the inverse Laplace transform. This
inverse Laplace transform can be performed analytically, and
the CDF of the total SNR can be expressed as (by doing
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the multiplication first and then using the partial fraction
method)

Fγtot (γ) =
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
(

1− 1/λ
1/λ− γ f

e−λγ +
γ f

1/λ− γ f

e−γ/γ f

)
.

(16)

The capacity outage (Cout) is defined as the probability
that the channel average mutual information (ISel) falls below
the required rate R. Cout is a very important characterization
of any cooperation protocol [1]. For the best-relay selection
cooperative diversity networks, Cout can be written as

Cout = Pr
(
Isel ≤ R

)

= Pr
(

1
2

log2

(
1 + γ f + γb

) ≤ R
)

= Pr
(
γ f + γb ≤ 22R − 1

)
.

(17)

Hence, Cout is actually the CDF of γtot evaluated at 22R −
1; therefore, Cout = Fγtot (22R − 1). For a regular dual-
hop cooperative diversity network (without the best-relay
selection scheme), it can easily be shown that Cout is given
by Cout = Fγtot (2(M+1)R − 1), which is clearly greater than that
of the best-relay selection scheme for M > 1.

In order to find the other statistics of the total SNR, we
have to find the PDF of γtot, which can be found directly by
finding the derivative of the CDF, Fγtot (γ), given in (16) with
respect to γ yielding

fγtot (γ) =
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
(

1
1/λ− γ f

e−λγ − 1
1/λ− γ f

e−γ/ γ f

)
.

(18)

The lth moments of γtot(μl = E(γltot)) can be found using
(18) in a closed form as

μl = Γ(1 + l)
M∑

n=1

(−1)n+1
M−n+1∑

k1=1

M−n+2∑

k2=k1+1

· · ·
M∑

kn=kn−1+1

×
(

γ l+1
f

1/λ− γ f

− (1/λ)l+1

1/λ− γ f

)
,

(19)

where Γ(•) is the gamma function [12, Equation (8.310.1)].
By setting l = 1 in (19), the average total SNR (γtot) can be
obtained. Furthermore, the first two moments of γtot can be
used in order to evaluate the amount of fading (AF) at the
destination [13, Chapter 1]. The AF is defined as the ratio of
the variance to the square mean of γtot (AF = μ2/ γ

2
tot − 1).

5. ASYMPTOTIC ANALYSIS OF THE SYMBOL
ERROR PROBABILITY

Although the expression for Pse in (14) enables numerical
evaluation of the system performance and may not be

computationally intensive, this expression does not offer
insight into the effect of the different parameters (e.g., the
number of relays M) that influence the system performance.
In this section, we aim at expressing Pse in a simpler form in
such a way we can see the effect of the different parameters as
γhi , γgi and γ f→∞.

The advantage of our accurate approximate solution
obtained in the previous sections for the total SNR that we
have a closed-form expression for the PDF. For this obtained
PDF, the technique developed in [15] can be used to find
asymptotic behavior of Pse at high SNR. If the approximate
PDF of γ f and γb can be written as fγ f (γ) = a f γt f + o(γ)
and fγb(γ) = abγtb + o(γ), respectively, where, t f and tb
are positive integers, a f and ab are constants, and o(γ) is a
polynomial function of γ. For γ f , the value of a f is a f =
(1/γ f ) and t f = 0 [15], for γb, the value of ab and tb can be
found as follows. Using the series expansion, the CDF in (10)
can be easily rewritten and approximated as

Fγb(γ) =
M∏

i=1

(
1−

(
1− γ

γi
+

γ2

2γ2
i

− γ3

6γ3
i

+ · · ·
))

≈ γ
M∏

i=1

1
γi

+ o(γ).

(20)

From (20) the values of ab and tb are as follows:

ab =
M∏

i=1

1
γi

, tb = 0. (21)

Then, the approximate PDF of γtot can be written as [15,
16]

fγtot−approx.(γ) ≈ a f abγ + o(γ). (22)

Notice that the asymptotic SEP can be given through

Pse→A
∫∞

0 erfc
√
Bγ fγtot−approx.(γ)dγ, and after doing the integra-

tion, the asymptotic Pse can be written as

Pse −→ 3A
8B2

1
γ f

M∏

i=1

1
γi
. (23)

In order to see the effect of increasing number of
branches explicitly, we assume a special case where all the
channels are identical (γ1 = γ2 = · · · = γM = γ f = γ),

then (23) can be written as Pse→3A/(8B2γM+1). It can clearly
be seen that the diversity order is equal to M + 1. This means
that the diversity order increases linearly with the number of
relays although we use one relay only.

6. NUMERICAL RESULTS

In this section, we show numerical results of the ana-
lytical bit error rate (BER) for binary phase shift keying
(BPSK) modulation and capacity outage (Cout). We plot
the performance curves in terms of BER and Cout versus
the SNR of the transmitted signal (Es/N0 dB), where Es
is the transmit energy signal. We also show the results
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Figure 2: Error performance for the best-relay selection scheme over
Rayleigh fading channels.

of the computer simulations of the best-relay selection
scheme. We used MATLAB to build Mont-Carlo link-level
simulation of the exact model shown in Figure 1 (without
any approximations) to compare its results with those found
from the analytical approximate model developed in the
previous sections.

Figure 2 shows the BER performance of the best-relay
selection scheme for different values of the number of relays
(M). It can be noticed form Figure 2 that the derived lower
bound is tight enough, especially at medium and high SNR
values. For example, the exact BER (from simulation) for
M = 3 at Es/N0 = 15 dB equals 7× 10−6, while the analytical
BER is 5 × 10−6. This trend (the tightness of our bound)
is valid at different values of M as shown in Figure 2. We
can also notice that the BER decreases significantly with the
increase in the number of relays (M) since the diversity gain
and the virtual antenna gain are monotonically increasing
functions of M.

Figure 3 shows the capacity outage (Cout) performance
for R = 1 bit/sec/Hz. Again, it is obvious that the derived
lower bound and the simulation results are in excellent
agreement. It should be noted that for Figures 2 and 3, the
tightness of the derived lower bounds (for BER and Cout)
improves as Es/N0 increases; however, both bounds (for BER
and Cout) slightly lose their tightness at low Es/N0 values,
particularly when M increases. This is due to the fact that
the accuracy of total SNR approximation (in (4)) improves
as Es/N0 increases. From Figures 2 and 3, it is evident that the
diversity order is equal to M+1, which verifies the asymptotic
analysis.

Figures 4 and 5 compare the performance of the best-
relay selection scheme and the regular cooperative diversity in
terms of the BER and Cout for different values of M. To make
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Figure 3: Outage performance for path the best-relay selection
scheme over Rayleigh fading channels.

the comparisons fair, the transmitted power of the M + 1
transmitting nodes (the source node plus the M relays) in
the regular cooperative system is set to Es = Ei = 1/(M +
1). For the best-relay selection scheme, we have only two
node (the source and the best relay), so Es = E1 = 1/2.
From Figure 4, we can see an interesting result that the best-
relay selection cooperative diversity scheme outperforms the
regular cooperative diversity in terms of the BER. Also, we
can see that as M increases this improvement also increases.
This behavior is due to the efficient use of power by the best-
relay selection scheme.

Figure 5 depicts the outage capacity for R = 1 bit/sec/Hz.
Figure 5 shows the dramatic improvement of the best-relay
selection cooperative diversity over the regular one in terms
of capacity outage. In this figure, as M increases, the
capacity outage of the regular cooperative diversity does not
necessarily improve. Actually, at low and medium SNR values
the capacity outage increases. This is due to the fact that with
regular cooperative diversity networks, when the number of
relays increases, more channels are needed for relaying; hence
it becomes more difficult to achieve the required rate (R).
This behavior is completely avoided in the best-relay selection
scheme because we need only two orthogonal channels for
transmissions regardless of the number of relays. Hence
increasing the number of relays in the best-relay selection
scheme always improves the capacity outage without any
additional channel resources. This improvement does not
depend on the value of Es/N0, unlike regular cooperative
networks, where the value of Es/N0 determines whether
increasing the number of relays will decrease the capacity
outage or not. For instance, increasing the number of relays
(M), from 1 to 2, will reduce Cout regardless of the value of
Es/N0, if the best-relay selection scheme is used. However, if
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Figure 4: Comparison between the regular cooperative diversity
and the best-relay selection scheme over Rayleigh fading channels.
(Note that for M = 1, the regular cooperative diversity and best-
relay selection scheme are the same.)

0 5 10 15 20 25 30 35

Es/N0 (dB)

10−5

10−4

10−3

10−2

10−1

100

C
ou

t

Regular cooperative networks
The best-relay selection scheme

M = 4

M = 3

M = 2

M = 1

M = 4

M = 3

M = 2

E(h2
i ) = 1,E(g2

i ) = 1 and E( f 2) = 1

Figure 5: Comparison between the regular cooperative diversity
and the best-relay selection scheme over Rayleigh fading channels.
(Note that for M = 1, the regular cooperative diversity and best-
relay selection scheme are the same.)

regular cooperative diversity is employed, increasing M from
1 to 2 reduces Cout only if Es/N0 > 23 dB.

7. CONCLUSION

We have analyzed the performance of the best-relay selec-
tion scheme for cooperative diversity networks operating
over independent but not necessarily identically distributed

Rayleigh fading channels. Novel closed-form expressions for
the average SNR, amount of fading, symbol error probability,
and capacity outage were derived for any range of SNR (not
only high SNR values). Computer simulation results verified
the accuracy and the correctness of the derived expressions.
We can conclude that best-relay selection scheme offers full
diversity order.

It should be emphasized that the best-relay selection
scheme has a strong advantage in saving the channel
resources compared to regular cooperative diversity net-
works. Since the former the total capacity is reduced by 50%
only while the latter reduced the channel by 1/M. This means
that in path-selection system increasing M will increase the
diversity order without decreasing the channel capacity.

The only disadvantage of this system is the need for a
mechanism to find the best relay; however, the implementa-
tion of best-relay selection scheme can be achieved with min-
imal signaling overhead and minor additional complexity as
shown in [7]. As a future work, our analysis will be extended
to the decode-and-forward relaying technique.
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1. INTRODUCTION

Cooperative communications has several promising features
to become a main technology in future wireless communica-
tions systems. It has been shown in the literature [1, 2] that
the cooperative communication can avoid the difficulties
of implementing actual antenna arrays and convert the
single-input single-output (SISO) system into a virtual
multiple-input multiple-output (MIMO) system. In this way,
cooperation between the users allows them to exploit the
diversity gain and other advantages of MIMO system in an
SISO wireless network. Most of the existing works within
cooperative communications assume that there is no carrier
offset present over any link [1–3]. However, this assumption
is not justified as cooperative communications are proposed
for wireless mobile system, where the mobile users are
moving. Moreover, the transmit and receive oscillators can
never achieve perfect matching. Another practically infeasi-
ble assumption is that all nodes in the cooperative network
have perfect knowledge about the channel coefficients of all
the links in the network. Several single-differential strategies
for cooperative communications have been proposed so far
to avoid the estimation of the channel coefficients at the
receiver side [4–7]. All of these conventional differential

schemes assume that the channel is constant over at least two
consecutive time intervals. However, in the presence of car-
rier offsets, the flat fading wireless channel does not remain
constant over two consecutive time intervals and these
differential schemes experience substantial performance loss.

Double-differential (DD) modulation [8–11] is a key
differential technique to remove the effect of carrier offset
from the communication system. It differs from single-
differential modulation in a sense that the decoder uses
three consecutively received data samples for decoding the
current symbol. Two levels of single-differential modulation
are employed at the transmitter as shown in Figure 2(a) and
a simple heuristic decoder [9, Equation (15)] is used at the
receiver to find the estimate of the transmitted data as shown
in Figure 2(b). It has been shown in [9, Section III] that the
heuristic decoder coincides with the maximum likelihood
decoder (MLD) under the assumption that the product of
two zero-mean white circularly symmetric Gaussian noise
terms in the decision variable is also zero-mean white
circularly symmetric Gaussian. Symbol error rate (SER)
expressions for the double-differentially modulated data over
Rayleigh and Ricean fading SISO channels with carrier offsets
are provided in [11]. In [12], a double-differential orthogo-
nal space-time block code for time-selective MIMO channels
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Figure 1: Cooperative communication system with carrier offsets.
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Figure 2: Double-differential (a) encoder and (b) decoder.

is proposed. A distributed double-differential modulation
based on [12] with regenerative relays over cooperative
Rayleigh channels is proposed and an upper bound of the
pairwise error performance (PEP) is obtained in [13]. It
is assumed in [13] that the flat-fading part of the time-
varying channel remains constant over 104 time intervals [13,
Sections IV and VI].

In this paper, we consider DD modulation for cooper-
ative communications with nonregenerative relays over flat-
fading Nakagami-m channels with random carrier offsets.
The Nakagami-m family of distributions [14], also known
as “m-distribution,” contains Rayleigh fading (m = 1) as a
special case; along with cases of fading that are more severe
than Rayleigh (1/2 ≤ m < 1) as well as cases less severe than
Rayleigh (m > 1). In contrast to [13], the proposed scheme
works with the basic assumption of DD modulation for SISO
system [8–11] that the flat-fading part of the time-varying
channel is constant over at least three time intervals.

The main contributions of this paper are the follow-
ing. (1) A double-differential modulation-based amplify-
and-forward (AAF) cooperative wireless communication
is proposed to improve the performance over flat-fading
Nakagami-m channels with random carrier offsets. (2)
Approximate analytical bit error rate (BER) of the DD
modulation with AAF protocol (DDAAF) is obtained. (3)
Based on the approximate BER analysis, we determine the
numerical power allocation for the DD cooperative systems.

The rest of this paper is organized as follows. In Section 2,
the system model, channel model, and DD modulation
for an SISO link are discussed. Section 3 implements
DD modulation in the AAF cooperative communications.
The approximate BER performance expressions for DD
modulation with AAF protocol are found in Section 4.

Training-based cooperative communication is discussed in
Section 5. In Section 6, the analytical and simulation results
are discussed and details of numerical power allocation for
DDAAF cooperative system is provided. Section 7 contains
some conclusions. The article contains two appendices,
which provide details of the derivations.

2. SYSTEM MODEL

We consider a basic cooperative communication system,
which consists of one source, one relay, and one destination
terminal as shown in Figure 1. Each of them can either
transmit or receive a signal at a time. The transmission of the
data from the source to the destination terminal is furnished
in two phases. In the first phase, the source broadcasts data
to the destination and the relay. The relay amplifies the
received data and retransmits it to the destination, in the
second phase. To avoid the interference, source and relay
use orthogonal channels for transmission [3]. For ease of
presentation, we assume that in both phases, the source
and relay transmit stream of data through time-division
multiplexing (TDMA). In the TDMA scheme, the source has
to remain silent in the second phase in order to maintain
the orthogonality between the transmissions. However, in
the frequency-division multiplexing (FDMA) or the code-
division multiplexing (CDMA) schemes, the source and the
relay can transmit simultaneously.

2.1. Channel model

All links are assumed to be Nakagami-m distributed with the
following probability density function (pdf) [15, Equation
(2.21)]:

fγp,q

(
γp,q

) = m
mp,q
p,q γ

mp,q−1
p,q

γ
mp,q
p,q Γ

(
mp,q

) exp

(
− mp,qγp,q

γp,q

)
, γp,q ≥ 0,

(1)

where Γ(·) is the gamma function [16, Equation (8.310.1)],
mp,q ≥ 1/2 is the Nakagami-m fading parameter, γp,q =
Pp|hp,q|2/σ2 is the instantaneous signal to noise ratio (SNR),
Pp ∈ {Ps,Pr} is the power transmitted by source or relay
with Ps = P1 and Pr = P2, hp,q is a zero-mean Nakagami-
m channel coefficient, σ2 is the variance of the additive
white Gaussian noise (AWGN), and γp,q = Ppσ2

p,q/σ
2 is the

average SNR over the link between p and q terminals in
the cooperative system, where σ2

p,q = E{|hp,q|2} is channel
variance and E{·} represents expectation. If we represent
the source by s, the relay by r, and the destination by d,
then (p, q) ∈ {(s,d), (s, r), (r,d)}. The channel of each link
is assumed to be a block fading channel, which remains
constant for at least three consecutive time intervals and all
the channel coefficients are assumed to be independent of
each other. It is assumed that all three links are perturbed
by different carrier offsets ωp,q = 2π fp,qTs [17], where
fp,q is the physical carrier frequency offset (CFO) in Hertz,
fp,q ∈ [−1/(2Ts), 1/(2Ts)), and Ts is the sampling period
in seconds. Apparently, ωp,q ∈ [−π,π) and the maximum
value of ωp,q corresponds to the offset of 50% of the carrier.
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We assume that the carrier offsets ωp,q are random and uni-
formly distributed over [−π,π), however, in general, there is
no restriction over the probability distribution of the carrier
offsets and they could have any probability distribution.
We have assumed that these carrier offsets remain fixed for
at least three consecutive time intervals. The presence of
carrier offsets makes all three block-fading channels behave
as time-varying channels, which do not remain stationary
over two consecutive time intervals. Since the phase term
eωp,qn is multiplied with the channel coefficient hp,q, the
effective channel is time-varying even though ωp,q and hp,q

stay constant for the same three consecutive time instants.

2.2. Double-differential modulation [8–11]

Let z[n] denote the symbols belonging to the unit-norm M-
PSK constellation A to be transmitted at the time n. In a DD
modulation-based system [8–11], the transmitted signal v[n]
is obtained from z[n] as shown in Figure 2(a):

p[n] = p[n− 1]z[n],
v[n] = v[n− 1]p[n], n = 2, 3, . . . , (2)

with v[0] = v[1] = p[1] = 1. As |z[n]| = 1 for the unit-
norm M-PSK symbols, it follows from (2) that |v[n]| =
|p[n]| = 1. We consider a flat fading SISO channel with
carrier offset described by

x[n] = √ρheωnv[n] + e[n], n = 0, 1, . . . , (3)

where x[n] is the received signal, ρ is the transmitted signal
power, h is the channel gain, e[n] is complex-valued AWGN
noise, and ω ∈ [−π,π) is the unknown frequency offset. The
receiver makes a decision variable, d[n] = X[n]X∗[n − 1],
where X[n] = x[n]x∗[n − 1] as shown in Figure 2(b).
The decoding of z[n] is performed in the following way [9,
Equation (15)]:

ẑ[n] = arg max
z∈A

Re
{
X[n]X∗[n− 1]z∗

}
. (4)

The decoding of (4) corresponds to maximum-likelihood
decoding (MLD) in [9] under the assumption that the prod-
uct of two zero-mean white circularly symmetric Gaussian
noise terms in the decision variable is also zero-mean white
circularly symmetric Gaussian.

3. DOUBLE-DIFFERENTIAL MODULATION FOR AAF
COOPERATIVE COMMUNICATION SYSTEM

If we use DD modulation in the cooperative communication
system, the data received during the first phase at the desti-
nation is

xs,d[n] = √P1hs,de
ωs,dnv[n] + es,d[n], n = 0, 1, . . . , (5)

and at the relay is

xs,r[n] = √P1hs,re
ωs,rnv[n] + es,r[n], n = 0, 1, . . . , (6)

where P1 is the power transmitted by the source, hs,d and
hs,r are the channel gains, and ωs,d and ωs,r are the carrier

offsets between source and destination, and source and
relay, respectively, and es,d[n] and es,r[n] are complex-valued
circular symmetric AWGN noise on the two links. During the
second phase, the relay amplifies the received data of (6) and
retransmits such that the received signal by the destination in
the second phase is

xr,d[l] =
√
P̂2hr,de

ωr,dlxs,r[l] + er,d[l], l = 0, 1, . . . , (7)

where l is the time index which is used in the place of n
to show the difference in time of first and second phases,
hr,d is the channel gain, ωr,d is the carrier offset between
relay and destination, er,d[l] is the AWGN noise, and P̂2

is the amplification factor which ensures constant average
transmission power during the second phase. It can be seen
from (6) that the average power of xs,r[l] is P1σ2

s,r + σ2, where

σ2
s,r is variance of hs,r , hence, P̂2 is given by

P̂2 = P2

P1σ2
s,r + σ2

, (8)

where P2 is the average power transmitted by the relay. It is
also assumed that P1+P2 = P, where P is the total transmitted
power.

Next, we propose the following maximal ratio combining
(MRC) [18] based scheme for a DDAAF receiver

d[k] = α1
(
xs,d[n]x∗s,d[n− 1]

)(
xs,d[n− 1]x∗s,d[n− 2]

)∗

+ α2
(
xr,d[l]x∗r,d[l − 1]

)(
xr,d[l − 1]x∗r,d[l − 2]

)∗
,

(9)

where k = n = l, that is, the data received by the destination
during the same time interval with respect to the beginning
of each phase is combined, and α1 and α2 are given by

α1 = 1(
2P1

∣∣hs,d
∣∣2

+ σ2
)
σ2

,

α2 =
(
P1σ2

s,r + σ2
)2

κ
,

(10)

where

κ = 2P1P
2
2

∣∣hr,d
∣∣4∣∣hs,r

∣∣2
σ2 + 2P1P2

× (P1σ
2
s,r + σ2)∣∣hr,d

∣∣2∣∣hs,r
∣∣2
σ2 + P2

2

∣∣hr,d
∣∣4
σ4 + 2P2

× (P1σ
2
s,r + σ2)∣∣hr,d

∣∣2
σ4 +

(
P1σ

2
s,r + σ2)2

σ4.
(11)

The normalization factors can be found as α1 = 1/E1 and
α2 = 1/E2, where E1 and E2 are the average noise powers of
Xs,d[n] = xs,d[n]x∗s,d[n − 1] and Xr,d[n] = xr,d[n]x∗r,d[n − 1],
respectively. However, as we intend to use DD modulation,
the destination and relay are not expected to have knowledge
of the exact channel coefficients, therefore, we can use
emulated maximum ratio combining (EMRC) by replacing
the channel coefficients |hs,r|2, |hr,d|2, and |hs,d|2 by their
variances σ2

s,r , σ
2
r,d, and σ2

s,d, respectively, in (10). Then, the
data is decoded as

ẑ[n] = arg max
z∈A

Re
{
d[k]z∗

}
, (12)
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where n = k. It is shown by simulation in Section 6.2 that the
EMRC scheme performs very close to the MRC scheme from
moderate to high SNR. Hence, the approximation of using
the variances in the place of instantaneous channel values is
reasonable from moderate to high SNR.

4. BER PERFORMANCE ANALYSIS

The EMRC obtained by replacing channel gains by their
variances in (9) will perform worse than the ideal MRC
scheme given by (9) and (10) [18]. For simplicity, we assume
that the instantaneous signal-to-noise ratio (SNR) of the
EMRC scheme is

γ = γs,d + γs,r,d, (13)

where γs,d and γs,r,d are the instantaneous SNRs of the direct
link between source and destination (s,d), and cooperative
link between source and destination through relay (s, r,d),
respectively. This assumption is justified by the simulation
results in Section 6.2 as the EMRC scheme performs close to
the ideal MRC scheme.

4.1. Analogy between double-differential and
single-differential modulations

In single-differential modulation, p[n] is obtained from z[n]
as shown in the first line of (2) with p[0] = 1. The received
data when p[n] was sent over a channel h without carrier
offset is

x[n] = √ρhp[n] + e[n], n = 0, 1, . . . . (14)

The ML decoding of z[n] is performed as follows [10]:

ẑ[n] = arg max
z∈A

Re
{
x[n]x∗[n− 1]z∗

}
. (15)

It can be seen by comparing (4) and (15) that the decoding
of double-differentially modulated signal depends upon X[n]
in the similar manner as the decoding of single-differentially
modulated signal depends upon x[n]. Therefore, we can
approximate the performance of DDMPSK by the BER
expressions of DMPSK with the SNR of X[n] under the
assumption that the product of two zero-mean white circu-
larly symmetric Gaussian noise terms in X[n] is also zero-
mean white circularly symmetric Gaussian. This connection
is shown in more detail in [8, 10, 11]. It can be shown using
(3) that

X[n] = ρeω|h|2p[n] +
√
ρheωnv[n]e∗[n− 1]

+
√
ρh∗e−ωnv∗[n− 1]e[n] + e[n]e∗[n− 1].

(16)

From (16), we can find the SNR of X[n] as

Es
EN

= γ′

2 +
(
γ′
)−1 , (17)

where Es is the signal power, EN is the total noise power, and
γ′ is SNR of x[n] in (12). We may further take the following
high SNR approximation to maintain the mathematical
feasibility of the analysis:

γ′

2 +
(
γ′
)−1 ≈

γ′

2
− 1

4
. (18)

As a cross-check, we have compared the exact and approx-
imate SNRs in Figure 3, and it is satisfying to see that the
approximate SNR follows closely the exact one for (γ′ ≥
5) dB, which is the region of γ′ values of most practical
interest.

4.2. Average BER of DDAAF system

From (6), (7), and (8), it can be shown that the SNR of
the cooperative link between source and destination through
relay (s, r,d) under double-differential modulation is given
by

γs,r,d = P2
1P

2
2

∣∣hs,r
∣∣4∣∣hr,d

∣∣4

κ
, (19)

where κ is defined in (11). After some manipulations it can
be shown that

γs,r,d =
γ′s,r,d

2 +
(
γ′s,r,d

)−1 ≈
γ′s,r,d

2
− 1

4
, (20)

where

γ′s,r,d =
P1P2

∣∣hs,r
∣∣2∣∣hr,d

∣∣2

(
P1σ2

s,r + P2
∣∣hr,d

∣∣2
+ σ2

)
σ2

. (21)

It can be seen from [19, Equation (6)] that γ′s,r,d is the instan-
taneous SNR of a dual-hop fixed gain relay transmission
scheme. Let

γs,d = P1
∣∣hs,d

∣∣2

σ2
, γs,r = P1

∣∣hs,r
∣∣2

σ2
,

γr,d = P2
∣∣hr,d

∣∣2

σ2
, γs,d =

P1σ
2
s,d

σ2
,

γs,r =
P1σ2

s,r

σ2
, γr,d =

P2σ
2
r,d

σ2
.

(22)

It can be seen from (1) that for Nakagami-m independent
fading channels, |hs,d|2, |hs,r|2, and |hr,d|2 are independent
gamma random variables [20] with parameters (ms,d, 1/σ2

s,d),
(ms,r , 1/σ2

s,r), and (mr,d, 1/σ2
r,d), respectively.
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Theorem 1. The pdf of γ′s,r,d can be written as

fγ′s,r,d(γ) = 2γms,r−1

Γ
(
ms,r

)
Γ
(
mr,d

)
(
ms,rσ2

P1σ2
s,r

)ms,r

×
(
mr,dσ2

P2σ
2
r,d

)mr,d

exp

(
− ms,rσ2γ

P1σ2
s,r

)

×
∞∑

k=0

{
(−1)k

[−ms,r
]
k

k!

(
P1σ2

s,r + σ2

σ2

)k

×
(
ms,r

(
P1σ2

s,r + σ2
)
P2σ

2
r,dγ

mr,dP1σ2
s,rσ2

)(mr,d−k)/2

× Kmr,d−k

(
2

√√√√ms,rmr,d(P1σ2
s,r + σ2)σ2γ

P1P2σ2
s,rσ

2
r,d

)}
,

(23)

where Kζ(·) denotes ζth order modified Bessel function of
second kind [21, Equation (9.6.2)], [·]k is Pochhammer’s
symbol [21, Equation (6.1.22)], and the values of ms,r and mr,d

can be noninteger with ms,r ,mr,d ≥ 1/2.

Proof. Theorem 1 can be proved with the help of results given
in [22, Section III] and Gauss Hypergeometric series [21,
Equation (15.1.1)].

It can be seen from (17) and (18) that the SNR of the
direct link from source to destination under DD modulation
can be expressed as

γs,d ≈
γ′s,d
2
− 1

4
, (24)

where γ′s,d is the SNR of the link under single-differential
modulation.

From the analogy between double- and single-differ-
ential modulations in Section 4.1, it follows that the approx-
imate BER expressions of DD modulation can be obtained
by replacing the SNR of the single-differential system by the
SNR of the DD system. For a single-differential BPSK using
two independent (but not identically) distributed channels,
the BER conditioned on γ = γs,d + γs,r,d is given by [23,
Equation (12.1.13)] as

Pb(γ) = 1
8

(4 + γ)exp(−γ). (25)

Substituting the values of γ, γs,r,d, and γs,d from (13), (20),
and (24), respectively, in (25) we can have the BER for
DDAAF system as

Pb
(
hs,d,hs,r ,hr,d

) = 1
8

(
7
2

+ γ′s,d + γ′s,r,d

)
e1/2 e−(γ′s,d+γ′s,r,d).

(26)

It can be noticed from Sections 4.1 and 4.2 that for
obtaining (26) we have taken the following approximations:
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Figure 3: Comparison of approximate and exact SNRs. SNR of DD
system is represented by Es/EN and shown over y-axis and SNR of
single-differential system is represented by γ′ and shown over x-
axis.

the instantaneous SNR of EMRC scheme is assumed to be
equal to the instantaneous SNR of MRC scheme, the product
of two noise terms in Xs,d[n] and Xr,d[n] is assumed to
be zero-mean white circularly symmetric Gaussian, and the
high SNR approximations for γs,r,d and γs,d given in (20) and
(24), respectively, are assumed.

Theorem 2. The approximate BER of the DDAAF system with
BPSK modulation averaged over all channels can be written as

Pb = exp(1/2)
16

{
7Pb1Pb2 + Pb2Pb3 + Pb1Pb4

}
, (27)

where

Pb1 = 1
Γ
(
mr,d

)
(
ms,rσ2

P1σ2
s,r

)ms,r−1/2(
mr,dσ2

P2σ
2
r,d

)mr,d−1/2

× exp

(
ms,rmr,d

(
P1σ2

s,r + σ2
)
σ2

P2σ
2
r,d

(
2ms,rσ2 + P1σ2

s,r

)
)

×
∞∑

k=0

{
(− 1)k

[−ms,r]k
k!

(
ms,r

(
σ2+P1σ2

s,r

)
P2σ

2
r,d

mr,dP1σ2
s,rσ2

)mr,d−k/2

×
(

2ms,rσ2 + P1σ2
s,r

2P1σ2
s,r

)(k+1−mr,d−2ms,r )/2

× Γ(ms,r + mr,d − k
)(σ2 + P1σ2

s,r

σ2

)k−1/2

×W(1+k−2ms,r−mr,d)/2,mr,d−k/2

(
2ms,rmr,d

(
P1σ2

s,r+σ2
)
σ2

P2σ
2
r,d

(
2ms,rσ2 +P1σ2

s,r

)
)}

,
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Pb2 =
(

2ms,dσ2

2ms,dσ2 + P1σ
2
s,d

)ms,d

,

Pb3 = Γ
(
ms,r + 1

)

Γ
(
ms,r

)
Γ
(
mr,d

)
(
ms,rσ2

P1σ2
s,r

)ms,r−1/2(
mr,dσ2

P2σ
2
r,d

)mr,d−1/2

× exp

(
ms,rmr,d

(
P1σ2

s,r + σ2
)
σ2

P2σ
2
r,d

(
2ms,rσ2 + P1σ2

s,r

)
)

×
∞∑

k=0

{
(−1)k

[−ms,r
]
k

k!

×
(
ms,r

(
σ2 + P1σ2

s,r

)
P2σ

2
r,d

mr,dP1σ2
s,rσ2

)(mr,d−k)/2

×
(

2ms,rσ2 + P1σ2
s,r

2P1σ2
s,r

)(k−mr,d−2ms,r−1)/2

× Γ(ms,r + mr,d − k + 1
)(σ2 + P1σ2

s,r

σ2

)k−1/2

×W(k−2ms,r−mr,d−1)/2,mr,d−k/2

(
2ms,rmr,d

(
P1σ2

s,r+σ2
)
σ2

P2σ
2
r,d

(
2ms,rσ2 + P1σ2

s,r

)
)}

,

Pb4 = Γ
(
ms,d + 1

)

Γ
(
ms,d

) 2
(
2ms,dσ2

)ms,dP1σ
2
s,d(

2ms,dσ2 + P1σ
2
s,d

)ms,d+1 ,

(28)

where Wμ,ν(·) represents Whittaker function [16, Equation
(9.220.4)].

Proof. Equation (26) can be averaged over all the channels as
follows:

Pb = e1/2

16

{
7
∫∞

0
e−α/2 fγs,r,d (α)dα

∫∞
0
e−β/2 fγs,d (β)dβ

+
∫∞

0
αe−α/2 fγs,r,d (α)dα

∫∞
0
e−β/2 fγs,d (β)dβ

+
∫∞

0
e−α/2 fγs,r,d (α)dα

∫∞
0
βe−β/2 fγs,d (β)dβ

}
.

(29)

Each integral in (29) can be represented by Pbi, i ∈
{1, 2, 3, 4}, as shown by (27). These integrals can be solved by
introducing another integration variable and [16, Equations
(3.478.1) and (6.631.3)].

Corollary 1. The approximate BER of binary cooperative
system with double-differential modulationover Rayleigh chan-

nels is given as

Pb = exp(β + 0.5)
16

×
{

56σ6 + 36P1σ
2
s,dσ

4

(
2σ2 + P1σ

2
s,d

)2(
2σ2 + P1σ2

s,r

)W−1,0.5(2β)

+

√
2
(
σ2 + P1σ2

s,r

)1/2(
28σ5 + 18P1σ

2
s,dσ

3
)

√
P2σr,d

(
2σ2 + P1σ

2
s,d

)2(
2σ2 + P1σ2

s,r

)1/2

×W−0.5,0(2β)

+
16P1σ2

s,rσ
4

(
2σ2 + P1σ2

s,r

)2(
2σ2 + P1σ

2
s,d

)W−2,0.5(2β)

+
4
√

2P1σ2
s,rσ

4(σ2 + P1σ2
s,r

)1/2

√
P2σr,d

(
2σ2 + P1σ2

s,r

)3/2(
2σ3 + P1σ

2
s,dσ

)

×W−1.5,0(2β)

}
,

(30)

where

β =
(
σ2 + P1σ2

s,r

)
σ2

P2σ
2
r,d

(
2σ2 + P1σ2

s,r

) . (31)

Proof. Substituting ms,d = ms,r = mr,d = 1 in (27) and after
some manipulations we can obtain (30).

Let us consider a symmetric case when P1 = P2 = P,
σs,r = σr,d = σs,d = σs, and the SNR of each link is
γs = Pσ2

s /σ
2. From [21, Equation (13.1.33)], the Whittaker

function can be expressed as

Wλ,μ(z) = e−zzμ+0.5U(0.5 + μ− λ, 1 + 2μ, z), (32)

where U(·, ·, ·) is the confluent hypergeometric function of
second kind. If γs→∞, (30) can be written using (32) as

Pb ≈exp(1/2)
16

[
36γ−3

s U
(
2, 2, 2γ−1

s

)
+ 18

√
2γ−2

s U
(
1, 1, 2γ−1

s

)

+ 16γ−3
s U

(
3, 2, 2γ−1

s

)
+ 4
√

2γ−2
s U

(
2, 1, 2γ−1

s

)]
.

(33)

At high SNR, the probability of error of the DDAAF system
can be further approximated by using [21, Equations (13.5.7)
and (13.5.9)] as

Pb ≈ εγ−2
s , (34)

where ε is a positive constant which is independent of γs. It
can be seen from (34) that limγs→∞εγ−2

s = 0, therefore, the
DDAAF system achieves diversity of the order of two over
the Rayleigh channel.

The approximate BER of DDAAF with M-PSK, M > 2,
can also be found using the analogy we have developed in
Section 4.1. With the help of [23, Equation (B.21)], valid for
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single-differential modulation, the BER of DDAAF with M-
PSK conditioned on the channels can be written as

Pb(γ) = 1
16π

∫π
−π
u(ψ)exp

(− v(ψ)γ
)
dψ, (35)

where

u(ψ) =
(
1− δ2

)[
3 + cos(2ψ)− (δ + 1/δ) sinψ

]

1 + 2δ sin(ψ) + δ2
, (36)

v(ψ) = r2
(
1 + 2δ sin(ψ) + δ2

)

2
, (37)

and δ = q/r. For QPSK constellation, q =
√

2−√2 and r =√
2 +

√
2. For other M-PSK constellations, the values of q and

r can be obtained using the results in [23, Appendix B]. The
approximate BER of the DDAAF system with M-PSK can be
obtained by substituting the value of γ from (13) into (35)
and then averaging (35) over the three channels as

Pb = 1
16π

∫π
−π
u(ψ)Mγs,d

(
v(ψ)

)
Mγs,r,d

(
v(ψ)

)
dψ, (38)

where Mγ(·) denotes the moment which is generating func-
tion (MGF) of γ.

Theorem 3. The MGF of γs,r,d is given as

Mγs,r,d

(
v(ψ)

)

= 1
Γ
(
mr,d

)
(
ms,rσ2

P1σ2
s,r

)ms,r−1/2(
mr,dσ2

P2σ
2
r,d

)mr,d−1/2

exp(τ)

×
∞∑

k=0

{
(−1)k

[−ms,r
]
k

k!

×
(
ms,r

(
σ2 + P1σ2

s,r

)
P2σ

2
r,d

mr,dP1σ2
s,rσ2

)(mr,d−k)/2

×
(

2ms,rσ2 + P1σ2
s,rv(ψ)

2P1σ2
s,r

)(k+1−mr,d−2ms,r )/2

×Γ(ms,r + mr,d − k
)(σ2 + P1σ2

s,r

σ2

)k−1/2

×W(1+k−2ms,r−mr,d)/2,mr,d−k/2(2τ)

}
,

(39)

where

τ = P1σ2
s,r

(
4ms,rmr,d + P2σ2

s,rv
2(ψ)

)

4P2σ
2
r,d

(
2ms,rσ2 + P1σ2

s,rv(ψ)
)

+
2ms,rσ2

(
2mr,dσ2 + P2σ

2
r,dv(ψ)

)

4P2σ
2
r,d

(
2ms,rσ2 + P1σ2

s,rv(ψ)
) .

(40)

Proof. From the analogy between double- and single-
differential systems in Section 4.1, it is clear that the MGF
of γs,r,d can be obtained by using the formulations of single-
differential modulation. Hence, using (20) and (23), the
MGF of γs,r,d can be written as

Mγs,r,d

(
v(ψ)

) =
∫∞

0
exp

(
−
(
γ

2
− 1

4

)
v(ψ)

)
fγ′s,r,d

(γ)dγ.

(41)

The integral of (41) can be solved by introducing another
integration variable and [16, Equations (3.478.1) and
(6.631.3)].

The MGF of γs,d can be expressed as

Mγs,d

(
v(ψ)

) =
(

2ms,dσ2 exp
(
v(ψ)/4ms,d

)

2ms,dσ2 + P1σ
2
s,d

)ms,d

. (42)

A derivation of (42) is provided in Appendix A. It is very
difficult to solve the integral in (38) and find a closed-form
solution. However, we can obtain an upper bound of the BER
of the DDAAF system with M-PSK constellation.

Corollary 2. The approximate BER of the DDAAF system
using M-PSK constellation can be upper bounded as

Pb ≤ 1
8
ũMγs,d

(
ṽ
)
Mγs,r,d

(
ṽ
)
, (43)

where ũ = (1 + δ)3/[δ(1− δ)] and ṽ = r2(1− δ)2/2.

See Appendix B for a proof of Corollary 2.
Let us summarize the analytical results found for DDAAF

system in this section. Theorem 1 provides the pdf of the
cooperative link from the source to the destination through
the relay under general (integer and noninteger values of
m) Nakagami-m fading. Theorem 2 suggests approximate
analytical BER of DDAAF system with BPSK constellation
under Nakagami-m fading. For finding BER expressions, we
have assumed that higher-order noise terms in Xs,d[n] and
Xr,d[n] are zero-mean white circularly symmetric Gaussian
and made high SNR approximations for γs,r,d and γs,d given
in (20) and (24), respectively. The BER of DDAAF system
under Rayleigh fading with BPSK constellation is given
by Corollary 1. The MGF of the cooperative link under
Nakagami-m fading with M-PSK constellation is given by
Theorem 3. Corollary 2 provides an upper bound of the BER
of the DDAAF system under Nakagami-m fading with M-
PSK signal constellation.

5. IMPLEMENTATION OF TRAINING-BASED
COOPERATIVE SYSTEM

In this section, we will show how to implement a trained
amplification-based cooperative system for comparison with
the proposed DDAAF system. Let us assume that the trained
decoder at the destination utilizes the two initialization
symbols as training data, and estimates the carrier offsets
and channels using the following maximum likelihood
estimators [17, Equations (9.7.27) and (9.7.28)]:

ω̂ = arg
{
x[1]x∗[0]

}
, ĥ = 1

2

(
x[0] + exp(−2πω̂)x[1]

)
,

(44)
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Figure 4: Comparison of BER versus SNR performance of DDAAF
cooperative system with conventional schemes.

where arg{·} provides angle of the complex scalar and (·)∗
stands for the complex conjugate. The estimators of [17,
Equations (9.7.27) and (9.7.28)] are proposed for an nt × N
space-time block code (STBC) in an MIMO system, where
nt is the number of transmit antennas and N is the time
dimension. However, we are working with a cooperative
system containing SISO links. Therefore, we use nt = N = 1
in [17, Equations (9.7.27) and (9.7.28)] for obtaining (44). In
the trained system, the symbols z[n] are directly transmitted
in the space without any differential encoding. Therefore, the
received data equations for such a system can be obtained by
replacing v[n] by z[n] in (5), (6), and (7). Let us also assume
that z[0] = z[1] = 1. The receiver at the destination makes
the following MRC-based decision variable [23]:

d[k] = ĥ∗s,d
σ2

exp
(− 2πω̂s,d

)
ys,d[n]

+
ĥ∗s,r,d

EN
exp

(− 2πω̂s,r,d
)
yr,d[m], k = n = m,

(45)

where hs,r,d is the effective channel over the cooperative link
(s, r,d), ωs,r,d is the effective carrier offset introduced by the
cooperative link, and ys,d[n] and yr,d[m] are the data received
due to the direct transmission and relayed transmission,
respectively, and EN is the total noise power in yr,d[m], which
is given by

EN =
(
P1σ2

s,r + P2
∣∣hr,d

∣∣2
+ σ2

)
σ2

P1σ2
s,r + σ2

. (46)

From (46), it can be seen that EN contains |hr,d|2. However, it
is difficult to estimate hr,d separately as it can be seen from (7)
that the relay transmits an amplified version of the received

signal corresponding to the training data transmitted by the
source. As the channel statistics vary far more slowly than the
channel coefficients, we can assume that the destination has
a perfect knowledge of σ2

r,d. Therefore, the trained decoder
can obtain the decision variable by replacing |hr,d|2 by σ2

r,d
in (46). In addition, it can also be assumed that relay and
destination has perfect knowledge about σ2

s,r , σ
2,P1, and P2.

In [24], channel estimation over a single cooperative
link between the source and the destination through the
relay using amplify-and-forward protocol is studied. It is
assumed in [24] that there is no direct link between the
source and the destination. However, the proposed training-
based cooperative system is more general than [24], since
we also consider a direct link between the source and the
destination.

6. ANALYTICAL AND EXPERIMENTAL PERFORMANCE
EVALUATIONS OF THE DDAAF SYSTEM

All the simulations are achieved by 106 channel realizations.

6.1. Comparisons of direct transmission and
conventional differential cooperative system [4]

Figure 4 shows the comparison of the performance of the
proposed DDAAF-based cooperative scheme, the DD direct
transmission, and previously proposed single differential
amplify-and-forward cooperative scheme [4] for Rayleigh
fading channels, that is, ms,d = ms,r = mr,d = 1 and BPSK
constellation. All the links are assumed to be perturbed by
different random carrier offsets uniformly distributed over
[−π,π). It is seen from Figure 4 that the proposed DDAAF
scheme outperforms the direct DD transmission at all SNRs.
It can be seen from Figure 4 that the proposed scheme
has higher diversity as compared to the direct transmission
scheme and a performance gain of more than 5 dB is
observed at SER = 10−2. It can also be observed that there is
a collapse in the performance of the conventional differential
scheme [4] because of the random carrier offsets.

6.2. Comparison of analytical and
experimental performances

Figure 5 shows the analytical and experimental performances
of the proposed DDDAF-based cooperative scheme with
random carrier offsets. We have plotted the approximate
analytical BER (26) for BPSK constellation, P1/P = P2/P =
0.5, σ2

s,d = σ2
s,r = σ2

r,d = 1, and ms,d = ms,r = mr,d ∈
{1, 1.5, 2, 3}. The simulation results of the proposed DDAAF
scheme are shown under the same conditions. From Figure 5,
it is seen that the experimental data closely follows the
analytical results from moderate to high SNR values.Hence,
this justifies the assumption taken in (13) and (18).

6.3. Power allocation for DDAAF system

It can be seen from (27) that the BER of the DDAAF system
depends nonlinearly upon P1 and P2. Therefore, using the
power constraint P1 + P2 = P, we can obtain the values
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Figure 5: Analytical and experimental BERs versus SNR perfor-
mance of DDAAF cooperative system over Nakagami-m channels
with ◦ m = 1, � m = 1.5, � m = 2, and Δ m = 3.

of P1 and P2 which minimize the BER. We have calculated
the power distribution for SNR = 20 dB by numerically
minimizing (27) subject to the power constraint P = P1 +
P2 = 2, σ2

s,d = σ2
s,r = 1, and σ2

r,d = 10. Figure 6 shows
the performance of the proposed DDAAF scheme using
uniform and numerically calculated power allocation over
Nakagami-m channels with m ∈ {1, 2}. It can be seen
from Figure 6 that the DDAAF scheme with optimized power
distribution outperforms the DDAAF scheme with uniform
power distribution P1 = P2 = 0.5P.

6.4. Comparison of DDAAF with trained
cooperative system

Figure 7 shows the comparison of the proposed DDAAF
system with the trained cooperative system from Section 5.
The simulations are performed using the QPSK constella-
tion, P1 = P2 = 1, and Rayleigh fading channels with
σ2
s,d = σ2

s,r = σ2
r,d = 1. It can be seen that the proposed

DDAAF system outperforms the trained cooperative system
of Section 5 for all SNR values. The upper bound of the
BER of the proposed DDAAF system is calculated from (43)
and is also plotted in Figure 7. We have also numerically
calculated the power distribution P1 = 0.69P,P2 = 0.31P,
which minimizes the upper bound of (43) at SNR = 20 dB. It
can be seen that the DDAAF system with optimized power
distribution performs better than the one with uniform
power distribution. The performance of an AAF system with
perfect channel state information (CSI) and perfect carrier
offset knowledge (COK) at the relay and the destination is
also shown in Figure 7. It can be seen from Figure 7 that
the proposed DDAAF system performs approximately 7.5 dB
poorer than the ideal AAF system at BER of 10−2. However,
with optimized power allocation, 1 dB improvement can be
obtained at BER of 10−2, as shown in Figure 7.
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Figure 6: BER versus SNR performance of DDAAF cooperative
system over Nakagami-m channels with uniform ◦ and optimized
Δ power distribution to minimize the BER, σ2

s,d = σ2
s,r = 1, and

σ2
r,d = 10.
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Figure 7: Comparison of DDAAF cooperative system with trained
cooperative system.

7. CONCLUSIONS

We have implemented double-differential modulation in
cooperative communication system with amplify-and-
forward protocol. The proposed double-differentially modu-
lated cooperative system can overcome the problem of carrier
offsets in Nakagami-m fading channels. Our scheme per-
forms well in the practical scenario, where the conventional
differential modulation schemes fail. With our scheme, the
users are still able to decode their data without knowing
the channel gains or carrier offsets. We have also performed
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the BER analysis to predict the behavior of the cooperative
system. In addition, we have done a numerical power
allocation based on this analysis to further improve the
performance of the system. The proposed double-differential
system also outperforms the similar rate trained cooperative
system.

APPENDICES

A. PROOF OF (42)

From (1), (24), and using the analogy between double- and
single-differential systems in Section 4.1, the MGF of γs,d can
be written as

Mγs,d

(
v(ψ)

) =
∫∞

0
exp

(
−
(
γ

2
− 1

4

)
v(ψ)

)
fγ′s,d (γ)dγ.

(A.1)

The integral of (A.1) can be solved with the help of [16,
Equations (3.351.3)].

B. PROOF OF COROLLARY 2

In order to obtain an upper bound of BER, we need to
maximize u(ψ) and minimize v(ψ) with respect to ψ. It can
be observed from (37) that v(ψ) has its minimum value at
ψ = −π/2. To maximize u(ψ), we need to find the first-order
derivative of u(ψ) with respect to ψ and equate it to zero. The
first-order derivative of u(ψ) can be written as

∂u(ψ)
∂ψ

=
(
1− δ2

)

a

[
− 2

(
1 + δ2) sin(2ψ)

− 4δ sinψ sin(2ψ)−
(
δ + 1
δ

)
cosψ

+ 2δ
(
δ + 1
δ − 1

)
sinψcosψ

− δ
(
δ2 + 7

)
cos ψ − 2δcosψcos(2ψ)

]
,

(B.2)

where a = (1 + 2δ sinψ + δ2)2. It can be seen from (B.2)
that u(ψ) is maximized at ψ = −π/2. The maximization can
be verified by plotting u(ψ) versus ψ graph. Therefore, the
upper bound over BER can be obtained at ψ = −π/2. By
substituting ψ = −π/2 in (36) and (37), we obtain the values
of ũ and ṽ, respectively. Then, from (38), (39), and (42), we
can obtain (43).
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1. INTRODUCTION

A practical method called cooperative communications has
been proposed recently in order to approach the theoretical
limits of MIMO technology [1]. Mobile units or relays
cooperate by sharing their antennas, so as to create a virtual
MIMO system [2], thus enabling to exploit diversity and
reducing end-to-end path loss [3].

To achieve greater coverage and capacity, relaying has
been proved to be a valuable alternative [4–7] for future
generations of wireless networks. There are fundamentally
two kinds of relays depending upon whether the received
signal is only amplified and forwarded or is processed
before forwarding, the former is called a nonregenerative
relay (amplify-and-forward relay) and the later is called a
regenerative relay (decode-and-forward relay). A relay can
also be mobile or stationary.

Inserting delays at the relays can make the channel more
frequency selective and enhances system performance [8].
These delays can be totally random or can be predetermined.
In order to take advantage of the obtained frequency
selectivity of the channel, we can either use coded OFDM
signalling or single-carrier system with frequency domain

equalization [3]. However, the equivalent relay channel will
still experience fading dips that may not be resolved by
channel coding or equalization. With channel feedback from
the mobile unit to the relays, optimal coherent combining
of the relayed signals can be obtained and considerable
performance improvement can be achieved [6]. However,
such an improvement is obtained at the expense of huge
feedback information as full channel state information is
needed at the different relays.

The aim of this paper is to optimize the cyclic delays
in a cooperative OFDM relaying scheme with cyclic delay
diversity. Our objective is to improve the coverage and
throughput of the system while minimizing the feedback
information from the mobile unit to the relay stations. For
this purpose, two algorithms are proposed and studied, one
is based on the strongest path and the other is based on linear
approximation of the channel phase. The obtained results
show that both algorithms provide very good performance
which make them very promising for future wireless com-
munications.

The paper is organized as follows: Section 2 presents
the cellular/relay system model. Section 3 introduces the
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Figure 1: System layout of cooperative relaying communication.

delay optimization procedure used in this paper where two
different algorithms are given. Section 4 gives a mathematical
model of the received signal-to-interference+noise-ratio
(SINR) as a function of the number of relays and the
different radio channels. Section 5 gives some numerical
results to illustrate the behaviour of the algorithms and their
performance. Section 6 summarizes the work and provide
some suggestions for further studies.

2. SYSTEM MODEL

Figure 1 shows the cellular/relay system where each cell
consists of a base-station at the center of the cell with
omnidirectional antenna and M relays (placed at half the
distance from the boundary of the cell). Mobile users are
uniformly distributed over the service area. We limit our
study to the downlink and assume an OFDM access scheme
where the same frequency is used in all the cells (reuse 1).

To better illustrate the system, the communication link
within one cell is shown in Figure 2. We assume that the
relays operate in a duplex mode where the first time slot
is used to receive the OFDM signal from the base station
and the second time slot is used to forward a cyclic delayed
version (blockwise) of the signal to the mobile unit while
the base station is silent. We assume nonregenerative relays
where each relay introduces a predetermined cyclic delay,
amplifies the signal, and then forwards it. Hence the mobile
unit receives two versions of the useful signal that can be
combined using maximum ratio combining (MRC) before
decoding.

The cyclic delay is usually assumed predetermined or
totally arbitrary [2, 3]. In this paper, we try to identify the
delays that can be used at the different relays such that the
system throughput is improved.

Source Destination

RN-1

RN-i

RN-M

...

...h1

h0

hi

hM

g1

gi

gM

Figure 2: Cooperative relaying communication in a single cell.

3. DELAY OPTIMIZATION ALGORITHM

Random cyclic delays at the relays do not make the full
use of the multipath channel’s feature since it increases
the frequency selectivity of the radio channel, but does
not remove the fading dips. To optimize the delays at
a given relay, some information about the channel state
between the relay and the mobile unit is needed at the relay.
Perfect knowledge of the channel state will provide the best
performance, but at the expense of a huge overhead where
the channel transfer function at each OFDM subcarrier
needs to be sent to the relay [6]. In this paper, we try to
reduce this overhead by considering the dominant part of the
channel only.

3.1. Delay optimization based on the strongest path

Inserting random delay does not make the full use of the
multipath channel’s feature. An optimal delay allocation
approach using coherent combining in large-scale coop-
erative relaying networks was introduced in [6], but it is
well suited for unlimited feedback communications with
perfect knowledge of the channel, which is hard to achieve
in the practical case. Besides, what we gain from the delay
optimization will be lost on the feedback concerning the
spectrum efficiency. Although we obtain an optimal delay
through this scheme, it comes at expense of the feedback
information required.

In this paper, we only take the best segment of the signal
from each relay into account and thus only a fractional
feedback is required. The benefit of this is with low
complexity of the system and high spectrum efficiency; a
significant performance gain can be obtained by making the
most of the frequency and delay diversity. The idea is locate
the strongest path from each relay, cophase it at the relay,
and adjust the cyclic delay such that they are in phase and
aligned at the mobile unit. This procedure will increase the
power of one path of the equivalent relay channel and average
the powers of the other paths making the equivalent relay
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Figure 3: Impulse responses of the initial relay channel i, i = 1, 2, 3
in a typical urban environment.

channel appears as Rician fading. Hence each relay requires
information about the time delay of the strongest path and
its phase only. The benefit of this is a good diversity gain with
very limited feedback information.

In order to give a basic introduction to this scheme, let
us consider the case of three relay stations with the channel
impulse responses shown in Figure 3. The strongest path of
each channel is indicated with an arrow.

With the received signals from the relays, the algorithm
operates in the following way.

(i) The receiver (MS) locates the strongest path from the
three different relays, generates an index of their locations
{l1, l2, l3} and phases as {θ1, θ2, θ3}, and feed them back to
the relays;

(ii) Based on the feedback information about the posi-
tion of the strongest path and its phase, each relay introduces
the proper cyclic shift (optimized delay) to the signal so as
the peaks of all signals are aligned at the receiver.

Figure 4 shows how the different channels appear at the
receiver side after delay optimization where it is observed that
the strongest paths of the different channels are now aligned
in time.
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Figure 4: Impulse responses of the three relay channels after delay
optimization in a typical urban environment.

(iii) Each relay compensates for the phase of the strongest
path such that when the different signals are multiplexed in
the air, they will add coherently at the receiver. Hence the
total received power of the useful signal will be enhanced.
Figure 5 shows the resulting equivalent low pass of the
fading multipath relay channel where it is observed that
the strongest paths have been added coherently while the
secondary paths have been averaged out and kept low values.

3.2. Linear approximation of the channel phase

The method discussed in Section 3.1 requires channel state
information in the time domain which requires an extra
IFFT operation at the mobil unit since channel estimation for
OFDM is usually done in the frequency domain. One way to
avoid this is by investigating and approximating the channel
transfer function phase directly.

Based on the multipath fading channel model, the
frequency selective channel can be written as

h(t) =
K−1∑

k=0

hkδ
(
t − τk

)
. (1)
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Figure 5: Ultimate channel impulse response of the equivalent relay
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Figure 6: Phase variation of multipath fading channel in a typical
urban environment with respect to OFDM spectrum.

Assuming hk is slowly varying, the channel transfer
function between relay i and the mobile unit can be
approximated as

Hi( f ) =
K−1∑

k=0

hke
− j2π f τk = ∣∣Hi( f )

∣∣e− jθi( f ). (2)

Figure 6 shows how the θi( f ) varies with respect to the
frequency f . From Figure 6, we notice that the phase θi( f )
can be approximated as a linear function:

θi( f ) = θi − 2πτi f , (3)

where −2πτi is the slope of the phase and θi is a constant
phase. Thus the corresponding channel in frequency domain
is given by

Hi( f ) = ∣∣Hi( f )
∣∣e jθi( f )

≈ ∣∣Hi( f )
∣∣e j(−2π f τi+θi).

(4)
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Figure 7: Channel responses in a typical urban environment
experienced by 5 different users.

Based on the above formulas, the optimized delay τi for
relay i can be approximated as

τi( f ) = − 1
2π

dθi( f )
df

≈ τi. (5)

Having the estimated delay and the initial phase, each
relay channel will make the necessary cophasing and cyclic
shifting before signal forwarding. The cyclic delayed signals
from the different relays multiplex in the air providing
an overall received signal with higher signal amplitude as
compared to the case of no delay optimization.

3.3. Scheduling

Multiaccess scheme is required to arrange the multiple users
sharing the limited resource. In the interest of maximizing
the spectrum efficiency thus to limit the cost of the system,
which is the main issue from the operators’ standpoint [9],
an OFDMA scheme with frequency scheduling is considered
here.

It should be noted that this scheduling scheme is imple-
mented with priority: one has to give the first priority to
the user suffering the most frequency selective channel (with
the highest standard deviation) and give second priority to
the user having the second highest standard deviation, and
so on. This is not the optimal channel allocation algorithm
with respect to system throughput, but a fair system from
the user’s point of view and at the same time the spectrum
efficiency remains at a high level.

As illustration of the scheduling scheme, we consider five
users per cell. Figure 7 shows the channel frequency response
with respect to different users.
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By means of the scheduling scheme presented above, we
give higher priority to those users who are not more sensitive
to the channel, so as to allocate the subcarriers in a more
efficient way.

Applying the scheduling algorithm, we notice from
Figure 8 that the users are related well with each other on
the spectrum with the help of scheduling.

4. MATHEMATICAL MODEL

To model the system, we consider one communication link
between the base station and the mobile unit within a given
cell. As indicated earlier, the communication is done in
two steps: in the first step (first-time slot), the base station
transmits information to both mobile unit and the relays and
in the second step (second-time slot), the relays forward the
information to the mobile unit while the base station is silent.

Considering cell 0, the received signal at the mobile unit
directly from base stations (BS) during the first time slot can
be written as

r0(t) =
Nc−1∑

i=0

P−1∑

p=0

h(i)
0,psi

(
t − υ(i)

0,p

)
+ z0(t), (6)

where si(t) is the signal coming from base station i, h(i)
0,p and

υ(i)
0,p are the channel attenuation and time delay of path p

between base station i and the mobile unit, respectively, Nc

is the total number of base stations, and z0(t) represents
thermal noise.

Assuming that the base stations are synchronized, the
demodulated output sample at subcarrier n can be written
as

R0,n = H(0)
0 (n)s0,n +

Nc−1∑

i=1

H(i)
0 (n)si,n + Z0,n, (7)

where

H(i)
0 (n) =

P−1∑

p=0

h(i)
0,pe

− j2πυ(i)
0,pn/T (8)

is the channel transfer function at subcarrier n, si,n is the
received symbol from base station i at subcarrier n, and Z0,n is
zero-mean complex Gaussian random variable with variance
N0.

The received signals at the different relays from the base
station within cell 0 are given by

y0,m(t) =
Nc−1∑

i=0

P−1∑

p=0

c(i)
m,psi

(
t − ν(i)

m,p
)

+ zm(t),

m = 0, 1, . . . ,M − 1.

(9)

Each relay amplifies and retransmits its received signal
with the appropriate cyclic delay while the base stations are
silent. Hence the received signal at the mobile unit from the
different relays during the second time slot can be written as

r1(t) =
Nc−1∑

i=0

M−1∑

m=0

βi,m

P−1∑

p=0

g(i)
m,p y′i,m

(
t − τ(i)

m,p
)

+ z1(t), (10)
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Figure 8: Channel allocation to the 5 users after scheduling in a
typical urban environment.

where y′(t) is the cyclic delay version (blockwise) of y(t) and
βi,m is the amplification factor used at relay node m within
cell i with

βi,m = 1√∑P−1
p=0

∣∣c(i)
m,p
∣∣2

+ N0/Ei

, (11)

and Ei = piT is the average energy per transmitted symbol of
cell i.

Assuming that the relays are synchronized, the demodu-
lated signal sample at subcarrier n can be written as

R1,n = H1,e(n)s0,n +
Nc−1∑

i=1

Hi,e(n)si,n +
Nc−1∑

i=1

Gi,e(n)si,n + Z1,n,

(12)

where

H1,e(n) =
M−1∑

m=0

β0,mG
(0)
m (n)C(0)

m (n)e− j(θ0,m+2πnl0,m/N),

Hi,e(n) =
M−1∑

m=0

β0,mG
(0)
m (n)C(i)

m (n)e− j(θ0,m+2πnl0,m/N),

Gi,e(n) =
M−1∑

m=0

βi,mG
(i)
m (n)

Nc−1∑

k=0

C(k)
m (n)e− j(θi,m+2πnli,m/N).

(13)

G(i)
m (n) is the channel transfer function between relay m of

base station i and the mobile unit at subcarrier n, C(i)
m (n)

is the channel transfer function between base station i and
its relay m at subcarrier n, (li,m, θi,m) are the optimized cyclic
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Table 1: Simulation parameters.

Parameter Value

Number of subcarriers 128

Noise floor −105 dBm

Fast multipath fading Urban/suburban

Path loss exponent (α) 3.5

Shadow fading standard deviation 6 dB

Transmit power (base station and relay) 33 dBm

Users per cell 5

Cell radius 500 m/1 km

Channels per cell 20

Number of relays per cell 6

shift and the phase employed at relay m within cell i, and Z1,n

is zero-mean complex Gaussian with variance N0.
Combining the direct received signal in (7) and that

from the relays in (12), the signal-to-interference+noise-
ratio (SINR) can be written as

Γ =
∣∣H(0)

0

∣∣2
p0

∑Nc−1
i=1

∣∣H(i)
0

∣∣2
pi + N0W

+

∣∣H1,e
∣∣2
p0∑Nc−1

i=1

(∣∣Hi,e
∣∣2

+
∣∣Gi,e

∣∣2)
pi + N0W

,

(14)

where without loss of generality, we have dropped the
subcarrier index n, pi is the average transmitted power of
signal si(t), and W is the signal bandwidth.

The throughput is derived from the received SINR using
the following expression:

R = CBW log2

(
1 +

Γ

2

)
, (15)

where CB = 1/2 to account for the half duplex operation
of the relay node and the factor 2 is to account for practical
implementation of channel coding and modulation.

5. NUMERICAL RESULTS

Numerical evaluation is performed by system simulation of
a two-tier (19 cells) hexagonal cellular system with omnidi-
rectional antenna and 6 relay nodes per cell as illustrated in
Figure 1. The proposed algorithms are evaluated by snapshot
simulation for the OFDMA system. We assume that users are
uniformly distributed over the whole cells. The number of
active relays for each user is set to M = 3. Mobile units are
uniformly distributed within the area. The multipath fading
channel is modelled as a tapped delay line and based on
the models proposed in [10]. A more detailed list of the
simulation parameters is given in Table 1.

With fractional feedback, delay optimization based on
strongest path further enhances the channel response com-
pared to inserting random delays at relays. Two different
types of channel are considered here: (1) flat fading channel

1

0
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Figure 9: A snapshot of a frequency selective channel before and
after adding cyclic delays for the case of three active relays.

and (2) frequency selective fading channel. By adding pre-
determined delays and retransmitting the signal with proper
amplification at relay nodes, this delay diversity scheme leads
a substantial improvement to the system performance.

By properly selecting the cyclic delay for each relay
node, we expect to get a good relay channel that can
improve the communication link of the mobile unit. Figure 9
illustrates the channel transfer function of the relay channel
with and without cyclic delay diversity for a typical urban
environment. It is observed that the initial channel has
been improved and the optimized delays have improved
the channel gains of the different OFDM subcarriers which
make the channel more robust as compared to the case with
random delays.

A performance improvement of the OFDMA scheme
with frequency scheduling is then expected. As our objective
is to assess the performance of the optimized delay scheme,
we limit our study to the case of having the same statistical
channels between the source and relays, as well as between
the relays and the mobile unit. We have investigated the
performance of our system in a typical urban and rural area
environments [10].

The number of active relays within the cell will affect
the received SINR experienced by the user. Figure 10 shows
the received SINR at 5 percentile for a given user and with
different number of active relays. We notice that having
3 active relays is a good compromise between increased
received power and experienced interference.

As we can see from Figure 11, the performance can be
improved by increasing the total number of relays per cell,
but it can be noted that with more than six relays the
system performance has not been improved much. Due to
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Figure 10: The received SINR at 5 percentile with the different
number of active relays on an urban environment with a cell radius
of 500 m.
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Figure 11: Cumulative distribution function of the received SINR
with the different number of total relays on an urban environment
with a cell radius of 500 m.

the infrastructure cost issue, we considered six relays per
cell and we assumed that only three are active at a time.
The following simulations are based on this relay selectivity
scheme.

Figure 12 shows the cumulative distribution function
(CDF) of the combined received SINR with and without
delay diversity over an urban environment when the opti-
mized delay is based on the strongest path and with three
active relays out of 6 relays. Clearly, the optimized delay
algorithm improves the system performance considerably.
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Figure 12: Cumulative distribution function of the received SINR
on an urban environment with a cell radius of 500 m.
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Figure 13: Cumulative distribution function of the received SINR
on a rural environment with a cell radius of 1000 m.

An improvement of about 3 dB at 5 percentile of the CDF
compared to random delay is obtained.

In a rural environment, we can see that (Figure 13) the
system has also been greatly improved by about 3 dB at 5
percentile of the CDF when introducing optimized delay as
compared to the random delay scheme.

Comparing the results of Figures 12 and 13, we notice
that when the cell radius increases, the performance of
system with optimized delay still remains at a high level.
This feature offers us a good solution to guarantee the
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Figure 15: Normalized system throughput on a rural environment
with a cell radius of 1000 m.

service quality in large coverage case and can reduce the
infrastructure cost and at the same time improve the system
performance. The system performance is further evaluated
in terms of system throughput to support our theoretical
derivation. The corresponding normalized throughput for
an urban environment has been evaluated and is illustrated
in Figure 14 and that on a rural environment is shown in
Figure 15. From these simulation results, it is clear that the
system throughput increases when using the optimized cyclic
delay algorithm on different environments. It is interesting
to note that for both environments, relays with random
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Figure 16: Cumulative distribution function of the received SINR
for the two optimized algorithms on an urban environment with a
cell radius of 500 m.
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Figure 17: Normalized system throughput for the two optimized
algorithms on an urban environment with a cell radius of 500 m.

delay do not improve the system throughput in comparison
to the case without relay. The crossover in the two curves
for random delay and no relay situation occurs due to the
interference behaviour. At high coverage, the SINR decreases
for random delay compared to the case without relay.

By implementing the two delay optimization schemes
proposed in this paper, the corresponding results both in
SINR and throughput are shown below. Figure 16 shows the
cumulative distribution function of the received SINR for the
two optimized algorithms on an urban environment, while
Figure 17 shows the normalized throughput. It is observed
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that the two algorithms perform almost in the same way
with respect to received SINR as well as throughput. The
algorithm based on strongest path performs a little better
than the second algorithm. For the linear approximation
algorithm, we take an approximate of the slope phase curve
(which contains variations) which does not give that accurate
optimum delay but gives us a rough idea of how to estimate
it. On the other hand, the method based on strongest path
tends to give a better approximation of the delay as it adds
the paths coherently.

6. CONCLUSIONS

In this paper, two promising delay optimization schemes
have been proposed based on linear approximation of the
channel phase and the strongest path, for a multicellular
OFDM system with cooperative relays, in order to take
the most advantages of the multipath fading channel by
means of exploiting the potential frequency selectivity. The
obtained results show that the system performance with
delay optimization increases tremendously compared with
random delay diversity. Evaluations in different environ-
ments further shows that the delay of these optimization
schemes is well suited for diverse environments and supports
a large coverage. It should be noted that the relays work
in a distributed manner and no coordination is needed;
besides, both of the delay optimization schemes only require
a fractional feedback to substantially improve the system
performance. It is quite attractive to the operators who
hope to improve the service as well as reduce the system
complexity and cost.

We focused in this paper on the delay optimization with
limited feedback only relying on the strongest path. One
of the interesting points is to investigate how the feedback
affects the system performance and what is the optimum
degree of feedback with respect to the performance/cost
ratio. Implementation of sector antennas will also affect
the results by reducing the interference. In addition, the
introduction of different scheduling algorithms, for example,
always assigning the channel to the user holding the best
SINR, could improve the system performance as well. These
are some points that can be further explored and studied in
the future.
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1. INTRODUCTION

In wireless communications, signal fading arising from
multipath is one of the main impairments and it can be
mitigated through the use of diversity. A classical diversity
solution is given by the adoption of multiple receiving
antennas, spaced sufficiently apart from each other to obtain
independent copies of the transmitted signal (see, e.g.,
[1–3]). In addition, also the use of multiple transmitting
antennas can give similar improvements [4–6].

Cooperative communications are gaining increasing
interest as a new communication paradigm involving both
transmission and distributed processing which promises
significant increase of capacity and diversity gain in wireless
networks, by counteracting fading channels with cooperative
diversity.

Several issues arise with cooperative diversity schemes
such as, among others, channel modeling and implementa-
tion aspects [7, 8], protocols and resource management [9],
the choice of proper relays [10], power allocation among

cooperating nodes [11], and cooperative/distributed STCs
[12, 13]. This work is devoted to this latter aspect.

In addition to physical antenna arrays, the relay channel
model [14] enables the exploitation of distributed antennas
belonging to multiple relaying terminals. This form of
space diversity is referred to as cooperative diversity because
terminals share antennas and other resources to create a
virtual array through distributed transmission and signal
processing [15, 16].

With the introduction of STCs, it has been shown how,
with the use of proper trellis codes, multiple transmitting
antennas can be exploited to improve system performance
obtaining both diversity and coding gain, without sacrificing
spectral efficiency [6, 17–21].

In particular, the design of STCs over quasistatic flat fad-
ing (i.e., fading level constant over a frame and independent
frame by frame) have been addressed in [18], where some
handcrafted trellis codes for two transmitting antennas have
been proposed. A number of extensions of this work have
eventually appeared in the literature to design good codes for
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different scenarios, and STCs with improved coding gain has
been presented in [22–24]. In [25–27], a pragmatic approach
to STC, called P-STC, has been proposed; it simplifies the
encoder and decoder structures and also allows a feasible
method to search for good codes in block fading channel
(BFC). P-STCs consist in the use of standard convolutional
encoders and Viterbi decoders over multiple transmitting
and receiving antennas, achieving maximum diversity and
excellent performance, with no need of specific encoder
or decoder; the Viterbi decoder requires only a simple
modification in the metrics computation.

The parallel between spatial diversity and cooperative
diversity encouraged researchers to investigate design criteria
for STCs in relay networks, in most cases by considering
only one relaying node, a quasistatic channel and limitations
on the number of antennas per node. In this paper,
a methodology to design P-STCs for relay networks is
provided, resulting in increased flexibility with respect to the
above issues. We model the channel between transmitting
and receiving as BFC [28–30] that represents a simple and
powerful model to include a variety of fading rates, from
fast fading (i.e., ideal symbol interleaving) to quasistatic.
Moreover, after the proposal of the P-STC structure for
cooperative communication with various numbers of relays
and transmitting antennas, we will derive the pairwise error
probability, asymptotic error probability bounds, and design
criteria to optimize diversity and coding gain. Finally, we
will perform an efficient search for P-STCs with overlay
construction over BFC to provide good (with respect to our
performance bound) convolutional generators for various
constraint lengths and number of relays.

The paper is organized as follows. In Section 2, we
describe the system model and assumptions for the cooper-
ative scheme. In Section 3, we describe the P-STCs approach
for relay networks. Then in Section 5, we address design and
search procedures for cooperative codes. The performance of
P-STCs for relay networks is then given in Section 7, and our
conclusions are in Section 8.

2. SYSTEM MODEL

The cooperative scheme is depicted in Figure 1 and follows
time-division channel allocations with orthogonal coopera-
tive diversity transmission [31]. Each user (i.e., the source)
divides its own time-slot into two equal segments, the first
from time t1 to t1 + Δ and the second from t2 = t1 + Δ to
t2 +Δ, where Δ is the segment duration. In the first segment,
the source broadcasts its coded symbols; in the second all the
active relays which are able to decode the message forward
the information through proper encoding trying to take
advantage of the overall available diversity. Thus, the design
of proper STCs for the two phases is crucial to maximize both
achievable diversity and coding gain.

We assume n transmitting antennas at each terminal and
m receiving antennas at the destination. Hence, n1 = n
antennas will be used in the first phase and a total of n2 = Rn
antennas will be used in the second phase, where R is the
number of relays able to decode and forward the source
message.

R

R

R

S

D

Phase 1
Phase 2

Figure 1: Two-phase relaying scheme: phase 1 (continuous line),
phase 2 (dashed line). Source, relays, and destination nodes are
denoted with S, R, D, respectively.

We indicate with c(t)
r,i the modulation symbol transmitted

by relay r (0 ≤ r ≤ R, and r = 0 is the source) on
the antenna i at discrete time t, that is, at the tth instant
of the encoder clock. With superscripts H , T , and ∗ we
denote conjugation and transposition, transposition only,
and conjugation only, respectively. Each symbol is assumed
to have unit norm and to be generated according to the
modulation format by suitable mapping. Note that symbol

c(t)
0,i is transmitted at time t1 + t, while symbols c(t)

r,i for
r > 0 are transmitted at time t2 + t. The received signals

corresponding to all symbols c(t)
r,i are jointly processed by the

decoder at the reference time t. We also denote with C(t) =
[c(t)

0,1, c(t)
0,2, . . . , c(t)

R,n]T a supersymbol, which is the vector of the
(R + 1)n outputs of the overall “virtual encoder” constituted
by the source encoder and the relays’ encoders.

A codeword is a sequence c = (C(1), . . . , C(N)) of N
supersymbols generated by the source and relays’ encoders.
This codeword c is interleaved before transmission to obtain
the sequence c I = I(c) = (C(σ1), . . . , C(σN )), where σ1, . . . , σN
is a permutation of the integers 1, . . . ,N , and I(·) is the
interleaving function. Note that with this notation the
permutation is the same for all the transmitting terminals in
the two phases.

The channel model includes additive white Gaussian
noise (AWGN) and multiplicative flat fading, with Rayleigh
distributed amplitudes assumed constant over blocks of B
consecutive transmitted space-time symbols and indepen-
dent from block to block [28–30]. Perfect channel state
information is assumed at the decoder for each node.

The transmitted supersymbol at time σt goes through a
compound channel described by the ((n1 +n2)×m) channel

matrix H(σt) = [H(σt)
0 , . . . ,H(σt)

R ]T , where H(σt)
r = {h(σt)

r,i,s}, and

h(σt)
r,i,s is the channel gain between transmitting antenna i, with
i = 1, . . . ,n, of the terminal r and receiving antenna s, with
s = 1, . . . ,m, at time σt.

In the BFC model, these channel matrices do not change
for B consecutive transmissions, thus we actually have only
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L = N/B possible distinct channel matrix instances per
codeword (for the sake of simplicity, we assume that N and B
are such that L is an integer). Denoting by Z = {Z1, . . . , ZL}
the set of L channel instances, we have

H(σt) = Zl for σt = (l − 1)B + 1, . . . , lB, l = 1, . . . ,L.
(1)

When the fading block length, B, is equal to one, we have the
ideally interleaved fading channel (i.e., independent fading
levels from symbol to symbol), while for L = 1, we have
the quasistatic fading channel (fading level constant over
a codeword); by varying L, we can describe channels with
different correlation degrees [28–30].

At the receiving side, the sequence of received signal
vectors is rI = (R(σ1), . . . , R(σN )), and after deinterleaving we
have r = I−1(rI) = (R(1), . . . , R(N)), where the received vector
at time t is R(t) = [r(t,1)

1 , r(t,2)
1 , . . . , r(t,2)

m ]T with components

r(t,1)
s =

√
Es

n∑

i=1

h(σt)
0,i,sc

(t)
0,i + η(t,1)

s , s = 1, . . . ,m, (2)

in the first phase and

r(t,2)
s =

√
Es

R∑

r=1

n∑

i=1

h(σt)
r,i,sc

(t)
r,i + η(t,2)

s , s = 1, . . . ,m, (3)

in the second phase. In this equation, r(t,l)
s is the signal-

space representation of the signal received by antenna s at

time t in phase l, the noise terms η(t,l)
s are independent,

identically distributed (i.i.d.) complex Gaussian random
variables (r.v.s), with zero mean and variance N0/2 per
dimension, and the r.v.s h(σt)

r,i,s represent the deinterleaved
complex Gaussian fading coefficients. Since we assume
spatially uncorrelated channels, these are i.i.d. with zero
mean and variance 1/2 per dimension, and consequently

|h(σt)
r,i,s| are Rayleigh distributed r.v.s with unit power. The

constellations are multiplied by a factor
√
Es in order to have a

transmitted energy per symbol equal to Es, which is also the
average received symbol energy (per transmitting antenna)
due to the normalization adopted on the fading gains. This
is motivated by the use of a power control technique which
keeps constant the average received symbol energy.

The total energy transmitted per supersymbol is EsT =
(n1 +n2)Es and the energy transmitted per information bit is
Eb = Es/(hRc), where h is the number of bits per modulation
symbol and Rc is the overall code rate of the cooperative
space-time code. Thus with ideal pulse shaping, the spectral
efficiency is nhRc/2 [bps/Hz].

For following discussions sections, it is worthwhile to
recall that, over a Rayleigh fading channel, the system
achieves a diversity D if the asymptotic error probability is
Pe ≈ K(Es/N0)−D , where K is a constant depending on the
asymptotic coding gain [1, 32]. In other words, a system with
diversity D is described by a curve of error probability with
a slope approaching 10/D [dB/decade] for large signal-to-
noise ratio (SNR).

3. PRAGMATIC SPACE-TIME CODES FOR
COOPERATIVE RELAYING

In the case of the two-phase relaying scheme shown in
Figure 1, the probability of transmission failure over the
two phases depends on the number of relays available for
cooperation and on the link qualities on source-destination,
source-relays, and relays-destination. We envisage two main
applications.

(a) With static set of relays. The set of relays is initialized
at the beginning of a data communication session and is kept
unchanged over a long period of many slots. The set of relays
is chosen by looking at active terminals able to guarantee a
good average link quality (depending on terminal position
and slow fading) with the source terminal. During this
period, a cooperative coding scheme is used by the source
and the set of relays to protect the transmission of data
frames between source and destination. Sometimes, due to
fast fading fluctuations, it may happen that one or more
relays are not able to decode the source codewords in phase
1. In the simplified case of equal quality on all source-relay

links, denoting by P(S–D)
e the error probability for the link

from source to destination, P(S–R)
e the error probability for

the source-relay link (i.e., P(S–R1)
e = · · · = P(S–Rr )

e = P(S–R)
e ),

and with P(SR1···Rk−D)
e the error probability for the link from

the source plus k relays to destination, the overall error
probability Pe is given by

Pe = P(S–R)
e P(S–D)

e +
(
1− P(S–R)

e

)
P(SR1–D)
e ,

Pe =
(
P(S–R)
e

)2
P(S–D)
e + 2P(S–R)

e

(
1− P(S–R)

e

)
P(SR1–D)
e

+
(
1− P(S–R)

e

)2
P(SR1R2–D)
e ,

(4)

for the cases of 1 and 2 potential relays, respectively. These
can be generalized to the case of R potential relays as

Pe =
(
P(S–R)
e

)R
P(S–D)
e

+
R∑

k=1

(
R

k

)(
P(S–R)
e

)R–k(
1− P(SR–D)

e

)k
P(SR1···Rk–D)
e .

(5)

(b) With dynamic set of relays. The set of cooperating
relays is determined frame by frame as those relays which
are active as well as able to hear and decode the source in
phase 1. By means of a suitable signaling, they agree on the
cooperative coding scheme and complete transmission in
phase 2. In this case, the error probability Pe is given by

Pe =
R∑

k=0

P{k cooperating relays}P(SR1···Rk−D)
e , (6)

where P{·} indicates probability, R is the total number of
relays, and P{k cooperating relays} depends on the spatial
distribution of the nodes in the network as well as fast and
slow fading statistics.

For the design of the coding scheme with cooperative
relays, it is generally recognized that the code components
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Figure 2: Architecture of pragmatic space-time codes. For coop-
erative P-STCs, the “distributed” convolutional encoder is the
ensamble of R + 1 single encoders, one for each transmitter; hence,
instead of n, we must consider the overall number of antennas
(R + 1)n.

1

m
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m

c̃0,1, c̃0,2, c̃1,1, c̃1,2
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Figure 3: Receiver structure for the proposed P-STCs in coop-
erative communications. The Viterbi decoder is the same as for
the single convolutional code adopted in transmission, but the
metric on the generic branch is, for example, for n = 2 and R =
1,
∑m

s=1|r(t,1)
s − √Es(h

(t)
0,1,sc̃0,1 + h(t)

0,2,sc̃0,2)|2 + |r(t,2)
s − √Es(h

(t)
1,1,sc̃1,1 +

h(t)
1,2,sc̃1,2)|2, where c̃0,1, c̃0,2, c̃1,1, c̃1,2, are the four symbols associated

to the branch. Note that r(t,1)
s is received at time t1 + t whereas r(t,2)

s

is received at time t2 + t.

used by the source in phase 1 should maximize diversity
and coding gain for each link connecting the source to
relays and destination. The other code components should
be designed to maximize diversity and coding gain of the
entire cooperative code, that is, the code including all the
code components transmitted during phases 1 and 2, for any
possible number of cooperative relays [12].

In this paper, we are considering the design of space-time
trellis codes for relaying networks by using the pragmatic

approach of [25, 27]. Our proposed “pragmatic” approach
uses a low-complexity architecture for STCs where the code
components are built by the concatenation of a binary
convolutional encoder and binary phase shift keying (BPSK)
or quaternary phase shift keying (QPSK) modulator. This
code architecture was also referred to as algebraic STCs
in [33]. Our “pragmatic” approach thus consists in using
common convolutional codes as space-time codes, with the
architecture presented in Figure 2. Here, k information bits
are encoded by a convolutional encoder with rate k/(nh).
The nh output bits are divided into n streams, one for each
transmitting antenna, of BPSK (h = 1) or QPSK (h = 2)
symbols that are obtained from a natural (Gray) mapping
of h bits. By natural mapping; we mean that for BPSK an
information bit b ∈ {0, 1} is mapped into the antipodal
symbol c = 2b − 1, giving c ∈ {−1, +1}; for QPSK a pair
of information bits, a, b, is mapped into a complex symbol
c = (2a−1)/

√
2 + j(2b−1)/

√
2, giving c ∈ {±1/

√
2± j/

√
2},

with j = √−1. Then, each stream of symbols is eventually
interleaved (we focus our attention on symbol interleaving:
bit interleaving is addressed in [34]). If μ is the encoder
constraint length, then the associated trellis has Ns= 2k(μ−1)

states.
We can describe P-STCs for cooperative communication,

obtained by joining the R + 1 code components used by the
cooperating transmitters, by using the trellis of each encoder
(the same as for the convolutional codes (CC)), labelling the
generic branch from state Si to state Sj with the supersymbol

C̃Si→Sj = [c̃0,1, . . . , c̃R,n]T , where for BPSK, the symbol c̃r,i is
the output (in antipodal form) of the ith generator of the rth
transmitter.

One of the advantages of the pragmatic architecture is
that the maximum likelihood (ML) decoder is the same
Viterbi decoder of the convolutional encoder adopted in
transmission (same trellis), with a simple modification of
the branch metrics. Being {c̃r,i} the set of output symbols
labelling the branch, the branch metric for the Viterbi
decoder is thus given by

m∑

s=1

∣∣∣∣∣r
(t,1)
s −

√
Es

n∑

i=1

h(t)
0,i,sc̃0,i

∣∣∣∣∣
2

+

∣∣∣∣∣r
(t,2)
s −

√
Es

R∑

r=1

n∑

i=1

h(t)
r,i,sc̃r,i

∣∣∣∣∣

2

.

(7)

For example, in Figure 3 we show the receiver architecture
for the cooperative P-STCs, that simply consists in the
usual Viterbi decoder for the convolutional code adopted
in transmission, with the only change of the metric on a
generic trellis branch, as illustrated in the caption. Thus, the
advantages of P-STCs with respect to STCs are as follows:

(i) the encoder is a common convolutional encoder;

(ii) the (Viterbi) decoder is the same as for a convo-
lutional code, except for a change in the metric
evaluation;

(iii) P-STCs are easy to study and optimize, even over
BFC.
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These advantages apply also when P-STCs are used for
cooperative communications, as it will be further investi-
gated in the next sections.

4. PERFORMANCE ANALYSIS FOR COOPERATIVE
SPACE-TIME CODES OVER BFC

We first consider the derivation of the pairwise error
probability (PEP). Given the transmitted codeword c and
another codeword g /= c, the PEP, that is, the probability that
the ML decoder favors the codeword g over c, conditional to
the set of fading levels Z, can be written as

P
{
c −→ g | Z} = 1

2
erfc

√
Es

4N0
d2
(
c, g | Z), (8)

where erfc(x) � (2/
√
π)
∫∞
x e

−t2
dt is the complementary error

function, and the conditional Euclidean squared distance at
the channel output, d2(c, g | Z), is given by [18]

d2(c, g | Z) =
N∑

t=1

m∑

s=1

[∣∣∣∣∣
n∑

i=1

h(σt)
0,i,s·

(
c(t)

0,i − g(t)
0,i

)
∣∣∣∣∣

2

+

∣∣∣∣∣
R∑

r=1

n∑

i=1

h(σt)
r,i,s·

(
c(t)
r,i − g(t)

r,i

)
∣∣∣∣∣

2]
.

(9)

To specialize this expression for BFC, we first rewrite the
squared distance as follows:

d2(c, g | Z) =
N∑

t=1

m∑

s=1

h(σt)
s A(t)(c, g)h(σt)H

s , (10)

where h(σt)
s = [h(σt)

0,1,s,h
(σt)
0,2,s, . . . ,h

(tσt)
R,n,s] is the (1 × (R + 1)n)

vector of fading coefficients related to the receiving antenna
s. In (10), the ((n1 + n2) × (n1 + n2)) matrix A(t)(c, g) is
Hermitian nonnegative definite [27] and has the following
block structure:

A(t)(c, g) =
[

a(t,1) 0

0 a(t,2)

]
, (11)

where

a(t,1) = (c(t,1) − g(t,1))(c(t,1) − g(t,1))H ,

a(t,2) = (c(t,2) − g(t,2))(c(t,2) − g(t,2))H ,
(12)

after having split the generic supersymbol C(t) in the two
parts transmitted during phase 1 and phase 2, respectively,
that is, C(t) = [c(t,1) c(t,2)]T , where c(t,1) = [c0,1, . . . , c0,n] and
c(t,2) = [c1,1, . . . , cR,n].

Due to the BFC assumption, for each frame and each
receiving antenna, the fading channel is described by only

L different vectors h(t)
s ∈ {z(1)

s , z(2)
s , . . . , z(L)

s }, s = 1, . . . ,m,
where z(l)

s is the sth row of Zl. By grouping these vectors, we
can rewrite (10) as

d2(c, g | Z) =
L∑

l=1

m∑

s=1

z(l)
s F(l)(c, g)z(l)H

s , (13)

where

F(l)(c, g) �
∑

t∈T(l)

A(t)(c, g), l = 1, . . . ,L, (14)

and T(l) � {t : H(σt) = Zl} is the set of indexes t where the
channel fading gain matrix is equal to Zl. This set depends
on the interleaving strategy adopted. Note that in our
scheme (Figure 2), the interleaving is done “horizontally”
for each transmitting antenna and in the same way for each
transmitter, and that the set T(l) is independent of s, in other
words, that the interleaving rule is the same for all antennas.

The matrix F(l)(c, g) is also Hermitian nonnegative
definite, being the sum of Hermitian nonnegative definite
matrices. It has, therefore, real nonnegative eigenvalues.
Moreover, it can be written as F(l)(c, g) = U(l)Λ(l)U(l)H , where

U(l) is a unitary matrix and Λ(l) is a real diagonal matrix,

whose diagonal elements λ(l)
i with i = 1, . . . , ñ = n1 + n2 are

the eigenvalues of F(l)(c, g) counting multiplicity. Note that

F(l) and its eigenvalues λ(l)
i are functions of c − g. As a result,

we can express the squared distance d2(c, g | Z) in terms of

the eigenvalues of F(l)(c, g) as follows:

d2(c, g | Z) =
L∑

l=1

m∑

s=1

z(l)
s U(l)Λ(l)U(l)Hz(l)H

s

=
L∑

l=1

m∑

s=1

B(l)
s Λ

(l)B(l)H
s

=
L∑

l=1

m∑

s=1

ñ∑

i=1

λ(l)
i

∣∣β(l)
i,s

∣∣2
,

(15)

where B(l)
s = [β(l)

1,s,β
(l)
2,s, . . . ,β

(l)
ñ,s] = z(l)

s U(l).
It should be observed that the form of matrix F(l)(c, g)

is different from the matrix of the same space-time code
working on a system with n1 + n2 transmit antennas defined
in [27] due to the use of two distinct transmission phases
in the cooperative system. Therefore, the same code used in
the cooperative system may achieve different diversity and
coding gains. It should also be noted that this matrix is
diagonal (hence full-rank) only when n = 1 andR = 1. When
transmitters have more than one antenna or more than one
relay cooperate to transmission, only a suitable choice of the
code may lead to a full-rank matrix, as shown later.

Vector z(l)
s has independent, complex Gaussian elements,

with zero mean and variance 1/2 per dimension. Since

U(l) represents a unitary transformation, B(l)
s has the same

statistical description of z(l)
s . Moreover, for BFC, vectors

B(l)
s and B

( j)
s are independent for all l /= j. Hence, the

unconditional pairwise error probability (PEP) becomes

P
{
c −→ g

} = E
{

1
2

erfc

√√√√√ Es
4N0

m∑

s=1

L∑

l=1

ñ∑

i=1

λ(l)
i

∣∣β(l)
i,s

∣∣2
}

, (16)
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where E{·} indicates expectation with respect to fading

(i.e., over the distribution of the β(l)
i,s ). By evaluating the

asymptotic behavior for large SNR, we obtain (see [35])

P
(
c −→ g

) ≤ K(mη)

[ L∏

l=1

ηl∏

i=1

λ(l)
i

(
Es

4N0

)η]−m
, (17)

where

K(d) = 1
22d

(
2d − 1

d

)
. (18)

A looser bound can be obtained by observing that K(d) ≤
1/4. The integer ηl = ηl(c, g) is the number of nonzero

eigenvalues of F(l)(c, g), and η (which we call the pairwise

transmit diversity) is the sum of the ranks of F(l)(c, g), that
is,

η = η
(
c, g
) =

L∑

l=1

rank
[

F(l)(c, g)] =
L∑

l=1

ηl . (19)

The PEP between c and g shows a diversity mη, that is, the
product of transmit and receive diversity.

Therefore, it is clear that the performance analysis
of a cooperative space-time codes with fixed number of
cooperating relays is similar to the analysis of common space-
time codes as in [18, 27]. The only difference lies in the
structure of the matrix F(l)(c, g) which has some zero off-
diagonal elements and may therefore have different rank and
eigenvalues. Bearing in mind this fact, it is easy to derive an
error probability bound as

P̃w =
∑
c

P
{
c
}
Pw
(
c
) ≤

∑
c

∑
g /= c

P
{
c
}
P
{
c −→ g

}
, (20)

where P{c} is the probability of transmitting the codeword
c (i.e., for P-STCs, equal to 2−kN for equiprobable input
bit sequence and 2−k(N−μ+1) for a zero-tailed code) and
Pw(c) is the codeword error probability for the transmitted
codeword c. By using the asymptotic approximation (17),
and by observing that the retained dominant terms are those
with transmit diversity η̃min = mincηmin(c), where ηmin(c) =
mingη(c, g) and E(c, x) = {g /= c : η(c, g) = x} is the set of
codeword sequences at minimum diversity, the asymptotic
error probability bound can be written as

P̃w∞ ≈K
(
η̃minm

)( Es
4N0

)−η̃min·m∑
c

P
{
c
} ∑

g∈E(c,η̃min)

[ L∏

l=1

ηl∏

i=1

λ(l)
i

]−m
.

(21)

From (21), we observe that the asymptotic performance
of STCs in BFC depends on both the achievable diversity,
η̃min·m, and the performance factor

F̃min(m) =
∑
c

P
{
c
}
Fmin

(
c,m

)

�
∑
c

P
{
c
} ∑

g∈E(c,η̃min)

[ L∏

l=1

ηl∏

i=1

λ(l)
i

]−m
,

(22)

which is related to the coding gain in (21).

Note also that η̃min and the weights
∏L

l=1

∏η1

i=1λ
(l)
i for each

c and g do not depend on the number of receiving antennas.
Therefore, when a code is found to reach the maximum
diversity η̃min in a system with one receiving antenna, the
same code reaches the maximum diversity η̃min·m when
used with multiple receiving antennas. However, due to the
presence of the exponent m in each term of the sum in (22),
the best code (i.e., the code having the smallest performance
factor) for a given number of antennas is not necessarily the
best for a different number of receiving antennas. Thus, a
search for optimum codes in terms of both diversity and
performance factor must in principle be pursued for each m.

To summarize, the derivation of the asymptotic behavior
of a given STC with a given length requires the computation
of the matrices F(l)(c, g) in (14) with their rank and product
of nonzero eigenvalues. Moreover, according to [36], by
restricting in the bound the set of sequences g to those
corresponding to paths in the trellis diagram of the code
diverging only once from the path of codeword c, the union
bound becomes tighter and can be evaluated in an effective
way, by using the methodology illustrated in [27] through
the concept of space-time generalized transfer function.

5. PRAGMATIC SPACE-TIME CODE
DESIGN FOR RELAYING

In this section, we address the issues of how to set up design
criteria for good cooperative STCs and how to perform an
efficient search for the optimum (in a sense defined later)
generators for the code components of cooperative STCs in
BFC.

In general the design of good cooperative STCs may be
based on one of the following approaches.

(a) By assuming that the cooperative code is working
with a predefined number of cooperative relays R, it may
be designed as P-STC with k binary inputs and n(R + 1)
output symbols which maximize diversity gain and coding
gain. A pragmatic suboptimal solution to this problem
may be to build the code using the rate k/(nh(R + 1))
maximum free distance convolutional code, optimum for
the AWGN channel. This design method does not guarantee
that the first rate k/nh component code used in phase 1 is
the best performing code. It also does not guarantee good
performance when some code components are not used by
relays unable in some frames to decode the source message.
Moreover, the pragmatic solution may be not optimal even
in terms of diversity gain and therefore should be checked by
means of simulations. However, we observed that in many
cases this solution leads to quite good results.

(b) By assuming that the cooperative code is obtained by
joining code components in phase 2 from every relay able to
decode the source message, the code may be designed as STC
with overlay construction [37]. With this method, a good
code for R relays is designed starting from a good code for
R − 1 relays and by adding the best code component that
maximizes diversity and coding gain of the final code. In this
way, the first code component used by the source in phase 1
is always a good code. In the case of a fixed set of cooperating
relays, the sequence of additional code components can be
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assigned to the relays ranked in order of average link quality
in such a way that the second code component is assigned
to the relay with the best link quality and so on, thus they
are used with high probability in the same combinations
for which they have been designed. Moreover, it is easier
to design the additional code components than the entire
cooperative code.

The design of STCs with overlay construction was
addressed in [37], but not in the special case of cooperative
codes. Algebraic design criteria were derived for maximizing
diversity gain, without addressing coding gain issues. The
work in [12] proposed to use this STC with overlay construc-
tion as a cooperative STC but without specializing the design
for the cooperative scenario. In this section, we propose to
set up an STC code search that aims at seeking cooperative
codes covering both the outlined design approaches, that is,
the design of an entire rate k/(nh(R + 1)) P-STCs, and the
design of rate k/nh code components in an overlay structure.

The search criterion proposed here is based on the
asymptotic error probability in (21), so that the optimum
code with fixed parameters (n, k,h,μ), among the set of non-
catastrophic codes, is the code that

(i) maximizes the achieved diversity, η̃min;

(ii) minimizes the performance factor F̃min(m);

where the values of η̃min and F̃min(m) can be extracted from
the space-time generalized transfer function (ST-GTF) of the
code [27]. Therefore, an exhaustive search algorithm should
evaluate the ST-GTF for each code of the set.

Another search criterion for STC has been addressed
in [22, 24] where a method based on the evaluation of
the worst PEP was proposed. Although the worst PEP
carries information about the achievable diversity, η̃min, it
is incomplete with respect to coding gain, thus producing
a lower bound for the error probability. Even though our
method based on the union bound is still approximate with
respect to coding gain (giving an upper bound), it includes
more information than the other method, leading often to
the choice of codes with better performance.

When applying our search criterion, we must consider
that, as shown in [38], the union bound for the average
error probability is loose and in some cases (long codes
and small diversity) is very far from the actual value. This
problem can be partially overcome by truncating the sum
to the most significant terms, but this technique leads to an
approximation. However, this approach gives good results in
reproducing the correct performance ranking of the codes
among those achieving the same diversity η̃min, as will be
checked in the numerical results section.

Of course, the achievable diversity is the most important
design parameter. Since η̃min cannot be larger than η(c, g) ≤
(R + 1)nL and the free distance d f of the convolutional
code used to build the P-STCs, it appears that to capture
the maximum diversity per receiving antenna offered by the
channel, (R + 1)nL, the free distance of a good code for a
given BFC should be at least (R+1)nL or larger. On the other
hand, there is a fundamental limit on the achievable diversity
related to the Singleton bound for BFC [30].

Table 1: Optimum overlays for rate 1/(2R) COP-STC with BPSK,
n = 2, m = 1, R = 1, in quasistatic channel. The basic code for a
single transmitter is STC as in [27].

μ Generators r = 0 Generators r = 1 F̃min(1)/N

2 (1, 2)8 (1, 2)8 0.0044

3 (3, 4)8 (5, 7)8 0.0015

4 (13, 15)8 (11, 17)8 0.0008

5 (23, 31)8 (27, 35)8 0.0006

Let us define the reference block fading channel (RBFC)
for the system as the ideal equivalent BFC with (R + 1)nL
fading blocks that would describe the space-time fading
channel if the (R+ 1)n transmitters determine (R+ 1)n inde-
pendent channels. The achievable diversity, which cannot be
larger than the diversity achievable on the reference BFC, is
bounded by

η̃min ≤ 1 +
⌊
L(R + 1)n

(
1− k

(R + 1)nh

)⌋
. (23)

As an example, to achieve full diversity (R + 1)n with P-
STCs in a quasistatic channel (L = 1), the value k/h cannot
be larger than 1, thus the code rate of each convolutional
code component cannot be larger than 1/n, or the value of
h cannot be smaller than k (see also [18]).

6. CODE SEARCH RESULTS

In this section, we report the results obtained in our search
for good cooperative STCs with overlay construction for
different system configurations with R = 1, 2, 3 relays, n =
1, 2 transmitting antennas, m = 1 receiving antennas. Note
that according to the analytical framework in Section 4 the
diversity gain of the proposed codes increases as Dm for
m > 1. All the codes proposed are full-diversity codes.
Two approaches are considered for overlay construction:
the first considers the use of the maximum free distance
(optimum for AWGN channel) rate k/hn code as the first
code component; the second as the first code component
considers the best rate k/hn P-STCs reported in [27]. When
possible, these codes are compared with the cooperative STCs
proposed in [12].

Suboptimal cooperative STCs, working with a predefined
number of cooperative relays R and constructed by pragmat-
ically choosing the best (maximum distance) convolutional
codes for AWGN, can be easily obtained by using the
convolutional code generators reported in [2, Section 8.2].
It has been checked that this easy approach leads in most
cases to acceptable results. However, it sometimes leads to
cooperative STCs not achieving full diversity. As an example,
this is the case of the rate 1/4, 4-state code with generators
(5, 7, 7, 7)8 for systems with BPSK, n = 2 and R = 1
cooperative relays, which achieves a maximum diversity of
3. Note that, according to the Singleton bound, full-diversity
rate k/(h(R + 1)n) codes can be constructed if k ≤ h.

The results are collected in Tables 1–5. It is interesting
to note that the proposed codes are able to capture the
maximum available diversity with only 2–4 states in the
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Table 2: Optimum overlays for rate 1/(2R) COP-STC with BPSK, n = 2, m = 1, R = 1, in quasistatic channel. The basic code for a single
transmitter is STC with the best convolutional code for the AWGN channel. Superscript (1) refers to C-STC as in [12].

μ Generators r = 0 Generators r = 1 F̃min(1)/N Generators(1)r = 1 F̃min(1)(1)/N

2 (1, 3)8 (1, 2)8 0.0044 — —

3 (5, 7)8 (5, 6)8 0.00135 (5, 7)8 0.00155

4 (15, 17)8 (13, 16)8 0.00095 (13, 15)8 0.00121

5 (23, 35)8 (27, 31)8 0.00061 (25, 37)8 0.00072

Table 3: Optimum overlays for rate 1/(2R) COP-STC with QPSK,
n = 2, m = 1, R = 1 in quasistatic channel. The basic code for a
single transmitter is STC as in [27].

μ Generators r = 0 Generators r = 1 F̃min(1)/N

2 (1, 2, 3, 1)8 (1, 2, 3, 1)8 0.00305

3 (2, 5, 7, 6)8 (2, 7, 5, 3)8 0.00109

4 (11, 15, 17, 13)8 (06, 15, 13, 12)8 0.00053

Table 4: Optimum overlays for rate 1/(2R) with QPSK, n =
2, m = 1, R = 1, in quasistatic channel. The basic code for single
transmitter is STC with best convolutional code for the AWGN
channel.

μ Generators r = 0 Generators r = 1 F̃min(1)/N

2 (1, 3, 3, 3)8 (1, 2, 3, 1)8 0.0075

3 (5, 7, 7, 7)8 (2, 6, 5, 3)8 0.00239

4 (13, 15, 15, 17)8 (11, 17, 16, 12)8 0.00069

trellis. By increasing the number of trellis states, only a small
coding gain improvement is obtained. It is also worth noting
that cooperative codes obtained by using the best P-STCs as a
first code component usually perform better than the others,
including the best available one from the literature [12]. It is
also found in Table 5 that the 4-state code in [12] for R = 2
does not achieve full diversity.

7. NUMERICAL RESULTS

In this section, we report the performance results, in
terms of frame error rate (FER) as a function of SNR,
for cooperative pragmatic space-time codes (CP-STCs) and
cooperative overlay pragmatic space-time codes (COP-STCs)
in different conditions. The SNR is defined as Eb/N0 per
receiving-antenna element where, for a fair comparison
among situations with different number of relays, Eb is
the total energy per information bit over all transmitting
nodes and averaged with respect to fading. We refer here to
applications with a static set of relays in the simplified case of
equal quality on all source-relay links. The probability that a
relay cooperates with the source, Pcoop, is given by

Pcoop = 1− P(S–R)
e . (24)

We first investigate in Figure 4 the effect of the number of
states (ranging from 4 to 64) on the achievable diversity, in
case of two relays cooperating with the source (i.e., R = 2 and
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R

0 2 4 6 8 10 12

SNR (dB)

4, 8, 16, 64, 32 states

4 states

Relaying
No relaying

Figure 4: BPSK, optimal generators for AWGN, 4 to 64 states,
2 relays, 2 transmitting antennas per node, 1 receiving antenna,
quasistatic fading channel L = 1.
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Pcoop = 0, 0.5, 0.8, 0.9, 0.95, 0.99, 1

Figure 5: FER versus SNR for BPSK modulation, optimal gen-
erators for AWGN, 8 states, 1 relay, 2 transmitting antennas per
node, 1 receiving antenna, respectively, in quasistatic fading channel
(L = 1).

Pcoop = 1). We assume CP-STCs with the rate 1/6 generators
optimal for the AWGN channel, two transmitting antennas
per node, one receiving antenna, a quasistatic fading channel
(i.e., L = 1), and BPSK modulation. It is noticeable that
only a portion of the available space-time diversity can be
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Table 5: Optimum overlays for rate 1/(2R) COP-STC with QPSK, n = 1, m = 1, R ∈ {1, 2, 3}, in quasistatic channel. The basic code for a
single transmitter is the best convolutional code for the AWGN channel. The bottom part of the table refers to C-STC as in [12].

μ
Generators Generators Generators Generators F̃min(1)/N F̃min(1)/N

R = 3
FER FER

r = 0 r = 1 r = 2 r = 3 R = 1 R = 2 (R = 1 @12 dB) (R = 2 @12 dB)

1 (1, 3)8 (1, 3)8 (2, 1)8 (2, 2)8 0.060 0.012 div < 4 0.041 0.040

2 (5, 7)8 (1, 3)8 (6, 4)8 (2, 1)8 0.101 0.0113 0.00237 0.026 0.012

3 (15, 17)8 (11, 13)8 (05, 16)8 (16, 13)8 0.189 0.0136 0.00148 0.015 0.0051

5 (23, 35)8 (27, 31)8 (21, 37)8 0.315 0.0157 0.013 0.0038

3 (5, 7)8 (5, 7)8 (5, 7)8 — 0.125 div < 3 — 0.020 0.022

4 (15, 17)8 (13, 15)8 (17, 13)8 — 0.323 0.0191 — 0.015 0.0069

5 (23, 35)8 (25, 37)8 (27, 33)8 — 0.401 0.0169 — 0.013 0.038
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Pcoop = 0, 0.5, 0.8, 0.9, 0.95, 0.99, 1

Figure 6: FER versus SNR for BPSK modulation, optimal gen-
erators for AWGN, 8 states, two relay, 2 transmitting antennas
per node, one receiving antenna, respectively, in quasistatic fading
channel (L = 1).

achieved depending on the number of states, that is, η̃min = 3
for 4-state codes, η̃min = 4 for 8 and 64 states, η̃min = 5 for
16 and 32 states, respectively. Note also that the generators
for 64 state codes achieve a diversity smaller than that for
32 state codes. This is due to the the fact that pragmatic
suboptimal construction does not always lead to the best
possible generators for the direct and the relay phases. For
understanding the impact of space-time diversity given by
the cooperation phase, we also plot the case of rate 1/6 code
with 4 states in the absence of relaying, showing that this
code is not able to capture the same diversity degree as with
relaying (achieving diversity 2). This is due to the fact that, in
this case, the cooperative diversity of relaying is not available
as can be seen from the branch metric evaluation.

In Figures 5 and 6, we show the FER versus SNR for
CP-STCs with BPSK modulation, optimal generators for
AWGN, 8 states, one relay, 2 transmitting antennas per node,
and one receiving antenna in the quasistatic fading channel
(L = 1). Here, the probability of cooperation Pcoop takes
values 0% (no cooperation), 50%, 80%, 90%, 95%, 99%,
and 100% (i.e., certainty of cooperation). We investigate
both the situations where up to 1 relay is available and
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L = 1, 2, 4, 130

No relaying
1 relay
2 relays

Figure 7: BPSK, optimal generators for AWGN, 16 states, 1 or 2
relays with Pcoop = 1, 2 transmitting antennas per node, 1 receiving
antenna, in BFC with various L.

optimal rate 1/4 generators for AWGN are used, and up to 2
relaying nodes are available and optimal rate 1/6 generators
for AWGN are used. We can note from the figures that to
approach the best performance a probability of cooperation
larger than 0.95 and (0.9) are needed for 1 and 2 relays,
respectively. On the other hand, the code used for 2 relays
only achieves diversity 4.

We now study the impact of fading velocity, related
to L, in the case of CP-STCs with BPSK modulation,
optimal 8 state code generators in AWGN, two transmitting
antennas per node, one receiving antenna at the destination.
We consider the extreme cases of absence of cooperation
(i.e., Pcoop = 0), as well as of perfect cooperation (i.e.,
Pcoop = 1) when varying L. The performance is reported
in Figure 7. It is possible to note that, for the given number
of states, as the available temporal diversity L increases, the
performance with one relay approaches that with two relays,
while a significant performance improvement is obtained
with respect to the situation of absence of relaying. It is
easy to see that the best results are obtained with the second
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Figure 8: QPSK, 8 states (μ = 4), generators as in Tables 3 and
4 with and without one relay, 2 transmitting antennas per node, 1
receiving antenna, in quasistatic fading channel.

approach, with a performance gain in agreement with the
values of the performance factor (F̃min(1)/N is 0.00069 and
0.00053, resp.).

With the next figures we verify the performance of
COP-STCs codes for QPSK modulation obtained through
the design and search criterion explained in Section 5.
In Figure 8, we show the performance without relaying
and with one relay in the quasistatic fading channel (i.e.,
L = 1). Generators for rate 1/(4R) and 8 state codes are
obtained through the two different approaches for overlay
construction explained in Section 5, that is, designing the
overall code starting from first code component taken as
the the best rate 1/4 code for AWGN or as the best P-STCs
reported in [27]. It is easy to see that the best results are
obtained with the second approach.

Finally, we investigate in Figure 9 the impact of the
number of relaying nodes, ranging from 0 to 3, for the 8
state COP-STCs with QPSK with one transmitting antenna
per node and one receiving antenna in the quasistatic fading
channel. The generators are those in Table 5 third line, and
Pcoop = 1 is assumed to fully exploit cooperation.

8. CONCLUSIONS

In this paper, we investigated the feasibility of a pragmatic
approach to space-time coding for wireless cooperative
relay networks, where standard convolutional encoders and
decoders are used with suitably defined branch metrics.

We also proposed a design criterion to rank different
codes with an efficient algorithm, based on the asymptotic
error probability union bound. A search methodology to
obtain optimum generators for different fading rates has then
been given.
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Figure 9: QPSK, 8 states (μ = 4), generators as in Table 5, various
number of relaying nodes, 1 transmitting antenna per node, 1
receiving antenna, in quasistatic fading channel.

It has been shown that P-STCs applied to cooperative
communication systems achieve comparable or improved
performance when compared to previously known STCs
and that they are suitable for systems with different spectral
efficiencies, number of antennas and fading rates, making
them a suitable choice in terms of both implementation
complexity and performance.
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1. INTRODUCTION

Cooperative communications have become popular in recent
research, owing to the potential for several benefits when
communicating nodes in wireless networks are allowed to
cooperate [1]. A classical benefit that arises from cooperation
among nodes is the possibility of achieving spatial diversity,
even when the nodes have only one antenna. That is,
cooperation allows single-antenna nodes in a multiuser
environment to share their antennas with other nodes in a
distributed manner so that a given node can realize a virtual
multiantenna transmitter that provides transmit diversity
benefits. Such techniques, termed as “cooperative diversity”
techniques, have widely been researched [2, 3]. Achieving
cooperative diversity benefits based on a relay node merely
repeating the information sent by a source node comes at the
price of loss of throughput because the relay-to-destination
transmission requires a separate time slot [3]. This loss
in throughput due to repetition-based cooperation can be
alleviated by integrating channel coding with cooperation
[4]. Also, cooperation methods using distributed space-time
coding are widely being researched [5, 6].

Recent investigations on cooperative communications
focus on space-time cooperative systems based on OFDM
[7–11]. Since space-time codes were developed originally
for frequency-flat channels, an effective way to use them
on frequency selective channels is to use them along with
OFDM. A major advantage of space-time OFDM (ST-
OFDM) is that a frequency selective channel is converted
into multiple frequency flat channels [12], and with a
proper outer code applied along with ST-OFDM code as
an inner code, the full diversity of a frequency selective
channel (i.e., multipath diversity) can be exploited as well.
In addition to multipath diversity, user-cooperation diversity
can be achieved in cooperative ST-OFDM (CO-ST-OFDM)
systems, where space-time block codes (STBC) can be
used in the relaying phase of cooperation [7, 8]. Accurate
time and frequency synchronization, however, are crucial
in achieving the promised potential of CO-ST-OFDM [8–
11]. For example, in the context of cooperative OFDM,
the relays-to-destination transmissions during the relaying
phase of the protocol resemble transmissions from multiple
noncooperating users in an upink OFDMA system [13, 14].
Hence nonzero carrier frequency offsets (CFOs) arising due
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to imperfect carrier synchronization between the relays and
the destination results in multiuser interference (multiple
relays viewed as virtual multiple users) at the destination.
A similar effect will occur if the timing synchronization
is imperfect, that is, with nonzero timing offset. Without
any effort to handle this interference, the performance of
cooperative OFDM may end up being worse than that of
OFDM without cooperation, particularly when the synchro-
nization errors (in terms of CFOs and timing offsets) are
large, and hence interference cancellation (IC) techniques
employed at the destination will be of interest. Equalization
techniques to alleviate the effect of carrier frequency offsets
in distributed STBC-OFDM have been reported in the
literature [10]. Practical timing and frequency synchro-
nization algorithms and channel estimation for CO-ST-
OFDM using Alamouti code [15] have been investigated in
[8].

An alternate way to employ space-time codes in MIMO
OFDM is to perform coding across space and frequency
(instead of coding across space and time), which is often
referred to as space-frequency coding (SFC) [16–19]. One
way to do space-frequency coding is to take space-time codes
and apply them in frequency dimension instead of time
dimension [16]. The advantages of using space-frequency
codes along with OFDM are low delays and robustness to
time-selectivity of the channel [19]. Our focus, accordingly,
in this paper is on cooperative OFDM systems when space-
frequency block codes (SFBC) are employed; we refer to these
systems as cooperative SFBC-OFDM (CO-SFBC-OFDM)
systems.

Our new contribution in this paper can be highlighted as
follows. In CO-SFBC-OFDM networks that employ decode-
and-forward (DF) protocol, (i) intersymbol interference
(ISI) occurs at the destination due to violation of the
“quasistatic” assumption because of the frequency selectivity
of the relay-to-destination channels, and (ii) intercarrier
interference (ICI) occurs due to imperfect carrier synchro-
nization between the relay nodes and the destination, both
of which result in errorfloors in the bit error performance
at the destination. We propose an interference cancellation
algorithm for this system at the destination node, and
show that the proposed algorithm effectively mitigates the
ISI and ICI effects. In the case of amplify-and-forward
(AF) protocol in cooperative networks (without SFBC-
OFDM), in our earlier work in [20], we have shown that
full diversity can be achieved at the destination if phase
compensation is carried out at the relays. In cooperative
networks using SFBC-OFDM, however, this full-diversity
attribute of the phase-compensated AF protocol is lost due
to frequency selectivity and imperfect carrier synchroniza-
tion on the relay-to-destination channels. To address this
problem, we propose an interference cancellation algorithm
at the destination which alleviates this loss in perfor-
mance.

The rest of this paper is organized as follows. In Section 2,
we present the CO-SFBC-OFDM system model with AF
protocol and phase compensation at the relays, and illustrate
the ISI and ICI effects. The proposed IC algorithm for this
system is presented in Section 2.2. Section 3 presents the
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R2

RN

...

S D

H(i)
s1

H(i)
s2

H(i)
sN

H(i)
r1 , ε1

H(i)
r2 , ε2

H(i)
rN , εN

OFDM broadcast
(phase 1)

SFBC relaying
(phase 2)

Figure 1: A cooperative SFBC-OFDM network consisting of one
source, one destination, and N relays.

system model for CO-SFBC-OFDM system with DF protocol
at the relays, and illustrates the associated ISI and ICI effects.
The proposed IC algorithm for this DF protocol system is
presented in Section 3.2. Results and discussions for both AF
and DF protocols are presented in Section 4. Conclusions are
given in Section 5.

2. COOPERATIVE SFBC-OFDM WITH AF PROTOCOL

Consider a wireless network as depicted in Figure 1 withN+2
nodes consisting of a source, a destination and N relays.
All nodes are half duplex nodes, that is, a node can either
transmit or receive at a time. OFDM is used for transmission
on the source-to-relays and relays-to-destination links. The
destination is assumed to know (i) source-to-relays channel
state information (CSI) and (ii) relays-to-destination CSI.
Each relay is assumed to know the phase information of the
channel from the source to itself. We employ amplification
and channel phase compensation on the received signals
at the relays. The transmission protocol is as follows (see
Figures 1 and 2):

(i) In the first time slot (i.e., phase 1), the source
transmits information symbols X (k), 1 ≤ i ≤M using
an M subcarrier OFDM symbol. All the N relays
receive this OFDM symbol. This phase is called the
OFDM broadcast phase.

(ii) In the second time slot (i.e., phase 2), N relays
forward the received information. (We assume that
all the relays participate in the cooperative trans-
mission. It is also possible that some relays do not
participate in the transmission based on whether
the channel state is in outage or not. We do not
consider such a partial participation scenario here.)
For the AF protocol, the relays perform channel phase
compensation and amplification on the received
signal, followed by space-frequency block coding.
This phase is called AF-SFBC relay phase. The desti-
nation receives these transmissions, performs ICI/ISI
cancellation and SFBC decoding.
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Tx

Rx

S transmits OFDM symbol

x = [X(1)X(2) . . . X(M)]
on M subcarriers

Each relay transmits an
SFBC encoded vector
cr j , 1 ≤ j ≤ N

Phase 1 Phase 2 Time

Relays R1,R2, . . . ,RN

decode/amplify the
received signal from S

Destination performs
ICI/ISI cancellation and
SFBC decoding

Phase 1 Phase 2 Time

Figure 2: AF/DF transmission protocol in a cooperative SFBC-
OFDM network.

Broadcast reception at the relays

Let x = [X (1),X (2), . . . ,X (M)] denote the information symbol
vector transmitted by the source on M subcarriers. (We use
the following notation in this paper: Bold letter uppercase is
used to represent matrices and bold letter lower case is used
to represent vectors. R(·) denotes real value of a complex
argument and I(·) denotes imaginary value. x(I) and x(Q)

denote the real and imaginary parts of the complex number
x. (·)H and (·)T denote matrix conjugate transposition
and matrix transposition, respectively. (·)∗ denotes matrix
conjugation. diag{a1, a2, . . . , aN} is a diagonal matrix having
diagonal entries a1, a2, . . . , aN . j denotes

√−1. E{·} denotes

expectation operation.) The received signal, v(k)
r j , on the kth

subcarrier at the jth relay during the OFDM broadcast phase
can be written as

v(k)
r j =

√
E1H

(k)
s j X

(k) + Z(k)
r j , 1 ≤ i ≤M, 1 ≤ j ≤ N , (1)

where H(k)
s j is the frequency response on the kth subcarrier

of the channel from source to jth relay, given by H(k)
s j =

DFTM(h(n)
s j ), where h(n)

s j is the time-domain impulse response
of the channel from source to jth relay. (In all the source-
to-relay and relay-to-destination links, we assume frequency-
selective block fading channel model [21, 22]. The maximum
delay spread of the channel is assumed to be less than the
added guard interval. The channel is assumed to be static for

one OFDM symbol duration.) Z(k)
r j is additive white Gaussian

noise with zero mean and variance σ2, and E{|X (k)|2} = 1.
E1 is the energy per symbol spent in the broadcast phase. On
the source-to-relay links, all the relays listen to the source and
each relay can compensate for its CFO individually. Hence
there is no ISI/ICI on the source-to-relay links.

Space-frequency block coding at the relay in AF protocol

At the relay j, first, phase compensation followed by an

amplification of the received signal is done. Let H(k)
s j =

|H(k)
s j |ejθ(k)

s j . The operation at the relay can then be described

as (i) phase compensation (i.e, multiplication by e−jcθ(k)
s j ), and

(ii) amplification on v(k)
r j such that energy per transmission is

E2, that is,

v̂ (k)
r j =

√
E2

E1 + σ2
e−jθ (k)

s j v(k)
r j , (2)

=
√

E1E2

E1 + σ2

∣∣H(k)
s j

∣∣X (k) + Ẑ (k)
r j , (3)

where

Ẑ (k)
r j =

√
E2

E1 + σ2
e−jθ (k)

s j Z(k)
r j . (4)

The space-frequency block encoding at the relays is illus-
trated in Figure 3. An N × K space-time block code (STBC)
matrix with P information symbols is used across subcarriers
in N-relays. For the AF-SFBC relay phase transmission, we
divide the M subcarriers into Mg groups such that M =
MgK+κ. IfM is not a multiple ofK then, there will not be any
transmission on κ subcarriers, and accordingly the source
will transmit only MgP information symbols and there will
be no transmission on M−MgP subcarriers from the source.
Note that MgP ≤ M since P/K ≤ 1 for the STBC codes
considered. Now, for each relay j, we form Mg groups out

of the MgP values in v̂ (k)
r j , and, for each group q, we form the

2P × 1 vector v̂
(q)
r j , given by

v̂
(q)
r j =

[
v̂

((q−1)P+1)(I)
r j , v̂

((q−1)P+1)(Q)
r j , v̂

((q−1)P+2)(I)
r j , v̂

((q−1)P+2)(Q)
r j ,

· · · v̂ (qP)(I)
r j , v̂

(qP)(Q)
r j

]T
.

(5)

The space-frequency coded symbols for the qth group of the
jth relay can be obtained as

c
(q)
r j = A j v̂

(q)
r j

=
√

E1E2

E1 + σ2
A jH

(q)
s j x(q) + A j ẑ

(q)
r j , 1 ≤ q ≤Mg ,

(6)

where the 2P × 2P matrix H
(q)
s j = diag[|H((q−1)P+1)

s j |,
|H((q−1)P+1)

s j |, . . . , |H(qP)
s j |, |H(qP)

s j |], the 2P × 1 vector ẑ
(q)
r j

= [Ẑ
((q−1)P+1),(I)
r j , Ẑ

((q−1)P+1),(Q)
r j , . . . , Ẑ

(qP),(I)
r j , Ẑ

(qP),(Q)
r j ]

T
, and

the 2P × 1 vector x(q) = [X ((q−1)P+1),(I),X ((q−1)P+1),(Q), . . . ,
X (qP),(I), X (qP),(Q)]

T
. The A j matrices perform the space-

frequency encoding. For example, for the 2-relay case (i.e.,
N = 2) using Alamouti code:

A1 =
[

1 0 j 0

0 −1 0 j

]
, A2 =

[
0 1 0 j

1 0 j 0

]
. (7)
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M subcarrier OFDM symbol at the relay

N × K
STBC matrix

1 2 3

1 2 3

1 2 3

M
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· · ·

· · ·

...
...

...
...

...
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GI

GI
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Figure 3: Space-frequency block coding at the relays.

The overall space-frequency coded symbol vector from the
jth relay can be written as

cr j =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

c(1)
r j

...

c
(Mg )
r j

0κ×1

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (8)

Finally, the inverse Fourier transform of cr j , that is, tr j =
IDFT(cr j) is transmitted by the jth relay.

Received signal at the destination

The received time-domain baseband signal at the desti-
nation, after coarse carrier frequency synchronization and
guard time removal, is given by

y(n) =
N∑

j=1

(
t(n)
r j � h(n)

jd

)
ej2πε j n/N + z(n)

d , 0 ≤ n ≤M − 1,

(9)

where � denotes linear convolution, hnjd is the channel
impulse response from the jth relay to the destination. It is
assumed that hnjd is nonzero only for n = 0, . . . ,L− 1, where
L is the maximum channel delay spread. It is also assumed
that the added guard interval is greater than L. ε j , j =
1, . . . N , 0 ≤ |ε j| ≤ 0.5, denotes residual carrier frequency
offset (CFO) from the jth relay normalized by the subcarrier

spacing, and z(n)
d is the AWGN with zero mean and variance

σ2
d . We assume that all the nodes are time synchronized and

that ε j , j = 1, . . . ,N are known at the destination. At the
destination, y(n) is first fed to the DFT block. The M×1 DFT
output vector, y, can be written in the form

y =
N∑

j=1

Ψ jH jdcr j + zd, (10)

where Ψ j is a M ×M circulant matrix given by

Ψ j =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ(0)
j ψ(1)

j · · · ψ(M−1)
j

ψ(M−1)
j ψ(0)

j · · · ψ(M−2)
j

...
...

. . .
...

ψ(1)
j ψ(2)

j · · · ψ(0)
j

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (11)

where

ψ(k)
j = DFTM

(
ej2πnε j /M

)
. (12)

H jd is the M ×M diagonal channel matrix given by H jd =
diag[H(1)

jd ,H(2)
jd , . . . ,H(M)

jd ], and the channel coefficient in

frequency domain H(k)
jd is given by H(k)

jd = DFTM(h(n)
jd ). Sim-

ilarly, zd = [Z(1)
d ,Z(2)

d , . . . ,Z(M)
d ], where Z(k)

d = DFTM(z(n)
d ).

Equation (10) can be rewritten as

y =
N∑

j=1

ψ(0)
j H jdcr j +

∑N

j=1

(
Ψ j − ψ(0)

j I
)

H jdcr j
︸ ︷︷ ︸

ICI

+ zd. (13)

If we collect the K entries of y corresponding to the qth SFBC
block and form a K × 1 vector y(q), then we can write

y(q) =
N∑

j=1

ψ(0)
j H

(q)
jd c

(q)
r j +

N∑

j=1

(
Ψ j − ψ(0)

j I
)[q]

H jdcr j + z
(q)
d ,

(14)

where H
(q)
jd =diag[H

((q−1)K+1)
jd , . . . ,H

(qK)
jd ], z

(q)
d = [Z

((q−1)K+1)
d ,

. . . ,Z
(qK)
d ]T and (·)[q] denotes picking the K rows of a matrix

starting from (q − 1)K + 1.
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Optimal ML detector and zero-forcing detector

Using (6), the cr j vector in (8) can be written as

cr j =
√

E1E2

E1 + σ2

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A jH
(1)
s j 0 · · · 0 0

0 A jH
(2)
s j · · · 0 0

... 0
. . .

...
...

0 0 · · · A jH
(Mg )
s j 0

0 0 · · · 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
Ω j

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

x(1)

x(2)

...

x(Mg )

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
x

+

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A j ẑ
(1)
r j

A j ẑ
(2)
r j

...

A j ẑ
(Mg )
r j

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
ηj

.

(15)

Substituting this in (10), we get

y =
(∑N

j=1
Ψ jH jdΩ j

)

︸ ︷︷ ︸
Φ

x +
N∑

j=1

Ψ jH jdη j + zd. (16)

The optimal ML detection of x is given by

x̃ = arg min
x

( y −Φ x )
H
Σ−1( y −Φ x ), (17)

where Σ is the covariance matrix of
∑N

j=1Ψ jH jdηj + zd. This

has complexity of the order O(M�M/K�P), where M is the
cardinality of the signal set used. A suboptimal zero-forcing
detection can be carried out using

ỹ = (ΦHΦ
)−1

ΦH y. (18)

Since Φ is of size M × M, the inversion operation is of
complexity O(M4). Interference cancellers at much lesser
complexity can be adopted for the detection. In the fol-
lowing, we formulate the proposed ISI-ICI cancellation
approach.

Detection in frequency-flat channel in the absence of CFO

For a frequency-flat channel, all the diagonal entries of H
(q)
s j

and H
(q)
jd become equal. Hence in frequency-flat channel with

no CFO, (14) reduces to

y(q) =
N∑

j=1

∣∣∣H((q−1)2P+1)
s j

∣∣∣H((q−1)K+1)
jd A jx(q)

+
N∑

j=1

A j ẑ
(q)
r j + z

(q)
d .

(19)

Define H
(q)
eq = ∑N

j=1|H((q−1)2P+1)
s j |H((q−1)K+1)

jd A j . It can then

be verified from the results in [20] that R(H
(q)
eq

H
H

(q)
eq ) is

a block diagonal matrix, and hence with the operation

R(H
(q)
eq

H
y(q)) it is possible to do full-diversity symbol-by-

symbol detection of y(q). But when the channel is frequency-
selective and CFOs are nonzero, this detection gives rise
to ISI and ICI, which we will analyze in the following
Section 2.1.

2.1. ICI and ISI in AF protocol

Now we analyze the ICI and ISI at the output of the
detection scheme described in Section 2, when the relays-to-
destination channels as well as the source-to-relays channels
are frequency-selective and when CFOs are not equal to zero.
Define

H
(q)
eq-af =

N∑

j=1

√
E1E2

E1 + σ2
ψ(0)
j

∣∣∣H((q−1)2P+1)
s j

∣∣∣H((q−1)K+1)
jd A j .

(20)

Since
√
E1E2/(E1 + σ2)ψ(0)

j is a scalar, it is easily verified from

the results in [20] that R(H
(q)
eq-af

H
H

(q)
eq-af) is a block diagonal

matrix. Next, we split the channel matrices H
(q)
s j and H

(q)
jd into

a quasistatic part and a nonquasistatic part, as

H
(q)
s j =

∣∣∣H((q−1)2P+1)
s j

∣∣∣ I
︸ ︷︷ ︸

H
(q)
s j,qs

+

⎡
⎢⎢⎢⎢⎢⎣

0 0 · · · 0

0 V · · · 0
...

...
. . .

...

0 0 · · · ∣∣H(q2P)
s j

∣∣− ∣∣H((q−1)2P+1)
s j

∣∣

⎤
⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
H

(q)
s j,nqs

,

H
(q)
jd = H

((q−1)K+1)
jd I

︸ ︷︷ ︸
H

(q)
jd,qs

+

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 · · · 0

0 S · · · 0
...

...
. . .

...

0 0 · · · H
(qK)
jd −H

((q−1)K+1)
jd

⎤
⎥⎥⎥⎥⎥⎥⎦

︸ ︷︷ ︸
H

(q)
jd,nqs

,

(21)

where V denotes |H((q−1)2P+2)
s j | − |H((q−1)2P+1)

s j | , and S de-

notes H
((q−1)K+2)
jd −H

((q−1)K+1)
jd .
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Using this, the output of the operation R
(

H
(q)
eq-af

H
y(q)

)

on (14) can be written as

ŷ(q) = R
(

H
(q)
eq-af

H
H

(q)
eq-af

)
x(q)

︸ ︷︷ ︸
Signal part

+ R
(

H
(q)
eq-af

H∑N

j=1
ψ(0)
j W

)
︸ ︷︷ ︸
ISI due to frequency-selectivity

of broadcast and relay channels

x
(q)

+ R
(

H
(q)
eq-af

H∑N

j=1
(Ψ j − ψ(0)

j I )
[q]

H jdcr j
)

︸ ︷︷ ︸
ICI due to CFOs

+ R
(

H
(q)
eq-af

H(∑N

j=1
A j ẑ

(q)
r j + z

(q)
d

))

︸ ︷︷ ︸
Total noise

,

(22)

where W denotes that ( H
(q)
jd,nqsA jH

(q)
s j,qs + H

(q)
jd,qsA jH

(q)
s j,nqs +

H
(q)
jd,nqsA jH

(q)
s j,nqs).

As pointed out earlier, the optimum detector in this
case would be a joint maximum-likelihood detector in
PMg variables, which has a prohibitive exponential receiver
complexity.

2.2. Proposed ISI-ICI cancelling detector
for AF protocol

In this section, we propose a two-step parallel interfer-
ence canceling (PIC) receiver that cancels the frequency-
selectivity-induced ISI, and the CFO-induced ICI. The
proposed detector estimates and cancels the ISI (caused due
to the violation of the quasistatic assumption) in the first
step, and then estimates and cancels the ICI (caused due
to loss of subcarrier orthogonality because of CFO) in the
second step. This two-step procedure is then carried out in
multiple stages. The proposed detector is presented in the
following.

As can be seen, (22) identifies the desired signal, ISI,
ICI, and noise components present in the output ŷ(q). Based
on this received signal model and the knowledge of the

matrices H
(q)
jd,nqs, H

(q)
jd,qs, H

(q)
s j,nqs, H

(q)
s j,qs, and H

(q)
eq-af, for all

q, j we formulate the proposed interference estimation and
cancellation procedure as follows.

(1) For each space-frequency code block q, estimate the
information symbols x̂(q) from (22), ignoring ISI and
ICI.

(2) For each space-frequency code block q, obtain an
estimate of the ISI (i.e., an estimate of the ISI term in
(22)) from the estimated symbols x̂(q) in the previous
step.

(3) Cancel the estimated ISI from ŷ(q).

(4) Using x̂(q) from step 1, regenerate ĉ(q) using (6). Then,
using ĉ(q), obtain an estimate of the ICI (i.e., an
estimate of the ICI term in (22)).

(5) Cancel the estimated ICI from the ISI-canceled
output in step 3.

(6) Take the ISI- and ICI-canceled output from step 5
as the input back to step 1 (for the next stage of
cancellation).

Based on the above, and Λ
(q)
af = R(H

(q)
eq-af

H
H

(q)
eq-af), the

cancellation algorithm for the mth stage can be summarized
as in Algorithm 1.

It is noted that Algorithm 1 has polynomial complexity.

Also, Λ
(q)
af is a full-rank block diagonal matrix, and its

inversion in the second equation in Algorithm 1 is simple.
Assuming that the multiplication of the matrices A j with
Hs j , H jd could be precomputed, the total number of complex
multiplications required for m stages of the proposed
iterative interference cancellation is 2P�M/K�(K + 2P+ (m−
1)(4P + 2K + NK)), which is much less complex than the
zero-forcing detector complexity of O(M4).

3. COOPERATIVE SFBC-OFDM WITH DF PROTOCOL

The broadcast phase of the transmission protocol is the same
for both AF protocol as well as DF protocol. In the relay
phase of the DF protocol, however, the relays decode the
information (instead of merely amplifying it) sent by the
source, and transmits a space-frequency encoded version of
this decoded information. This phase is called DF-SFBC relay
phase. The destination receives this transmission, does ISI
and ICI cancellation, followed by SFBC decoding.

Space-frequency block coding at the relay in DF protocol

We employ the same space-frequency encoding strategy as
in AF protocol, except that instead of an amplification
operation in (2) at the relay j, a decoding of the information
symbols is done, that is, the decoded symbol on the kth

subcarrier at the jth relay, denoted by X̃ (k)
j , is obtained as

X̃ (k)
j =

√
E2

(
arg min
X (k)

∥∥∥v(k)
r j −

√
E1H

(k)
s j X

(k)
∥∥∥

2
)

,

1 ≤ i ≤MgP, 1 ≤ j ≤ N ,

(23)

where E2 is the energy per transmission in the relay phase.
The corresponding space-frequency coded symbols for the
qth group of subcarriers of the jth relay is obtained as

c
(q)
r j = A j x̃

(q)
j , (24)

where x̃
(q)
j = [X̃

((q−1)P+1), (I)
j , X̃

((q−1)P+1),(Q)
j , . . . , X̃

(qP), (I)
j ,

X̃
(qP),(Q)
j ]T . The received signal model at the destination in

the DF protocol is the same as in (14), with c
(q)
r j generated

as in (24). It is possible that the symbol vector x is detected
differently at each relay. For the purpose of developing the IC
algorithm, however, and henceforth in this paper, we assume

that x̃
(q)
j = x̃

(q)
k ∀ j, k and drop the j index from x̃

(q)
j . In all

our simulations, however, we will use the actual x̃
(q)
j ’s at the

relays.
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Initialization: Set m = 1.
Evaluate

ŷ(q,m) = R
(

H
(q)
eq-af

H
y(q)
)

, 1 ≤ q ≤Mg.

Loop
Estimate

x̂(q,m) = (Λ(q)
af

)−1
ŷ(q,m), 1 ≤ q ≤Mg.

Cancel ISI
ŷ(q,m+1) = ŷ(q,1)

−R

(
H

(q)
eq-af

H
N∑

j=1

ψ(0)
j

(
H

(q)
jd,nqsA jH

(q)
s j,qs + H

(q)
jd,qsA jH

(q)
s j,nqs + H

(q)
jd,nqsA jH

(q)
s j,nqs

))
x̂(q,m),

1 ≤ q ≤Mg.

Form ĉ
(q,m)
r j from

ĉ
(q,m)
r j =

√
E1E2

E1 + σ2
A jH

(q)
s j x̂(q,m), 1 ≤ q ≤Mg , 1 ≤ j ≤ N.

Stack ĉ
(q,m)
r j and form ĉ(m)

r j

Cancel ICI

ŷ(q,m+1) = ŷ(q,m+1) −R

(
H

(q)
eq-af

H
N∑

j=1

(
Ψ j − ψ(0)

j I
)[q]

H jd ĉ(m)
r j

)
, 1 ≤ q ≤Mg.

m = m + 1 goto Loop.

Algorithm 1

Detection in frequency-flat channel in the absence of CFO

For a frequency-flat channel (i.e., H
(q)
jd = H

((q−1)K+1)
jd I) with

no carrier frequency offset (i.e., ε j = 0 ∀ j), (14) reduces to

y(q) =
N∑

j=1

H
((q−1)K+1)
jd A j x̃(q) + z

(q)
d . (25)

Define H
′(q)
eq = ∑N

j=1H
((q−1)K+1)
jd A j . Then, by the properties

of A j given in [20], R(H
′(q)
eq

H
H
′(q)
eq ) is a block diagonal

matrix containing 2 × 2 matrices as diagonal entries. Hence
it is possible to do full-diversity symbol-by-symbol detection

with the operation R(H
′(q)
eq

H
y(q)). As in AF protocol, when

the channel is frequency-selective and CFOs are nonzero, this
detection gives rise to ISI and ICI.

3.1. ICI and ISI in DF protocol

Now, we analyze the ICI and ISI at the output of the diversity
combining operation when the relays-to-destination chan-
nels are frequency-selective and CFOs are nonzero. Define

H
(q)
eq-df =

N∑

j=1

ψ(0)
j H

((q−1)K+1)
jd A j . (26)

Sinceψ(0)
j is a scalar, R(H

(q)
eq-df

H
H

(q)
eq-df) is also a block diagonal

matrix. If H
(q)
jd matrix is split as in (21), the output of the

operation R(H
(q)
eq-df

H
y(q)) on (14) can be written as

ŷ (q) = R
(

H
(q)
eq-df

H
H

(q)
eq-df

)
x̃ (q)

︸ ︷︷ ︸
Signal part

+ R
(

H
(q)
eq-df

H∑N

j=1
ψ(0)
j H

(q)
jd,nqsA j

)
x̃ (q)

︸ ︷︷ ︸
ISI

+ R
(

H
(q)
eq-df

H∑N

j=1

(
Ψ j − ψ(0)

j I
)[q]

H jdcr j
)

︸ ︷︷ ︸
ICI due to CFOs

+ R
(

H
(q)
eq-df

H
z

(q)
d

)
︸ ︷︷ ︸

Total noise

.

(27)

As in AF protocol, the optimum detector in this case would
be a maximum likelihood detector in PMg variables, which
has prohibitive exponential receiver complexity.

3.2. Proposed ISI-ICI cancelling detector
for DF protocol

Similar to the AF protocol, we propose a two-step PIC
receiver for the DF protocol that cancels the frequency-
selectivity induced ISI, and the CFO induced ICI. As can
be seen, (27) identifies the desired signal, ISI, ICI, and noise
components present in the output ŷ(q). Based on this received

signal model and the knowledge of the matrices H
(q)
jd,nqs,

H
(q)
jd,qs, and H

(q)
eq-df, for all q, j, we formulate the proposed

interference estimation and cancellation procedure. Let

Λ
(q)
df = R(H

(q)
eq-df

H
H

(q)
eq-df). The cancellation algorithm for the

mth stage can be summarized as in Algorithm 2.
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Initialization: Set m = 1.
Evaluate

ŷ(q,m) = R
(

H
(q)
eq-df

H
y(q)
)

, 1 ≤ q ≤Mg.

Loop
Estimate

x̂(q,m) = (Λ(q)
df

)−1
ŷ(q,m), 1 ≤ q ≤Mg.

Cancel ISI

ŷ(q,m+1) = ŷ(q,1) −R

(
H

(q)
eq-af

H N∑
j=1

ψ(0)
j H

(q)
jd,nqsA j

)
x̂(q,m), 1 ≤ q ≤Mg.

Form ĉ
(q,m)
r j from

ĉ
(q,m)
r j = √E2A j x̂(q,m), 1 ≤ q ≤Mg , 1 ≤ j ≤ N.

Stack ĉ
(q,m)
r j and form ĉ(m)

r j

Cancel ICI

ŷ(q,m+1) = ŷ(q,m+1) −R

(
H

(q)
eq-df

H
N∑

j=1

(
Ψ j − ψ(0)

j I
)[q]

H jd ĉ(m)
r j

)
, 1 ≤ q ≤Mg.

m = m + 1 goto Loop.

Algorithm 2

The order of complexity for Algorithm 2 is the same
as that of the algorithm for AF protocol presented in
Section 2.2.

4. SIMULATION RESULTS AND DISCUSSIONS

Simulation results for AF protocol

In this section, we evaluate the BER performance of the
proposed interference cancelling receiver through simula-
tions for the AF protocol in CO-SFBC-OFDM. For all the
simulations, the total transmit power per symbol is equally
divided between broadcast phase and relay phase. The noise
variance at the destination is kept at unity and the transmit
power per bit is varied. When there is no noise at the relays,
then the transmit power per bit will be equal to the SNR per
bit. We consider the following codes [23] in our simulations:

G2 =
(

x1 x2

−x∗2 x∗1

)
,

G4 =

⎛
⎜⎜⎜⎜⎝

x1 x2 x3 0

−x∗2 x∗1 0 x3

−x∗3 0 x1 x2

0 −x∗3 −x∗2 x∗1

⎞
⎟⎟⎟⎟⎠

,

G8 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

x1 x2 x3 0 x4 0 0 0

−x∗2 x∗1 0 x3 0 x4 0 0

−x∗3 0 x1 x2 0 0 x4 0

0 −x∗3 −x∗2 x∗1 0 0 0 x4

−x∗4 0 0 0 x1 x2 x3 0

0 −x∗4 0 0 −x∗2 x∗1 0 x3

0 0 −x∗4 0 −x∗3 0 x1 x2

0 0 0 −x∗4 0 −x∗3 −x∗2 x∗1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(28)

First, in Figure 4, we present the performance of a two-
relay CO-SFBC-OFDM scheme using G2 code. The received
SNRs at all the relays are set to 35 dB. Two-ray, equal-power
Rayleigh fading channel model is used for all the links.
Number of subcarriers used is M = 64 and modulation used
is 16-QAM. The CFO values at the destination for relays
1 and 2, [ε1, ε2], are taken to be [0.1, −0.08]. We plot the
BER performance of CO-SFBC-OFDM without IC and with
2 and 3 stages (m = 2, 3) of IC. The BER performance of
noncooperative OFDM (i.e., simple point-to-point OFDM)
which has the same power per transmitted bit as that of CO-
SFBC-OFDM is also plotted for comparison. For CO-SFBC-
OFDM, we also plot the performance of an ideal case when
there is no interference, that is, when CFO = [0, 0] and L = 1
(frequency-flat fading). From Figure 4, it can be seen that
without interference cancellation, the performance of CO-
SFBC-OFDM is worse than that of noncooperative OFDM.
The performance improves significantly with 2 and 3 stages
of cancellation, and it approaches the ideal performance of
cooperation without interference. For example, at a BER of
10−2, the performance improves by 12 dB with 3 stages of
cancellation compared to no cancellation, and it is 0.5 dB
close to the ideal performance. It can be seen that, at low
SNRs, the ideal performance with cooperation is worse than
that of no cooperation. This is because of the half-power split
of CO-SFBC-OFDM between broadcast and relay phases. It
can be observed that the slope of the BER curve of the ideal
performance is steeper (2nd order diversity) than that of no
cooperation (1st order diversity), and the crossover due to
this diversity order difference happens at around 24 dB.

Next, in Figure 5, we repeat the same experiment (as in
Figure 4) with 3 relays using G3 code, which is obtained by
deleting one column from G4 code in (38–40). The CFO
values at the destination for relays 1, 2, and 3, [ε1, ε2, ε3],
are taken to be [0.1, −0.08, 0.06]. Similar observations on
the performance as in Figure 4 can be made in Figure 5 also.
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Figure 4: BER performance as a function of SNR for CO-SFBC-
OFDM on frequency-selective fading (L = 2). M = 64, 2 relays
(N = 2, G2 code), CFO = [0.1, −0.08], 16-QAM, SNR on broadcast
links = 35 dB. AF protocol and phase compensation at the relays.

For example, at a BER of 10−2, the performance of CO-
SFBC-OFDM improves by over 5 dB because of interference
cancellation compared to no cancellation. The difference is
less compared to G2 code because of higher-order diversity
(3rd order diversity) in this case of G3 code.

In Figure 6, we present the effect of number of relays on
the performance of the interference cancellation algorithm.
Codes G2,G3,G4, and G8 are used to evaluate the perfor-
mance with 2, 3, 4 and 8 relays, respectively. The received
SNRs at the relays are set to 45 dB. The CFOs for the different
relays are [0.1, −0.08, 0.06, 0.12, −0.04, 0.02, 0.01, −0.07]
and all the channels are assumed to be 2-ray, equal-power
Rayleigh channels. The transmit power is kept at 18 dB per
bit. The BER performance of noncooperative OFDM and no
interference (L = 1, CFO = 0, ideal) are also plotted. It can
be observed that without IC, the performance of CO-SFBC-
OFDM is worse than no cooperation and the performance
improves with increasing stages of IC and approaches the
ideal performance for all the cases considered. It can also
be observed that performance improves with increase in
number of relays, and the returns are diminishing with
increase in number of relays.

Simulation results for DF protocol

In Figures 7, 8, and 9, we repeat the same experiments as
in Figures 4, 5, and 6, respectively, for DF protocol at the
relays. For G2 code, from Figure 7, it can be observed that
the performance without IC is worse than no cooperation.
The performance improves with increasing number of
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L = 2, nonzero CFO, IC, m = 2
L = 2, nonzero CFO, IC, m = 3
L = 1, CFO = 0, (ideal)
Non-cooperative OFDM

Figure 5: BER performance as a function of SNR for CO-SFBC-
OFDM on frequency-selective fading (L = 2). M = 64, 3 relays
(N = 3, G3 code), CFO = [0.1, −0.08, 0.06], 16-QAM, SNR on
broadcast links = 35 dB. AF protocol and phase compensation at
the relays.
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L = 1, CFO = 0, (ideal)
Non-cooperative OFDM

Figure 6: BER performance as a function of number of relays for
CO-SFBC-OFDM on frequency-selective fading (L = 2). M = 64,
Transmit power = 18 dB per bit. CFO = [0.1, −0.08, 0.06, 0.12,
−0.04, 0.02, 0.01,−0.07], 16-QAM, SNR on broadcast links = 45 dB.
G2,G3,G4 and G8 codes with rates 1, 3/4, 3/4 and 1/2 are used. AF
protocol and phase compensation at the relays.
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Figure 7: BER performance as a function of SNR for CO-SFBC-
OFDM on frequency-selective fading (L = 2). M = 64, 2 relays
(N = 2, G2 code), CFO = [0.1, −0.08], 16-QAM, SNR in broadcast
links = 35 dB. DF protocol at the relays.

cancellation stages. For example, at a BER of 10−2, there
is a 6 dB improvement with 3 stages of cancellation. It can
also be observed that crossover between CO-SFBC-OFDM
(ideal) and no cooperation happens at a transmit power of
12 dB. For G3 code also, Figure 8 shows similar performance
improvement with IC. Figure 9 shows the performance plots
for different number of relays using G2, G3, G4, and G8

codes. Finally, comparing the performances of AF and DF
protocols, that is, Figures 4 with 7, 5 with 8, and 6 with 9,
it can be observed that DF protocol has better performance
compared to AF protocol for all the cases considered.

5. CONCLUSIONS

In this paper, we addressed the issue of interference (ISI and
ICI due to synchronization errors and frequency selectivity of
the channel) when SFBC codes are employed in cooperative
OFDM systems, and proposed a low-complexity interference
mitigation approach. We proposed an interference cancel-
lation algorithm for a CO-SFBC-OFDM system with AF
protocol and phase compensation at the relays. We also
proposed an interference cancellation algorithm for the same
system when DF protocol is used at the relays, instead of AF
protocol with phase compensation. Our simulation results
showed that, with the proposed algorithms, the performance
of the CO-SFBC-OFDM was better than OFDM without
cooperation even in the presence of carrier synchronization
errors. It is also shown that DF protocol performs better
than the AF protocol in these CO-SFBC-OFDM systems.
The proposed IC algorithms can be extended to handle the
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Figure 8: BER performance as a function of SNR for CO-SFBC-
OFDM on frequency-selective fading (L = 2). M = 64, 3 relays
(N = 3, G3 code), CFO = [0.1, −0.08, 0.06], 16-QAM, SNR in
broadcast links = 35 dB. DF protocol at the relays.
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Figure 9: BER performance as a function of number of relays for
CO-SFBC-OFDM on frequency-selective fading (L = 2). M = 64,
at a transmit power of 18 dB per bit. CFO = [0.1, −0.08, 0.06, 0.12,
−0.04, 0.02, 0.01,−0.07], 16-QAM, SNR in broadcast links = 45 dB.
G2,G3,G4 and G8 codes with rates 1, 3/4, 3/4 and 1/2 are used. DF
protocol is employed at the relays.
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ISI effects caused due to imperfect timing on the relays-
to-destination channels, that is, due to nonzero timing
offsets at the destination. In the simulation results presented,
the receiver is assumed to know the exact channel state
information. The performance is expected to deteriorate
when the receiver has only an estimated channel state
information. The analysis of this deterioration and possible
ways of mitigating this would be an interesting area of future
work. Also, it is assumed that the relays are always available
for cooperation. Algorithms to “discover” the nodes that
could participate in the cooperation could also be an area of
future work.
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Copyright © 2008 J. Alonso-Zárate et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

1. INTRODUCTION

One of the unique features of the wireless channel is its
inherent broadcast nature. The air interface is a common
communication channel that is shared among all the stations
in a wireless network. Therefore, all the transmissions can
be overheard by any station which receives enough signal
strength from the transmitter. This broadcast nature poses
severe challenges in the field of security, but on the other
hand, opens a wide and interesting line of research targeted
at exploiting all the potential benefits of those schemes that
promote stations to help each other in the communica-
tions. In multiuser environments, these cooperative schemes
constitute a potential alternative to overcome the practical
implementation drawbacks found out when experimenting
with multiple input multiple output (MIMO) techniques
using relatively small devices.

The improvement induced by exploiting cooperation
in wireless networks can be attained in terms of higher
transmission rate, lower transmission delay, more efficient
power consumption, or even increased coverage range. In

the example illustrated in Figure 1, all the stations located in
the transmission range of the source station (idealized in the
figure with the solid circle centered at the source station) can
collaborate to convey a message to a destination out of the
transmission range of the transmitter. These helping stations
are typically referred to as the relays.

The fundamental theory behind the concept of coop-
eration has been deeply studied among researchers during
the last years [1–6] and now, it is currently one of the
hottest topics in several engineering fields ranging from
information theory to computer science. However, there is
still a long way ahead in bringing to life all these theoretical
concepts and developing efficient protocols that can exploit
the inherent broadcast nature of wireless links to improve
the performance of networks operating over the air interface.
Among other open issues, the design of efficient medium
access control (MAC) protocols required to manage the relay
retransmissions is yet a topic of great interest.

The focus of this paper is on the design and analysis of
an MAC protocol that allows executing a distributed and
cooperative automatic retransmission request (ARQ) scheme
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Figure 1: Cooperative scenario.

in wireless networks. These schemes exploit the broadcast
nature of the wireless channel in the following manner;
once a destination station receives a data packet containing
errors, it can request a set of retransmissions from any
of the relays which overheard the original transmission.
retransmissions from the relays might be attained at higher
transmission rates and they may allow for the exploitation
of either space or time diversity. With such a distributed
scheme, it is possible to improve the channel usage as well
as to extend the coverage of the transmissions. Consider
the example illustrated in Figure 2. It represents a multirate
system, such as the IEEE 802.11 or WiMax standards,
where the achievable transmission rate between any pair
of source and destination stations depends, among other
factors, on the signal strength at the receiver. Typically,
the higher the distance between transmitter and receiver,
the lower the achievable transmission rate is for a given
network configuration. This allows for idealizing a scenario
whereby it is possible to define different transmission rate
areas surrounding any transmitting station, as illustrated
in the example of Figure 2. The station S represents a
source station attempting to transmit a data packet to the
destination station D. There are four available transmission
rates R4 > R3 > R2 > R1. The station D lies within the
R1 region of the station S, and thus communication will
be performed at the lowest available transmission rate. This
means, in turn, that a retransmission from the station S to
the station D will have the highest possible cost in terms of
channel time use. However, if the station D requests different
retransmissions from the set of relay stations r1, . . . , r4, with
whom communications might be performed at higher data
transmission rates, for example, at R4, then, the total time
required for the complete transmission process may be
reduced, and thus, the channel usage increased.

Although it would be desirable to be able to tailor near-
optimum protocols to get the most of the cooperative-prone
nature of wireless communications, technological evolution
is somehow constrained by economical drivers and the so-
called imperative backwards compatibility. It is not possible
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Figure 2: Example of cooperative scenario.

to deploy completely novel devices as technology moves
forward, and thus, it is of utmost interest to develop novel
proposals that can at least coexist with currently available
technology. With this idea in mind, a novel MAC protocol
that can obtain the benefits of a distributed cooperative
ARQ scheme while still using widely deployed commercial
devices for wireless local area networks (WLANs) based on
the standard IEEE 802.11 for WLANs [7] is presented in
this paper. The new proposal is called persistent relay carrier
sensing multiple access (PRCSMA) protocol, and it is based
on the seminal idea outlined in [8]. In addition, the protocol
is analytically modeled and a performance discussion of the
protocol is also presented.

It is worth mentioning that according to the specific
way, the selected relay stations handle the original signal
and the way the different copies are combined to reconstruct
the original message at the destination station, it is possible
to classify cooperative (relay) techniques as (i) amplify and
forward techniques, when the relays send an amplified
version of the original message; (ii) compress and forward
techniques, when the relays send a compressed version of
the original transmitted signal, and (iii) decode and forward
techniques, when the relays send recoded copies of the
original message. Note that using decode and forward, the
recoding process can be done on the basis of repeating the
original codification, recoding the original data (or only a
relevant part of it), or using more sophisticated space-time
codification [9]. The MAC protocol presented in this paper
could run on top of any of these schemes, which are, indeed,
transparent to the MAC operation.

The remainder of the paper is organized as follows.
A review of the current state-of-the-art in MAC protocols
for distributed cooperative ARQ schemes is presented in
Section 2. The IEEE 802.11 MAC protocol is outlined in
Section 3, whilst Section 4 is fully devoted to the descrip-
tion and operational example of the PRCSMA. Section 5
presents an analytical model to calculate the average packet
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transmission delay considering the cooperation scheme.
System level simulations are presented in Section 6 in order
to validate the accuracy of the proposed model and to
evaluate the performance of the protocol under different
configurations. Finally, Section 7 concludes the paper and
gives some final remarks.

2. RELATED WORK

The concept of distributed cooperative ARQ has been already
tackled in the past from a fundamental point of view,
considering simplified network topologies, and considering
ideal scheduling among the relays [10–15]. The gains of
a cooperative ARQ scheme analyzed in terms of improved
probability of error are discussed in [10]. In [11], the
signal-to-noise ratio (SNR) gain and the average number of
required retransmissions of a single source cooperative ARQ
protocol are studied. In [12], the performance of different
cooperative protocols is derived in terms of outage probabil-
ity and SNR gain, while in [13], the saturation throughput of
three double-source cooperative ARQ protocols is presented.
Cerutti et al. present in [14] a delay model for single-
source and single-relay cooperative ARQ protocols. In [15],
Morillo-Pozo et al. propose a collaborative ARQ protocol
that exploits diversity through collaboration in wireless
networks. They demonstrate that when M neighboring
stations collaborate using the proposed algorithm can get
the same efficiency as an array of M antennas. Some other
works have been focused on the relay selection criteria within
the context of distributed cooperative ARQ schemes. For
example, in the works presented in [16, 17], an opportunistic
forwarding scheme is presented wherein the best candidate to
retransmit is selected whenever a communication has failed.
On the other hand, in [18, 19], a scenario wherein a set of
the best candidates is selected, therein referred to as a cloud
of relays, is discussed.

Previous work has put in evidence that distributed
cooperative ARQ schemes may yield improved performance,
lower energy consumption and interference, as well as
increased coverage area by allowing communication at lower
SNRs. However, up to the knowledge of the authors, there
are no MAC protocols conceived to execute distributed
cooperative ARQ schemes in wireless networks and to attain
the achievable benefits discussed in the aforementioned
research works. This is the main motivation of the work
presented in this paper. The focus is on the contention
process that takes place in scenarios such as the ones in
[18, 19], where the relays should contend for the access to
the channel.

It is worth mentioning that there exists in the literature
a completely different family of cooperative MAC protocols
[20–26] which have not been designed for the execution of
distributed cooperative ARQ schemes in wireless networks,
but they are aimed at solving other kind of interesting
cooperative issues. In particular, in [20] two versions of the
CoopMAC protocol are designed in the context of 802.11b
WLANs in order to solve the performance anomaly problem
induced by the multirate capability of the distributed coor-
dination function (DCF) of the standard [7]. Korakis et al.

implemented the protocol in actual WLAN cards, as reported
in [21]. The main contribution in [21] is the description
of the overall implementation process and the limitations
found when attempting to implement the protocol. These
limitations were mainly due to the constraints imposed
by the time sensitive tasks performed by wireless cards’
firmware. In addition, the CoopMAC was adapted to wireless
networks using directional antennas in [22]. On the other
hand, both the cooperative-MAC (CMAC) and forward error
correction CMAC (FCMAC) protocols were presented in
[23] within the context of 802.11e networks to improve the
performance and to ensure a certain quality of service. In
[24], the cooperative diversity medium access with collision
avoidance (CD-MACA) protocol is proposed within the
context of wireless ad hoc networks operating over the carrier
sensing multiple access with collision avoidance (CSMA/CA)
protocol. Although the general idea of CD-MACA is rather
interesting, the definition in [24] is quite general and several
implementation details are not considered. From an energy-
efficient perspective, another cooperative MAC protocol is
also presented within the context of ad hoc networks in
[25]. This proposal integrates cooperative diversity into
two different wireless routing protocols by embedding a
distributed cooperative MAC. In [26], a cooperative MAC
protocol was presented within the context of a mesh network
formed by an access point, a number of regular stations, and
one fixed wireless router (relay).

Therefore, and as aforementioned, the PRCSMA ana-
lyzed in this paper has been designed as a MAC protocol
to execute a distributed cooperative ARQ scheme in wireless
networks. Since it is based on the IEEE 802.11 MAC
protocol, Section 3 is devoted to summarize the fundamental
operational rules of the standard.

3. IEEE 802.11 DCF MAC OVERVIEW

The MAC protocol defined in the standard IEEE 802.11 for
WLAN is summarized in this section. The focus has been
put on the DCF, which is the one considered for ad hoc
operation. Further details can be found in [7]. An example
of operation of the protocol is illustrated in Figure 3.

Any station with data to transmit executes a clear channel
assessment (CCA) by which it listens to the channel for a
DCF interframe space (DIFS). If the channel is sensed free
during this DIFS period, the station initiates the transmission
of data. Otherwise, it executes a binary exponential backoff
algorithm by which any station suffering a collision or a failed
transmission, upon detection of the failure, sets a backoff
counter at a randomized value within the interval [0,CW].
CW is referred to as the contention window, and it is initially
set to a predefined value CWmin. As long as the channel is
sensed idle, the backoff counter is decreased by one unit,
referred to at the PHY layer as slot time and typically denoted
by σ . Upon expiration of the timer, the station transmits
again. In the case of failure, the CW is doubled up, up to a
given maximum value CWm = 2m·CWmin = CWMAX, and
the backoff counter is reset to a random value within the
interval [0,CW]. Note that m is the maximum backoff stage.
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Figure 3: IEEE 802.11 MAC protocol.

Therefore, the CW can be expressed and summarized as

CWi = min
{

2iCWmin, CWMAX
}
. (1)

Any given packet is discarded after m′ failed transmission
attempts and the CW is reset to the initial value CWmin in
order to process the next packet.

Two transmission modes of operation are defined in the
standard, namely, the basic access and the collision avoidance
access, which is aimed at combating with the presence of
the hidden and exposed terminals. In the former method,
data packets are directly transmitted when trying to seize the
channel, while in the later method a handshake (request-
to-send (RTS)-clear-to-send (CTS)) between source and
destination is established before initiating the actual data
transmission. Upon the correct reception of a data packet,
the destination station sends back an ACK packet after a
short interframe space (SIFS). This SIFS is necessary to
compensate for propagation delays and radio transceivers
turn around times to switch from receiving to transmitting
mode. It is worth noting that due to the fact that an SIFS
is shorter than a DIFS, acknowledgments are given priority
against regular data traffic.

Another relevant feature of the standard is the virtual
carrier sensing mechanism, by which stations not involved in
an ongoing transmission defer from attempting to transmit
during the time the channel is expected to be used for
an effective transmission between any pair of source and
destination stations. To do so, stations update the network
allocation vector (NAV) which counts for the time the
channel is expected to be occupied.

4. PERSISTENT RCSMA

4.1. Protocol description

The main design goal of PRCSMA is to enable IEEE 802.11
stations to ask their neighborhood to cooperate upon the
erroneous reception of a data packet. This cooperation will
result in a distributed cooperative ARQ scheme. Therefore,
the key objective is to modify the legacy IEEE 802.11 MAC
rules to enable cooperation among the stations in a way that
they could be somehow backwards compatible.

When using PRCSMA, all the stations must listen to
every ongoing transmission in order to be able to cooperate
if required, that is, they should operate in promiscuous
mode. In addition, they should keep a copy of any received
data packet (regardless of its destination address) until it is
acknowledged by the destination station. It is important to
note that the term destination station will be used hereafter

to denote the next-hop destination of a packet, as specified by
the routing protocol, which may not be the final destination
station of a packet. On the other hand, the copy retained by
the relays might be stored at each station data buffer or in a
different dedicated queue.

Whenever a data packet is received with errors at the
destination station, a cooperation phase can be initiated.
The error-check could be performed by cross-checking a
cyclic redundancy code (CRC) attached to the header of the
packet or any other equivalent mechanism. This cooperation
phase will be initiated by the intended destination station
by broadcasting a claim for cooperation (CFC) message
in the form of a control packet after sensing the channel
idle for an SIFS period. Regular data transmissions in IEEE
802.11 are done after a longer silence period (DIFS), and
thus cooperation phases are given priority over regular data
traffic.

The CFC packet invites all the stations to become active
relays for the communication process as long as they meet
some relay selection criteria, not specified in the basic
definition of PRCSMA. Different schemes for selecting a
nonempty set of the most appropriate relays were discussed
by the authors in [27]. It is worth mentioning that although
the optimal scheme would consist in selecting the best relay
for each cooperation phase, the approach in PRCSMA is to
select a set of the most appropriate active relays in order to
loosen the requirement of selecting exactly the best candidate
in each moment [27]. An interesting open line of research
will be focused on assessing the tradeoff between the costs of
selecting the best relay against the time required to solve the
contention among a set of selected relays.

Upon the reception of the CFC, all the stations which
become active relays form the so-called relay set and get
ready to forward their cooperative information. Although
the specific PHY forwarding strategies applied at the relays
and the reconstructing mechanism implemented at the
destination station are out of the scope of the basic definition
of PRCSMA, it is worth recalling that the retransmitted copy
may be simply an amplified version of the original received
packet at each relay, a compressed version of the received
signal, a recoded version of the information, or any kind of
space-time coded packet (see Section 1). For convenience,
the packet transmitted by any relay will be referred to as a
cooperative packet.

Accordingly, the active relays will try to get access to the
channel in order to persistently transmit their cooperative
packet. To do so, they will use the MAC rules specified in
the IEEE 802.11 standard [7], considering the two following
modifications:
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(1) there is no expected ACK associated to each transmit-
ted cooperation packet;

(2) since the subnetwork formed by the relay set works in
saturation conditions, that is, all the relay stations have
a data packet ready to be transmitted, it is necessary to
execute a backoff mechanism at the beginning of the
cooperation phase in order to avoid a certain initial
collision. Therefore, those active relays which do not
have an already set backoff counter (from a previous
transmission attempt) set it up and initiate a random
backoff period before attempting to transmit for the
first time. On the other hand, those relays which
already have a nonzero backoff countervalue keep the
value upon the initialization of a cooperation phase.

A cooperation phase is ended whenever either the desti-
nation station is able to decode the original data packet
by properly combining the different cooperative packets
received from the relay set or a certain maximum coop-
eration timeout has elapsed. In the former case, that is, a
successful cooperation phase, an ACK packet is transmitted
by the destination station. In the latter case, that is, if
the original packet could not be decoded, a negative ACK
(NACK) is transmitted by the destination station. In any case,
all the relays popout the cooperative packet from their queue
upon the end of a cooperation phase.

According to all this operation, three implementation
issues should be considered.

(1) The CFC can be a regular RTS packet, using the empty
field for address 4, as done in [21], to distinguish the
packet from a normal RTS.

(2) As long as there is at least one active relay, the
persistent behavior of PRCSMA eliminates the prob-
ability that the destination station does not receive
the required amount of cooperation retransmissions
[27] by pretending there are infinite stations trying to
cooperate.

(3) The active relays could execute either the basic access
or the collision avoidance (COLAV) mode during a
cooperation phase. On the one hand, as data bit rates
become higher, it becomes more critical to reduce the
overhead associated to the payload in order to avoid
an unnecessary waste of the radio resources; therefore,
it would be desirable to use the basic access mode.
However, the COLAV mechanism acts as a protection
mechanism against the hidden terminal problem, and
thus, it will be necessary to consider the use of the RTS-
CTS handshake also for the relays retransmissions in
multihop networks.

4.2. Operational example

For the sake of understanding of PRCSMA, and before
getting into the insights of the proposed analytical model,
an example of operation of PRCSMA is presented in
this section. A simple network layout with 4 stations is
considered, all of them in the transmission range of each
other. The basic access mode is considered, and a source

station (S) transmits a data packet to destination station (D)
with the support of both relays R1 and R2. The cooperation
phase is represented in Figure 4, and explained as follows:

(1) at instant t1, station S sends a data packet to station D;
(2) upon reception, at instant t2 station D broadcasts a

CFC packet asking for cooperation to those stations in
its neighborhood (R1 and R2 in this example);

(3) stations R1 and R2 receive the CFC packet and set up
their backoff counters CW1 and CW2 at instant t3;

(4) at instant t4, the backoff counter of R1 expires (CW1),
and R1 attempts a cooperative transmission;

(5) at instant t5, R2 resumes the backoff counter while R1
resets a new value for its backoff counter (CW′

1);
(6) at instant t6, the backoff counter of R2 expires and R2

attempts a cooperative transmission;
(7) at instant t7, R1 resumes the backoff counter and R2

resets a new backoff counter;
(8) at instant t8, the backoff counter of R2 expires and R2

attempts a cooperative transmission;
(9) at instant t9, station D is able to properly decode the

original data packet and sends back an ACK packet,
indicating the end of the cooperation phase. All the
stations then know that the cooperation phase has
ended.

5. PRCSMA ANALYTICAL MODEL

5.1. Overview and motivation

It is always interesting to know, or at least to predict, the
cost of retransmitting when executing ARQ schemes. In
the distributed and cooperative scenario proposed in this
paper, any destination station should assess the suitability
of initiating a cooperative phase before actually sending the
CFC. Therefore, accurate models to estimate the average
delay associated to the distributed cooperative ARQ scheme,
seen as the expected duration of the whole packet transmis-
sion time, including the cooperation phase, are required. In
addition, these models may allow optimizing any given figure
of merit of the system (such as the network throughput).
Accordingly, an analytical model to evaluate the average
distributed cooperative ARQ packet transmission delay when
using PRCSMA is presented in this section.

As mentioned before, upon the reception of a CFC
packet, all those stations that accomplish with some certain
relay selection criteria become active relays and they will
attempt to transmit their cooperative packet as many times
as necessary until the cooperation phase is over. Therefore,
the network will be in saturation conditions for the whole
cooperative phase until the destination station is able to
decode the packet. As a consequence, the relay set during a
cooperation phase can be seen as a saturated network, and
thus, existing analytical models for saturated IEEE 802.11
networks can be used as the foundations to develop the
PRCSMA analytical model.

There exist in the literature different analytical models
which develop accurate expressions of both throughput and
average data packet transmission delay for IEEE 802.11
networks [28–32]. Most of them model the backoff counter
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Figure 4: PRCSMA example of operation.

of an individual station with a Markov chain, and then use
it to derive the overall network performance metrics. The
main interest now is in deriving the average delay required
to achieve a given average number of successful consecutive
transmissions among all the stations forming the relay set.
Therefore, although the individual station approach is useful
to model PRCSMA, up to the knowledge of the authors,
the derivation of this average distributed cooperative ARQ
packet transmission delay, seen as the average duration of
a complete data packet transmission time, including the
cooperation phase that involves the relays, has not been
tackled so far. This paper presents the analysis of this figure
of merit for an IEEE 802.11-PRCSMA network.

5.2. Markov chain model

The backoff counter of a single PRCSMA station can be
modeled using the embedded Markov chain presented and
analyzed by Wu et al. in [29], and which is illustrated in
Figure 5 to facilitate the understanding of the presented
analysis. Each of the states represents a different value that
the backoff counter of a station can take. Any pair (i, j)
denotes the current value of the backoff counter i at the
backoff stage j. Accordingly, the state (0, 0) represents a
transmission attempt. A comprehensive description of the
chain can be found in [29].

A time-slotted system is considered where a total of n
stations are within the transmission range of each other. A
slot is defined as the unit of time between consecutive backoff
counter decrements and it has a different duration depending
on whether a slot is idle or busy. The main assumption of
the model is that the probability of having a collision when
attempting to transmit in a given time slot, p, is considered
to be constant along time. W0 = CWmin is the size of the
initial CW, m is the maximum backoff stage, and m′ is the
maximum number of retransmissions before discarding a
packet. It is worth noting that if m′ > m, then the backoff
window will remain at the maximum stage (m) for the last
m′−m transmission attempts. Therefore, the probability that

one station attempts to transmit in a given slot, denoted by
τ, is derived in [29] as

τ = 1− pm+1

1− p
b0,0, (2)

where

b0,0 =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2(1− 2p)(1− p)

W0
(
1− (2p)m+1)(1− p) + A

, m ≤ m′

2(1− 2p)(1− p)

W0
(
1− (2p)m′+1)(1− p) + A + B

, m > m′,

(3)

and A = (1−2p)(1−pm+1) and B =W02m′pm′+1(1−2p)(1−
pm−m′). Therefore, the probability of collision p in a given
slot is equal to

p = 1− (1− τ)n−1. (4)

The probability that at least one of the n stations attempts to
transmit in a given slot, Ptr, can be expressed as

Ptr = 1− (1− τ)n, (5)

and the probability of having a successful slot given that a
station transmits, ps, is given by

ps = nτ(1− τ)n−1

Ptr
. (6)

Finally, the probabilities of having an idle (Pi), successful
(Ps), or collided (Pc) slot can be then written as

Pi = 1− Ptr,

Ps = Ptr·ps = nτ(1− τ)n−1,

Pc = Ptr(1− ps).

(7)

Using these expressions, the average distributed cooperative
ARQ packet transmission delay is analyzed in the following
subsections.
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Figure 5: Wu’s Markov chain to model the backoff window of the IEEE 802.11 standard.

5.3. Average distributed cooperative ARQ packet
transmission delay analysis

The average distributed cooperative ARQ packet transmis-
sion delay of PRCSMA is defined as the average duration of
the first failed transmission plus the average time required
to complete a successful cooperation phase given an aver-
age number of retransmissions, E[r], required to properly
decode a packet received with errors at destination. This
average delay will be denoted by E[TCOOP]. It is worth
mentioning that the value of E[r] will depend on (i) the
channel conditions between the relays and the destination
stations; (ii) the specific cooperative scheme applied at the
PHY layer, and (iii) the used relay selection criteria [27].
Therefore, the value of E[TCOOP] can be calculated as

E
[
TCOOP

] = E
[
Tmin

]
+ E

[
Tcont

]
, (8)

where E[Tmin] is the expected minimum distributed coop-
eration ARQ packet transmission delay, which would be only
achievable in the case of attaining a perfect scheduling among
all the active relays, that is, avoiding contention. However, the
perfect scheduling among the relays required to attain this
ideal minimum average delay is impossible to attain without
perfect a priori knowledge of the relays. Therefore, a con-
tention process among the relay stations is unavoidable. This
contention may lead to silence periods as well as collisions
that will increase the average distributed cooperative ARQ
packet transmission delay. The term E[Tcont] will be used to
denote the expected delay caused by the contention among
the relays when accessing to the channel.

The term E[Tmin] can be computed as

E
[
Tmin

] = T0 + TCFC + E[r]TDR + TACK + 4TSIFS, (9)

where T0 is the duration of the first transmission from the
source station to the intended destination station. TCFC and
TACK are, respectively, the transmission time of the CFC and
the ACK packets. TDR is the time required to retransmit a sin-
gle packet considering that all the relay stations transmit their
cooperative packets at a same common transmission rate.
This value depends on whether the basic access mechanism
or the collision avoidance handshake RTS/CTS is executed
by the relays, and it is equal to TDR|BASIC orTDR|COLAV,
respectively, and calculated as

TDR|BASIC = TDIFS + TDATA+TSIFS,

TDR|COLAV = TDIFS + TRTS + TSIFS + TCTS + TSIFS

+ TDATA+TSIFS,

(10)

where TDIFS and TSIFS are, respectively, the duration of
DIFS and SIFS silence periods, and TRTS and TCTS are the
transmission times of an RTS and CTS packets. TDATA is
the duration of the transmission of a data packet (using the
maximum available transmission rate between the relays and
the destination).

On the other hand, and as long as the contention time of
a packet is independent of the contention time of any other
packet, which is true within the context of IEEE 802.11 [7],
the value of E[Tcont] can be calculated as

E
[
Tcont

] = E[r]E
[
Tc
]
, (11)
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where E[Tc] is the average contention time required to
transmit a single packet among all the relays. Therefore,
the interest now is on calculating the average time elapsed
between successful transmissions. This time is composed of
a number of idle or collided slots of different durations, and
can be derived as follows. According to the model presented
in Section 5.2, a successful transmission is carried out in
a given slot with a probability Ps. Therefore, the average
number of slots before having a successful transmission is
denoted by E[X] and it can be calculated as

E[X] =
∞∑

k=0

(k + 1)
(
1− Ps

)k
Ps

= Ps

[
− ∂

∂Ps

∞∑

k=0

(
1− Ps

)k+1
]

= 1
Ps
.

(12)

According to this, the average number of nonsuccessful slots
before having a successful transmission is equal to E[X]− 1.
Therefore, the total contention time will be equal to

E
[
Tc
] = (E[X]− 1

)
E
[
Tslot

∣∣
non successful slot

]
, (13)

where E[Tslot|non successful slot] is the average duration of a slot
given that the slot is not successful. A slot is not successful if
it is idle or collided. As previously discussed, a given slot will
be idle with probability Pi, and its duration will be equal to
the basic slot time, denoted by σ . On the other hand, a given
slot will suffer a collision among stations with probability Pc.
As for the case of the duration of a successful transmission
expressed in (10), the duration of a collision depends on
whether collision avoidance is used or not, and is given in
(14) as

Tcol|BASIC = TDIFS + TDATA + TSIFS,

Tcol|COLAV = TDIFS + TRTS + TSIFS + TCTS TIMEOUT.
(14)

The term TCTS TIMEOUT is the duration of the CTS time-out
period after with a collision is considered to have occurred
if no CTS packet is received by the station transmitting the
corresponding RTS [7].

Applying Bayes’ theorem, the average duration of any slot
given that the slot is either idle or collided can be expressed
as

E
[
Tslot

∣∣
non successful slot

] =
(

Pi
1− Ps

)
σ +

(
Pc

1− Ps

)
Tcollision.

(15)

Finally, the average total contention time can be rewritten as

E
[
Tcont

]

= E[r]

(
1
Ps
− 1

)[(
Pi

1− Ps

)
σ +

(
Pc

1− Ps

)
Tcollision

]
.

(16)

It is worth recalling that probabilities Ps, Pc, and Pi, calculated
with (7), depend on the number of active relays n, the
initial backoff window W0, the maximum backoff stage m,
and finally the maximum number of transmission attempts
before discarding a packet m′.

6. MODEL VALIDATION AND
PERFORMANCE EVALUATION

6.1. Introduction and system model

The aim of this section is twofold: first, to validate the accu-
racy of the model presented in Section 5 through computer
simulations and, second, to evaluate the performance of the
PRCSMA under different network configurations. To this
end, a custom-made C++ simulator has been implemented
to simulate a network formed by a total of N stations, all
within the transmission range of each other, and wherein
all the stations have always a packet ready to be transmitted.
Note that under these saturated conditions, all the stations
will always have a nonzero value of the backoff counter unless
they are actually transmitting.

In order to focus on the analysis the contention problem
among the relays and to avoid obscuring the performance
evaluation with other system parameters, the following
assumptions have been made.

(i) Original transmissions from a source station to any
other destination station are always received with
errors, and thus, a cooperation phase is always initiated
upon the reception of an original packet. In this
way, only the cooperative behavior is studied. These
transmissions are performed at two constant common
transmission rates, referred to as the main control rate
and main data rate, indicating the bit rate for both the
control and data plane transmissions, respectively.

(ii) Relay retransmissions are assumed to be error-free.
Although this assumption may seem too restrictive,
the objective is to focus on the role that the MAC
plays on the performance, irrespectively of the channel
conditions, assuming that they will be similar for relays
close to the destination station. The parameter consid-
ered in this paper for the performance evaluation will
be the average number of required retransmissions by
the destination station in order to properly decode a
packet originally received with errors (E[r]). Note that
in a realistic scenario, this value will be determined
by the specific cooperative scheme applied at the
PHY layer, together with the actual channel conditions
between the relays and the destination station. These
transmissions are performed at two constant common
transmission rates, referred to as the relay control rate
and relay data rate, indicating the bit rate for both the
control and data plane transmissions, respectively.

The configuration parameters of the stations in the network
are summarized in Table 1, and they have been set in accor-
dance to the orthogonal frequency division multiplex/direct
sequence spread spectrum (OFDM/DSSS) PHY layer of the
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Table 1: System parameters.

Parameter Value Parameter Value

MAC header 34 bytes DATA packets 1500 bytes

PHY header 96 μs SlotTime, SIFS 10 μs

ACK, CFC 14 bytes DIFS 50 μs

RTS 20 bytes CTS 14 bytes

standard IEEE 802.11g [33], which allows for backwards
compatibility with IEEE 802.11b stations.

6.2. Evaluation procedure

The performance evaluation presented in this paper is
focused on the average distributed cooperative ARQ packet
transmission delay, as defined in Section 5.3. This value has
been computed in different evaluation cases by varying the
following parameters:

(1) the number of active relays upon cooperation request;
(2) the transmission rates of both the main link (source-

destination) and the relay transmissions (relays-
destination), using the sets of rates specified in Table 2;

(3) the average number of required retransmissions upon
cooperation request, E[r]. It is worth recalling that
although this value is not a tunable parameter, and
it is fixed by the network topology and conditions, it
may be selected to a certain extent by appropriately
selecting both the PHY cooperative scheme and the
relay selection criteria, taking into account the net-
work configuration;

(4) the access method of the relays: basic access or collision
avoidance access with RTS/CTS exchange;

(5) the size of the contention windows used by the relays.

In order to study the influence of these parameters, several
evaluation cases have been considered. In each case, the
parameter under evaluation has been modified whereas the
rest of the parameters have been kept constant and will
be specified in the following subsections. They are also
summarized in Table 3.

6.3. Evaluation case 1: data and
control transmission rates

In order to evaluate the impact of the transmission rates on
the performance of the PRCSMA, the initial CW has been set
to 32 and the number of active relays (stations contending
for the channel) in each cooperation phase has been set to
10. All the relay stations use the basic access method to get
access to the channel.

The average distributed cooperative ARQ packet trans-
mission delay is illustrated in both Figures 6 and 7 as a
function of E[r] and for different sets of transmission rates.
First, it should be emphasized the almost perfect match
between the analytical model and the simulations. This
accuracy will be also contrasted along the other subsections
of this performance evaluation.
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Figure 6: Average distributed cooperative ARQ packet transmission
delay as a function of the transmission rate (relay low-rate regime).
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Figure 7: Average distributed cooperative ARQ packet transmission
delay as a function of the transmission rates (relay high-rate
regime).

As it could be expected, the ratio between the main trans-
mission rates and the relays transmission rates determines
how efficient the distributed ARQ mechanism is in com-
parison to the traditional noncooperative ARQ approach,
where the retransmissions are only requested from the source
at the best available transmission rate between the source
and the intended destination station and without contention
between consecutive retransmissions.

For example, in the case of using the transmission rate set
1–54 (faster relays compared to the data transmission rate
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Table 2: Sets of transmission rates (Mbps).

Name Main control rate Main data rate Relay control rate Relay data rate

1–54 1 1 6 54

6–54 6 6 6 54

24–54 6 24 6 54

54–54 6 54 6 54

Table 3: Simulation parameters for each evaluation case.

Evaluation
Data/Ctr

transmission rates
(Mbps)

E[r] Relays access method
Size of the initial

CW (slots)

Number of active relays
in each cooperation

phase

Case 1 1–54, 6–54, 24–54,
54–54

1, 2, 3, 4, and 5 BASIC 32 10

Case 2 1–54, 6–54, 24–54,
54–54

1, 2, 3, 4, and 5 BASIC 32 10

Case 3 24–54 3 BASIC/COLAV 16 1 to 10

Case 4 24–54 3 BASIC
16, 32, 64, 128,
256, and 512

1, 5, and 10

of the main link), when E[r] is 5, the distributed approach
reduces the average packet transmission delay in a factor 4
compared to the traditional ARQ scheme. On the other hand,
at the limit where the relay stations transmit at the same
rate that the source station, the total delay in the distributed
scheme is higher due to the cost of coordinating the set of
relays.

It is worth mentioning that, as it could be expected,
if E[r] is very low, then the efficiency of the distributed
ARQ scheme becomes similar to that of a traditional ARQ
scheme. This is due to the fact that, despite the faster relay
retransmissions, the overhead associated to the protocol does
not payoff the reduction of the actual data retransmission
time.

In the case of networks where the data transmission rate
of each station is selected as a function of the channel state
between source and destination stations, as in IEEE 802.11
WLANs, the behavior of PRCSMA shows that distributed
cooperative ARQ schemes would be especially beneficial for
those stations located far away, in radio-electric terms, from a
transmitting station. Note that these stations will be prone to
transmit at low transmission rates, and therefore, they could
benefit from the faster retransmissions performed by relay
stations halfway from the source station. In addition, the
whole network, that is, the rest of the stations, will benefit
from this scheme in the sense that faster transmissions will
occupy the channel for shorter periods of time.

6.4. Evaluation case 2: average number of
required retransmissions (E[r])

The same scenario as the one in Section 6.3 has been
considered in this subsection.

It can be inferred from Figures 6 and 7 that the coop-
erative distributed ARQ packet transmission delay grows
linearly with E[r] in PRCSMA.

Consider a network where the relays can transmit at
very high transmission rates in comparison to the main
transmission link. In this scenario, the cost of increasing in
one unit the value of E[r] is very low in terms of delay.
Therefore, it may be concluded that in this situation, it would
be possible to employ simpler cooperative schemes at the
PHY layer even if they may require higher values of E[r] in
order to properly decode an erroneous message.

However, if the transmission rates of relays are com-
parable to that of the main link (source-destination), then
the cost of a retransmission could spoil the benefits of the
distributed cooperative ARQ scheme. Therefore, the use
of cooperative schemes that can reduce the value of E[r]
should be employed, for example, by executing more efficient
cooperative schemes at the PHY layer.

6.5. Evaluation case 3: the relays access method

In this case, all the relays use an initial CW set to 16. The
selected transmission rate set has been 24–54 Mbps (main-
relays).

The average distributed cooperative ARQ packet trans-
mission delay as a function of the number of active relays
and for different values of E[r] is depicted in Figure 8. The
depicted curves represent situations where the relays use
either the basic access method or the collision avoidance
access. Taking into account the absence of hidden terminals
in the considered scenario, it can be observed that the basic
access method is always the best configuration scheme. It
has to be noted that this is not an immediate conclusion;
the RTS/CTS handshake mechanism does not only act as
a protection mechanism against hidden terminals, but it
also avoids collisions of data packets, and confines them
to the control plane. However, in spite of the use of a
relatively small size of the contention window compared
to the number of stations contending for the channel,
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Figure 8: Performance of PRCSMA with different access methods
(BASIC versus COLAV).

which yields a high probability of collisions, the basic access
method outperforms the collision avoidance in all cases.
This is mainly due to the fact that the collisions in the
control plane (at lower transmission rates) have a bigger
cost in terms of transmission time than those in the data
transmission plane (at much higher transmission rates)
despite the fact that the RTS and CTS packets are shorter
than data packets. Therefore, it is possible to conclude that
the COLAV mechanism adds significant overhead to the
communication process and compromises the benefits of the
distributed cooperative ARQ scheme.

6.6. Evaluation case 4: the size of
the contention window (CW)

In this case, the relay stations use the basic access mode
during a cooperation phase. The average number of required
retransmissions has been set to 3 and three curves represent
the delay with 1, 5, or 10 active relays in each case. The
transmission rate set used in these simulations is 24–54 Mbps
(main-relays).

The average distributed cooperative ARQ packet trans-
mission delay as a function of the size of the CW is illustrated
in Figure 9. For the single-relay case, the average delay grows
linearly with the size of the CW. Note that, the average
time wasted due to the backoff will be equal to half the
value of the CW, which corresponds to the expectation of
the selected backoff counter. The most interesting deduction
can be extracted for low values of the CW. When the size
of the CW is comparable to the number of active relays,
the probability of collision grows remarkably, and thus, the
cooperation delay is also increased. As an example, we can
see that when the size of the CW is set to 16 and the number
of relays is 10, the delay is higher than when only 5 active
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Figure 9: Average distributed cooperative ARQ packet transmission
delay as a function of the size of the contention window.

relays are required. Therefore, the size of the CW should be
properly selected as a function of the number of active relays.
Higher values of the CW will lead to too much time wasted
in backoff periods, while lower values of the CW will lead to
increase the number of collisions. It is worth mentioning that
in the case of not being able to operate at the optimum value
of the CW, it would be more convenient to use higher values
of the CW, since in both basic and collision avoidance access
method, the cost of a collision is much higher than the cost
of some extra backoff slots.

7. CONCLUSIONS

The PRCSMA protocol and its analytical performance model
have been presented in this paper as an innovative solution
to allow cooperative behavior in standardized IEEE 802.11
networks. By using PRCSMA, it would be possible to exploit
the broadcast nature of wireless communications to save
energy, to reduce interference to other systems, to increase
performance and reliability of wireless communications, and
to increase the range of the transmissions.

An analytical model has been derived in order to
compute the delay added by the distributed cooperative
ARQ scheme, which in turn, allows evaluating the overall
performance of the network when using PRCSMA at the
MAC layer. System level simulations have been developed
to validate the accuracy of the model. In addition, a
performance evaluation of the protocol has been presented
in this paper, both with computer simulations and by using
the model presented in the paper. The main conclusions
of the presented work are that those networks where the
main link between any pair of source and destination
stations can use relatively lower data rates compared to
those available between the active relays and the destination
station constitute the best scenario where the benefits of
the distributed cooperative ARQ scheme based on the IEEE
802.11 MAC protocol can be more remarkable. Moreover,
the size of the contention window should be properly tuned
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as a function of the number of activated relays for each
cooperation phase in order to avoid either wasted time due
to referral periods or existence of a high probability of
collision. In any case, since collisions have a higher cost in
terms of channel usage than idle periods due to unnecessary
backoff deferral periods, a PRCSMA-based network should
be configured with relatively high values of the contention
windows compared to the average number of active relays in
a cooperation phase.

Future work will be aimed at extending the analysis
herein presented to multihop scenarios where the presence
of hidden terminals may hamper regular communications.
Another line of research will be aimed at analyzing the
benefits of the proposed distributed ARQ scheme in terms
of energy consumption and coverage extension.
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laborative ARQ in wireless energy-constrained networks,” in
Proceedings of the Joint Workshop on Foundations of Mobile
Computing (DIALM-POMC ’05), pp. 2–7, Cologne, Germany,
September 2005.

[16] S. Biswas and R. Morris, “ExOR: opportunistic multi-hop
routing for wireless networks,” in Proceedings of the ACM SIG-
COMM Conference on Applications, Technologies, Architectures,
and Protocols for Computer Communications (SIGCOMM ’05),
pp. 133–144, Philadelphia, Pa, USA, August 2005.

[17] P. Larsson and N. Johansson, “Multiuser diversity forwarding
in multihop packet radio networks,” in Proceedings of the
IEEE Wireless Communications and Networking Conference
(WCNC ’05), vol. 4, pp. 2188–2194, New Orleans, La, USA,
March 2005.

[18] J. Garcı́a-Vidal, “Addressing and Forwarding in Cooperative
Wireless Networks,” Tech. Rep. UPC-DAC-RR-XCSD-2005-8,
Technical University of Catalonia, Barcelona, Spain, December
2005.

[19] J. Garcı́a-Vidal, M. Guerrero-Zapata, J. Morillo-Pozo, and
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1. INTRODUCTION

Multihop networks have gained recently a lot of interests in
the research community. By introducing relay that forwards
the signal from the source to far distant destination, channel
capacity can be improved and coverage area can be extended.
Two main relay strategies have been identified to be usable in
such scenarios: amplify-and-forward (AF) and decode-and-
forward (DF). AF means that the received signal is multiplied
by a parameter and then retransmitted by the relay without
performing any decoding. In contrast to this, the signal is
decoded at the relay and re-encoded for retransmission in
the DF strategy. This has the main advantage that the trans-
mission can be optimized for both links, separately. Further-
more, the signal is regenerated at the relay, which will not
amplify the noise including the received signal. In this paper,
the relay strategy is DF.

Orthogonal frequency division multiplexing (OFDM) is
a mature technique to mitigate the problems of frequency
of selectivity and intersymbol interference. Therefore, for
the wide bandwidth multihop system, the combination of
multihop system and OFDM modulation is an even more
promising way to increase capacity and coverage. However,

as the fading gains of different channels are mutually inde-
pendent, the subcarriers which experience deep fading over
the source-relay channel may not be in deep fading over the
relay-destination channel. Thus, the channel capacity of a
matched subcarrier pair is limited by the worse subcarrier,
which will reduce the total channel capacity if the subcarri-
ers are not matched correctly. Here, the matched subcarrier
pair means that the bits transmitted on a subcarrier over the
source-relay channel will be retransmitted on the other sub-
carrier over relay-destination channel. This motivates us to
consider an adaptive subcarrier matching and power alloca-
tion scheme, where the bits transmitted on a subcarrier over
the source-relay channel are possibly reallocated to another
different subcarrier over the relay-destination channel.

There exist already a large number of publications on dif-
ferent aspects of multihop system. A fundamental analysis
of cooperative relay systems was done by Kramer et al. [1],
who gave channel capacities of several schemes. The system
performance analysis in terms of diversity gain was done by
Laneman et al. [2]. Also Sendonaris et al. [3, 4] considered
the advantages in code division multiplexing access (CDMA)
system using relay. Other issues that were investigated in
the past were distributed space-time coding [5], selective
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cooperative diversity system [6], cooperative diversity in sen-
sor network [7, 8], and the references therein.

Relaying for OFDM systems was considered theoretically
in [9]. In [10], the power allocation problem for nonregen-
erative OFDM relay links was investigated; in this work, the
instantaneous rate is maximized for given source and re-
lay power constraints. Multiuser OFDM relay networks were
studied by Han et al. [11]. Relay selectivity in OFDM mul-
tihop system was considered by Dai et al. [12]. Bit loading
algorithms for cooperative OFDM systems to minimize the
system power were considered by Gui et al., where the greedy
algorithm and suboptimal algorithm were proposed [13].
Kaneko et al. considered resource allocation for OFDMA sys-
tem [14]. Adaptive relaying scheme for OFDM that taking
channel state information at the relay node into account has
been proposed in [15], where subcarrier matching was con-
sidered for OFDM amplify-and-forward scheme and power
allocation was not considered. To the best of our knowledge,
the optimally joint subcarrier and power allocation scheme
in OFDM multihop system has not been proposed.

In this paper, we formulate the optimally joint subcar-
rier matching and power allocation problem as a mixed bi-
nary integer programming problem, which is NP-hard and
very difficult to find global optimum. Then, by making use of
the equivalent channel power gain for any matched subcar-
rier pair, we propose a low-complexity and optimally joint
subcarrier matching and power allocation scheme, where the
subcarrier matching is to match the subcarriers by the order
of the channel power gains and power allocation among the
matched subcarrier pairs is water-filling.

The rest of the paper is organized as follows. Section 2
presents system model used throughout the paper and for-
mulates the problem as a mixed binary integer program-
ming problem. Section 3 provides the optimally joint sub-
carrier matching and power allocation scheme for the sys-
tem including only two subcarriers. The scheme is extended
to the system including unlimited number of subcarriers in
Section 4. Section 5 compares the capacity of the proposed
scheme with those of several other schemes by simulations.
Section 6 concludes the paper.

2. SYSTEM MODEL AND PROBLEM FORMULATION

2.1. System model

An OFDM multihop system is considered where the source
communicates with the destination using a single relay. The
relay strategy is decode-and-forward. All nodes hold one an-
tenna. It is assumed that the destination can receive signal
from the relay but not from the source because of distance or
obstacle. A two-stage transmission protocol is adopted. This
means that the communication between the source and the
destination covers two equal time slots. The source trans-
mits an OFDM symbol over the source-relay channel dur-
ing the first time slot. At the same time, the relay receives
and decodes the symbol. During the second time slot, the re-
lay re-encodes the signal with the same codebook as the one
used at the source, and transmits it towards the destination
over the relay-destination channel. The destination decodes

the signal based on the received signal only from the relay.
The system architecture researched in this paper is shown
as Figure 1. Full channel state information (CSI) is assumed.
The source transmits the signal to the relay with power allo-
cation among the subcarriers based on the algorithm of joint
subcarrier matching and power allocation. The relay receives
the signal and decodes the signal. Then, the relay reorders the
subcarrier to match subcarrier, and allocates power among
the subcarriers according to the algorithm of joint subcarrier
matching and power allocation. At last, the destination de-
codes the signal by using the CSI over the relay-destination
channel.

Throughout this paper, we assume that the different
channels experience independent fading. The system con-
sists of N subcarriers with total system power constraint.
The power spectral densities of additive white Gaussian noise
(AWGN) are equal at the source and the relay. The channel
capacity of the subcarrier i over the source-relay channel is
given:

Rs,i(Ps,i) = B

2N
log2

(
1 +

Ps,ihs,i
N0B/N

)
, (1)

where Ps,i is the power allocated to the subcarrier i (1 ≤ i ≤
N) at the source, hs,i is the corresponding channel power
gain, N0 is the power spectral density of AWGN, B is the to-
tal available bandwidth. Similarly, the channel capacity of the
subcarrier j over the relay-destination channel is given:

Rr, j(Pr, j) = B

2N
log2

(
1 +

Pr, jhr, j

N0B/N

)
, (2)

where Pr, j is the power allocated to the subcarrier j (1 ≤ j ≤
N) at the relay, hr, j is the corresponding channel power gain.

When the subcarrier i over the source-relay channel is
matched to the subcarrier j over the relay-destination chan-
nel, the channel capacity of this subcarrier pair is given:

Rij = min
{
Rs,i
(
Ps,i
)
,Rr, j

(
Pr, j
)}
. (3)

2.2. Problem formulation

Theoretically, the bits transmitted at the source can be real-
located to the subcarriers at the relay in arbitrary way. But
for simplification in this paper, an additional constraint is
that the bits transported on a subcarrier over the source-relay
channel can be reallocated to only one subcarrier over the
relay-destination channel, that is, only one-to-one subcarrier
matching is permitted. This means that the bits on different
subcarriers over the source-relay channel will not be reallo-
cated to the same subcarrier at the relay.

For the optimally joint subcarrier matching and power
allocation problem, we can formulate it as an optimization
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problem. The optimization problem is given as

max
Ps,i ,Pr, j ,ρi j

N∑

i=1

min

{
Rs,i(Ps,i),

N∑

j=1

ρi jRr, j(Pr, j)

}

subject to
N∑

j=1

Ps,i +
N∑

j=1

Pr, j ≤ Ptot,

Ps,i,Pr, j ≥ 0∀ i, j,

ρi j = {0, 1} ∀ i, j,

N∑

j=1

ρi j = 1,

(4)

where Ptot is the total system power constraint, ρi j can only be
either 1 or 0, indicating whether the bits transmitted on the
subcarrier i at the source are retransmitted on the subcarrier
j at the relay. The last constraint shows that only one-to-one
subcarrier matching is permitted. By introducing the param-
eter Ci, the optimization problem can be transformed into

max
Ps,i,Pr, j ,ρi j ,Ci

N∑

i=1

Ci subject to Rs,i
(
Ps,i
) ≥ Ci,

N∑

j=1

ρi jRr, j
(
Pr, j
) ≥ Ci,

N∑

j=1

Ps,i +
N∑

j=1

Pr, j ≤ Ptot,

Ps,i,Pr, j ≥ 0∀ i, j,

ρi j = {0, 1} ∀ i, j,

N∑

j=1

ρi j = 1.

(5)

That is, the original maximization problem is trans-
formed into a mixed binary integer programming prob-
lem. It is prohibitive to find the global optimum in terms
of computational complexity. However, when ρi j is given,
the objective function and all constraint functions are con-
vex, so the optimization problem is a convex optimiza-
tion problem. Then the optimal power allocation can be
achieved by interior-point algorithm. Therefore, the opti-
mally joint subcarrier matching and power allocation can
be found by finding the largest objective function among
all subcarrier matching possibilities, and the corresponding
subcarrier matching and power allocation are jointly opti-
mal. But, it has been proved to be NP-hard and is fundamen-
tally difficult [16]. In next section, with analytical argument,
a low-complexity and optimally joint subcarrier matching
and power allocation scheme is given, where the optimal
subcarrier matching is to match subcarriers by the order of
the channel power gains and the optimal power allocation
among the subcarrier pairs is water-filling.

3. OPTIMALLY JOINT SUBCARRIER MATCHING
AND POWER ALLOCATION FOR THE SYSTEM
INCLUDING TWO SUBCARRIERS

Supposing that the system includes only two subcarriers
(N = 2): the channel power gains over the source-relay chan-
nel are hs,1 and hs,2, and the channel power gains over the
relay-destination channel are hr,1 and hr,2. Without loss of
generality, we assume that hs,1 ≤ hs,2 and hr,1 ≤ hr,2. The
total system power constraint is also Ptot. From Section 2,
the optimally joint subcarrier matching and power allocation
can be found by two steps: (1) for every matching possibil-
ity (i.e., ρi j is given), find the optimal power allocation and
the total channel capacity; (2) compare all the total channel
capacities, the largest one is the largest total channel capac-
ity whose subcarrier matching and power allocation are joint
optimally. But this process is prohibitive in terms of complex-
ity. In this section, an analytical argument is given to prove
that the optimal subcarrier is to match subcarrier by the or-
der of the channel power gains and the optimal power allo-
cation between the matched subcarrier pairs is water-filling.
More important is that they are joint optimally.

Before giving the scheme, the equivalent channel power
gain is given for any matched subcarrier pair. For any given
matched subcarrier pair, with the total power constraint, an
equivalent channel power gain can be given by the follow-
ing proposition, whose channel capacity is equivalent to the
channel capacity of this subcarrier pair.

Proposition 1. For any given matched subcarrier pair, with
total power constraint, an equivalent subcarrier channel power
gain (e.g., h′i ) can be given, which is related to the channel
power gains (e.g., hs,i and hr, j) of the subcarrier pair as follows:

1
h′i
= 1

hs,i
+

1
hr, j

. (6)

Proof. With the total power constraint P′i , the channel capac-
ity of this subcarrier pair is

R′i
=max

Ps,i
min

{
B

4
log2

(
1+

Ps,ihs,i
N0B/2

)
,
B

4
log2

(
1+

(
P′i−Ps,i

)
hr,i

N0B/2

)}
,

(7)

where Ps,i is the power allocated to the subcarrier i at the
source, P′i − Ps,i is the remainder power allocated to the sub-
carrier j at the relay.

The first term is a monotonically increasing function of
Ps,i and the second term is a monotonically decreasing func-
tion of Ps,i. Therefore, the optimal power allocation between
the corresponding subcarriers can be gotten easily so that

B

4
log2

(
1 +

Ps,ihs,i
N0B/2

)
= B

4
log2

(
1 +

(
P′i − Ps,i

)
hr, j

N0B/2

)
, (8)

which means that hs,iPs,i = hr, j(P′i − Ps,i). As a result, the
channel capacity of this subcarrier pair is

R′i =
B

4
log2

(
1 +

hs,ihr, jP
′
i(

hs,i + hr, j
)
N0B/2

)
. (9)
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Figure 1: Block diagram of joint subcarrier matching and power allocation.

It can be seen that, by the expression of the channel ca-
pacity, the subcarrier pair can be equivalent to a single sub-
carrier channel with the same total power constraint. The
equivalent channel power gain h′i can be expressed:

h′i =
hs,ihr, j

hs,i + hr, j
, (10)

which can be expressed in another way:

1
h′i
= 1

hs,i
+

1
hr, j

. (11)

Here, there are two ways to match the subcarriers: (i) the
subcarrier 1 over the source-relay channel is matched to the
subcarrier 1 over the relay-destination channel, and the sub-
carrier 2 over the source-relay channel is matched to the sub-
carrier 2 over the relay-destination channel (i.e., hs,1∼hr,1

and hs,2∼hr,2); (ii) the subcarrier 1 over the source-relay
channel is matched to the subcarrier 2 over the relay-
destination channel, and the subcarrier 2 over the source-
relay channel is matched to the subcarrier 1 over the relay-
destination channel (i.e., hs,1∼hr,2 and hs,2∼hr,1).

For the two ways of matching subcarriers, the equivalent
channel power gains are denoted as h′k,i which can be gotten
easily based on Proposition 1. Here, the k implies the method
of matching subcarrier and the i is the index of the equiva-
lent subcarrier. Then, the power allocation between the sub-
carrier pairs can be reformulation as follows:

max
P′i

2∑

i=1

B

4
log2

(
1 +

h′k,iP
′
i

N0B/2

)
subject to

2∑

i=1

P′i ≤ Ptot, (12)

where P′i is the power allocated to the equivalent subcarrier i.
It is clear that the optimal power allocation is water-

filling [17]. Therefore, once the subcarrier matching is pro-
vided, the optimal power allocation is given. The remainder
task is to decide which way of subcarrier matching is better.
The better method can be found by getting the channel ca-
pacities of the two ways and comparing them. But, here, we
give an analytical argument to prove that the optimal subcar-
rier matching way is the first way.

Before giving the optimal subcarrier matching way, based
on Proposition 1, we can get following lemma.

Lemma 1. For the two ways of matching subcarrier, the rela-
tionship between the equivalent channel power gains can be ex-
pressed:

1
h′1,1

+
1
h′1,2

= 1
h′2,1

+
1
h′2,2

. (13)

Proof. Based on Proposition 1, the equivalent channel power
gains of the two ways can be expressed 1/h′1,1 = 1/hs,1 +1/hr,1,
1/h′1,2 = 1/hs,2 + 1/hr,2 and 1/h′2,1 = 1/hs,1 + 1/hr,2, 1/h′2,2 =
1/hs,2 + 1/hr,1. By summing up the corresponding terms, it is
clear that the relationship can be gotten.

By making use of Lemma 1, the following proposition
can be proved, which states the optimal subcarrier matching
way.

Proposition 2. For the system including two subcarriers, the
optimal subcarrier matching is to match the subcarriers by the
order of the channel power gains. Together with the optimal
power allocation for this subcarrier matching, they are opti-
mally joint subcarrier matching and power allocation. In this
system, the optimal subcarrier matching is as hs,1∼hr,1 and
hs,2∼hr,2.

Proof. For the two ways of matching subcarrier, based on
Lemma 1, the equivalent channel power gains satisfy the fol-
lowing constraint: 1/h′k,1 + 1/h′k,2 = H (H ≥ 0), where the
parameter H is a constant. For the first way, we can get
1/h′1,1 − 1/h′1,2 = x1 (H ≥ x1 ≥ 0). For the second way,
without loss of generality, it is assumed that 1/h′2,1 − 1/h′2,2 =
x2 (H ≥ x2 ≥ 0). Therefore, the h′k,i can be expressed as
h′k,1 = 2/(H + xk) and h′k,2 = 2/(H − xk). The correspond-
ing total channel capacity is

Rtot,k
(
P′1,P′2

) = B

4
log2

(
1 +

P′1(
H + xk

)
N0B/2

)

+
B

4
log2

(
1 +

P′2(
H − xk

)
N0B/2

)
.

(14)
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For denotation simplicity, we denote N0B/2 as σ2
2 . The

partial derivative of the channel capacity with respect to xk
can be gotten by making use of P′2 = Ptot − P′1:

∂Rtot,k
(
P′1,P′2

)

∂xk

= B

4 ln 2

×
(
H2σ2

2 +2H2σ2
2xk
)(
Ptot−P′1

)
+2σ2

2

(
PtotH−P′1xk

)
+Ptotx

2
kσ

2
2(

H2−x2
k

)[(
H+xk

)
σ2

2 +P′1
][(

H−xk
)
σ2

2 +
(
Ptot−P′1

)] .

(15)

It is clear that ∂Rtot,k /∂xk is greater than 0. Therefore, the
total channel capacity is a monotonically increasing function
of xk for the given power allocation. This means that, for the
given power allocation, the larger the difference between the
equivalent channel power gains, the larger the total channel
capacity. At the same time, it is clear that the difference be-
tween the equivalent channel power gains of the first way is
larger than the one of the second way. Therefore, for the same
power allocation, the relationship of the total channel capac-
ities of the two ways can be expressed:

Rtot,2(P′1,P′2) ≤ Rtot,1(P′1,P′2). (16)

Therefore, we can get the following relationship:

max
P′i

Rtot,2
(
P′1,P′2

) = Rtot,2
(
P
′
1,P

′
2

) ≤ Rtot,1
(
P
′
1,P

′
2

)

≤ max
P′i

Rtot,1
(
P′1,P′2

)
,

(17)

where P
′
1 and P

′
2 are the optimal power allocation for the first

term. Note that the first term is the total channel capacity
of the first way and the last term is the one of the second
way. It proves that the first way, whose difference between
the equivalent channel power gains is larger, is optimal sub-
carrier matching way. The more important is that, as the to-
tal channel capacity of the fisrt way is the largest one, this
subcarrier matching and the corresponding power allocation
are the optimally joint subcarrier matching and power allo-
cation. Specially, the optimal subcarrier matching is to match
subcarriers by the order of the channel power gains.

The optimally joint subcarrier matching and power al-
location scheme have been given by now. Specially, the op-
timal subcarrier matching is to match the subcarriers by the
order of the channel power gains and the optimal power allo-
cation between the matched subcarrier pairs is according to
the water-filling. The power allocation between the matched
subcarrier pair is to make the channel capacities of the two
subcarriers equivalent.

4. EXTEND TO THE SYSTEM INCLUDING UNLIMITED
NUMBER OF SUBCARRIERS

This section extends the method in Section 2 to the system
including unlimited number of the subcarriers. The num-
ber of the subcarriers is finite, where the subcarrier channel

power gains are hs,i (i ≥ 2) and hr, j ( j ≥ 2). First, the opti-
mal power allocation among the matched subcarrier pair is
proposed for given subcarrier matching. Second, we prove
that the subcarrier matching by the order of the channel
power gains is optimal.

When the subcarrier matching is given, the equivalent
channel gains of the subcarrier pairs can be gotten based on
Proposition 1, for example, h′i (1 ≤ i ≤ N). The power allo-
cation can be formulated as

max
P′i

N∑
i=1

B

2N
log2

(
1 +

h′i P
′
i

σ2
N

)
subject to

N∑
i=1

h′i ≤ Ptot, (18)

where σ2
N = N0B/N . It is clear that the power allocation

is also water-filling. Therefore, the optimal power alloca-
tion among the matched subcarrier pairs is according to the
water-filling.

Here, without loss of generality, the channel power gains
are assumed hs,i ≤ hs,i+1 and hr, j ≤ hr, j+1. The following
proposition gives the optimal subcarrier matching.

Proposition 3. For the system including unlimited number of
the subcarriers, the optimal subcarrier matching is

hs,i∼hr,i. (19)

Together with the optimal power allocation for this subcarrier
matching, they are optimally joint subcarrier matching and
power allocation

Proof. This proposition will be proved in the contrapositive
form. Assuming that there is a subcarrier matching method
whose matching result includes two matched subcarrier pairs
hs,i∼hr,i+n and hs,i+n∼hr,i (n > 0), which means that hs,i ≤
hs,i+n,hr,i ≤ hr,i+n, and the total capacity is larger than that of
the matching method in Proposition 3.

When the power allocated to other subcarrier pairs and
the other subcarrier matching are constant, the total chan-
nel capacity of this two-subcarrier pair can be improve based
on Proposition 2, which implies that the channel capacity
can be improved by rematching the subcarriers to hs,i∼hr,i

and hs,i+n∼hr,i+n. It is contrary to the assumption. Therefore,
there is no subcarrier matching way better than the way in
Proposition 3. At the same time, as the total capacity of this
subcarrier matching and the corresponding optimal power
allocation scheme is the largest, this subcarrier matching to-
gether with the corresponding optimal power allocation are
the optimally joint subcarrier matching and power alloca-
tion.

For the system including unlimited number of the sub-
carriers, the optimally joint subcarrier matching and power
allocation scheme has been given by now. Here, the steps are
summarized as follow

Step 1. Sort the subcarriers at the source and the relay in asc-
ending order by the permutations π and π′, respectively.
The process is according to the channel power gains, that is,
hs,π(i) ≤ hs,π(i+1), hr,π′(i) ≤ hr,π′(i+1).
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Step 2. Match the subcarriers into pairs by the order of the
channel power gains (i.e., hs,π(i)∼hr,π′(i)), which means that
the bits transported on the subcarrier π(i) over the source-
relay channel will be retransmitted on the subcarrier π′(i)
over the relay-destination channel.

Step 3. Based on Proposition 1, get the equivalent channel
power gain h′π(i) according to the matched subcarrier pair,
that is, h′π(i) = (hs,π(i)hr,π′(i))/(hs,π(i) + hr,π′(i)).

Step 4. For the equivalent channel power gains, the power
allocation is water-filling as follows:

P′π(i) =
(

h′π(i)B

2Nλ ln 2
− h′π(i)

σ2
N

)+

, (20)

where (a)+ = max(a, 0) and λ can be found by the following
equation:

N∑

i=1

P′π(i) = Ptot. (21)

The power allocation between the subcarriers in the given
matched subcarrier pair is as follows:

Ps,π(i) =
hr,π′(i)P

′
π(i)

hs,π(i) + hr,π′(i)
,

Pr,π′(i) =
hs,π(i)P

′
π(i)

hs,π(i) + hr,π′(i)
.

(22)

Step 5. The total system channel capacity is

Rtot = B

2N

N∑

i=1

log2

(
1 +

h′π(i)P
′
π(i)

σ2
N

)
. (23)

5. NUMERICAL RESULTS

In this section, we compare the total channel capacity of
the proposed scheme with those of several other schemes by
computer simulations.

These schemes include:

(i) no subcarrier matching and no power allocation: the
bits transmitted on the subcarrier i at the source will
be retransmitted on the subcarrier i at the relay; the
power is allocated equally over all subcarriers at the
source and the relay (i.e., Ps,i = Pr, j = Ptot/2N);

(ii) optimal power allocation and no subcarrier matching:
the bits transmitted on the subcarrier i at the source
will be retransmitted on the subcarrier i at the re-
lay; the power allocation is according to water-filling
among the subcarrier pairs;

(iii) subcarrier matching and no power allocation: the bits
transmitted on the subcarrier π(i) at the source will
be retransmitted on the subcarrier π′(i) at the relay;
the power is allocated equally over all subcarriers at the
source and the relay (i.e., Ps,i = Pr, j = Ptot/2N).

No matching and no power allocation
Matching and no power allocation
Power allocation and no matching
Optimally joint
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Figure 2: Channel capacity versus SNR (N = 32).

Here, the subcarrier matching is the same as in Steps 1
and 2 in Section 4 and the power allocation means that the
water-filling algorithm is performed among the subcarrier
pairs. In the computer simulations, we assume that each sub-
carrier undergoes Rayleigh fading independently. The total
bandwidth is B = 1 MHz. The SNR is defined as SNR =
Ptot/N0B. To obtain the average data rate, we have simulated
10 000 independent trials.

Figure 2 shows the total channel capacity versus SNR,
where the number of the subcarriers is constant (e.g., N =
32) and the average channel power gains are assumed to be
one, that is, E(hs,i) = 1 and E(hr, j) = 1 for all i and j. The ca-
pacity of the scheme (i), where there is no subcarrier match-
ing and no power allocation, is the least one compared with
that of the other schemes. The capacity of the optimally joint
subcarrier and power allocation scheme is the largest one
than those of all other schemes. If other conditions remain
unchanged, both subcarrier matching and power allocation
can improve the total channel capacity. Specially, subcarrier
matching can improve the capacity when comparing the ca-
pacity of the scheme (i) to that of the scheme (iii). The system
capacity can be improved by power allocation when compar-
ing the capacity of the scheme (i) to that of scheme (ii). An-
other important result is that power allocation is more effec-
tive than subcarrier matching, when only one of the two ways
can be applied.

The relationship between the total channel capacity and
the number of the subcarriers is shown in Figure 3, where
the SNR is constant, for example, SNR = 20 dB. The aver-
age channel power gains are also assumed to be one, that is,
E(hs,i) = 1 and E(hr, j) = 1 for all i and j. Almost the same
conclusions about the comparison among all the schemes
can be gotten from Figure 3 as those from Figure 2. It is noted
that the total channel capacity is almost constant with the
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Figure 3: Channel capacity versus the number of the subcarriers
(SNR = 20 dB).

growth of the number of the subcarriers because the total
power constraint is constant.

Figure 4 shows the total channel capacity versus the ratio
of the average channel power gains over the relay-destination
channel to the ones over the source-relay channel, that is,
E(hr,i)/E(hs,i), where the average channel power gains over
the source-relay channel are assumed to be one, that is,
E(hs,i) = 1. Again the same conclusions about the compar-
ison among all the schemes can be gotten from Figure 4 as
those from Figure 2. The total channel capacities increase
very quickly with the ratio increasing from 0.1 to 1, this is be-
cause of the total channel capacities are limited by the chan-
nel capacities over the relay-destination channels in this in-
terval. The total channel capacities increase slowly with the
ratio increasing from 1 to 10 because the total channel ca-
pacities are limited by the channel capacities over the source-
relay channels in this interval.

6. CONCLUSION

For the OFDM multihop system, as the fading gains of dif-
ferent channels are independent, subcarrier matching is a
promising way to further improve capacity. Here, subcar-
rier matching means that the bits on a subcarrier over the
source-relay channel are possibly reallocated to another dif-
ferent subcarrier over the relay-destination channel. In this
paper, we propose an optimally joint subcarrier matching
and power allocation scheme to maximize channel capacity,
where the relay is based on the decode-and-forward and the
total system power is constrained. Though the problem can
be formulated as a mixed binary integer programming prob-
lem, it is NP-hard and prohibitive to find the global opti-
mum. A low-complexity scheme is proposed, which is still
jointly optimal. First, for any matched subcarrier pair, an

No pair and no power allocation
Matching and no power allocation
Power allocation and no matching
Optimally joint
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Figure 4: Channel capacity versus the ratio of the channel power
gains (E(hs,i) = 1, SNR = 20 dB).

equivalent channel power gain is proposed. Then, for the
system including only two subcarriers, the optimally joint
subcarrier matching and power allocation can be gotten by
matching the subcarriers by the order of the channel power
gains and allocating power according to water-filling between
the two subcarrier pairs. Second, the scheme of optimally
joint subcarrier matching and power allocation is extended
to the system including unlimited number of the subcar-
riers. The analytical argument proves that the scheme also
gives optimally joint subcarrier matching and power alloca-
tion. The simulation results prove that the proposed scheme
achieves the largest total channel capacity as compared to the
other schemes, where there is no subcarrier or no power al-
location.
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1. INTRODUCTION

In multiple access relay (MAR) systems, several source nodes
send independent messages to a destination node with the
assistance of a relay node [1–4]. These systems are of interest
because they offer the potential for reliable communication
at rates higher than those provided by conventional [5] and
cooperative multiple access schemes [6–8] (in which source
nodes essentially work as relays for each other.) For example,
in [4] a comparison was made between the MAR system
and the system that employs user cooperation, and the
MAR system was shown to outperform the user cooperation
system. Full-duplex MAR systems, in which the relay is
able to transmit and receive simultaneously over the same
channel, were studied in [1–3, 9], where inner and outer
bounds for the capacity region were provided. However,
full-duplex relays can be difficult to implement due to the
electrical isolation required between the transmitter and
receiver circuits. As a result, half-duplex relays, which do not
simultaneously transmit and receive on the same channel,
are often preferred in practice. The receiver at the relay and

destination nodes can be further simplified if the source
nodes (and the relay) transmit their messages on orthogonal
channels, as this enables “per-user” decoding rather than
joint decoding.

In this paper, we will consider the design of orthogonal
multiple access systems with a half-duplex relay. In partic-
ular, we will consider the joint allocation of power and the
channel resource in order to maximize the achievable rate
region. Four relaying strategies will be considered; namely,
regenerative (RDF) and nonregenerative (NDF) decode-
and-forward [6, 8], amplify-and-forward (AF) [8, 10], and
compress-and-forward (CF) [11, 12]. The orthogonal half-
duplex MAR system that we will consider is similar to that
considered in [13]. However, the focus of that paper is on
the maximization of the sum rate, and, more importantly,
it is assumed therein that the source nodes will each be
allocated an equal fraction of the channel resources (e.g.,
time or bandwidth).(This equal allocation of resources
is only optimal in the sum rate sense when the source
nodes experience equal effective channel gains towards the
destination and equal effective channel gains towards the
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Destination node
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Figure 1: A simple multiple access relay channel with two source
nodes.

relay.) In this paper, we will provide an efficiently solvable
formulation for finding the jointly optimal allocation of
power and the channel resources that enables the system to
operate at each point on the boundary of the achievable rate
region.

Although the problem of power allocation for an equal
allocation of the channel resource was shown to be convex in
[13], the joint allocation of power and the channel resource
is not convex, which renders the problem harder to solve.
In this paper, we show that the joint allocation problem
can be formulated in a quasiconvex form, and hence, that
the optimal solution can be obtained efficiently using stan-
dard quasiconvex algorithms, for example, bisection-based
methods [14]. Furthermore, for a given channel resource
allocation, we obtain closed-form expressions for the optimal
power allocation, which further reduces the complexity of
the algorithm used to obtain the jointly optimal allocation.

The practical importance of solving the problem of the
joint allocation of power and channel resources is that
it typically provides a substantially larger achievable rate
region than that provided by allocating only the power
for equal (or fixed) channel resource allocation, as will be
demonstrated in the numerical results. Those results will also
demonstrate the superiority of the NDF and CF relaying
strategies over the RDF and AF strategies, respectively, which
is an observation that is consistent with an observation in
[13] for the case of power allocation with equal resource
allocation. We will also demonstrate that joint allocation of
the relaying strategy together with the power and channel
resources, rather assigning the same relaying strategy to all
users, can further enlarge the achievable rate region.

2. SYSTEM MODEL

We consider an orthogonal multiple access relay (MAR)
system with N source nodes (nodes 1, 2, . . . ,N), one desti-
nation node (node 0), and one relay (node R) that assists
the source nodes in the transmission of their messages to
the destination node. (The generalization of our model
to different destination nodes is direct.) Figure 1 shows a
simplified two-source MAR system. We will focus here on
a system in which the transmitting nodes use orthogonal
subchannels to transmit their signals, and the relay operates
in half-duplex mode. This system model is similar to that
used in [13]. The orthogonal subchannels can be synthesized
in time or in frequency, but given their equivalence it is
sufficient for us to focus on the case in which they are

synthesized in time, that is, we will divide the total frame
length into N nonoverlapping subframes of fractional length
ri, and we will allocate the ith subframe to the transmission
(and relaying) of the message from source node i to the
destination node. Figure 2 shows the block diagram of the
cooperation scheme and the transmitted signals during one
frame of such an MAR system with two source nodes. As
shown in Figure 2, the first subframe is allocated to node 1
and has a fractional length r1, while the second subframe is
allocated to node 2 and has a fractional length r2 = 1 − r1.
Each subframe is further partitioned into two equal-length
blocks [13]. In the first block of subframe i of frame �, node
i sends a new block of symbols Bi(wi�) to both the relay and
the destination nodes, where wi� is the component of the ith
user’s message that is to be transmitted in the �th frame. In
the second block of that subframe, the relay node transmits
a function f (·) of the message it received from node i in
the first block. (The actual function depends on the relaying
strategy.) We will let Pi represent the power used by node i
to transmit its message, and we will constrain it so that it
satisfies the average power constraint (ri/2)Pi ≤ Pi, where
Pi is the maximum average power of node i. We will let
PRi represent the relay power allocated to the transmission
of the message of node i, and we will impose the average
power constraint

∑N
i=1(ri/2)PRi ≤ PR. (The function f (·)

is normalized so that it has a unit power.) In this paper, we
consider the following four relaying strategies.

(i) Regenerative decode-and-forward (RDF). The relay
decodes the message wi� , re-encodes it using the same code
book as the source node, and transmits the codeword to the
destination [6, 8].

(ii) Nonregenerative decode-and-forward (NDF). The
relay decodes the message wi� , re-encodes it using a different
code book from that used by the source node, and transmits
the codeword to the destination [15, 16].

(iii) Amplify-and-forward (AF). The relay amplifies the
received signal and forwards it to the destination [8, 10]. In
this case, f (wi�) is the signal received by the relay, normalized
by its power.

(iv) Compress-and-forward (CF). The relay transmits a
compressed version of the signal it receives [11, 12].

Without loss of generality, we will focus here on a two-
user system in order to simplify the exposition. However, as
we will explain in Section 3.5, all the results of this paper can
be applied to systems with more than two source nodes. For
the two-source system, the received signals at the relay and
the destination at block m can be expressed as

yR(m) =

⎧⎪⎪⎨
⎪⎪⎩

K1Rx1(m) + zR(m) m mod 4 = 1,

K2Rx2(m) + zR(m) m mod 4 = 3,

0 m mod 4 ∈ {0, 2},

y0(m) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

K10x1(m) + z0(m) m mod 4 = 1,

KR0xR(m) + z0(m) m mod 4 = 2,

K20x2(m) + z0(m) m mod 4 = 3,

KR0xR(m) + z0(m) m mod 4 = 0,

(1)

where the vectors yi and xi contain the blocks of received and
transmitted signals of node i, respectively; Kij , i ∈ {1, 2,R}
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x1(1) = √P1B1(w11)

x2(1) = 0

xR(1) = 0

x1(2) = 0

x2(2) = 0

xR(2) = √PR1 f (w11)

x1(3) = 0

x2(3) = √P2B2(w21)

xR(3) = 0

x1(4) = 0

x2(4) = 0

xR(4) = √PR2 f (w21)

r1 r2 = 1− r1

Figure 2: One frame of the considered orthogonal cooperation scheme for the case of 2 source nodes, and its constituent subframes.

and j ∈ {R, 0}, represents the channel gain between nodes
i and j; z j represents the additive zero mean white circular
complex Gaussian noise with variance σ2

j at node j; and 0 is
used to represent blocks in which the receiver of the relay
node is turned off. For simplicity, we define the effective
power gain γi j = |Kij|2/σ2

j .
The focus of this paper will be on a system in which

full channel state information (CSI) is available at the
source nodes, and the channel coherence time is long.
The CSI is exploited to jointly allocate the powers PRi
and the resource allocation parameters ri, with the goal of
enlarging the achievable rate region. Under the assumption
of equal channel resource allocation (i.e., ri = rs, for all
i, s), expressions for the maximum achievable rate for a
source node under each of the four relaying considered
relaying strategies were provided in [13]. The extension
of those expressions to the case of not necessarily equal
resource allocation results in the following expressions for
the maximum achievable rate of node i as a function of
Pi, the transmission power of node i, PRi, the relay power
allocated to node i, and ri, the fraction of the channel
resource allocated to node i.

(i) Regenerative decode-and-forward (RDF):

Ri,RDF= ri
2

min
{

log
(
1+γiRPi

)
, log

(
1+γi0Pi+γR0PRi

)}
.

(2a)

(ii) Nonregenerative decode-and-forward (NDF):

Ri,NDF = ri
2

min
{

log
(
1 + γiRPi

)
, log

(
1 + γi0Pi

)

+ log
(
1 + γR0PRi

)}
.

(2b)

(iii) Amplify-and-forward (AF):

Ri,AF

= ri
2

log
(

1 + γi0Pi +
γiRγR0PiPRi(

1 + γiRPi + γR0PRi
)
)
.

(2c)

(iv) Compress-and-forward (CF): assuming that the relay
uses Wyner-Ziv lossy compression [17], the maxi-
mum achievable rate is

Ri,CF

= ri
2

log
(

1 + γi0Pi +
γiRγR0

(
γi0Pi + 1

)
PiPRi

γR0
(
γi0Pi + 1

)
PRi + Pi

(
γi0 + γiR

)
+ 1

)
.

(2d)

The focus of the work in this paper will be on systems
in which the relay node relays the messages of all source
nodes in the system using the same preassigned relaying
strategy. However, as we will demonstrate in Section 4, our
results naturally extend to the case of heterogeneous relaying
strategies, and hence facilitate the development of algorithms
for the jointly optimal allocation of the relaying strategy.

3. JOINT POWER AND CHANNEL
RESOURCE ALLOCATION

It was shown in [13] that for fixed channel resource
allocation, the problem of finding the power allocation that
maximizes the sum rate is convex, and closed-form solutions
for the optimal power allocation were obtained. However, the
direct formulation of the problem of joint allocation of both
the power and the channel resource so as to enable operation
at an arbitrary point on the boundary of the achievable
rate region is not convex, and hence is significantly harder
to solve. Despite this complexity, the problem is of interest
because it is expected to yield significantly larger achievable
rate regions than those obtained with equal channel resource
allocation. In the next four subsections, we will study the
problem of finding the jointly optimal power and resource
allocation for each relaying strategy. We will show that in
each case the problem can be transformed into a quasiconvex
problem, and hence an optimal solution can be obtained
using simple and efficient algorithms, that is, standard
quasiconvex search algorithms [14]. Furthermore, for a fixed
resource allocation, a closed-form solution for the optimal
power allocation is obtained. By exposing the quasiconvexity
of the problem and by obtaining a closed-form solution
to the power allocation problem, we are able to achieve
significantly larger achievable rate regions without incurring
substantial additional computational cost.

The jointly optimal power and channel resource alloca-
tion at each point on the boundary of the achievable rate
region can be found by maximizing a weighted sum of
the maximal rates R1 and R2 subject to the bound on the
transmitted powers, that is,

max
Pi ,PRi,r

μR1 + (1− μ)R2,

subject to
r

2
PR1 +

r̂

2
PR2 ≤ PR,

r

2
P1 ≤ P1,

r̂

2
P2 ≤ P2,

PRi ≥ 0, Pi ≥ 0,

(3)
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where Ri is the expression in (2a), (2b), (2c), or (2d) that
corresponds to the given relaying strategy, r = r1, r̂ = r2 =
1 − r, and μ ∈ [0, 1] weights the relative importance of R1

over R2. Alternatively, the jointly optimal power and channel
resource allocation at each point on the boundary of the
achievable rate region can also be found by maximizing Ri

for a given target value of Rj , subject to the bound on the
transmitted powers, for example,

max
Pi,PRi ,r

R1,

subject to R2 ≥ R2,tar,

r

2
PR1 +

r̂

2
PR2 ≤ PR,

r

2
P1 ≤ P1,

r̂

2
P2 ≤ P2,

PRi ≥ 0, Pi ≥ 0.

(4)

Neither the formulation in (3) nor that in (4) is jointly
convex in the transmitted powers and the channel resource
allocation parameter r, and hence it appears that it may
be difficult to develop a reliable efficient algorithm for
their solution. However, in the following subsections, we
will show that by adopting the framework in (4), the
direct formulation can be transformed into a composition
of a convex problem (with a closed-form solution) and
a quasiconvex optimization problem, and hence it can be
efficiently and reliably solved. The first step in that analysis is
to observe that since the source nodes transmit on channels
that are orthogonal to each other and to that of the relay, then
at optimality they should transmit at full power, that is, the
optimal values of P1 and P2 are P∗1 (r) = 2P1/r and P∗2 (r) =
2P2/r̂, respectively. In order to simplify our development, we
will define R2,max(r) to be the maximum achievable value for
R2 for a given value of r and the given relaying strategy, that
is, the value of the appropriate expression in (2a), (2b), (2c),
or (2d) with PR2 = 2PR/r̂ and P2 = 2P2/r̂.

3.1. Regenerative decode-and-forward

For the regenerative decode-and-forward strategy, the prob-
lem in (4) can be written as

max
PRi,r

r

2
min

{
log

(
1 + γ1RP

∗
1

)
,

log
(
1 + γ10P

∗
1 + γR0PR1

)}
,

subject to
r̂

2
min

{
log

(
1 + γ2RP

∗
2

)
,

log
(
1 + γ20P

∗
2 + γR0PR2

)} ≥ R2,tar,

r

2
PR1 +

r̂

2
PR2 ≤ PR,

PRi ≥ 0.

(5)

Unfortunately, the set of values for r, PR1, and PR2 that
satisfy the second constraint of (5) is bilinear, and hence
the problem in (5) is not convex. However, if we define

P̃R1 = rPR1 and P̃R2 = r̂PR2, then the problem in (5) can
be rewritten as

max
P̃Ri,r

r

2
min

{
log

(
1 +

2γ1RP1

r

)
,

log
(

1 +
2γ10P1 + γR0P̃R1

r

)}
,

subject to
r̂

2
min

{
log

(
1 +

2γ2rP2

r̂

)
,

log
(

1 +
2γ20P2 + γR0P̃R2

r̂

)}
≥ R2,tar,

P̃R1 + P̃R2 = 2PR,

P̃Ri ≥ 0.
(6)

Formulating the problem as in (6) enables us to obtain
the following result, the proof of which is provided in
Appendix A.

Proposition 1. For a given feasible target rate R2,tar ∈
(0,R2,max(0)), the maximum achievable rate R1,max in (6)
is a quasiconcave function of the channel resource sharing
parameter r.

In addition to the desirable property in Proposition 1,
for any given channel resource allocation and for any
feasible R2,tar, a closed-form solution for the optimal power
allocation can be found. In particular, for any given r, P̃R1

must be maximized in order to maximize R1. Therefore, the
optimal value of P̃R2 is the minimum value that satisfies the
constraints in (6), and hence it can be written as

P̃∗R2(r) =
⎧⎪⎨
⎪⎩

0 if γ2R ≤ γ20,(
A− 2γ20P2

B

)+

if γ2R > γ20,
(7)

where A = r̂(22R2,tar/r̂ − 1), B = γR0,and x+ = max(0, x).
The optimal value of P̃R1 is P̃∗R1(r) = min{2PR − P̃∗R2(r),
(2P1(γ1R − γ10)/γR0)+}, where the second argument of the
min function is the value of P̃R1 that makes the two
arguments of the min function in the objective function of
(6) equal. In Section 3.5, we will exploit the quasiconvexity
result in Proposition 1 and the closed-form expression for
P̃∗R2(r) in (7) to develop an efficient algorithm for the jointly
optimal allocation of power and the channel resource.

3.2. Nonregenerative decode-and-forward

Using the definition of P̃R1 and P̃R2 from the RDF case, the
problem of maximizing the achievable rate region for the
NDF relaying strategy can be written as

max
P̃Ri,r

r

2
min

{
log

(
1 +

2γ1RP1

r

)
, log

(
1 +

2γ10P1

r

)

+ log
(

1 +
γR0P̃R1

r

)}
,
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subject to
r̂

2
min

{
log

(
1 +

2γ2RP2

r̂

)
, log(1 +

2γ20P2

r̂

)

+ log
(

1 +
γR0P̃R2

r̂

)}
≥ R2,tar,

P̃R1 + P̃R2 = 2PR,

P̃Ri ≥ 0.

(8)

Using the formulation in (8), we obtain the following result
in Appendix B.

Proposition 2. For a given feasible target rate R2,tar ∈
(0,R2,max(0)), the maximum achievable rate R1,max in (8) is a
quasiconcave function of r.

Similar to the RDF case, for a given r and a feasible
R2,tar, a closed-form expression for the optimal P̃R2 can be
obtained. This expression has the same form as that in (7),
with the same definition for A, but with B defined as B =
γR0 + 2γ20γR0P2/r̂. The optimal value for P̃R1 is P̃∗R1(r) =
min{2PR − P̃∗R2(r), (2P1(γ1R − γ10)r/(γR0(r + 2P1γ10)))+},
where the second argument of the min function is the value
of P̃R1 that makes the two arguments of the min function in
the objective function of (8) equal.

3.3. Amplify-and-forward

In the case of amplify-and-forward relaying, problem (4) can
be written as

max
P̃Ri,r

r

2
log

(
1 +

2γ10P1

r
+

2γ1RγR0P1P̃R1

r
(
r + 2γ1RP1 + γR0P̃R1

)
)

,

subject to
r̂

2
log

(
1 +

2γ20P2

r̂
+

2γ2RγR0P2P̃R2

r̂
(
r̂ + 2γ2rP2 + γR0P̃R2

)
)

≥ R2,tar,

P̃R1 + P̃R2 = 2PR,

P̃Ri ≥ 0.
(9)

Using this formulation, we obtain the following result in
Appendix C. (We point out that γi0Pi is the maximum
achievable destination SNR on the direct channel of source
node i.)

Proposition 3. If the direct channels of both source nodes
satisfy γi0Pi > 1/2, then for a given feasible target rate R2,tar ∈
(0,R2,max(0)), the maximum achievable rate R1,max in (9) is a
quasiconcave function of r.

Similar to the cases of RDF and NDF relaying, for a given
r and a feasible R2,tar, in order to obtain an optimal power
allocation we must find the smallest P̃R2 that satisfies the
constraints in (9). If we define C = A−2γ20P2, a closed-form
solution for P̃R2 can be written as

P̃∗R2(r) =
(

C
(
r̂ + 2γ2RP2

)

2γ2RγR0P2 − γR0C

)+

. (10)

Hence, the optimal value of P̃R1 is P̃∗R1(r) = 2PR − P̃∗R2(r).

Given R2,tar ∈ (0,R2,max(0)), for r ∈ (0, 1), define ψ(r)
to be the optimal value of (4) for a given r if R2,tar∈(0,
R2,max(r)) and zero otherwise. Set ψ(0)=0 and ψ(1)=
0. Set t0=0, t4=1, and t2=1/2. Using the closed-form
expression for the optimal power allocations, compute
ψ(t2). Given a tolerance ε,

(1) set t1=(t0 + t2)/2 and t3 = (t2 + t4)/2,
(2) using the closed-form expressions for

the power allocations, compute ψ(t1)
and ψ(t3),

(3) find k∗ = arg maxk∈{0,1,...,4}ψ(tk),
(4) replace t0 by tmax {k∗−1,0}, replace t4 by

tmin {k∗+1,4}, and save ψ (t0) and ψ (t4).
If k∗ /∈{0, 4} set t2=tk∗ and save ψ(t2),
else set t2=(t0+t4)/2 and use the closed
form expressions for the power alloc-
ations to calculate ψ(t2).

(5) if t4 − t0 ≥ ε, return to (1), else set r∗

= tk∗ .

Algorithm 1: A simple method for finding r∗

3.4. Compress-and-forward

Finally, for the compress-and-forward relaying strategy, the
problem in (4) can be written as

max
P̃Ri,r

r

2
min

{
log

(
1 +

2γ1RP1

r

)
, log

(
1 +

2γ10P1

r

)

+ log
(

1 +
γR0P̃R1

r

)}
,

subject to
r̂

2
min

{
log

(
1 +

2γ2RP2

r̂

)
, log

(
1 +

2γ20P2

r̂

)

+ log
(

1 +
γR0P̃R2

r̂

)}
≥ R2,tar,

P̃R1 + P̃R2 = 2PR,

P̃Ri ≥ 0.
(11)

As we state in the following proposition (proved in
Appendix D), the quasiconvex properties of the problem in
(11) are similar to those of the amplify-and-forward case.

Proposition 4. If the direct channels of both source nodes
satisfy γi0Pi > 1/2, then for a given feasible target rate R2,tar ∈
(0,R2,max(0)), the maximum achievable rate R1,max in (11) is a
quasiconcave function of r.

If we define D = γR0(2γ20P2 + r̂), then the optimal
solution for P̃R2 for a given r and a feasible R2,tar can be
written as

P̃∗R2(r) =
(
Cr̂
(
r̂ + 2

(
γ20 + γ2R

)
P2
)

D
(
2γ2RP2 − C

)
)+

, (12)

and the optimal P̃R1 is P̃∗R1(r) = 2PR − P̃∗R2(r).
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Table 1: Parameters of the two-user channel models used in the
numerical results.

|K10| |K1R| |K20| |K2R| |KR0| σ2
R = σ2

0 P1 P2 PR

Scenario 1 0.3 1.2 0.8 0.6 0.4 1 2 2 4

Scenario 2 0.3 1.2 0.6 0.8 0.4 1 2 2 4

1.41.210.80.60.40.20

R2
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0.4

0.5
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0.7
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R
1
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NDF
AF

Figure 3: Achievable rate regions obtained via jointly optimal
power and resource allocation in Scenario 1.

3.5. Summary and extensions

In the previous four subsections, we have shown that the
problem of jointly allocating the power and the channel
resource so as to enable operation at any point on the
boundary of the achievable rate region is quasiconvex. In
addition, we have shown that for a given resource allocation,
a closed-form solution for the optimal power allocation
can be obtained. These results mean that we can determine
the optimal value for r using a standard efficient search
method for quasiconvex problems (see, e.g., [14]). (In
the AF and CF cases, these results are contingent on the
maximum achievable SNR of both direct channels, being
greater than −3 dB, which would typically be the case in
practice. Furthermore, since the condition γi0Pi > 1/2
depends only on the direct channel gains, the noise variance
at the destination node, and the power constraints, this
condition is testable before the design process commences.)

For the particular problem at hand, a simple approach
that is closely related to bisection search is provided in
Algorithm 1. At each step in that approach, we use the
closed-form expressions for the optimal power allocation for
each of the current values of r. Since the quasiconvex search
can be efficiently implemented and since it converges rapidly,
the jointly optimal values for r and the (scaled) powers P̃Ri
can be efficiently obtained.

In the above development, we have focused on the case of
two source nodes. However, the core results extend directly

1.41.210.80.60.40.20

R2,tar

0

1

2

3

4

5

6

7

8

9

P̃
R

1

CF
RDF

NDF
AF

Figure 4: Powers allocated by the jointly optimal algorithm in
Scenario 1.
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0.9

1

r

CF
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NDF
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Figure 5: Resource allocation from the jointly optimal algorithm in
Scenario 1.

to the case of N > 2 source nodes. Indeed, the joint power
and resource allocation problem can be written in a form
analogous to those in (6), (8), (9), and (11). To do so, we let
Ri denote the appropriate maximal rate for node i from (2a),
(2b), (2c), or (2d), and we define P̃Ri = riPRi, where PRi is the
relay power allocated to the message of node i. If we choose
to maximize the achievable rate of node j subject to target
rate requirements for the other nodes, then the problem can
be written as

max
P̃Ri,ri

Rj ,

subject to Ri ≥ Ri,tar i = 1, 2, . . . ,N ; i /= j,
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(a) RDF
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(b) NDF

1.41.210.80.60.40.20

R2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

R
1

AF (optimal r)
AF (r = 0.5)

(c) AF
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Figure 6: Comparisons between the achievable rate regions obtained by jointly optimal power and resource allocation and those obtained
by power allocation only with equal resource allocation, for Scenario 1.

N∑

i=1

P̃Ri ≤ 2PR,

P̃Ri ≥ 0,
N∑

i=1

ri = 1.

(13)

Using similar techniques to those in the previous subsec-
tions, it can be shown that this problem is quasiconvex in
(N −1) resource allocation parameters. The other parameter
is not free as the resource allocation parameters must sum to
one. (In the AF and CF cases, this result is, again, contingent

on the condition γi0Pi > 1/2 holding for all i). Furthermore,
since for a given value of i, the expression Ri ≥ Ri,tar depends
only on P̃Ri and ri, for a given set of target rates for nodes
i /= j and a given set of resource allocation parameters, a
closed-form expression for the optimal P̃Ri can be obtained
(for the chosen relaying strategy). These expressions have a
structure that is analogous to the corresponding expression
for the case of two source nodes that was derived in the
subsections above. As we will demonstrate in Section 4,
problems of the form in (13) can be efficiently solved using
(N − 1)-dimensional quasiconvex search methods, in which
the closed-form solution for the optimal powers given a fixed
resource allocation is used at each step.
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Figure 7: Achievable rate regions obtained via jointly optimal
power and resource allocation in Scenario 2.
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Figure 8: Powers allocated by jointly optimal algorithm in Scenario
2.

In the development above, we have considered systems
in which the relay node uses the same (preassigned) relaying
strategy for each node. However, since the source nodes use
orthogonal channels, our results extend directly to the case of
different relaying strategies, and we will provide an example
of such a heterogeneous multiple access relay system in the
numerical results below.

4. NUMERICAL RESULTS

In this section, we provide comparisons between the achiev-
able rate regions obtained by different relaying strategies with

10.80.60.40.20

R2,tar

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

r

CF
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NDF
AF

Figure 9: Resource allocation from the jointly optimal algorithm in
Scenario 2.

the jointly optimal power and channel resource allocation
derived in Section 3. We also provide comparisons between
the achievable rate regions obtained with jointly optimal
power and channel resource allocation and those obtained
using optimal power allocation alone, with equal channel
resource allocation, r = 0.5. We will provide comparisons
for two different channel models, whose parameters are given
in Table 1. Finally, we show that in some cases assigning
different relaying strategies to different source nodes can
result in a larger achievable rate region than assigning the
same relaying strategy to all source nodes.

In Figure 3, we compare the achievable rate regions
for the four relaying strategies, RDF, NDF, CF, and AF,
in Scenario 1 in Table 1. In this scenario, the source-relay
channel of node 1 has higher effective gain than its direct
channel, whereas for node 2 the direct channel is better than
the source-relay channel. Therefore, for small values of R1

one would expect the values of R2 that can be achieved by
the CF and AF relaying strategies to be greater than those
obtained by RDF and NDF, since the values of R2 that
can be achieved by RDF and NDF will be limited by the
source-relay link, which is weak for node 2. Furthermore,
for small values of R2, one would expect RDF and NDF to
result in higher achievable values of R1 than CF and AF,
since the source-relay link for node 1 is strong and does not
represent the bottleneck in this case. Both these expected
characteristics are evident in Figure 3. In Figure 4, we provide
the power allocation P̃R1 for the four relaying strategies, and
Figure 5 shows the channel resource allocation. (Note that,
as expected, the optimal resource allocation is dependent on
the choice of the relaying strategy.) It is interesting to observe
that for the RDF strategy the relay power allocated to node
2 is zero, that is, P̃R1 = 2PR for all feasible values of R2,tar.
This solution is optimal because in Scenario 1 the achievable
rate of node 2 for the RDF strategy is limited by the
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Figure 10: Comparisons between the achievable rate regions obtained by jointly optimal power and resource allocation and those obtained
by power allocation only with equal resource allocation, for Scenario 2.

source-relay link and there is no benefit to allocate any relay
power to node 2. For the same reason, the relay power allo-
cated to node 2 in the case of NDF relaying is also zero. How-
ever, in the case of NDF relaying, for small values of r, there
is no need to use all the relay power to relay the messages of
node 1, that is, P̃R1 < 2PR, and it is sufficient to use only the
amount of power P̃R1 that makes the arguments of the min
function in (8) equal, that is, P̃R1 = 2P1(γ1R − γ10)r/(γR0(r +
2P1γ10)). This can be seen in Figure 4 as the (steeply)
decreasing dotted curve that represents the optimal P̃R1 for
the case of NDF relaying. For values of R2 in this region, the
average power that the relay needs to use is strictly less than
its maximum average power. We also observe from Figure 5

that the channel resource allocations for both RDF and NDF
are the same. This situation arises because in both strategies
the achievable rate of node 2 is limited by the achievable rate
of the source-relay link. This rate has the same expression for
both strategies, and hence, the same value of r̂ will be allo-
cated to node 2. A further observation from Figure 3 is that
the achievable rate region for the CF relaying strategy is larger
than that for AF and the achievable rate region for NDF is
larger than that for RDF. This is consistent with the observa-
tions in [13], where the comparisons were made in terms of
the expressions in (2a), (2b), (2c), and (2d) with r = 1/2.

To provide a quantitative comparison to the case of
power allocation alone with equal resource allocation, we
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Figure 11: The achievable rate regions obtained by jointly optimal power and resource allocation and those obtained by power allocation
alone with equal resource allocation for three-user system with |K3R| = 0.6, |K30| = 0.9, P3 = 2, and the remaining parameters from Scenario
2 in Table 1.

plot in Figure 6 the rate regions achieved by joint allocation
and by power allocation alone for each relaying strategy. It
is clear from the figure that the joint allocation results in
significantly larger achievable rate regions. (The horizontal
segments of the regions with r = 0.5 in Figure 6 arise from
the allocation of all the relay power to node 1. In these cases,
R2,tar can be achieved without the assistance of the relay, and
hence all the relay power can be allocated to the message
of node 1.) As expected, each of the curves for r = 0.5 in
Figure 6 touches the corresponding curve for the jointly
optimal power and channel resource allocation at one point.
This point corresponds to the point at which the value
r = 0.5 is (jointly) optimal.

In Figures 7–10, we examine the performance of the
considered scheme in Scenario 2 of Table 1, in which the
effective gain of the source-relay channel for node 2 is larger
than that in Scenario 1, and that of the source-destination
channel is smaller. As can be seen from Figure 7, increasing
the gain of the source-relay channel of node 2 expands the
achievable rate of the RDF and NDF strategies, even though

the gain of the direct channel is reduced, whereas that
change in the channel gains has resulted in the shrinkage
of the achievable rate region for the CF and AF strategies.
Therefore, we can see that the RDF and NDF strategies are
more dependent on the quality of the source-relay channel
than that of the source-destination channel (so long as the
first term in the argument of the min function in (2a) and
(2b) is no more than the second term), while the reverse
applies to the CF and AF strategies. Figures 8 and 9 show
the allocations of the relay power and the channel resource
parameter, respectively. It is interesting to note that for the
RDF strategy, when R2,tar is greater than a certain value, the
relay power allocated to node 2 will be constant. The value
of this constant is that which makes the two terms inside the
min function on the left-hand side of the first constraint of
(6) equal. This value can be calculated from the expression
P̃R2 = 2(γ2R − γ20)P2/γR0. Figure 10 provides comparisons
between the achievable rate regions obtained by the jointly
optimal allocation and those obtained by optimal power
allocation alone with equal resource allocation. As in



W. Mesbah and T. N. Davidson 11

1.41.210.80.60.40.20

R2

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

R
1

CF
RDF
NDF

AF
NDF/CF
CF/NDF

Figure 12: Comparison between the achievable rate regions when
using the same relaying strategy for both users and when using
different relaying strategies, for Scenario 1.

Figure 6, it is again clear that the joint allocation results in
significantly larger achievable rate regions. (The horizontal
segments in Figure 10 arise from all the relay power being
allocated to node 1, because the corresponding values of
R2,tar can be achieved without the assistance of the relay.)

In Figure 11, we extend this comparison to a three-
user case. In order to obtain the jointly optimal power and
channel resource allocations used to plot this figure, we used
a two-dimensional quasiconvex search algorithm analogous
to that in Algorithm 1 to solve instances of the optimization
problem in (13). As in the two-user case, a substantially
larger rate region can be achieved by joint allocation of the
power and the channel resource. It is worth mentioning that
the R3 = 0 slice through the jointly optimized region is the
same as that obtained in the corresponding two-user case (cf.
Figure 7). This is because when R3,tar = 0, no power and
none of the channel resource will be allocated to the message
of node 3. On the other hand, the R3 = 0 slice through
the region with fixed (and equal) resource allocation will be
smaller than the corresponding region in Figure 7, because
equal resource allocation in the three-user case corresponds
to ri = 1/3. This indicates that as the number of source nodes
increases, so do the benefits of joint power and resource
allocation.

In the above examples, we have considered the case in
which the relay applies the same strategy to the messages of
all source nodes. However, in Figures 12 and 13, we show that
assigning different relaying strategies to the messages from
different nodes may result in larger achievable rate regions.
Figure 12 shows that in Scenario 1, if the messages of node 1
are relayed with the NDF strategy and the messages of node 2
are relayed with the CF startegy, the resulting achievable rate
region will be larger than that of the homogeneous NDF and
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Figure 13: Comparison between the achievable rate regions when
using the same relaying strategy for both users and when using
different relaying strategies, for Scenario 2.

CF strategies. If the relaying strategies are reversed, it can be
seen that the achievable rate region will be smaller than that
of both the homogeneous NDF and CF strategies. Since the
NDF achievable rate region dominates the CF achievable rate
region in Scenario 2 (see Figure 7), it can be seen in Figure 13
that both combinations NDF/CF and CF/NDF provide
smaller achievable rate regions than the pure NDF region.
Therefore, in Scenario 2 NDF relaying for both source nodes
provides the largest achievable rate region. The examples
in Figures 12 and 13 suggest that one ought to jointly
optimize the power allocation, the resource allocation, and
the relaying strategy assigned for each node. Indeed, Figures
12 and 13 suggest that significant gains can be made by doing
so. However, the direct formulation of that problem requires
the joint allocation of power and the channel resource
for each combination of relaying strategies, and hence the
computational cost is exponential in the number of source
nodes. Furthermore, as the achievable rate region of the
overall system is the convex hull of the regions obtained
by each combination of relaying strategies, time sharing
between different combinations of relaying strategies may be
required in order to maximize the achievable rate region. The
approach in [18] to the design of relay networks based on
orthogonal frequency division multiplexing (OFDM) offers
some insight that may lead to more efficient algorithms for
joint power, channel resource, and strategy allocation, but
the development of such algorithms lies beyond our current
scope.

5. CONCLUSION

In this paper, we have shown that the problem of jointly
optimal allocation of the power and channel resource in
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an orthogonal multiple access relay channel is quasiconvex,
and hence simple efficient algorithms can be used to obtain
the optimal solution. In addition, we obtained a closed-
form expression for the optimal power allocation for a
given resource allocation, and we used this expression to
significantly reduce the complexity of the algorithm. The
numerical results obtained using the proposed algorithm
show that significant rate gains can be obtained over those
schemes that apply only power allocation and equal channel
resource allocation. Finally, we provided an example of the
joint allocation of the power, the channel resource, and the
relaying strategy, and showed that this has the potential to
further enlarge the achievable rate region.

APPENDICES

A. PROOF OF PROPOSITION 1

Assume that the solutions to (6) with r = rα and r = rβ
are both greater than certain target rate C1,tar. Let xα and xβ
denote the corresponding optimal values of P̃R1. Then, we
have that

r

2
min

{
log

(
1+

2γ1RP1

r

)
, log

(
1+

2γ10P1 +γR0PR1

r

)}
≥ C1,tar,

r̂

2
min

{
log

(
1+

γ2rP2

r̂

)
, log

(
1+

2γ20P2 +γR0PR2

r̂

)}
≥ C2,tar,

(A.1)

for (r = rα, P̃R1 = xα) and (r = rβ, P̃R1 = xβ). The inequalities
in (A.1) can be written as

f1
(
xα
) ≥ g1

(
rα
)
, f1

(
xβ
) ≥ g1

(
rβ
)
,

f2
(
xα
) ≥ g2

(
rα
)
, f2

(
xβ
) ≥ g2

(
rβ
)
,

(A.2)

where

f1(x) = min
{

2γ1RP1, 2γ10P1 + γR0x
}

,

g1(r) = r
(
2

2C1,tar/r − 1
)
,

f2(x) = min
{

2γ2rP2, 2γ20P2 + γR0(2PR − x)
}

,

g2(r) = r̂
(
2

2C2,tar/r̂ − 1
)
.

(A.3)

Examining these functions, we observe that f1(x) and f2(x)
are both concave functions. By differentiating g1(r) twice
with respect to r we obtain

d2g1(r)
dr2

= 4C2
1,tar ln (2)222C1,tar/r

r3
≥ 0, (A.4)

and hence, g1(r) is a convex function in r. Similarly, we can
show that g2(r) is convex in r.

Now, if we consider rγ = μrα + μ̂rβ and xγ = μxα + μ̂xβ,
where μ ∈ [0, 1] and μ̂ = 1− μ, then

f1
(
xγ
) ≥a μ f1

(
xα
)

+ μ̂ f1
(
xβ
)

≥ μg1
(
rα
)

+ μ̂g1
(
rβ
)

≥b g1
(
rγ
)
,

(A.5)

where a follows from the concavity of f1(x) and b follows
from the convexity of g1(r). Similarly, it can be shown that

f2
(
xγ
) ≥ g2

(
rγ
)
. (A.6)

Hence, for any two values of r (namely, rα and rβ), if there
exist values of x (namely, xα and xβ), such that the conditions
in (A.1) are satisfied, then for any value of r that lies between
rα and rβ (namely, rγ = μxα + μ̂xβ), there exists a value for
x that lies between xα and xβ (namely, xγ = μxα + μ̂xβ) such
that the conditions in (A.1) are satisfied. Therefore, the set
of values of r for which the solution of the problem in (6) is
greater than a certain target rate C1,tar is a convex set. Hence,
the problem in (6) is quasiconcave in r.

B. PROOF OF PROPOSITION 2

We begin by showing that the function (r/2) log((1+a/r)(1+
bx/r)) is quasiconcave in the variables r and x, where a and b
are nonnegative constants. To do so, we assume that the pairs
(rα, xα) and (rβ, xβ) satisfy

r

2
log

((
1 +

a

r

)(
1 +

bx

r

))
≥M, (B.1)

where M is a nonnegative constant. We can write (B.1) as

f0(r, x) ≥ g0(r), (B.2)

where

f0(r, x) = r + bx, g0(r) = r222M/r

r + a
. (B.3)

The function f0(r, x) is a linear function, while the function
g0(r) can be shown to be convex function using the fact that

d2g0(r)
dr2

= (2a222a/r
(
r2
(
1− ln(2)

)2
+ 2ar ln(2)

(
2 ln(2)− 1

)

+ ln (2)2(r2 + 2a2
)))× ((r + a

)3
r2
)−1

≥ 0.

(B.4)

Now,if we consider rγ = μrα + μ̂rβ and xγ = μxα + μ̂xβ, where
μ ∈ [0, 1] and μ̂ = 1− μ, then

f0
(
rγ, xγ

) = μ f0
(
rα, xα

)
+ μ̂ f0

(
rβ, xβ

)

≥ μg0
(
rα
)

+ μ̂g0
(
rβ
)

≥a g0
(
rγ
)
,

(B.5)

where a follows from the convexity of g1(r). Therefore, the
set of pairs (r, x) that satisfy (B.1) is a convex set, and hence
the function (r/2) log((1 + a/r)(1 + bx/r)) is quasiconcave in
the variables r and x.

By obtaining its second derivative, it is straight forward to
show that (r/2) log(1 + (2γ1RP1/r)) is concave in r. Since the
minimum of a concave function and a quasiconcave function
is a quasiconcave function, then we can say that the function

r

2
min

{
log

(
1 +

2γ1RP1

r

)
, log

(
1 +

2γ10P1

r

)

+ log
(

1 +
γR0P̃R1

r

)} (B.6)
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is quasiconcave in r and PR1. Similarly, the function

r̂

2
min

{
log

(
1 +

2γ2rP2

r̂

)
, log

(
1 +

2γ20P2

r̂

)

+ log
(

1 +
γR0
(
2PR − P̃R1

)

r̂

)} (B.7)

can be shown to be quasiconcave in r and PR1. Therefore, the
problem in (8) is quasiconcave in r and PR1. That is, the set of
all pairs (r,PR1) for which the solution of the problem in (8)
is greater than a target rate C1,tar, that is, the set of all pairs
that satisfy

r

2
min

{
log

(
1 +

2γ1RP1

r

)
, log

(
1 +

2γ10P1

r

)

+ log
(

1 +
γR0P̃R1

r

)}
≥ C1,tar,

r̂

2
min

{
log

(
1 +

2γ2rP2

r̂

)
, log

(
1 +

2γ20P2

r̂

)

+ log
(

1 +
γR0P̃R2

r̂

)}
≥ C2,tar,

(B.8)

is a convex set.

C. PROOF OF PROPOSITION 3

Consider the function

f (r, x) = r log
(

1 +
a

r
+

bcx

r(r + b + cx)

)
, (C.1)

where a, b, and c are positive constants and (r, x) ∈ (0, 1) ×
R++. We will avoid the cases where r = 0 or r = 1
because these cases correspond to scenarios in which one of
the source nodes does not transmit. In those scenarios, the
problem is easy to solve because all the relay power and all the
channel resource will be allocated to the transmission of the
message of the other source node. We will show that f (r, x)
is quasiconvex using the the second-order condition for the
quasiconvexity which states that [14] for any vector z such
that zT∇ f = 0, if the function f satisfies zT∇2 f z < 0, then
f is quasiconcave.

For the function f , we denote the gradient by ∇ f =
[ fr , fx]T , where fw = ∂ f /∂w. Since ∇ f ∈ R2, the subspace
orthogonal to∇ f will be a one-dimensional subspace. Since
the vector z = [− fx, fr]

T is orthogonal to ∇ f , then all the
vectors in the subspace orthogonal to ∇ f are parallel to the
vector z. Examining the quantity zT∇2 f z, we have that

zT∇2 f z = −A f (r, x)2

r2
+ B

f (r, x)
r

− C, (C.2)

where A, B, and C are positive quantities that depend on the
constants a, b, and c and the variables r and x. Equation (C.2)
can be written as

zT∇2 f z = −
[(√

A
f (r, x)
r

−
√
C
)2

+ (2
√
AC − B)

f (r, x)
r

]
.

(C.3)

From (C.3), it can be seen that it is sufficient that 2
√
AC > B

for the quantity zT∇2 f z to be negative and consequently for

the function f (r, x) to be quasiconcave in (r, x). Since both
the quantities 2

√
AC and B are positive, we can examine the

quantities 4AC and B2. In particular, it can be shown that

4AC − B2 = 4
(

5abcxr2− bcxr3
︸ ︷︷ ︸+ 3ab2r2− b2r3

︸ ︷︷ ︸+ abr3− br4
︸ ︷︷ ︸

+ 4ab3cx + 10ab2cxr + 2b3cxr + 2a2c2x2r

+ 6a2b2r + 6a2br2 + 2a2r3 + 2a2b3

+ 4bac2x2r + 4ab2c2x2 + b2r2cx + 2a2bc2x2

+ 4a2r2cx + 8a2bcxr + 4a2b2cx + 2arb3

+ 2b2c2x2r + 2b3c2x2)× r2b3c4(b + r)2

×(rb + rcx + r2 + ab + acx + ar + bcx
)−5

×(b + cx + r)−4.
(C.4)

The underbraced terms in (C.4) contain the negative terms in
(C.4), each paired with a corresponding positive term. It can
be seen that if a ≥ r, then each of these underbraced terms
is nonnegative. Therefore, a ≥ 1 is a sufficient condition for
4AC > B2, and hence is a sufficient condition for the function
f (r, x) to be quasiconcave.

By making the substitutions a = 2γ10P1, b = 2γ1RP1,
c = γR0, and x = PR1, the sufficient condition becomes
2γ10P1 ≥ 1, that is, if the maximum achievable SNR of the
direct channel of node 1 is at least −3 dB, then the objective
function in (9) is quasiconcave in (r,PR1). Similarly, we can
obtain that 2γ20P2 ≥ 1 is a sufficient condition for the
function on the left hand side of the first constraint in (9)
to be quasiconcave in (r̂,PR2). Therefore, the problem in (9)
is quasiconcave in (r,PR1) if the maximum achievable SNR
of the direct channel of both nodes is at least −3 dB.

D. PROOF OF PROPOSITION 4

Following a similar proof to that in Appendix C, consider the
function

f (r, x) = r log
(

1 +
a

r
+

bc(a + r)x
r(r2 + (a + b)r + c(a + r)x)

)
,

(D.1)

where a, b, and c are positive constants and (r, x) ∈ (0, 1) ×
R++. Define z to be the vector orthogonal to the gradient
subspace of the function f (r, x), that is, z = [− fx, fr]

T .
Examining the quantity zT∇2 f z, we have that

zT∇2 f z = −A

r2
f (r, x)2 +

B

r
f (r, x)− C,

= −
[(√

A
f (r, x)
r

−
√
C
)2

+ (2
√
AC − B)

f (r, x)
r

]
,

(D.2)

where of course A, B, and C are different positive functions
of a, b, c, r, and x than those in Appendix C.

From (D.2), it can be seen that it is sufficient that
2
√
AC > B for zT∇2 f z to be negative, and consequently for
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the function f (r, x) to be quasiconcave in (r, x). Since both
2
√
AC and B are positive, we can examine

4AC − B2

= 4b3c4r5( 20ba3r4 − 3bar6
︸ ︷︷ ︸+ 18b2a3r3 − 2b2ar5

︸ ︷︷ ︸
+ 20bcxa2r4 − bcxr6
︸ ︷︷ ︸+ 8b2a2r4 − b2r6

︸ ︷︷ ︸
+ 7ba5r2 − br7
︸ ︷︷ ︸+12a2r2b2c2x2 + 2r5cxb2

+ 2r4c2x2b2 + 4ar4bc2x2 + 2a2r4c2x2

+ 2r4cxb3 + 10ar4b2cx + 2a2r6

+ 24a2r3b2cx + 8ar3b2c2x2 + 11a5bcxr

+ 10a4xcrb2 + 8a5r3 + 2a6r2

+ 16a2r3bc2x2 + 3a3xcrb3 + 37a4r2cxb

+ 16a4x2c2rb + 9b2r2a4 + 5a2xcr2b3

+ 2a6x2c2 + a2r2b4 + 8a3x2c2rb2

+ 26a3b2cxr2 + 4a2br5 + 4a2r5cx

+ 24a3br2c2x2 + 44a3br3cx + 8x2c2a3r3

+ 12a4r2c2x2 + 24a4r3cx + 5b3r3a2

+ ar5bcx + 16a3r4cx + 12a4r4

+ 4ar3b3cx + 8a3r5 + 2a4x2c2b2

+ 4a6rcx + 8a5c2x2r + 4a5x2c2b

+ 16a5r2cx + 5b3r2a3 + 21a4r3b
)

× (2ar + r2 + a2 + ab + rb
)−2

(cx + r)−4

× (acx + rcx + ar + rb + r2)−5
.

(D.3)

The underbraced terms of (D.3) contain the negative terms
in (D.3), each paired with a corresponding positive term. It
can be seen that if a ≥ r, each of these underbraced terms
is nonnegative. Therefore, a ≥ 1 is a sufficient condition
for 4AC > B2, and hence for the function f (r, x) to be
quasiconcave.

Making the substitutions a = 2γ10P1, b = 2γ1RP1,
c = γR0, and x = PR1, the sufficient condition becomes
2γ10P1 ≥ 1. That is, if the maximum achievable SNR of the
direct channel of node 1 is at least −3 dB, then the objective
function in (11) is quasiconcave in (r,PR1). Similarly, we
can obtain that 2γ20P2 ≥ 1 is a sufficient condition for the
function on the left hand side of the first constraint in (11)
to be quasiconcave in (r̂,PR2). Therefore, the problem in (11)
is quasiconcave in (r,PR1) if the maximum achievable SNR of
the direct channel of both nodes is at least −3 dB.
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1. INTRODUCTION

Time Division Multiple Access (TDMA)-based digital cel-
lular standard global system for mobile (GSM) was first
deployed in 1990 with a new 900-MHz band. However, due
to uneven nature of the time-varying spatial distribution [1],
network performance metrics are not sufficient for today’s
wireless network where more ad hoc features are being
introduced.

To effectively manage problems stated above, we propose
to combine the advantages of different networks so that the
Mobile Terminal (MT) can utilise an optimised MANET,
the base-station-oriented network (BSON) and the relay
services. Figure 1 presents hybrid wireless network with relay
nodes (HWN∗), the relay nodes (RNs) of core network
compose a mesh-like structure connected to the internet
protocol (IP) networks through RN gateways, while base
stations (BSs) are connected to the IP networks via switches.
In rural places without infrastructure support as indicated
in Figure 1, two MTs may communicate directly, or through
intermediate MTs. When an MT transmits packets to a BS
through RNs, the RNs extend the signalling coverage of
BSON thus we can expect an enhanced resource-sharing
performance.

An adaptive distributed cross-layer routing (ADCR)
algorithm is proposed for HWN∗ based on [2] using the

minimal number of hops and considering routing model
dynamic switching to reduce latency, preserve communica-
tions, deliver good overall throughput/per node throughput,
and extend the HWN∗ coverage. A cross-layer network
design [3] that seeks to enhance the system performance by
jointly designing MAC and NETWORK layers is adopted.
We analyse in design stage the theoretical cellular network
media access capacity, multihop traffic relaying issues, and
inter network traffic handovers [4]. The cascaded ADCR
then includes three subpacket transmission modes labeled
as one-hop ad-hoc transmission (OHAHT) for point-to-
point ad hoc direct communication, multihop combined
transmission (MHCT) for radio resource relaying using fixed
RNs or MTs, and cellular transmission (CT) for traditional
cellular service. In rural places without infrastructure RN
support, the MHCT transmission mode can be implemented
on selforganised ad hoc nodes for supporting multihop
communication as long as: (i) The resource of relaying MTs
is contention-free, (ii) the migration range of relaying MTs
is limited, and (iii) the speed changes of relaying MTs in
sampling times have limited influence on routing.

The paper begins with a heterogenous wireless networks
RN incorporation discussion, including the comparison
work between proposed HWN∗ framework stage I and
HWN∗ framework stage II. We present two pre-engineered
RNs positioning algorithms in Section 3. In Section 4, we
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Figure 1: The hybrid wireless network with fixed relay stations.

discuss three traffic transmission modes with emphasis on
MHCT mode in copy with newly included packet relaying
environment. The ADCR performance of the HWN∗ under
various scenarios is evaluated in Section 5 to address network
capacity, per MT throughput, access speed, and end-to-end
delay. Finally in Section 6, conclusions are made with future
research outlook.

2. HETEROGENOUS WIRELESS NETWORKS

The further balance of radio resource in heterogeneous
networks or hybrid wireless networks requires assistant
equipment functioned-like internetwork switcher, thus we
introduced a new node structure (RN), and further divided
it into heterogeneous RN that uses different radio access tech-
nology (RAT) with common or different sets of transmission
resources for its links and homogeneous relay node that uses
the same radio access technology and mode in a common
set of transmission resources for its entire links. For example,
the IST-WINNER [5] project proposes to share the same RAT
with BSs, RNs, and MTs to realise a dynamic spectrum usage.

Multiple noninterfering relay frequencies operate in parallel
through the use of intelligent radios. The spectrum where
an RN operates can be leased for a limited time depending
on network status. The spectrum on which it is operating
is reclaimed when network performance improves. Two RNs
operating on noninterfering spectrums form a network relay
link with multiple orthogonal bands. Multiple nodes within
range of each other may also transmit simultaneously on
different channels without relying on a media access protocol
or distributed scheduling algorithm to resolve contention.

Focus on different design objectives, the iCAR [6] is
derived from existing cellular networks and enables the
network to achieve theoretical capacity through adaptive
traffic load balancing. The SOPRANO [7] is a scalable
architecture that assumes the use of asynchronous code-
division multiple access (CDMA) with spreading codes to
support high-data-rate internet and multimedia traffic. It is
similar to iCAR other than IP network support and cross
network connection methods. We summarise in Table 1
the main research improvements from the HWN∗ stage I
[4] to the HWN∗ stage II. The comparison between the
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Table 1: Research improvement of HWN∗ framework stage II.

project HWN∗ framework stage I HWN∗ framework stage II

Main objectives Incorporate a MANET to increase system capacity
while realising differentiated QoS services

Stage I + Investigation on places without infrastruc-
ture support

Basic infrastructure BSON, BSON with RN, MANET with RN
BSON, BSON with RN, MANET with RN and
MANET

Routing issues BS switch and RN assisted traffic diversion
Cascaded and distributed routing with three trans-
mission modes

Mode movement issues Attractor points model
Costudy of user movement model and RN placement
algorithm

Congestion control QoS-based session congestion control algorithm QoS-based session congestion control algorithm

RN positioning scheme Fix point RN positioning RN positioning considering node movement pattern

Load balance QoS-based multihop load balancing QoS-based multihop load balancing

Call admission The BS coordinated admission Distributed session admission algorithm

iCar, multipower architecture for cellular network (MuPAC),
hybrid wireless network (HWN) without RN support,
WINNER, SOPRANO, and MCN can be found in [4, 8] with
the identification of technologies used.

Consider a cellular handover scenario in Figure 2 where
MT A is currently connected to MT B and is moving out
of Cell 1 into Cell 6. A request for a BS handover will be
sent as soon as the power level by MT A goes below a
certain threshold (trajectory indicated by red dotted line).
A successful handover will take place within a few hundred
milliseconds depending on speed before the received power
from BSs reaches an unacceptable level. When MT A
arrives in Cell 6, if the congestion persists in cell 6 for a
period of time during which the MT moves farther away
from the other neighbouring cell border, thus causing the
received power level from BS A to fall below the acceptable
level, handover will fail and the call will be permanently
terminated.

However, in MHCT mode of HWN∗, the data session
does not have to be dropped even though the congestion
in Cell 6 persists. For example, when MT A moves into
the congested Cell 6, apart from trying cellular connections,
it also associates itself with an RN using either ad hoc
frequency or cellular frequency, then the RN may continue
transmission with any BS via the multihop relaying structure
and the relaying path can be also extended to the area
with no cellular coverage. For example, the routing path
for an MT in rural place can be even from MT → MTs
→ core network; and the corresponding frequencies used
can be ad hoc frequency → ad hoc frequencies → either ad
hoc frequency or cellular frequency. In addition, OHAHT
of point-to-point ad hoc communications can be another
routing mechanism option to further balance traffic load.
The simulation results presented in [4] have already proven
that inter network traffic management can significantly
improve the grade of service, reduce the traffic blocking
probability, while maintaining the QoS.

The relay concept extends service range, optimises
cell capacity, minimises transmit power, covers shadowed
areas, supports inter network load balancing, and supports
MANET routing. Theoretically, both the HWN∗ system

capacity and the transport capacity per MT, when compared
to a cellular network, should be improved because the RNs
provide relay capability as the substitution of a poor-quality
single-hop wireless link with a better-quality link being
encouraged whenever possible. Also a higher end-to-end
data rate could be obtained if an MT had two simultaneously
communicating interfaces.

Using three scaling approaches, we can implement
network/simulation dimensioning and estimate how many
RNs should be deployed when the number of MTs changes.
The three parameters are the number of RNs m, the number
of MTs n, and the system capacity C. The asymptotic scaling
for the per user throughput as n becomes large is

m ≤
√

n

logn
. (1)

The per user throughput is of the order C/
√
n/ logn and

can be realised by allowing only ad hoc communications
which do not necessarily need RN support, when

√
n

logn
≤ m ≤ n

logn
. (2)

The order for the per user throughput is Cm/n, therefore
the total additional bandwidth provided by m RNs is
effectively shared among n MTs. Finally, when

n

logn
≤ m, (3)

the order of the per user throughput is only C/ logn
which implies that further investments in relay nodes will
not lead to an improvement in throughput and bandwidth
optimisation.

3. RN-PLACEMENT ALGORITHMS

We explore the relay node placement and HWN∗ ini-
tialisation problem in this section. The network spectral
efficiency was taken by [9] as the objective to optimise RN
positioning. The paper made the assumption that the quality
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Figure 2: Multihop combined transmission example of cellular resource relaying using fixed RNs.

on the links connecting BS ↔ RN is always better than the
link between RN ↔ RN. This assumption can be satisfied
by establishing line-of-sight (LOS) links between BS and
RN or by designing links that enhance the antenna gains.
However, the solution imposes extra difficulty on network
planning by complicating transceiver design. In this section,
two RN positioning algorithms are proposed, which are
packing-based RN placement and heuristic RN placement
considering user movement behaviours. The algorithms
implementation is to use a minimum number of RNs that
enable the relaying of maximum traffic under the media
contention from both cellular and ad hoc perspectives.

It is well known from planar geometry that to cover a
two-dimensional district with equal-sized circles, the best
possible packing solution can be obtained by surrounding
each circle by six circles as shown in Figure 3 left. But to
have connections between the RNs, an overlap between relay
cells is required. We therefore consider a situation where the
location of the RNs is centered with maximum coverage. The
deployments shown in Figure 3 (left side) are two examples
of such pre-engineered approach with a number of RNs in
the HWN∗. The first deployment tries to cover the entire
area while the second one tries to cover densely populated
regions.

Heuristic RN placement that we devised has a straight-
forward design philosophy based on two most important
factors, which are user movement behaviour and bandwidth
utilisation. By imposing such a plan, we can improve the
availability of MTs at disadvantaged locations and enlarge
network dimensioning possibility. It is first assumed that
RNs can acquire SIR information via local estimation
according to the distance. The RN positioning is formulated
as a constrained optimisation problem, of which the goal
is to maximise the overall network throughput and per
node throughput so that majority MTs are better served
with guaranteed QoS. The attractor points mobility model
deployed on MTs uses macro- and microcontrols to improve
user movement experiences, it may be not practical to
calculate each MT’s trajectory, but probabilities of user
reaching a set of frequently visited points can be useful.
Coincidentally, the hottest areas are places where most
media contention happens, and RN can be located in these
points to mitigate the contention. The next step of the
heuristic algorithm is to decide the number of RNs needed
in solving bandwidth contenting with guaranteed QoS. As
shown in Figure 4, after getting traffic load information, the
RN number used for further simulation studies is actually
estimated through network dimensioning analysis discussed
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Figure 3: Packing-based RN placement and heuristic RN placement.

in Section 2. The migration experiments are carried out to
produce a set of candidate points. A hard distant limit δ is
introduced and if distance between one candidate point and
any BS is smaller or equal to δ, this point will be eliminated
from final list.

The HWN∗, after RN placement, is then formed in two
stages, which are serving RN, BS association stage, and route
identification stage. More details on network formation can
be found in [4].

4. ADAPTIVE DISTRIBUTED CROSS-LAYER ROUTING

The QoS flows can consume all the bandwidth on certain
links, thus creating congestion for, or even starvation of, best
effort sessions. Statically, partitioning the link resources can
result in low network throughput if the traffic mix changes
over time. Thus, a mechanism that dynamically distributes
link resources across traffic classes based on the current load
conditions in each traffic class is critical for performance.
By proposing a cascaded adaptive distributed cross-layer
routing (ADCR) for HWN∗, we discourage applications
from using any route that is heavily loaded with low-priority
traffic. Traditional routing strategies that use global state
information are not considered. Problems associated with
maintaining global state information and the staleness of
such information are avoided by having individual MTs
infer the network states based on route discovery statistics
collected locally, and perform traffic routing using this
localised view of the network QoS state. Each application,
categorised by service class with the choice of three possible
transmission modes, maintains a set of candidate paths to
each possible destination and routes flows along these paths.
The selection of the candidate paths is a key issue in localised

routing and has a considerable impact on how the ADCR
performs. The high-priority traffic is given high priority in
accessing comparatively expensive cellular resource, while
low-priority traffic tries to access low-cost ad hoc resource.
Per MT bandwidth is used as the only metric for route local
statistics collection since it is one of the most important
metrics in QoS routing, furthermore, important metrics
such as end-to-end delay, jitter can be expressed as a function
of the bandwidth.

We divide traffic sessions into simple service classes
which are high-profile users (HPUs), normal-profile users
(NPUs), and low-profile users (LPUs). Principally, HPUs
get the best QoS, next comes NPUs with smaller medium
access opportunities. LPUs are a best-effort class with unused
medium resources by other classes. HPUs have the highest
access priority in any communication modes of HWN∗, and
traffic admission of NPUs and LPUs has to consider ongoing
HPUs sessions. The NPUs are configured to have a higher
probability than LPUs in terms of resource acquisition and
this probability is decided by an association level (AL) set.
In case of network congestion, CT mode may temporarily
become unavailable to NPUs when HPUs are not fully
accommodated, while LPUs sessions may be only granted
MHCT and OHAHT mode access to mitigate network
congestion, reduce transmission delay, and improve per MT
throughput. More details of resource acquisition, QoS-based
media access control, traffic class coordination, and traffic
class association were explained in [4].

The RN has the right to reserve QoS-guaranteed free
channels for packet transmission and it maintains a status
table that refers to other RNs and it provides information
on changing busy conditions or relay failure. The purpose of
bandwidth reservation is to let RNs that receive the relaying
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discovery command check if they can provide the bandwidth
required for the connection.

To avoid having higher traffic classes being influenced
by lower traffic classes in terms of queueing delay, we place
a waiting time limitation on each traffic class and force
starving packet switch transmission model [4]. A traffic flow
maintains two queues: a slot queue and a packet queue,
and we decouple slot queue for traffic class identification
from packet queue for transmission. Start and finish tags
are associated with slots but not packets. When a packet
arrives for a flow, it gets added to the packet queue, and
a new slot is added to the slot queue. Corresponding start
and finish tags are assigned to the new slot. The way
to raise priority in slot queue is that the packets related
to a high profile have shorter backoff time to increase
the probability of early medium access. As for the status
table maintenance, information flooding is restricted to a
limited scope. Once a positive acknowledgment message is
confirmed by requesting RN, the relay paths will not be
changed unless resource contention happens. Given the fact
that maintaining global RNs channel status in each RN slows
down RN response time, we only require each RN update
neighbouring RNs’ information, periodically.

The cascaded ADCR scheme includes three subpacket
transmission models, which are the OHAHT, the MHCT,
and the CT as illustrated in Figure 5. The communication
commands are defined as

(i) ACK/ACCEPT/REJECT/REJHO for the message-
delivery acknowledgment, packet acceptance, packet
rejection, and after-rejection handover request.

(ii) SEARCH/SETUP/DATA/BREAK for destination
node finding, new connection establishment, packet
delivery, and connection teardown.

(iii) MOS for MT to choose adaptive transmission mode.

(iv) FAIL used to acknowledge any failure on RN or MT.

(v) LREQ to request a label during the routing, The
label is a short, fixed-length identifier. Multiple labels
can identify a path or connection from the source
MT to the destination MT. The structure of a
label message contains flag, flow, cost, traffic class,
mobility information, and time tO lIVE (TTL).

(vi) LREP to request a label replay during the label
routing in MHCT model.

Time-sensitive multimedia applications have restrictions
on end-to-end transmission delay, while FTP data transfers
need a minimum guarantee on packet losses. The ADCR
should therefore consider differentiated QoS issues while
guaranteeing HPUs that agree to pay more than NPUs
and LPUs. However, due to the high priority of premium
traffic, the global network behaviour as a consequence of this
service class, including routing and scheduling of premium
packets, may impose significant influences on traffic of other
classes. These negative influences, which could degrade the
performance of low-priority classes with respect to some
important metrics such as the packet loss probability and
the packet delay, are often called the interclass effects.
To reduce the interclass effects, we proposed in [4] a
mechanism based on association level (AL) calculation for
load balancing of different service classes. The AL is a set
of parameters monitoring channel availabilities, an AL that
scores higher than the threshold means that the channels are
already occupied by ongoing sessions. The simulation results
demonstrated that the proposed mechanism distributes the
premium bandwidth requirements more efficiently, and the
traffic is better organised and balanced before routing.
Figure 5 also presents corresponding process of an MT’s
association with its serving BS and RN, and simplified ADCR
algorithm. As presented in script, if the source MT continues
transmitting directly until the SIR falls to a certain level, the
traffic re-routing or handovers will be initiated. In rerouting,
the model selection priority for HPUs is CT > MHCT >
OHAHT, while priorities for NPUs and LPUs are MHCT >
CT > OHAHT and OHAHT > MHCT > CT, separately. Also,
inter- and intranetwork handover triggers are discussed in
paper [4].

4.1. One-hop ad-hoc transmission

In OHAHT, the requesting MT first broadcasts SEARCH
messages to every node in its transmission range including
its associated RN and BS. For example, MT A in Figure 5
broadcasts SEARCH messages, if the destination MT B is
within its transmission range and there is no ad hoc-based
media contention between MT A and MT B, MT B can
respond to MT A with an ACK message. Once MT A
confirms the acknowledgment, it starts a connection SETUP
session immediately.
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BS & RN Association()
{
For N MTs in a cellular cell, 0 < i < N ;
SIRi = Received signal quality evaluation of MT i from the serving BS;
For N MTs in a cellular cell, 0 < i < N ;
TTL = 1;
/∗Receive neighbouring information from surrounding RNs∗/
For N MTs, 0 < i < N , M RNs, 0 < j < M;
SIRi j = Received signal quality evaluation of MT i from surrounding RNs;
Sort SIRi j in descending order from high SIR to Low SIR;
Associated RN = the RN with Max(SIRi j );
}
ADCR Routing()
{
DB(i) = Node i’s distance from serving BS;
DR(i) = Node i’s distance from serving RN;
/∗ Identify which traffic class the packet belongs to, HPU, NPU or LPU∗/
Traffic Class Discovery ();
/∗ Individual packet routing with three sub models, OHAHT, MHCT and CT∗/
One hop adhoc transmission();
Multi hop combined transmission();
Cellular transmission();
Node i is scheduled to initiated a packet transmission at time T(k);
switch(service class)
{
case HPU():
/∗ Evaluate QoS requirement and urgency based on weighted calculations ∗/
Evaluation();
/∗Check media access constraints for three transmission models∗/
Media check();
/∗Try to use the transmission models in order of CT, MHCT then OHAHT∗/
HPU routing();
break;
case NPU():
Evaluation();
Media check();
/∗Try to use the transmission models in order of MHCT, CT then OHAHT∗/
NPU routing();
break;
case LPU():
Evaluation();
Media check();
/∗Try to use the transmission models in order of OHAHT, MHCT then CT∗/
LPU routing();
break;
}
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Figure 5: Computerised ADCR algorithm and simplified transmission modes illustration.

4.2. Multihop combined transmission

The MHCT can involve RNs acting as intermediate nodes
for message relaying. Figure 5 shows the connection setup
process for communication between MT A and MT B via the
RN infrastructure. MT A first broadcasts SEARCH messages
to every node to find MT B. After the SEARCH session, MT A
may find that the cellular resources can be borrowed through
RNs by receiving three ACK messages from the serving BS of
MT B, RNs, and the MT B. The positive acknowledgment
requires MT B to send an ACK to its serving BS, then the
serving BS sends an ACK to the RN infrastructure and finally
the RNs feedback the ACK to MT A. Once the positive
ACK is confirmed, the MT A starts a connection SETUP
from MTA→RN , then RN→BS, and finally BS→MTB. The
DATA-transmission process follows the same packet delivery

route, and further route discovery is prohibited to reduce the
signalling overhead.

The label routing concept [10] originated from ATM
network is introduced to MHCT mode since RN switching
provides faster packet forwarding than routing because its
operation is relatively simple. The label switching protocol
uses signalling protocol distribute labels and set up new
route after the path is computed by the routing module.
This requires that the path is pre-established with signalling
before it can be used. In reactive MHCT mode with frequent
topology changes on both sender and receiver, a high rate
of path setup and tear down signaling may occur. It simply
can not use separate signalling to set up a new route. Instead,
the path finding process dynamically initialised by the LREQ
packet carrying a unique label and flow information, where
low-path setup delay is guaranteed. The flow information
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contains source address and a flow number is chosen by the
source node since the default source address is assumed to be
unique.

In finding the destination MT, the source MT creates an
LREQ message in which the packet contains IDs, sequence
number, and service class of the source MT. This packet
also contains traffic flow information, a broadcast ID, and
a hop count that is initialised to zero. All RNs that receive
this message will increment the hop count. If an RN does
not have any information about the destination node, it will
record the neighbour’s ID where the first copy of LREQ is
from and send this LREQ to its neighbours. LREQs from the
same node with the same broadcast ID will not be processed
more than once. Figure 6 gives an example of label routing
in MHCT. In this example, there are eight nodes with duplex
connection link.

The MT A first creates an LREQ message and sends it
out to its associated RN. Figure 6 illustrates the propagation
of LREQ across the RNs and the reverse path at every RN.
The reverse path entry is created for the transmission of
the reserved label for this path. This label is embedded in
the label-reply message LREP. The reserve path entry will be
maintained long enough for the LREQ to traverse the path
and for RNs to send an LREP to the source MT. Once a path
is found in the relay structure, the source MT will check the
sequence number (SEQ) of the destination MT in the current
path in order to avoid old path information. It should be
at least as great as the value entry in the LREQ. Otherwise,
the existing path in the table will be discarded. If SEQ ≥

SEQLREQ, it will also check in the current path whether the
QoS requested by the source MT has been satisfied. If not,
this request will be discarded. If the source MT still can
not find the destination MT B, MT A will increment the
hop count in the LREQ by one and then broadcast it to its
neighbors. Any duplicated LREQ with same source node ID
and same broadcast ID will be discarded. Normally relay-
based label routing should have a maximum hop count.
However, there is no energy constraints and node mobility
issues in our relay infrastructure, thus theoretically any hop
count threshold can be possible. We specify the hop count in
LREQ as not being larger than 10 as a simulation limitation
to avoid computation complexity and if the sender of an
LREQ does not receive the reply message, each node only
resends the LREQ once for each connection request.

The RN only creates an LREP with the total hop count of
this path if hop count, sequence number, and path QoS are all
acceptable, the new sequence number of the destination MT
is the largest one between SEQ and SEQLREQ, the best QoS,
and a label from its label pool. Then this LREP will be sent
back to the source MT along the reverse path entry. The third
plot in Figure 6 shows the propagation of the LREP along the
reserve paths. Note that both RN C and RN F fail to send
the LREP due to hop count, sequence number or QoS issues.
The path between the source MT and the destination MT
is composed of multiple segments and all data packets are
relayed by these segments. Each segment is a real connection
between two nodes and labeled by the sending-side node
of the LREP in this segment. For example in the the path
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Table 2: Characteristics of QoS differentiated users.

Low-profile user Normal-profile user High-profile user

Portion Voice 20% Web 10% Video 5% Voice 15% Web 8% Video 10% Voice 10% Web 7% Video 15%

Voice dwell/session time: 60 s/120 s Web dwell/session time: 120 s/trace Video dwell/session time: 120 s/240 s

MTA↔RNA↔RND↔RNE↔RNB↔MTB showed in the last
plot of Figure 6, RNs A, D, E, and B set up the labels of
the segments between A and D, D and E, and E and E,
respectively. MT A and RN A, MT B, RN B, and its associated
BS are the other two segments. Since the topology of the relay
structure is meshed, the source MT can receive more than
one LREP. There is a hop count field in the LREP. This field
records the total number of hops of the path. The source
MT will choose the smallest hop count from the LREPs in
the specific limited time. All LREPs that are received after
this time threshold will be ignored. And if some available
LREPs have the same hop count, the path that has the largest
destination sequence number, which means it is the latest
path, will be chosen.

The MHCT mode can be also implemented in multi-
hop ad hoc transmissions in copy with rural environment
without infrastructure node support. The basic mechanism
is almost the same except MT replaces fixed RN and acts as
traffic switching nodes. The source MT first tries to establish
a connection destination node. If there is no path which can
reach the destination node in its local label routing table,
or the mobility constrains of MT relaying are violated, the
source MT will initiate another path discovery until TTL
reaches.

4.3. Cellular transmission

The last plot in Figure 5 shows the connection setup of CT
model between MT A and MT B via cellular BSs. MT A
first broadcasts SEARCH messages to every node to find
MT B. After the SEARCH session, the MT A finds that it is
able to communicate with MT B directly via BSs, while the
connection can be setup through a virtual wireless backbone.
The positive acknowledgment of a connection requires MT
B to send an ACK to its serving BS, then the serving BS
informs the serving BS of MT A or the BS feedbacks the
ACK to MT B when both MT A and MT B share the same
serving BS. Once the positive ACK is confirmed, MT A starts
connection SETUP fromMTA→BS, then BS→BS, and finally
BS→MTB. The DATA transmission process follows the same
packet-switched delivery route. Dynamic channel allocation
can be realised in a distributed manner given that the channel
usage does not break the two-channel interference constrains
[11] which are cosite constraint where there are minimum
channel separations within a cell and non-cosite constraint
where minimum channel separation between two adjacent
BSs is kept.

5. SIMULATION

We present various schemes and results of the simulation
that have been implemented for the ADCR in this section.

The OMNET++ simulator [12] is used and we generalise
all video streaming as real-time services, while web services
are referred to as nonreal-time services. Table 2 presents
the default QoS profile used consisting of 30%, 64 Kbps
streaming video, 45% general voice calls, and 25% nonreal-
time web services. The service request portion is distributed
and shared among HPUs, NPUs, and LPUs.

The MTs are randomly distributed in 13 regular hexag-
onal cells (1 km length, 2.6 km2) in an 8 km × 8 km grid.
The HWN∗ attractor point mobility model (HPMM) [4] is
implemented. At the simulation start, an MT schedules an
ACK message to itself before it determines a new position.
After saving the messages, the MT sends a MOVE message to
the physical layer and reschedules the ACK to be delivered in
a move interval. This metropolitan environment consists of
n points which MTs will move towards. The mobility model
implementation provides an approach which influences user
mobility in a distributed manner with micro mobility,
instead of grouping MTs with macro mobility.

BS is placed in the centre of each cell, and from 0 to
1300 MTs are scattered in HWN∗. To ensure frequency reuse,
7 frequencies are allocated to each cell with 128 available
channels. MT travels from 0 to 80 km/h since a relative
speed higher than 160 km/h is not suitable for the 802.11
radio propagation model, which has limited compensation
for channel fading. A node can not continue relaying packet
if its speed changes to more than 10 km/h. The log-normal
standard deviation σ is set as 10 dB, shadowing correlation
distance χs is set to 50 m, and the mean SIR value rd is set
to 17 dB. Default energy model provided by OMNET++ is
implemented, specifically, for a 250 m transmission range the
transmit power used is 0.282 W. Transmit power used for a
transmission range of d is proportional to d4 [13].

5.1. HWN∗ capacity analysis

The first experiment is to present two pre-engineered RN
positioning strategies’ influence on the HWN∗ capacity
under various traffic input. The HWN∗ network operations
are considered, including the process of RN & BS registra-
tion, traffic balancing, routing path discovery, transmission
mode selection, and data delivery.

When packing-based RN positioning scheme is imple-
mented in the HWN∗, per cell capacity is expected greater
than random RN placement HWN∗ and normal cellular
network under any traffic input. This is because these MTs,
which are not serviced in a cell, can use the packed relay
path to access other media resources strategically. With
the traffic input being increased higher, packing RN-based
HWN∗ achieves complete connectivity regardless of cellular
service penetration percentage. Figure 7 records per cell
capacity performance of three scenarios with traffic load
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Figure 7: Average capacity comparison of packing RN HWN∗,
random RN HWN∗, and cellular network.

being increased. The capacities of both packing RN-based
HWN∗ and random RN-based HWN∗ go up till maxi-
mum throughput reaches around 5.6 Mbps and 4.7 Mbps,
respectively. As we can see from the trend of capacity lines,
when the traffic input grows higher, packing RN-based
HWN∗ outperforms the random RN HWN∗ in terms of
network fairness, and its maximum capacity gets close to
the theoretical gain with a more uniform communication
experience.

Using the same simulation parameters, we also compare
per-cell per-second capacity of heuristic placement RN
HWN∗, random placement RN HWN∗, and mobile ad hoc
network. The AODV module provided by OMNET++ has
been simulated to realise MANET routing. Figure 8 Presents
the result. Overall, heuristic RN placement has the highest
capacity followed by packing algorithm, random HWN∗,
cellular network, and MANET (also refer to Figure 7). The
extremely low capacity of the MANET is the results of high-
contention level, erratic connections, and AODV protocol
overhead. Heuristic RN-based HWN∗ outperforms packing
RN HWN∗ under any traffic input, which indicates more
traffic is adaptively routed. The maximum capacity of this
structure achieves 5.7 Mbps.

For packet delivery ratio in the HWN∗, the system
throughput (ST) is defined as the delivery ratio:

ST = Total number of data received
Total number of data sent

100%. (4)

In this experiment, we only implement UDP traffic (with
no handshaking mechanism) on each MT instead of the
default QoS0-based traffic profile, and network operations
of the proposed HWN∗ are simulated. The packets are sent
at constant bit rate (CBR) with a packet size of 1500 bytes
and the MTs are added from 0 to 500 gradually as an input
parameter to increase the offered load. Figure 9 shows the
impact of increased traffic on the packet delivery ratio. It
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network throughput versus offered load.

indicates under any traffic input, the ADCR with packing
based-RNs placement gives a higher throughput than the
HWN∗ with random RN placement and pure cellular sys-
tem. The packet delivery ratio decreases when the UDP traffic
load increases, this is mainly due to the congestion. However,
packing RN-based HWN∗ outperforms random RN HWN∗

or TDMA network by 12% and 26%, respectively, when the
maximum traffic load is achieved.

In Figure 10, we present the throughput performance
for heuristic-based RN placement HWN∗ with the ADCR,
random RN positioning HWN∗ and MANET with the
AODV algorithm, respectively. The curve of heuristic RN
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Figure 10: Heuristic RN HWN∗, random RN HWN∗, and MANET
throughput versus offered load.

HWN∗ corresponds to a case where all the transmitted
packets are maximally received, which can be considered to
be an upper throughput bound on this proposed scheme.
One can see that the increase of traffic load does not affect
too much of the scheme’ performance. Overall, heuristic
algorithm has the highest throughput followed by packing
RN HWN∗, random RN HWN∗, cellular network, and
MANET (also refer to Figure 9). Furthermore, we notice
that MANET exhibits a jittering performance with very
low throughput under any traffic conditions. When the
maximum traffic load achieves, the heuristic-based RN
structure outperforms packing-based structure by 3%.

5.2. Packet transmission delay

The average packet transmission end-to-end delay of a traffic
flow should be directly proportional to the number of hops
traversed by the flow, and inversely proportional to the flow’s
end-to-end throughput, this is an interesting metric to study
as the HWN∗ network itself has a complicated transmission
arrangements, which can be seen as hybrid traffic migration
of MANET, cellular network, and enhanced packet relay
services. The average End-to-end Delay (AED) is defined as

AED = Total number of data received
Total delivery time

. (5)

Simplified WINNER and SOPRANO hybrid network
infrastructures are therefore simulated with traffic routing
functionality. The WINNER concept system realises packet
switch through cooperative relaying, and RN operates same
resource management functions as cellular BS. In decen-
tralised SOPRANO, route path calculation is exclusively
carried out in local MT. A minimum energy routing pro-
tocol, as recommended in [14], which maximally saves the
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Figure 11: Average end-to-end transmission delay of HWN∗,
WINNER, and SOPRANO.

transmission power, is simulated for SOPRANO. Figure 11
presents the average end-to-end delay versus quantised load
offered for three hybrid networks. There is a significant
improvement in the delay performance of HWN∗ ADCR,
compared to the cooperative relaying of the WINNER and
the minimum energy routing of the SOPRANO. At 15
Erlangs average offered load, the corresponding average end-
to-end delays are 0.10, 0.21, and 0.033 seconds and the delay
in other systems is almost two or three times larger than the
HWN∗ ADCR under any traffic load. The ADCR scheme
adaptively selects paths with better quality and prevents
wasting transmission time.

Figure 12 presents the end-to-end delay comparison
result between packing RN HWN∗ with ADCR, heuristic
RN HWN∗ ADCR and heuristic HWN∗ ADCR + MHCT ad
hoc. Interestingly, the MHCT ad hoc mode does not bring
too much negative impact on system performance and the
position of RNs either does not marginally influent delay
performance.

Apart from RN placement plan, the number of relay
nodes is another practical parameter to affect the HWN∗ sys-
tem performance. The packing-based RN placement HWN∗

is chosen as the test scenario causes a random RN number to
cut off heuristic algorithm that may cause large transmission
delay in hot spot. Figure 13 presents delay performance of
fully loaded RN, two third RN loaded and one third RN
loaded scenarios under increasing traffic load. It clearly
indicates that the delay is much less in fully loaded RN plan,
compared to the other two scenarios with less infrastructure
nodes. One can estimate that an increase of one RN reduces
end-to-end delay while improves HWN∗ throughput at least
3% average in a small system domain including seven cellular
BSs [15]. However, excessive installation of RN may not
be a preferable approach because a tradeoff exists between
management cost and expected system performance.
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Table 3: Success route acquire ratio comparison between different user classes.

HPUs NPUs LPUs Simple HWN∗

5 Erlangs/cell 100.0% 100.0% 98.0% 98.5%

10 Erlangs/cell 98.1% 93.2% 91.9% 86.2%

15 Erlangs/cell 97.3% 87.0% 86.7% 77.7%

20 Erlangs/cell 96.1% 84.4% 82.5% 57.5%

25 Erlangs/cell 95.0% 77.1% 72.1% 45.1%

0.05

0.15

0.1

0.2

0.25

0.3

0.35

0.4

0.45

0.5

0.55

0.6

A
ve

ra
ge

en
d

to
en

d
de

la
y

(s
)

0 5 10 15 20 25

Packing RN based HWN∗

Heuristic HWN∗ ADCR
Heuristic HWN∗ ADCR + MHCT ad hoc

Offered traffic loads (erlangs)

Figure 12: Average end-to-end transmission of various HWN∗

scenarios.
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Figure 14: Comparisons of success route acquire ratio between
HWN∗ ADCR and HWN∗ without ADCR.

5.3. QoS-based routing analysis

Experiments are conducted to verify that if the ADCR
meets the goal of providing QoS differentiation among
different users based on their class profile. To setup a
comparison benchmark, we simulated a simple HWN∗

without any dedicated resource management and routing
algorithms. Each packet session in this network has the same
privileges when accessing the media resource. The arriving
packet sessions are accommodated on a first-come-first-
serve basis until all available channels have been occupied.
An MT terminates the routing process when it can not
find an alternative route. Figure 14 shows the route acquire
success ratio with traffic load being constantly increased. The
ADCR scheme has the most successful acquire ratio since
it always returns a path on-demand and the performance
improvement is marginal when the system is heavily loaded.
The simple routing algorithm in the HWN∗ performs worse
than the ADCR due to its limitation on route selection and
lack of alternate paths.

Table 3 presents the individual class successful path
acquiring probabilities against traffic loads offered for
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Figure 15: Comparisons of success route acquire ratio between
HWN∗ ADCR and HWN∗ ADCR + MHCT ad hoc.

different user classes. It can be seen that different results are
experienced by user applications in different service classes
and for unclassified users in the simple HWN∗. Under low-
and medium-traffic intensities, the success rates are similar
among HPUs, NPUs, and LPUs, since sufficient routes
are available and LPUs are not largely affected by HPUs
and NPUs communications. However, in the high-traffic
intensity case, HPUs and NPUs applications encounter large
resource competition in the MAC layer, which consumes
a considerable fraction of the radio resource. This may
adversely affect the route finding performance of LPUs,
in particular when an HPU and NPU traffic hot spot
occurs, LPUs are pushed to use the ad hoc communications
modes, where the routing process are comparatively unstable
compared against the infrastructure-based modes.

An interesting scenario is also investigated where we
enable multihop ad hoc communication with MHCT soft
relay implementation. When considering route acquire ratio,
15% of the MTs is configured residing in places outside
infrastructure support, while the rest of MTs still migrates
using attractor point mobility model. Configuration files for
simulation such as user profiles and traffic input are kept the
same as the files used in previous QoS-based routing analysis.
Figure 15 presents the result comparison between HWN∗

with ADCR, and HWN∗ with ADCR + MHCT ad hoc.
Different levels of route acquire ratio degradation happen in
both scenarios. However, under maximum traffic input, the
HWN∗ with ADCR + MHCT ad hoc system outperforms the
HWN∗ ADCR without multihop ad hoc communication by
11%.

6. CONCLUSION

In this article, we have presented an overview of heteroge-
nous wireless networks with the comparison between the
HWN∗ stage I and HWN∗ stage II works. We have devised
a cascaded selforganising routing scheme, the ADCR, and

enabled the communication in rural places using multihop
ad hoc communication. The routing algorithm employs a
service class-based approach to discourage applications from
using any route that is heavily loaded with low-priority
traffic, with three subtransmission modes. Simulation results
demonstrate that the ADCR further balances radio resource,
reduces transmission delay, and potentially increases the
network capacity. The future work will address cross-layer
resource selfoptimisation issues in cooperative networks with
dedicated relay nodes.
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1. INTRODUCTION

It is a shared opinion among researchers that mobile comm-
unication systems beyond the third generation (3G) will see
the interconnection of heterogeneous radio access networks
in order to always provide the best quality of service in
the most efficient way. The realization of such a scenario
will allow, in fact, to pursue not only the “always best
connected” paradigm, but also to increase the efficiency
in the networks usage by fully exploiting the peculiarities,
in terms of capacity, cost, coverage, and support of users’
mobility, of the different radio access technologies (RATs)
that could be deployed in the same coverage area.

Several steps have already been taken in the direction
of RATs integration: protocols to make wireless local area
networks (WLANs) and 3G cellular networks interact are
currently under standardisation (see, e.g., [1, 2]), and user
terminals able to operate with more than one communica-
tion technology are already a reality.

Nonetheless, this scenario poses a number of critical
issues, which are mainly related to the architecture of
future heterogeneous networks and to the radio resource

management strategies to be adopted in order to take
advantage of the multiaccess capability.

From the viewpoint of the heterogeneous network
architecture, the simplest solution is the so-called “loose cou-
pling”: different networks are connected through gateways,
still maintaining their independence. This scenario, that is
based on the mobile IP paradigm, is only a little step ahead
the current situation of completely independent RATs and
does not allow seamless handovers between two RATs.

A more interesting and promising solution is the so-
called “tight-coupling”: in this case different RATs are
connected to the same controller and each of them supports
a different access modality to the same “core network.”
This solution is significantly more complex but will allow
fast handovers and a really effective multiple-resources
management, which in the following will be referred to as
multiradio resource management (MRRM).

As far as MRRM is concerned, it is straightforward to
understand that the availability of a heterogeneous access
network adopting the tight-coupling architecture will make
possible to take advantage of the multiradio transmission
diversity (MRTD) [3, 4], which consists in the splitting of the
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data flow exchanged by two end-to-end entities over more
than one RAT.

MRTD can be accomplished, in particular, in a twofold
manner: (1) dynamic switching between the available RATs,
which are used alternatively, and (2) parallel transmission
over multiple RATs [3]. In the former case, the entity
performing MRRM dynamically selects the RAT via which
data units are going to be transmitted, whereas in the latter
case there is a parallel usage of more than one RAT for the
same data flow (with or without data duplication for the
transmissions over the different RATs).

The aim of this paper is, in particular, to investigate the
benefits and the critical aspects of the “parallel transmission
MRTD without data duplication” in a tight-coupled hetero-
geneous network in the case of best effort traffic.

An example investigation of “parallel transmission
MRTD” is reported, for instance, in [5], where the provision
of video streaming and web browsing services is considered,
and the most relevant data (video base-layer and www main-
objects, which are only a small fraction of the total but of
great importance) are carried by an UMTS RAT, whereas a
WLAN, which is faster but less reliable, is used to transmit
video enhancement-layers and www inline-objects.

In this paper, differently from [5], we do not assume that
the data splitting is performed by the traffic source on the
basis of the data importance. Here, on the contrary, we did
the more realistic assumption that the traffic source (which
could be far from the end user) does not know whether
multiple RATs are available at the user side or not.

We assumed, therefore, that the possible data splitting
is performed locally at the Network level, by the entity
managing the RATs (if more than one) covering the user
region. This is even more realistic considering that users
could be moving, thus dynamically entering or exiting
multiple RATs areas.

Investigations on MRTD are also carried out in [6, 7],
where the emphasis is on the exploitation of the radio
channel diversity on a per packet basis, not considering,
however, the impact of protocol layers higher than the data
link.

Other studies on parallel transmission focus on the
physical layer only, for instance [8, 9].

Differently, in this paper we consider the whole protocol
stack, from the physical layer to the application one, with
particular reference to the Transport layer protocol which, as
will be seen in the following, deserves a particular attention
in multiple RATs scenarios.

More in general, the achievement of a real benefit
from “parallel transmission MRTD” is conditioned to the
fulfilment of some requirements related to the kind of
RATs, the MRRM strategy, and the transport-level protocol
behaviour. All these aspects have been carefully considered in
our investigation, which has been carried out partly adopting
an analytical approach and partly by means of simulations.

The paper is organized as follows. In Section 2, the
scenario considered for our investigations is outlined along
with the assumptions and the description of the investigation
methodology. In Section 3, the issue of the transport proto-
col behaviour with multiple RATs is addressed. In Section 4,

an analytical investigation on the achievable performance
level is carried out. In Section 5, an original MRRM strategy
is proposed and its effectiveness is assessed. Finally, in
Section 6 the final conclusions are drawn.

2. INVESTIGATION ASSUMPTIONS
AND METHODOLOGY

In this paper, the three most relevant actual or upcom-
ing RATs have been considered as case studies: the well-
known wideband code division multiple access (WCDMA),
UMTS technology for 3G cellular communications [10],
the IEEE802.11a technology for WLANs [11], and the
IEEE802.16e technology (also known as Mobile-WiMax) for
broadband mobile access [12].

The scenario considered in this paper consists of a tight-
coupled heterogeneous access network constituted by two
RATs, either WLAN-UMTS or WLAN-WiMax.

The assumptions we made with reference to this scenario
are summarized hereafter:

Technologies

As far as the three above-mentioned communication tech-
nologies are concerned, the following choices and assump-
tions have been made in the rest of the paper.

(1) UMTS. The WCDMA version of UMTS was consid-
ered, with a channelisation bandwidth of 5 MHz in the 2 GHz
band. The 384 kbps bearer has always been assumed for data
transmissions.

(2) WiMax. We considered the IEEE802.16e Wireless
MAN-OFDMA version operating with 2048 OFDM sub-
carriers and a channelisation bandwidth of 7 MHz in the
3.5 GHz band; the time division duplexing (TDD) scheme
was adopted as well as a frame duration of 10 milliseconds
and a 2 : 1 downlink:uplink asymmetry rate of the TDD
frame.

(3) WLAN. The IEEE802.11a WLAN technology has
been considered as foreseen by the specification, that is,
with a channelisation bandwidth of 20 MHz in the 5 GHz
band and a nominal transmission rate going from 6 Mbps
to 54 Mbps.

Since our interest is focused on the access network side,
in this paper we assumed that packet losses and delays
introduced by the core network are negligible. Packet losses
and delays introduced by the access network have been, on
the contrary, accurately taken into account.

MRRM

We assumed that, according to the principle of “parallel
transmission MRTD,” each user can simultaneously operate
with both available RATs by means of a multimode user
terminal.

Here we considered, in particular, the parallel transmis-
sion “without data duplication” modality. This means that
the data flow of a single communication is split into two
disjoint subflows addressed to the two different RATs.
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We made the (realistic) assumption that the entity
performing MRRM is periodically informed on the number
of IP packets transmitted by each technology as well as on
the number of IP packets still waiting (in the data link level
transmitting queues) to be transmitted; by the knowledge of
these parameters a decision on the traffic distribution over
the two RATs is taken, as detailed later on.

Service

In this paper, we did not consider other traffic categories than
the best effort one; users were connected to both RATs at the
same time, ideally expecting to perceive a total throughput as
high as the sum of those possible with each RAT singularly.

In order to make easier the interpretation of numerical
results, in the following we considered, without loss of
generality, only one active user performing an infinite file
download.

Investigation methodology

Results have been obtained partly analytically and partly
through simulations, adopting the simulation platform
SHINE that has been developed in the framework of several
research projects at WiLab, Bologna, Italy [13]. The aim of
SHINE is to reproduce the behaviour of RATs, carefully con-
sidering all aspects related to each single level of the protocol
stack and all characteristics of a realistic environment. This
simulation tool, described in [14], has already been adopted
to investigate a UMTS-WLAN heterogeneous network in the
case of “dynamic switching MRTD” (see [15], e.g.).

Performance metric

The performance metric we adopted to investigate the above-
described multiple RATs scenario is the throughput provided
by the integrated network. As we focused our attention, in
particular, on best effort traffic, we assumed that the TCP
protocol is adopted at the transport layer and we derived, as
performance metric, the TCP level throughput perceived by
the final user.

Let us observe, now, that a huge number of different
TCP versions are available nowadays; as will be shown in the
following section, the choice of the particular TCP version
adopted in the considered scenario is not irrelevant and must
be carefully considered.

3. TRANSPORT LEVEL ISSUES

The most widespread versions of the TCP transport protocol
(e.g., New Reno (NR) TCP [16]) work at best when packets
are delivered in order or, at least, with a sporadic disordering.
A frequent out-of-order delivery of TCP packets originates,
in fact, useless duplicates of transport level acknowledg-
ments; after three duplicates a packet loss is supposed by
the transport protocol and the fast recovery-fast retransmit
phase is entered at the transmitter side.

This causes a significant reduction of the TCP conges-
tion-window size and, as a consequence, a reduction of the
throughput achievable at the transport level.

This aspect of the TCP behaviour has been deeply
investigated in the literature (e.g., [17, 18]) and modern
communication systems often include a reordering entity at
the data link level of the receiver side (see, e.g., the WiMax
standard [12]) to prevent possible performance degradation.

Let us observe, now, that when “parallel transmission
MRTD” is adopted, each RAT works autonomously at data
link and physical levels, with no knowledge of other active
RATs. During the transmission phase, in fact, the packets
flow coming from the upper layers is split into subflows that
are passed to the different data link level queues of the active
RATs and then transmitted independently one of the others.

It follows that the out-of-order delivery of packets and
the consequent performance degradation are very likely,
owing to possible differences of the queues occupation
levels as well as of the medium access strategies and the
transmission rates of the active RATs.

The independency of the different RATs makes very
difficult, however, to perform a frame reordering at the
data link level of the receiver and, at the same time, it
would be preferable to avoid, for the sake of simplicity, the
introduction of an entity that collects and reorders TCP level
packets coming from different RATs. For this reason, the
adoption of particular versions of TCP, especially designed to
solve this problem, is advisable in multiple RATs scenarios.

Here, we considered the adoption of the delayed dupli-
cates New Reno version of TCP (DD-TCP) [18], which
simply delays the transmission of TCP acknowledgments
when an out-of-order packet is received, hoping that the
missing packet is already on the fly. The drawback of this
solution is, of course, that the fast recovery-fast retransmit
phases are delayed also when they are necessary.

The DD-TCP differs from the NR-TCP only at the receiv-
ing side of the transport level peer-to-peer communication;
this implies that the NR-TCP can be maintained at the
transmitter side. Thus, this solution could be adopted, at
least, on multimode user terminals, where the issue of out-
of-order packet delivery is more critical owing to the higher
traffic load that usually characterises the downlink phase.

In order to investigate the impact of DD-TCP on
the performance achievable with the “parallel transmission
MRTD,” here we considered a downlink best effort connec-
tion simultaneously exploiting two RATs.

As our aim was to highlight only the effect of
the transport-level behaviour, the heterogeneous network
considered for this specific investigation was somewhat
anomalous: the two considered RATs were, in fact, both
IEEE802.11a WLANs whose access points (APs) were located
in the same place. Since the two simultaneous connections
provide the same throughput, the MRRM strategy we
adopted in this case randomly distributed TCP/IP packets
between the two RATs with equal (i.e., 50%) probability.

The outcome of this investigation is reported in Figure 1,
where the amount of acknowledged TCP packets is reported
as a function of the time for both DD-TCP and NR-TCP.
The case of a single AP (i.e., of a single RAT) is also shown



4 EURASIP Journal on Advances in Signal Processing

109876543210

Time (s)

0

2

4

6

8

10

12

14

16

18
×103

A
ck

n
ow

le
dg

ed
T

C
P

pa
ck

et
s

Single AP
2APs, NR-TCP

2APs, DD-TCP
Triple duplicates

Figure 1: Acknowledged TCP packets of the download performed
by one user that moves away from 2 colocated WLAN APs versus
time; single RAT connection compared to parallel transmission over
two RATs adopting either New Reno or delayed duplicates New
Reno as TCP protocols. Triple duplicate events are marked with “o.”

for comparison purpose (in this case DD-TCP and NR-TCP
provide the same performance); the circles (“o”) indicate the
triple-duplicates events.

To derive the results reported in Figure 1, we considered
a user that, starting from the APs position, moves away at
a speed of 3 m/s. It follows that increasing time instants
correspond to increasing distances from the APs and, as a
consequence, to a decreasing slope of the curves, which is
induced by the WLAN link adaptation strategy that, as the
user moves away from the APs, selects more reliable but
slower modulation/coding schemes.

Observing Figure 1, it is important to notice that triple
duplicates are generated only when NR-TCP over two RATs
is adopted, and that they occur during the whole simulated
time interval, no matter the distance from the APs (i.e.,
independently on the signal quality); this means that all triple
duplicates here observed are a consequence of out-of-order
packet delivery events. We verified in fact that, thanks to the
WLAN automatic repeat request (ARQ) mechanism, no data
link level fragment, and consequently no TCP/IP packet, is
lost in the investigated scenario during the whole simulation
time, even when the maximum distance is reached (after
10 seconds).

As can be observed, triple duplicates heavily affect the
achieved performance level; the comparison with the curve
related to a single AP shows, in fact, that the number of
acknowledged packets is not doubled when considering NR-
TCP with two RATs.

When DD-TCP is adopted, on the contrary, no triple
duplicate event occurs and the amount of TCP packets
acknowledged in a given time interval, which is strictly
related to the provided throughput, is doubled with respect

Big

basin

Small
basin

(a)

Increase

High

throughput

(b)

Decrease

Low
throughput

(c)

Figure 2: Representation of the TCP mechanism.

to the single connection case. Let us underline that this is not
a trivial result, since we are splitting a single TCP flow over
two independent technologies and reassembling it directly at
the TCP level of the receiver.

Please note that the DD-TCP protocol was chosen,
among other possibilities, since it is a very simple solution.
It is beyond the scope of this paper to investigate the
most suitable TCP version to overcome the triple duplicate
problem in multiple RATs networks.

4. THROUGHPUT ANALYSIS

Let us consider, now, a really heterogeneous network, which
is in general constituted by RATs whose characteristics could
be very different in terms, for instance, of medium access
strategies and transmission rates.

It is straightforward to understand that, in this case, the
random distribution of packets with uniform probability
over the different RATs would hardly be the best solution.
Indeed, to fully exploit the availability of multiple RATs and
get the best from the integrated access network, an efficient
MRRM strategy must be designed, able to properly balance
the traffic distribution over the different access technologies.

In order to clarify this statement, a brief digression on the
TCP protocol behaviour is reported hereafter, starting from
a simple metaphor.

Let us represent the application-level queue as a big basin
(in the following, big basin) filled with water that represents
the data to be transmitted (see Figure 2(a)). Another, smaller
basin (in the following, small basin) represents, instead, the
data path from the source to the receiver: the size of the data
link level queue can be represented by the small basin size
and the transmission speed by the width of the hole at the
small basin bottom.

In this representation the TCP protocol works like a tap
controlling the amount of water to be passed to the small
basin in order to prevent overflow events (a similar metaphor
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Figure 3: Representation of the TCP mechanism with parallel
transmission over two RATs.

is used, e.g., in [19]). It follows that the water flow exiting
from the tap represents the TCP level throughput, and the
water flow exiting from the small basin represents the data
link level throughput.

As long as the small basin is characterised by a wide
hole, as depicted in Figure 2(b), the tap can increase the
water flow, reflecting the fact that when a high data link level
throughput is provided by the communication link, the TCP
level throughput can be correspondingly increased.

When, on the contrary, a small hole (→ a low data link
level throughput) is detected, the tap (→ the TCP protocol)
reduces the water flow (→ the TCP level throughput), as
described in Figure 2(c). This way, the congestion control
is performed, and the data link level queues saturation is
avoided.

Now the question is: what happens when two basins (i.e.,
two RATs) are available instead of one and the water flow is
equally split between them?

Having in mind that the tap has to prevent the overflow
of either of the two small basins, it is easy to understand that,
in the presence of two small basins with the same hole widths,
the tap could simply double the water flow, as depicted in
Figure 3(a). Reasoning in terms of throughput and multiple
RATs, this is the case investigated in Figure 1, where two
equal and equally loaded RATs were considered.

In the presence of a small basin with a hole wider than the
other (see Figure 3(b)), on the other hand, the tap behaviour
is influenced by the small basin characterised by the lower
emptying rate (the leftmost one in Figure 3(b)), which is the
most subject to overflow. This means that the availability of a
further “wider holed” basin is not fully exploited in terms of
water flow increase. Reasoning in terms of TCP protocol, in
fact, the congestion window moves following the TCP level
acknowledgments related to packets received in the correct
order. This means that, as long as a gap is present in the
received packet sequence (one or more packets are missing
because of a RAT slower than the other), the congestion

window does not move at the transmitter side, thus reducing
the provided throughput.

Coming back to the water flow metaphor, it is immediate
to understand that, in order to fully exploit the availability
of the further, “more performing,” small basin, the water
flow splitting modality must be modified in such a way that
the water in the two small basins is kept at almost the same
level (see Figure 3(c)). This consideration introduces in our
metaphor the concept of resource management, which is
represented in Figure 3(c) by the presence of a valve which
dynamically changes the subflows discharge.

This concept, translated in the telecommunication-
correspondent MRRM concept, will be thoroughly worked
out in the remainder of the paper. To do this, however,
an analytical formulation of TCP protocol behaviour in the
presence of multiple RATs is needed, which is reported in the
following subsection.

4.1. Throughput analytical derivation

Starting from the above-reported considerations, we can
derive a simple analytical framework to model the average
throughput T perceived by the final user in the case of two
heterogeneous RATs, denoted in the following as RATA and
RATB, managed by an MRRM entity which splits the packets
flow between RATA and RATB with probabilities PA and
PB = 1− PA, respectively.

Focusing the attention on a generic user, let us denote
with Ti the maximum data link level throughput supported
by RATi in the direction of interest (uplink or downlink),
given the particular conditions (signal quality, network load
due to other users,. . .) experienced by the user. Dealing with
a dual mode user, we will denote with TA and TB the above-
introduced metric referred to RATA and RATB, respectively.

Let us assume that a block of N transport-level packets of
B bits has to be transmitted and let us denote, furthermore,
with O the amount of overhead bits added by protocol layers
from transport to data link. After the MRRM operation, the
N packets flow is split into two subflows of, in average, N·PA
and N·PB packets, which are addressed to RATA and RATB.

It follows that, in average, RATA and RATB empty their
queues in DA = (N·(B + O)·PA)/TA and DB = (N·(B +
O)·PB)/TB seconds, respectively.

Thus, the whole N packets block is delivered to the
considered user in a time interval that corresponds to the
longest between DA and DB.

This means that the average TCP level throughput
provided by the integrated access network to the final user
can be expressed as

T =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

N·B
DA

= TA

PA
ξ, when DA>DB, that is when

TA

PA
<
TB

PB
,

N·B
DB

= TB

PB
ξ, in the opposite case, when

TA

PA
≥ TB

PB
,

(1)

or in a more compact way as

T = min
{
TAξ

PA
,
TBξ

PB

}
, (2)
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where the factor ξ = B/(B + O) takes into account the
degradation due to the overhead introduced by protocol
layers from transport to Data Link.

Let us observe, now, that the term TAξ/PA of (2) is a
monotonic increasing function of PB = 1 − PA, while the
term TBξ/PB is monotonically decreasing with PB.

Since TA/PA < TB/PB when PB tends to 0 and TA/PA >
TB/PB when PB tends to 1, it follows that the maximum TCP
level throughput Tmax is achieved when TA/PA = TB/PB, that
is, when

PA = P(max)
A = TA

TA + TB
, (3)

and consequently

PB = P(max)
B = 1− P(max)

A = TB

TA + TB
, (4)

having denoted with P(max)
A and P(max)

B the values of PA and
PB that maximize T .

Recalling (2), the maximum achievable TCP level
throughput is immediately derived as

Tmax = min
{
TAξ

PA
,
TBξ

PB

}
|PA=P(max)

A
= (TA + TB

)
ξ, (5)

thus showing that a TCP level throughput as high as the sum
of the single TCP level throughputs can be achieved.

Equations (3) and (4) show that an optimal choice of PA
and PB is possible, in principle, on condition that accurate
and updated values of the data link level throughputs TA and
TB are known (or, equivalently, accurate and updated values
of the TCP level throughputs TAξ and TBξ).

4.2. Model validation

In order to validate the above-described analytical frame-
work, a simulative investigation has been carried out consid-
ering two different scenarios: the first one integrates a WLAN
RAT and a WiMax RAT, while the second one integrates a
WLAN RAT and an UMTS RAT.

All wireless access points, that is, the WLAN AP, the
UMTS Node B, and the WiMax base station, are placed in the
same position and the single user here considered is located
near them (this means high perceived signal to noise ratio).

Packets are probabilistically passed by the MRRM entity
to the WLAN data link/physical levels with probability
PWLAN (which corresponds to PA of the general analytical
framework) and to the other technology (i.e., WiMax in
the first case or UMTS in the second one) with probability
1−PWLAN (which corresponds to PB of the general analytical
framework), both in the uplink and in the downlink.

The simulations outcomes are reported in Figure 4,
where the average throughput perceived at the TCP level is
shown as a function of PWLAN.

In the same figure, we also reported the curves obtained
through (2), in which we assumed that TAξ is referred (in
both scenarios) to the WLAN RAT, and TBξ is referred,
depending on the scenario, to the WiMax RAT (WLAN-
WiMax scenario) or to the UMTS RAT (WLAN-UMTS
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Figure 4: TCP level throughput adopting a WLAN connection and
a WiMax or UMTS one, as a function of the probability that the
packet is transferred through the WLAN.

scenario). The values of TAξ and TBξ, to be feeded to (2),
have been obtained by means of simulations for each one
of the considered technologies, obtaining TWLAN = TAξ =
18.53 Mbps, TWiMax = TBξ = 12.76 Mbps (first scenario) and
TUMTS = TBξ = 0.36 Mbps (second scenario).

With reference to Figure 4, let us observe, first of all,
the very good matching between the simulation results and
the analytical curves derived from (2), which confirms the
accuracy of the whole framework. The accuracy of (3) and
(5) can also be easily checked. Focusing the attention, for
instance, on the WLAN-WiMax case, it is easy to derive

(from (3)) P(max)
A = PWLAN = 0.59 and (from (5)) Tmax =

31.29 Mbps, in perfect agreement with the coordinates of the
maximum that can be observed in the curve related to the
WLAN-WiMax scenario.

Let us observe, moreover, the rapid throughput degrada-
tion following an uncorrect choice of PWLAN. This means that
the correct assessment of PWLAN heavily impacts the system
performance.

Focusing the attention on the curve related to the
WLAN-UMTS heterogeneous network, we can argue that in
the investigated conditions the high difference of the data
link throughputs provided by the two RATs makes the TCP
behaviour so inefficient that the adoption of the WLAN
technology alone is almost the best solution; a significant
performance degradation can be noted, in fact, when PWLAN

is lower than ∼0.98. For this reason, in the next session
we will focus on the WLAN-WiMax heterogeneous network
only.

Please note that, although we limited our investigation to
the case of two active technologies, all conclusions can also
be generalised for a greater number of RATs.
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Figure 5: WLAN-WiMax heterogeneous networks. TCP level
throughput varying the distance of the user from the AP/base
station, for different MRRM schemes. No mobility.

5. MRRM STRATEGIES

In Section 4, we showed that, depending on the charac-
teristics of the considered RATs, there exists an optimal
traffic distribution policy for each (dual mode) user, which
depends, in particular, on the average throughput that every
single RAT can provide to it.

In principle, starting from knowledge of the maximum
data link or TCP throughput that can be provided to the user
by each RAT, the MRRM entity could perform the optimal
traffic balance on the basis of (3) and (4).

Let us observe, however, that the maximum (data link or
TCP) throughput that can be provided to a single user by
a given RAT is time variable, since it depends on a number
of dynamically changing parameters, such as the amount
of served users (which affects the data link level queue
occupation), its position (which could affect the physical
level transmission rate if a link adaptation algorithm is
adopted), the presence of interference, and so forth. It follows
that its assessment could be difficult and scarcely accurate.

When a new connection is established, in fact, no
knowledge of the throughput that the incoming user will
perceive is available, hence no optimal traffic balance could
be performed at the connection activation. When the com-
munication is ongoing, on the other hand, the not optimal
traffic balance performed at the connection setup could
bring to an under-utilisation of one (or more) RAT, thus
making the related throughput measurement not consistent
with the throughput potentially available and consequently
preventing the correct choice of the splitting probabilities.

Focusing again the attention to the case study of the two
heterogeneous networks previously considered, the question
is therefore how to dynamically and automatically select the
correct value for PWLAN.

In this paper, we propose an original MRRM strategy,
that we called Smooth-Tx/Qu, and we compare its perfor-
mance with those of benchmark cases. More specifically, the
following MRRM strategies are considered and compared in
the following.

(i) Random: packets are randomly distributed with equal
probability among active connections (please note
that a random distribution corresponds to PWLAN =
0.5 and observing the curve of Figure 4 related to
the WLAN-UMTS case, we can argue that in some
cases this is absolutely a wrong choice). This policy is
considered only for comparison purpose.

(ii) Transmissions over Pending Packets (Tx/Qu): packets
are always passed to the technology with the higher
value of the ratio between the number of transmitted
packets and the number of packets waiting in the
data link queue; thus, system queues are kept filled
proportionally to the transmission speed;

(iii) Smoothed Transmissions over Pending Packets (Smo-
oth-Tx/Qu): it is an evolution of the Tx/Qu strategy.
The only difference is that in this case the number
of transmitted packets is halved every Thalf seconds
(in our simulations we adopted Thalf = 0.125 s); peri-
odically halving the amount of transmitted packets
allows to reduce the impact of old transmissions, thus
improving the achieved performance in a scenario
where transmission rates could change (due to users
mobility, e.g.).

In Figure 5, the above-detailed MRRM strategies are
compared in a scenario consisting of a heterogeneous
network with one IEEE802.11a AP and one WiMax base
station located in the same position. The user is performing
an infinite file download and does not change its position; its
distance from the colocated AP/base station is reported on
the x-axis, while the average perceived TCP level throughput
is reported on the y-axis.

Before discussing the results reported in Figure 5, a
preliminary note on the considered distance range (0–30 m)
is needed.

Let us observe, first of all, that WiMax is a long range
communications technology, with a coverage range in the
order of kilometers. Nonetheless, since our focus is on
the heterogeneous WLAN-WiMax access network, we must
consider coverage distances in the order of few dozens of
meters (i.e., the coverage range of a WLAN), where both
RATS are available; for this reason the x-axis of Figure 5
ranges from 0 to 30 meters.

The different curves of Figure 5 refer, in particular, to the
three MRRM strategies above described and, for comparison,
to the cases of a single WLAN RAT and of a single WiMax
RAT.

Obviously, when considering the case of a single WiMax
RAT, the throughput perceived by a user located in the region
of interest is always at the maximum achievable level, as
shown by the flat curve in Figure 5. As expected, on the
contrary, the throughput provided by the WLAN in the same
range of distances rapidly decreases for increasing distances.



8 EURASIP Journal on Advances in Signal Processing

Table 1: TCP level average throughput in Mbps for various distribution schemes in different conditions. Single user, 1 WLAN AP and 1
WiMax Base Station (BS) colocated. 10 seconds simulated.

User position WLAN only WiMax only Random Tx/Qu Smooth-Tx/Qu

(1) Still, near the AP/BS 18.53 12.76 25.23 32.28 32.37

(2) Still, 30 m far from the AP/BS 3.81 12.76 7.95 16.35 16.40

(3) Moving away at 1 m/s, starting from the AP/BS 11.83 12.76 20.99 24.94 25.01

(4) Near the AP/BS for half simulation, then 30 m far (instantaneously) 10.04 12.61 14.44 18.43 21.03

The most important results reported in Figure 5, how-
ever, are related to the three upper curves (two of them
are superimposed), which refer to the previously described
MRRM strategies when applied in the considered heteroge-
neous WLAN-WiMax access network.

As can be immediately observed, the two dynamic
strategies proved to be really effective, greatly outperforming
the random distribution strategy. Please observe that the
achievable throughput in these cases is even slightly higher
than the sum of the throughputs provided by each technol-
ogy alone.

At a first glance, it could seem strange that a throughput
(slightly) higher than the sum of the two throughputs
provided in the single RAT cases can be achieved; however,
this phenomenon can be easily explained considering the
fact that the adopted DD-TCP solution (slightly) reduces
the number of TCP level acknowledgments transmitted in
the uplink phase (in average a higher number of packets
are acknowledged by a single DD-TCP acknowledgment
with respect to NR-TCP). Since in a WLAN the uplink and
downlink phases contend for the wireless medium, a reduc-
tion of the uplink traffic turns into a downlink throughput
increase. This marginal aspect, which is strictly related to
the particular medium access control strategy adopted by the
WLAN, is neglected in the analytical framework developed
in Section 4.

As a final consideration on Figure 5, we can observe
that the Smooth-Tx/Qu and the Tx/Qu strategies are almost
equivalent in this case; this is due to the fact that the related
curves have been obtained considering a still user.

The impact of user mobility is immediately evident
considering the results reported in Table 1, which are related
to the same scenario (single user and a WLAN-WiMax
heterogeneous network with colocated WLAN AP and
WiMax base station) in different conditions. Four scenarios
are, in particular, considered:

(1) the user stands still near the AP/base station (optimal
signal reception);

(2) the user stands still at 30 m from the AP/base station
(optimal WiMax signal, but medium quality WLAN
signal);

(3) the user moves from the AP/base station far away at a
speed of 1 m/s (low mobility);

(4) the user stands still near the AP/base station for half
the simulation time, then it moves instantaneously
30 m far away (reproducing the effect of a high-speed
mobility).

1086420

Time (s)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2
×104

A
ck

n
ow

le
dg

ed
T

C
P

pa
ck

et
s

WiMax only
WLAN only
Random

Tx/Qu
Smooth-Tx/Qu

Figure 6: Acknowledged TCP packets of the download performed
by one user that instantaneously (after 5 seconds) moves 30 m
away from colocated WLAN AP and WiMax BS versus time;
single WLAN RAT connection, single WiMax RAT connection, and
different distribution strategies are compared.

Results are shown for all the above-described MRRM
strategies as well as for the benchmark scenarios with a single
WLAN RAT and a single WiMax RAT and refer to the average
(over the 10 seconds simulated time interval) throughput
perceived in each considered case.

As can be observed, while the random distribution
confirms its poor performance (please note that when it
is adopted with the user standing still at a distance of
30 m, the perceived throughput is lower than that obtained
using WiMax only), the proposed dynamic MRRM methods
provide satisfying performance. Focusing the attention on
the last case (correspondent to high mobility), the gain
achieved with the Smooth-Tx/Qu method is clearly evident,
although the Tx/Qu method may be sufficient in most cases.

To get a more accurate picture of the system behaviour
in a high mobility scenario, in Figure 6 the amount of
acknowledged TCP level packets is shown as a function of the
time, in the above-described scenario 4. Please note that the
throughput values shown in the fourth row of Table 1 can
be obtained from Figure 6 through the following equation:
T = (Nacked·Nbit)/D, where T is the average throughput in
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bits per second, Nacked is the total number of acknowledged
packets, Nbit is the number of payload bits per TCP packet
(i.e., 1460∗8), and D is the total duration of the simulation
(i.e., 10 seconds).

Observing the curves related to the Tx/Qu and the
Smooth-Tx/Qu strategies, the effectiveness of the latter
approach appears, once more, clearly evident. In the former
case, in fact, the splitting probabilities update takes place
very slowly in time, thus reducing the total achievable
throughput.

6. CONCLUSIONS

In this paper, we faced the issue of RATs integration in tight-
coupled heterogeneous networks. The “parallel transmission
multiradio diversity” has been particularly investigated with
the aim to highlight benefits and critical aspects. Results,
obtained through simulations, refer to a TCP session whose
traffic is split over different access technologies without the
need of any modifications to communication protocols.

Here, we proposed original multiradio resource manage-
ment strategies and derived their performance in extremely
relevant scenarios, such as those constituted by WLAN-
UMTS and WLAN-WiMax heterogeneous networks.

The main outcomes of our investigations can be sum-
marised as follows:

(i) the parallel transmission allows a total throughput as
high as the sum of throughput of the single RATs;

(ii) the parallel transmission generates a disordering of
upper layers packets at the receiver side; this is an
issue to be carefully considered when the parallel
transmission refers to a TCP connection;

(iii) the performance of parallel transmission is very
sensitive to the algorithm adopted to split upper
layers packet over the considered RATs;

(iv) when different RATs with remarkable difference in
achievable throughput are considered, the adoption
of parallel transmission as defined in this paper
should be preferably avoided;

(v) the proposed dynamic MRRM strategy, in spite of
its simplicity, proved to be really effective, fully
exploiting the pool of resources provided by the
integrated heterogeneous network.
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