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On behalf of the Science and Engineering Research Support
society (SERSC), it is an honor for us to introduce you to this
special issue, which includes articles that cover topics of par-
ticular interest to researchers in the field of sensor technology
and applications in industrial control system.

This issue contains 18 articles that come from various
countries, among which we mention Turkey, USA, Macau,
Taiwan, Republic of Korea, Spain, China, and Italy. Achieving
such a high quality of papers would have been impossible
without the huge work that was undertaken by the External
Reviewers. We take this opportunity to thank them for their
great support and cooperation.

In “Continuous monitoring of water quality using portable
and low-cost approaches,” the authors proposed two different
approaches for autonomous monitoring of water quality. In
the first system, the boats receive trajectories set by the
operator before a mission and follow the trajectories to visit
predefined sampling points. In the second system, a group of
portablewater quality probesmounted on buoys at fixed posi-
tions regularly analyze water quality and send the data to the
control center.

Authors proposed a method for correction of frequency-
sweep nonlinearity in a signal processor instead of lineariza-
tion of the VCO frequency sweep. For linearization, an
additional fixed delay structure was adopted, and the fre-
quency-sweep nonlinearity was extracted and used for com-
pensation in “Correction of nonlinear frequency sweep in
frequency-modulated continuous-wave laser range sensor.”The
authors validated their linearization method with numerical
analysis and computer simulation.

The main contribution of the paper “Target localization
in wireless sensor networks for industrial control with selected
sensors” was a novel energy-based target localization method
in WSNs with selected sensors. In this method, sensors used
turbo product code (TPC) to transmit decisions to the fusion
center. Moreover, the thresholds used in authors’ target
localization method were determined using a new heuristic
method specifically designed for sensor position following
uniform distributions and target position following a Gaus-
sian distribution.

In “Fisher information of mine collapse hole detection
based on sensor nodes connectivity,” the authors presented
the possibility of detecting the collapse hole using WSN. By
establishing a 2D model of the collapse hole in coal mine,
the authors described a class of algorithms for detecting the
collapse hole in coal mine. Based on log-normal shadowing
channel model, the authors analyzed the accuracy of detect-
ing the collapse hole in coal mine using Fisher information
and made numerical calculation.

An integrated system for the monitoring of the patient’s
history must be capable of real-time behavior. Moreover,
immediately needed Tag information formonitoring requires
a fast-booting system, and one of the essential requirements
for mobile conversion is a low-power mobile system. In “The
display system of a patient’s history using the RFID and Linux,”
to monitor RFID data in real time, the RFID system used
a 125 kHz carrier wave with the EM4095 and an embedded
Linux operating system with a 400MHz PXA255 ARM
RISC chip, a 512 Kbyte Boot Flash, and a 64Mbyte SDRAM.
Moreover, the system was configured to use a NAND Flash.
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In “Multiple odor recognition and source direction estima-
tion with an electronic nose system,” the authors proposed a
mobile olfaction system that was composed of multiple odor
recognition and odor source direction estimation abilities
for extensive use in mobile environments. Also, authors sug-
gested a recognition algorithm capable of detecting two odors
simultaneously using a hierarchical elimination method.

In “Novel MAC protocol and middleware designs for wear-
able sensor-based systems for health monitoring,” authors pro-
posed a middleware platform built onWUSB (Wireless USB)
over WBAN (Wireless Body Area Networks) hierarchical
protocol for wearable health-monitoring systems (WHMS).
The proposed middleware platform is composed of time syn-
chronization and localization solutions. And it is executed on
the basis of WUSB over WBAN protocol at each sensor node
comprising the WHMS.

In “Optimizing classification decision trees by using
weighted naive bayes predictors to reduce the imbalanced class
problem in wireless sensor network,” authors devised a new
scheme that extends a popular stream classification algorithm
to the analysis ofWSNs for reducing the adverse effects of the
imbalanced class in the data. This new scheme was resource-
light at the algorithm level and does not require any data
preprocessing. Experiments showed that authors’ modified
algorithmoutperforms the original streamclassification algo-
rithm.

In “On the impact of local processing for motor monitor-
ing systems in industrial environments using wireless sensor
networks,” authors presented a theoretical study for verifying
the performance of motor monitoring systems in industry
employing WSN. First, a discussion was performed about
the standards and protocols already proposed for WSN, and
about some implementation aspects, which can impact the
quality of service in WSN based applications in industrial
environments. Finally, mathematical models were developed
for verifying the performance of an IEEE 802.15.4 basedWSN
for applications of torque and efficiencymonitoring in induc-
tion motors, which are widely used in industries.

In “Robust people tracking using an adaptive sensor fusion
between a laser scanner and video camera,” authors presented
an adaptive sensor fusion method between the laser scanner
and video camera. In this proposed approach, authors’ system
does not need a checkerboard. To evaluate the performance of
the proposed system, authors showed error analysis and two
applications.

In “Multiple Interface Parallel Approach of Bioinspired
Routing Protocol for Mobile Ad Hoc Networks,” authors pre-
sented a new bioinspired routing protocol for mobile ad hoc
networks obtained thanks to new parallelization techniques
of a base protocol called AntOR which has two versions:
the so-called disjoint-link (AntOR-DLR) and disjoint-node
(AntOR-DNR). The new parallel approach (PAntOR-MI)
used the disjoint-node version of AntOR (AntOR-DNR) as
the main protocol, as well as the existing (PAntOR).

Presented in “A PEM fuel cell diagnostic system using the
extension theory” was a fault diagnostic system for a fuel cell,
an easy to implement system made up of multiple Modbus
modules. On top of that, a user friendly human machine
interface was constructed for easy monitoring of the cell

system operation. Integrated with a ZigBee wireless commu-
nication module, this system can be in the future applied to a
distant monitoring system, such as an alter system for a fuel
cell powered vehicle.

Because the existing storage scheme for one-dimensional
is not suitable for the multi-dimensional data or costs too
much energy, in “Data storage scheme supporting for multi-
dimensional query,” authors proposed a kind of data storage
scheme supporting multidimensional query inspired by K-D
tree. The scheme can effectively store the high-dimensional
similar data to the same piece of two-dimensional area. It can
quickly fix the storage area of the event by analyzing the query
condition and then fetch back the query result.

Themain purpose of “Deadline-aware scheduling perspec-
tives in industrial wireless networks: a comparison between
IEEE 802.15.4 andBluetooth” is to reduce, asmuch as possible,
the packet loss on the channel, increasing, at the same time,
the reliability of the wireless technology. The simulation
campaign clearly demonstrated that the combined use of EDF
(for periodic traffic flows management) and CBS (per aperi-
odic traffic flows management) determined more enhance-
ments in IEEE 802.15.4 than Bluetooth.

In “Security issues in mobile ad hoc networks,” a few
existing proposals in the field of secure autoconfiguration in
MANETs were presented, and they were examined against
seven of themost common threats that can be found on these
kind of networks to determine how secure or vulnerable they
are.

In “Immune embedded Linux core system with multiple
sensors,” by building an immune mechanism based on the
normalmodel, an immune embedded Linux core systemwith
multiple sensors was presented. In this system, the sensors
were used to collect the data concerning the environment
information of the disaster.

Authors mainly focused on Bluetooth roaming sensor
technology and designed a sensor protocol which works
in roaming for Bluetooth multisystems technology in their
paper “Sensor protocol for roaming bluetooth multiagent
systems.” The advantage of designing a roaming protocol is
to ensure that the Bluetooth-enabled roaming devices can
freely move inside the network coverage without losing their
connection or break of service in case of changing the base
stations.

In “Wireless virtual multiple antenna networks for critical
process control: protocol design and experiments,” the author
evaluated experimentally the impact of fading channels on
the controllability of the closed-loop wireless system. In
particular, it is envisaged here that the incorporation of the
cooperative network paradigm into future wireless system
standardizationwill allow cable replacing in tight closed-loop
control applications with cycle-time below 100ms.

Tai-hoon Kim
Ruay-Shiung Chang

Carlos Ramos
Sabah Mohammed
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It is very important to detect a collapse hole for coal mine workers. The possibility of detecting the collapse hole using WSN is
presented because the tunnel in coal mine is narrow and has poor working condition. Comparing three types of the hole detection
methods, it is seen that the connectivity-based methods are used to detect coal mine collapse better than other methods. By
establishing a 2D model of the collapse hole in coal mine, a class of algorithms for detecting the collapse hole in coal mine is
described. Based on log-normal shadowing channel model, the accuracy of detecting the collapse hole in coal mine using Fisher
information is analyzed. Numerical calculation shows that connectivity-based localization schemes are better to detect collapse
hole of coal mine.

1. Introduction

Coal mine collapse is one of the main reasons of coal mine
fatalities in the past 10 years in the world [1]. Hence, it
is very important to detect a collapse hole and accurately
provide location references for coal mine workers. Since the
coal mine collapse may destroy some coal safety monitoring
devices, detecting the collapse hole in coal mine becomes a
great challenge. The utilization of wire sensors to monitor
coal mine is the primary method at present. However, the
wiredmethodmakes themonitoring systems less scalable and
vulnerable because of poor working conditions in the tunnel
of coal mine. Once coal mine collapse happens, all wired
sensors may be destroyed, and it is impossible to detect the
collapse hole.

Wireless sensor network (WSN) is an event-based self-
organized wireless network that relies on deploying spatially
dense sensor nodes observing a physical phenomenon [2, 3].
Compared with traditional wire sensing, WSN can achieve
larger coverage area, greater accuracy, and more flexible
deployment. The utilization of WSN to monitor coal mine is
of benefit. Once coal mine collapse happens, not all sensor
nodes of WSN are destroyed. So, it is possible to detect

the collapse hole in coal mine. For example, Li and Liu
present amethod based on a regular beacon strategy to detect
the collapse hole in coal mine by regulating a mesh sensor
network deployment [1].

When a collapse happens, the group of destroyed sensor
nodes in the coal mine wireless sensor network creates a hole
[4].The collapse hole boundary separates all the faulty sensor
nodes from the working nodes. Generally, there can be three
types of the hole detectionmethods.The approaches based on
geometric location methods [5, 6] rely on the nodes having
geographical locations and can find more accurate boundary
nodes than the other two methods, but each node has to be
equipped with an extra device such as GPS to obtain the geo-
graphical locations. Unlike above approaches, the statistical
methods [7, 8] without location information usually assume
the sensor nodes are uniformly distributed on the sensing
field. The major weakness of the statistical methods is that
the criteria for detecting hole acquired from the statistical
characteristics cannot guarantee to find hole precisely. The
connectivity-based methods [9–11] use the information of
neighboring sensor nodes connectivity to detect the hole.
Normally, the method has higher packet control overhead
than the previous two methods due to having to collect
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information from neighboring sensor nodes. However, it
does not need location information and has better accuracy
of finding boundary nodes than the statistical method. The
sensor nodes neither can be equipped with any additional
devices such as GPS nor are uniformly distributed because
of the narrow tunnel and the poor working conditions of it
in coal mine. So, the connectivity-based methods are used to
detect coal mine collapse better.

Connectivity is just a binary variable determined by
whether or not a sensor node can demodulate and decode
a packet transmitted by another sensor node. Connectivity
measurements can be obtained by comparing the received
signal strength (RSS) value between the two nodes against a
power threshold. The RSS can be used to implement range-
based localization [12]. The localization methods are popular
because no additional hardware is required on the sensor
nodes. However, the range estimates using RSS are inaccurate
and can lead to large localization error because the RSS value
is affected by unpredictable shadowing and fading in the
tunnel in coal mine. Yet connectivity is the binary variable
carrying information regarding sensor nodes location and is
often discussed without considering the effect of shadowing
and fading channel. So, the connectivity-based methods for
localization have been actively researched in hole detection
and ad hoc routing in WSN [13–15].

Connectivity measurements are actually just a binary
quantization of the RSS measurements against a power
threshold. Because RSS measurements are affected by unpre-
dictable shadowing and fading in the tunnel in coal mine, it is
very important to analyze accuracy of detecting the coalmine
collapse hole using the connectivity-based methods. The rest
of this paper is organized as follows. Section 2 discusses
the system models including a hierarchy WSN topology in
coal mine underground and 2D model of the coal mine
collapse hole. Section 3 introduces a class of algorithms for
detecting the coal mine collapse hole using the connectivity-
based methods. Section 4 analyzes the accuracy of detecting
collapse hole using Fisher information. Section 5 presents
numerical calculation and discussion. Section 6 concludes
this paper.

2. System Models

2.1. A Hierarchy Underground WSN Topology in Coal Mine.
In view of the characteristics of narrow and poor environ-
ment in coal mine underground, it is better to use the hierar-
chy WSN topology for improving coverage and connectivity
[16, 17]. The hierarchy WSN comprises sensor nodes, relay
nodes, and sink nodes. The sensor nodes gather methane
data autonomously. Multisensors form a cluster, and the
cluster heads are the addresses of relay nodes. Methane data
collected by the sensor nodes are forwarded to sink nodes
through relay nodes. Communication between relay nodes
forms a multihop route, and monitoring data are processed
at sink nodes. Finally, the gateway passes the data processed
at sink nodes tomethanemonitoring center. Table 1 shows the
various types of nodes in the hierarchyWSN.These nodeswill
form a hierarchy that is shown in Figure 1.

Sensor node

Methane event area

Relay node

Sink/gateway

Monitoring center

Figure 1: Hierarchy of nodes in an undergroundWSN in coal mine.

Roof

Wall
Wall

A B

C

(a)

Roof

Wall Wall

BA C

(b)

Figure 2: A cluster of sensor nodes deployment.

Table 1: Types of nodes in hierarchy WSN in coal mine under-
ground.

Type Energy Location Role
Sensor node Constrained Random Sensing
Relay node Not constrained Fixed Forwarding
Sink node Not constrained Fixed Processing

2.2. 2D Model of Coal Mine Collapse Hole. Generally, the
tunnel of coal mine can be classified as arch-shaped, rect-
angle, trapezium, or semicircle tunnel. For convenience, we
consider the rectangle tunnel in this paper. A cluster of
sensor nodes are deployed on the walls and roofs of the
tunnel, as shown in Figure 2(a). To facilitate collapse hole
detection, Figure 2(a) can be unfolded to a 2D representation
as depicted in Figure 2(b).
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Comparing Figure 2(a) with Figure 2(b), the relation-
ships between the neighboring sensor nodes in Figure 2(b)
are the same as in Figure 2(a). However, the distance between
any two nodes in Figure 2(b) is greater than or equal to
the distance between the pair in Figure 2(a). Thus, the real
connectivity of the WSN is no less than shown in the 2-D
representation in Figure 2(b), and the accuracy of the collapse
hole detection in Figure 2(b) is preserved in Figure 2(a).

So, a cluster of sensor nodes are modeled as a 2D graph,
𝐺 = (𝑉, 𝐸), where each vertex represents a sensor node,
𝑉 is the set of a cluster of sensor nodes, and two vertices
are connected by an edge in 𝐸 if and only if their distance
is at most the guaranteed communication radius. Once a
mine collapse occurs, some sensor nodes 𝑛

1
, 𝑛
2
, . . . , 𝑛

𝑘
∈ 𝑉

are destroyed. The extent of these damaged nodes creates a
collapse hole with convex hulls, which is surrounded by alive
sensor nodes that contain all the damaged sensor nodes in
Figure 3.

3. Algorithm for Detecting Collapse Hole
Using Connectivity

Connectivity simply reports whether or not a sensor node
can demodulate and decode a packet transmitted by another
sensor node. Connectivity measurements can be obtained by
comparing the received signal strength (RSS) value between
the two nodes against a power threshold. Because the RSS
measurements are affected by unpredictable shadowing and
fading in the tunnel in coal mine, the connectivity can be
described by a random binary variable 𝑄

𝑖𝑗
:

𝑄
𝑖𝑗

= {
1, 𝑃
𝑖𝑗

≥ 𝑃th,

0, 𝑃
𝑖𝑗

< 𝑃th,
(1)

where 𝑃
𝑖𝑗
is the RSS measurement received at sensor node 𝑖

transmitted by sensor node 𝑗 and 𝑃th is a power threshold
of sensor node. Equation (1) shows that sensor node 𝑖 can
demodulate and decode a packet transmitted by sensor node
𝑗 if 𝑃
𝑖𝑗

≥ 𝑃th, and 𝑄
𝑖𝑗

= 1; sensor node 𝑖 cannot demodulate
and decode a packet transmitted by sensor node 𝑗 if 𝑃

𝑖𝑗
< 𝑃th,

and 𝑄
𝑖𝑗

= 0.
The connectivity-based methods will use the assumption

that two sensor nodes are “connected” if 𝑄
𝑖𝑗

= 1 and “dis-
connected” if𝑄

𝑖𝑗
= 0. The advantage of these methods is that

location can be discussed without knowing the propagation
model’s parameters. So, a class of algorithms for detecting the
collapse hole in coal mine can be described as follows [1, 18].

Step 1 (initialization). Each sensor node broadcasts a ping
requesting information to neighboring sensor nodes. If 𝑃

𝑖𝑗
≥

𝑃th, sensor nodes reply with their ID, and the pinging node
can create a list of its neighboring sensor nodes.

Step 2 (integrity checking). If a coal mine collapse occurs,
each sensor node pings its neighboring sensor nodes, keeps
track of the responses, and compares the list of neighboring
sensor nodes. If 𝑃

𝑖𝑗
≥ 𝑃th, sensor node 𝑖 receives the ID

(identification number) of sensor node 𝑗 and marks sensor
node 𝑗 as alive. If 𝑃

𝑖𝑗
< 𝑃th, sensor node 𝑖 cannot receive

Figure 3: A collapse hole created by damaged sensor nodes.

ID of sensor node 𝑗 and marks the sensor node as missed.
If the node’s number of missed neighboring nodes exceeds
a threshold, sensor node 𝑖 marks itself as belonging to the
collapse perimeter.

Step 3 (collapse hole scanning). According to the list of
sensor nodes marked as “on the collapse perimeter,” the
classical Graham algorithm [19] is used to detect the collapse
hole with convex hulls.

4. Accuracy of Detecting Collapse Hole

As shown in Section 3, analyzing the accuracy of detecting
collapse hole using connectivity is equivalent to analyzing
the accuracy of estimating distance 𝑑 between neighboring
sensor nodes equivalently using 𝑄

𝑖𝑗
. So, we consider the topic

of estimate distance 𝑑 between neighboring sensor nodes
from connectivity measurements using Fisher information.

4.1. Channel Model. Because the tunnel is narrow and the
environment is poor in coal mine, the RSS is attenuated by
path losses, fading, and shadowing losses [20]. Path loss is
the deterministic reduction function of distance 𝑑 between
neighboring sensor nodes. Fading is the effect of multipath
propagation. Becausemanywireless sensor nodes use spread-
spectrum techniques, the fading can be reduced mostly and
its impact on the attenuated RSS is not significant. Shadowing
is the loss incurred as a signal passes through permanent
obstructions (e.g., walls or buildings). For most sensor nodes
in the tunnel, shadowing losses cannot be countered. When
a collapse occurs, shadowing losses are greater. So, the RSS
values follow the log-normal shadowing model, a channel
model widely used in WSN [21, 22].

Let 𝑃
𝑟
(0) be the received signal power at sensor node

with the reference distance 𝑑
0
(typically 𝑑

0
= 1) and let 𝛾

be the path loss exponent, a parameter that depends on the
environment where communication occurs (typical values
are 2 and 4 [23]). In log-normal shadowing model, the
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received power when the two sensor nodes are at a distance
𝑑 can be written as

ln𝑃
𝑟
(𝑑) = ln𝑃

𝑟
(0) − 𝛾 ln 𝑑 + 𝑤, (2)

where 𝑤 is a zero-mean random variable with normal
distribution 𝑁(0, 𝜎

2
).

4.2. Fisher Information. In this paper, we focus on estimating
distance 𝑑 between neighboring sensor nodes from connec-
tivity measurements, which carry information regarding sen-
sor nodes location. As is well known, the Fisher information
measures the amount of information that a random variable
carries about an unknown parameter. And the inverse of
the Fisher information, known as the Cramer-Rao Bound,
is the minimum variance for any unbiased estimator. Here,
the random variable 𝑄

𝑖𝑗
defined by (1) is used to estimate 𝑑.

So, Var{𝑑}, the variance of estimating 𝑑, is

Var {𝑑} ≥
1

𝐼 (𝑑)
, (3)

where 𝐼(𝑑) is the Fisher information of estimating distance 𝑑

using the random variable 𝑄
𝑖𝑗
.

4.2.1. Fisher Information of RSS Measurements. For nota-
tional convenience, we define

𝛼 =
2

𝛾
, 𝑧 = (

𝑃
𝑟
(0)

𝑃
𝑟
(𝑑)

)

𝛼

. (4)

Then, (2) can be written as

𝑧 = 𝑑
2
𝑒
−𝛼𝑤

. (5)

So, the underlying estimation problem is to estimate 𝑑 from
the RSS measurements 𝑧 satisfying (5), given the knowledge
of 𝛼 and 𝜎

2.
Taking the logarithm of (5), we obtain

ln 𝑧 = 2 ln 𝑑 − 𝛼𝑤. (6)

Let 𝑙 = ln 𝑧, where 𝑙 is a random variable with normal
distribution 𝑁(2 ln 𝑑, 𝛼

2
𝜎
2
).

The log-likelihood function is given by

ln [𝑝 (𝑙, 𝑦)] = − ln [2𝜋𝛼
2
𝜎
2
] −

(𝑙 − 2 ln 𝑑)
2

2𝛼2𝜎2
. (7)

Taking the derivative of the log-likelihood function, we
obtain

𝜕 ln [𝑝 (𝑙, 𝑦)]

𝜕𝑑
=

2 (𝑙 − 2 ln 𝑑)

𝑑𝛼2𝜎2
. (8)

Hence, the Fisher information of RSS measurements is given
by

𝐼RSS (𝑑) = 𝐸[(
𝜕 ln [𝑝 (𝑙, 𝑦)]

𝜕𝑑
)

2

] =
4

𝑑2𝛼2𝜎2
=

𝛾
2

𝑑2𝜎2
=

𝑘
2

𝑑2
,

(9)

where 𝑘 = 𝛾/𝜎.

4.2.2. Fisher Information of Connectivity Measurements. As
shown in Section 3, the underlying estimation problem is to
estimate 𝑑 from the connectivity measurements. Then the
Fisher information of connectivity measurements depends
not only on 𝑑 between neighboring sensor nodes, but also on
the value of the power threshold 𝑃th in (1). For convenience,
𝑃th needs to be converted into the distance threshold 𝑑th.
From (5), it can be observed that 𝑙 has a nonaffine dependence
on 𝑑 and an affine dependence on 𝑤. Hence, no efficient
estimator exists for this problem [24].This leads us to choose
the maximum likelihood estimator (MLE) 𝑑th of the distance
threshold 𝑑th. The 𝑑th is given by

𝑑th =
𝑃
𝑟
(𝑑)=𝑃thargmax
𝑑

ln [𝑝 (𝑙, 𝑦)] = √(
𝑃
𝑟
(0)

𝑃th
)

𝛼

= (
𝑃
𝑟
(0)

𝑃th
)

1/𝛾

.

(10)

From [25], consider the case of 2-level quantized RSS. The
Fisher information of connectivity measurements is given by

𝐼CON (𝑑, 𝑑th) =
4

𝑑2𝛼2𝜎2
ℎ
𝑟
(𝑑, 𝑑th)

=
𝛾
2

𝑑2𝜎2
ℎ
𝑟
(𝑑, 𝑑th) =

𝑘
2

𝑑2
ℎ
𝑟
(𝑑, 𝑑th) ,

(11)

where the term ℎ
𝑟
(𝑑, 𝑑th) depends on the ratio between 𝑑 and

𝑑th:

ℎ
𝑟
(𝑑, 𝑑th) =

2

𝜋

exp [−𝑘
2 ln (𝑑/𝑑th)

2

]

1 − erf [𝑘 ln (𝑑/𝑑th) /√2]
2
, (12)

where erf(⋅) is an error function.

5. Numerical Calculation and Discussion

To analyze the accuracy of detecting collapse hole based on
connectivity measurements, we examine the Fisher informa-
tion using numerical calculation in this section.

5.1. Numerical Calculation. In this subsection, we investigate
the Fisher information 𝐼RSS(𝑑) and 𝐼CON(𝑑, 𝑑th) using numer-
ical calculation.

5.1.1.ThePath Loss Exponent’s Effects on the Fisher Information
𝐼
𝑅𝑆𝑆

(𝑑). Figure 4 shows that 𝐼RSS(𝑑) is a function of 𝑑 for
different 𝛾 values (𝛾 = 4, 3, 2.5) and fixed 𝜎 value (𝜎 = 2).

Figure 4 describes that the amount of the 𝐼RSS(𝑑) available
to estimate 𝑑 decreases for increasing values of the distance
𝑑 and increases for increasing values of 𝛾. This shows that
the estimates become more accurate because the attenuation
caused by the path loss clears the RSS measurement.

5.1.2. The 𝜎 Values’ Effects on the Fisher Information 𝐼
𝑅𝑆𝑆

(𝑑).
Figure 5 shows that 𝐼RSS(𝑑) is a function of 𝑑 for different 𝜎
values (𝜎 = 2, 3, 4) and fixed 𝛾 value (𝛾 = 3).

Figure 5 describes that the amount of 𝐼RSS(𝑑) available
to estimate 𝑑 decreases for increasing values of the distance
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Figure 4: Fisher information for RSSmeasurements at fixed𝜎 value.
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Figure 5: Fisher information for RSS measurements at a fixed 𝛾

value.

𝑑 and increasing values of 𝜎. This shows that the estimates
become less accurate because the variability caused by the RF
shadowing blurs the RSS measurement.

5.1.3. The k Values’ Effects on the Fisher Information
𝐼
𝐶𝑂𝑁

(𝑑,𝑑
𝑡ℎ
). Figure 6 shows that 𝐼CON(𝑑, 𝑑th) is a function of

𝑑th when 𝑑 = 5m for different 𝑘 values (𝑘 = 3/4, 3/3, 3/2),
and Figure 7 shows that 𝐼CON(𝑑, 𝑑th) is a function of 𝑑th when
𝑘 = 4/2 for different 𝑑 values (𝑑 = 2, 3, 4).

Figures 6 and 7 describe that 𝐼CON(𝑑, 𝑑th) always peaks
when 𝑑th = 𝑑. In other words, connectivity measurements
reach the maximum information if the distance threshold is
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Figure 6: Fisher information for connectivity measurements at
different 𝑘 values.
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Figure 7: Fisher information for connectivity measurements at
different 𝑑 values.

equal to the true distance between neighboring sensor nodes.
From (12), the maximum Fisher information of connectivity
measurements 𝐼CON(𝑑, 𝑑th) = 0.63𝐼RSS(𝑑) if 𝑑th = 𝑑. So,
𝐼CON(𝑑, 𝑑th) is always lower than 𝐼RSS(𝑑).

5.2. Discussion about Accuracy of Detecting Collapse Hole. As
shown in Section 5.1, RSS measurements carry greater Fisher
information than connectivity ones. However, this is only
true as long as the neighboring sensor nodes are within the
radio coverage of each other. When sensor nodes are within
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each other’s radio coverage, they are able to communicate and
successfully exchange radio message.

Depending on the choice of 𝑃th, two neighboring sensor
nodes that are within each other’s radio range can be con-
sidered connected or disconnected. When the neighboring
sensor nodes are far from radio coverage, they will not
be able to communicate. So, no RSS information can be
collected, and 𝐼RSS(𝑑) = 0. Instead, the sensor nodes far
from radio coverage can be associated with the value𝑄

𝑖𝑗
, and

𝐼CON(𝑑, 𝑑th) > 0.
As shown above, RSS range-based localization schemes

are more accurate when the neighboring sensor nodes are
in the radio coverage of each other, but connectivity-based
localization schemes are naturally suited to localize nodes
that are far from radio coverage. Hence, connectivity-based
localization schemes are used to detect collapse hole of coal
mine better.

6. Conclusion

It is very important to detect a collapse hole for coal mine
workers. This paper presents the possibility of detecting
the collapse hole using WSN. Comparing three types of
hole detection methods, we think that the connectivity-
based methods are better to detect coal mine collapse. By
establishing a 2D model of the collapse hole in coal mine,
we describe a class of algorithms for detecting the collapse
hole in coal mine. Based on log-normal shadowing channel
model, we analyze the accuracy of detecting the collapse hole
in coal mine using Fisher information and make numerical
calculation. Finally, we make the conclusion as follows.

(i) The larger the path loss exponent, the greater the
Fisher information.

(ii) The larger the variability caused by the RF shadowing,
the less the Fisher information.

(iii) When sensor nodes are within each other’s radio
coverage, the accuracy of detecting the collapse hole
using RSSmeasurements is higher than that when using
connectivity ones; when the neighboring sensor nodes
are far from radio coverage, no RSS information can
be collected, and 𝐼RSS(𝑑) = 0. Instead, the sensor
nodes far from radio coverage can be associated
with the value 𝑄

𝑖𝑗
, and 𝐼CON(𝑑, 𝑑th) > 0. Hence,

connectivity-based localization schemes are used to
detect collapse hole of coal mine better.
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We propose an electronic nose system that can perform real time direction estimation of an odor source and multiple odors
recognition based on a stereo sensor array for extensive use inmobile environments.The proposed system consists of the following:
(1) a method to obtain odor signals using a twin-sensor array, which consists of 16-channel metal oxide semiconductor sensors; (2)
a method to estimate the direction of an odor source by analyzing the signal amplitude of each channel in the stereo sensor array;
and (3) a method to recognize two odors simultaneously using a hierarchical elimination method. We determine the accuracy of
the direction estimation of odor sources and the odor recognition rate in order to verify the performance of the multiple odors
recognition method. As a result, we confirm the high estimation performance of the model for the front three-way directions, with
a recognition rate of approximately two odors simultaneously.

1. Introduction

Recent studies on cognitive or recognition ability have been
based on the viewpoint of human-computer interaction
(HCI) by five-sense information processing, which includes
vision, hearing, tactile, palate, and olfaction. Related research
requires a convergence of mechanical, electronic, and chem-
ical engineering research [1].

Two human abilities are related to olfaction: smelling
ability and odor source localization. In the existing research
on smelling ability, either pattern recognition or correlation
analysis among sensors has been used to recognize various
odors. The pattern recognition-based method is based on
the formulaic form of an odor signal [2, 3] and extracts an
odor pattern from the odor signal. The traditional method in
pattern recognition was considered to be a feature extraction
method [4]. The correlation analysis-based method identi-
fies the mutual relationships between odor substances and
sensors, and it uses these relationships to recognize the odor
[5, 6]. This approach calculates the correlation coefficients
among the signals of each sensor in the sensor array and then
determines the optimal sensor for the target odor. Both of

the aforementioned approaches can recognize one odor at a
time. In order to recognize two odors at a time, we must con-
sider an additional feature separation method. The current
research focuses on odor source localization with a singular
chemical sensor. A single sensor detects a single smell of a
chemical substance. Because an odor is composed of various
chemical substances, an electronic nose that uses only a
singular chemical sensor would have difficulties finding an
odor that is generated by amix of various chemical substances
[7, 8]. Therefore, the existing electronic nose cannot be used
for extensive use in mobile environments.

In this paper, we propose a mobile olfaction system that
is composed of multiple odor recognition and odor source
direction estimation abilities for extensive use in mobile
environments. The proposed system recognizes two odors
at a time and estimates the direction of an odor source
using signal amplitude. The proposed system is based on a
16-channel twin-sensor array, similar to human capabilities.
Namely, the proposed odor processing system consists of 32
channels. Also, we suggest a recognition algorithm capable
of detecting two odors simultaneously using a hierarchical
elimination method. This paper contributes to various study
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and industry fields that utilize a roll-around humanoid robot
with mechanical olfaction.

This paper is organized as follows. In Section 2, we
describe the previous studies concerning electronic noses in
various study fields. In Section 3, we propose an olfaction
system using a twin MOS sensor array. In Section 4, we
show the recognition rate of two odors simultaneously and
the estimation results of the direction of an odor source. In
Section 5, we summarize the results of this study and suggest
topics for future work.

2. Related Works

An electronic nose consists of mechanical and logical parts.
From amechanical point of view for developing an electronic
nose, an electronic nose that has been developed in order
to study mechanical olfaction uses a sensor array containing
multiple sensors which can sense odorant molecules. The
types of odor sensors that have been considered in previous
research include Conducting Polymer (CP), Surface Acoustic
Wave (SAW), Quartz Crystal Microbalance (QCM), and
Optical and Metal Oxide Semiconductor (MOS) sensors [2].
The type of sensor used varies according to the types of target
smell, for example, food monitoring, bioprocesses, medical
diagnostics, and beverage manufacturing [9, 10].

From a logical point of view for developing an electronic
nose, Linear Discrimination Analysis (LDA), Independent
Component Analysis (ICA), Hierarchical Cluster Analysis
(HCA), Principal Component Analysis (PCA), Artificial
Neural Network (ANN), Support Vector Machine (SVM),
statistical Analysis of Variance (ANOVA), and nonhierarchi-
cal clustering algorithms such as k-means have been used
as feature extraction and classification methods for odor
recognition [11–17]. A feature extraction stage of an odor by
these algorithms uses the representative components of the
input odor. The features are used as a reference model when
other odors are recognized.

Recently, in a study related to MOS sensor, Lei Zhang
et al. have developed an electronic nose for concentration
estimation of formaldehyde [15]. It uses ANN ensemble and
self-calibrationmodel for implementation of logical part, and
they used fourMOS sensors and two auxiliary sensors for the
temperature and humidity. A 12-bit analog-digital converter
is used as interface between the Field Programmable Gate
Array (FPGA) processor and the sensors. FPGA can be
used for data collection, storage and processing. The logical
part of this nose system is connected to a PC. Brudzewski
et al. have proposed a method for recognizing the smell
of coffee using a differential electronic nose containing an
MOS sensor array [16]. Their study showed that a differential
electronic nose, applying the special procedure of signal
processing, is of sufficient sensitivity for the recognition of
the forgery of coffee and performs much better than the
classical electronic nose. It uses 12 MOS sensors of Figaro
serious, temperature sensor, and humidity sensor. They also
developed a feature extraction method using PCA based
on an odor signal database and showed recognition and
classification using SVM. Wang et al. also developed an

electronic nose using PCA and SVM to predict the total
viable counts of odor in chilled pork [17]. In particular, they
considered the alphaMOS sensor array system of France and
three sensor chambers for controlling the temperature, and
an 18-MOS sensor was used.

Furthermore, a recent study considered temperature and
humidity based on a sensor array using many MOS sensors.
The concept of a chamber was introduced, and an odor recog-
nition method for various industry fields has been proposed.
However, studies on the logical part and improvement of
electronic ability for developing an electronic nose are fairly
scarce because the electronic nose has only been examined
in the chemistry and mechanical engineering study area.
We also studied an electronic nose using an MOS sensor
array. Furthermore, in our previous works, we proposed an
optimal MOS sensor decision method [4] and a floral scent
recognition method using ICA with a correlation coefficient
and multiple odor detection [5]. In particular, reference [5]
was presented as an interim result for this study. In this
current paper, we will present olfaction using a state-of-the-
art electronic nose by improving the logical part as discussed
in the following section.

3. Proposed Olfaction System Using
Stereo Sensor Array

The proposed olfaction system has multiple odor recognition
and odor source localization abilities based on a stereo
sensor array that is similar to the human olfactory organ.
While in previous works the electronic nose was based
on a physical theory, the proposed olfaction system is an
intelligent electronic nose that emulates human ability. The
most significant difference between previous works and this
study is that here we propose a way to improve the logical
processing ability of the odor signal by using a stereo sensor
array similarly to the human olfactory system.

The signal form of multiple odors is composed of a
combination of single odor signals, as shown in Figure 1(a).
Figure 1(b) shows thewaveforms of a signal ofmultiple odors.
The proposed system recognizes two odors simultaneously
from an input signal. A sensor shows a formulaic pattern for
an odor. When an odor is inputted, the signal of each sensor
shows a pattern [11]. The signal of each sensor increases
rapidly according to the input odor and then decreases slowly
until the odor has disappeared. Studies on mechanical odors
using such signals are classified into one of two categories.
The first study category is odor recognition, in which the first
step involves detecting the odor activity from the entire set of
sensor signals. The sample range of odor activity is roughly
200 to 900, in which case the features of an odor activity can
be extracted using pattern recognition.

Figure 2 shows a block diagram of the proposed multiple
odors recognitionmethod.The system consists of the acquisi-
tion of odor data, the detection of odor activity, the extraction
of features, and the recognition of odors. Odor data is
acquired through a 16-channel sensor array we developed,
and the odor is then converted into odor data. In the proposed
system, the odor is detected using entropy from themeasured
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Figure 1: Odor signal waveforms.
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Figure 2: Block diagram of proposed olfaction system.

odor signals, based on the detection of the inflection points
of the odor. Features are extracted using a PCA to extract
the feature vector of an odor pattern. Subsequently, the odor
is recognized using a hierarchical elimination method to
select the recognition candidate and by using the Euclidean
distance.

An odor signal can be obtained using several different
types of sensors for dynamically changing odors in real
time. In order to obtain such data, a structure was designed
and manufactured that enables the surrounding air to pass
through it in real time by attaching fans in the front and
back of a chamber. This structure is then used to inhale and
discharge the surrounding air into and out of the chamber.
The air contains chemicals that constitute a specific odor.
The structure of an odor data acquisition device is shown
in Figure 3, and an actual image of an odor data acquisition
device is shown in Figure 4. As seen in Figure 4, the proposed
stereo sensor array was developed based on a socket to easily
change a sensor according to the type of target odor.

The odor was detected using entropy in IEEE 802.15
bluetooth-enabled mobile devices (hand-held PC, smart-
phone, tablet PC, etc.). The odor signals detection module
in the logical part of the proposed olfaction system can be
used to determine the inflection point and to monitor the
abrupt changes in the sensor amplitude during the odor
input and removal [4, 11]. In order to detect the inflection

Ambient air
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Chamber

Sensors

Sensors signal

Fan Fan

Air output

BluetoothAnalog to digitalPower

Signal data Collection
circuit

Sensing
data

Figure 3: Structure of a sensor array.

Figure 4: Actual image of a stereo sensor array for odor data
acquisition.

point of multiple odors using entropy, a sampling frequency
per channel of 13.5Hz was used. Thirty-two samples per
frame were used, with an overlap of 16 samples, and each
frame was associated with a calculated entropy value. This
information was used to determine the number of sensors
with entropies exceeding 1, the condition that occurs when
there are more than seven sensors with entropies exceeding
1, and the continuous condition for when there are more
than four frames for entropy. A sensor response to prevent
incorrect extraction is also included. By adding continuous
frame conditions, the abrupt rise in entropy values due to the
noise between the actual inflection point and the calculated
inflection point was eliminated, and thus incorrect extraction
could be prevented. A total of 256 samples, from the first
32 samples to the 224 samples after the starting point, were
selected as the domain for feature extraction, based on the
extracted inflection point.

For odor detection, the sensor response to the input odor
was applied to the information entropy, as defined by C.
Shannon, for the determination of the inflection point of the
sensor measurement values on the input odor.The entropy in
the frame unit for an individual sensor can be calculated from
(1), where𝑝(𝑖) is the probability of a certain range 𝑖, occurring
in one frame.The occurrence rate 𝑐(𝑖) of the range 𝑖 per frame
is divided by the number of samples 𝑠 per frame, as shown in
(2), where 𝑖 can be shown as 0 < 𝑖 < 𝐿 − 1, implying that
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the response range of a sensor is divided into multiples of 𝐿.
Consider

𝐸 (𝑛) = −

𝐿−1

∑

𝑖=0

𝑝 (𝑖) log
2
𝑝 (𝑖) , (1)

𝑝 (𝑖) =
𝑐 (𝑖)

𝑠
. (2)

Figure 5 shows the inflection point extraction procedure
using entropy. Each description is as follows: (a) multiple
odors pattern, (b) entropy value for each sensor signal, (c)
number of sensors with entropy exceeding the threshold of
1.0, (d) response frame with more than seven sensors with
entropies exceeding the 1.0 threshold, (e) result frame with
the number of continuous frames of more than four frames,
and (f) inflection point ofmultiple odors. In order to examine
the changes in the state of odors, a hierarchical elimination
method was employed to search for such changes.

The hierarchical eliminationmethod determines how the
present odor pattern has changed using the information on
the odor pattern’s starting and endpoint amplitudes along
with information on the previous odor pattern conditions.
When an odor is inputted, the amplitude increases, and
when it is removed, the amplitude decreases. Thus, when
the starting amplitude is smaller than that of the endpoint,
an odor has been inputted, and when the starting point
amplitude is larger than that of the endpoint, an odor has
been removed. Multiple odors, a single odor, and an odorless
state are determined according to the results of a conversion
from the previous odor pattern to the present condition. A
single odor is recognized when one odor is input into an
odorless condition andwhen one of the two odors is removed.
The conditions for multiple odors include that whenmultiple
odors are being input into an odorless condition and that
when another odor is input into a single odor. The condition
needed to determine that an odorless state occurs when,
during the initial odorless condition, one odor is removed
from a single odor condition or when multiple odors are
removed during the multiple odors condition. Thus, we
searched for conditions such as the following: when an
odorless state becomes a single odor or multiple odors, when
a single odor is changed to an odorless state or to multiple
odors, and when multiple odors are changed to an odorless
state or to a single odor.The hierarchical elimination method
decreases the number of recognition candidates.

Figure 6 shows the tree structure ofmultiple odors.When
estimating the direction of odor sources, we did not consider
the inflection point. This is the average amplitude of all
sensors based on the signals of all 32 channels, which consists
of a twin-sensor array of 16 channels. The sensor arrays were
arranged so that a gap occurred between them, similar to
the arrangement of the human nose. The amplitude of each
sensor varies according to the direction of the odor. Figure 7
shows an example of the response of a real sensor based on
this concept: (a) left sensor array and (b) right sensor array.
We can confirm that the amplitude changes rapidly according
to the near direction of the odor source.

Equations (3), (4), and (5) comprise the direction esti-
mation method based on the amplitude of each channel.
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Figure 5: Inflection point extraction procedure using entropy.

𝐷 indicates a strength average of a sensor array, 𝑆 indicates
a sensor array, and 𝑛 refers to the number of sensors

𝐷 = −
1

𝑛

𝑁

∑

𝑛=1

(
1

𝑇
(

𝑡
0

∑

𝑡=𝑡
0
−𝑇

𝑆
𝑛
𝑡

)) , (3)

𝑂source𝐿 ←󳨀 (𝐷𝐿 − 𝐷𝑅) > 𝜀, (4)

𝑂source𝑅 ←󳨀 (𝐷𝐿 − 𝐷𝑅) < −𝜀. (5)

4. Experimental Results

We developed a 16-channel twin-sensor array. Table 1 shows
the specifications of each sensor, including the Calefaction
Voltage (𝑉

𝐻
), Loop Voltage (𝑉

𝐶
), Load Resistance (𝑅

𝐿
), and

Sensor Resistance (𝑅
𝑆
). These factors were referenced by
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Figure 7: Changes of amplitude according to odor source direction.

the provider of each sensor. The structure of a sensor array
can vary according to the target odor; thus, we experimented
with artificial floral scents. Odor direction estimation is
irrelevant to the target element of a sensor because it only uses
the amplitude of an odor signal.

The objective of the experiments was to collect multiple
odor databases against various cases in which multiple odors
occurred and were then eliminated. We thus performed
experiments focusing on detecting and recognizing odors
using collected databases.We selected 11 scenarios containing
various occurrences and eliminations of multiple odors,
whereby multiple odor databases were collected. Due to the
lack of internationally standardized odor databases, for our
odor database collection we needed to use experimental
environments, experimental conditions, experimental odor
sources, and so forth. In this experiment (Figure 8), flower
odor sources were selected that generated odors safely and
evenly. As experimental flower odor sources, four types of
flower odor oils were used, contained in a small 5mL bottle.
To evaluate the efficiency of the suggested system, a total of
four types of floral fragrances were used.

The entire database was created by collecting 132 different
combinations of scents, resulting from the double multiplica-
tion of six types ofmultiple odors by the 11 different scenarios.
An example of the collection procedure for the odor database

Stereo
sensor array Collection 

   circuit

Figure 8: Components of proposed olfaction system for experi-
ment.

collection is as follows: (1) start saving, (2) inputting odorA
at 10 sec, (3) inputting odorB at 70 sec, (4) eliminating odor
B at 130 sec, (5) eliminating odorA at 190 sec, (6) complete
saving at 304 sec, and (7) ventilating. Odor detection and
recognition experiments using multiple odor databases were
performed. Odor detection was represented by the detection
rate as an index of the performance evaluation of the number
of times inwhich the inflection point was accurately detected.
Odor recognition was represented by the recognition rate as
an index of the performance evaluation of the number of
times in which inputted odors were accurately recognized.
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Table 1: Sensor specifications for the experiment.

No. Sensor name Target element 𝑅
𝑆

(kiloΩ)
𝑅
𝐿

(kiloΩ)
𝑉
𝐻

(voltage)
𝑉
𝐶

(voltage)
1 MiCS-5132 CO 16–160 24 3.3 2.5
2 MiCS-2710 NO2 0.8–8 2 1.8 2.5
3 MiCS-5135 VOCs 20–400 100 3.3 2.5
4 MiCS-2601 O3 3–60 10 2.5 2.5
5 MiCS-5521 CO, HC 24–1000 200 2.5 2.5
6 MQ-3 Alcohol 100–1000 200 5 2.5
7 GSAP61 VOCs 5–20 20 5 2.5
8 TGS-825 Hydrogen 3–30 12 5 2.5
9 MQ-6 LPG 10–60 20 5 2.5
10 GSET11 CO 70–811 200 5 2.5
11 MQ-7 CO 2–20 10 5 2.5
12 SP3-AQ2 VOCs 10–40 20 5 5
13 MiCS-5131 Ethanol 18–180 50 3.3 2.5
14 NGSX-03 Alcohol 10–50 20 5 2.5
15 MICS-4514 (1) NO2 0.8–8 2 5 2.5
16 MICS-4514 (2) CO 100–1000 200 5 2.5

Table 2: Experimental results for odors recognition.

Details Number of
times

Success
count

Recognition
rate (%)

MixAB 18 16 88.89
MixAC 18 17 94.45
MixAD 18 18 100
MixBC 18 15 83.34
MixBD 18 15 83.34
MixCD 18 16 88.89
A 42 37 88.09
B 42 28 66.67
C 42 37 88.09
D 42 34 80.95
Odorless 132 130 98.48
Total 408 363 88.97

Table 2 shows the odor recognition experiment results.
The results of the odor recognition experiment showed a
recognition rate of about 88.97%. However, the results of the
odor recognition experiment that excluded the incorrectly
detected results in the detection stage showed a recognition
rate of about 92.84%. Based on the experimental results for
odor recognition, the lower odor recognition rate is because
the odor sources used in the experiment were all derived
from flower oils. Although flower oils were used to ensure
the safety of the experiment, they are vegetable based, with
similar intensities and characteristics. However, whenmixing
two flower odors, the recognition rate was relatively high due
to the changes in the intensity and characteristics of the odors.
The recognition rate of the odorless state was not 100% due

Table 3: Experimental results for estimation of direction.

Source
direction

Sensor
array

Initial
response
time

Estimation
count

Estimation
result

𝐿
𝐿

𝑅

20.45
30.05 38

𝐿 : 36
𝐶 : 2
𝑅 : 0

𝐶
𝐿

𝑅

86.5
258.45 38

𝐿 : 7
𝐶 : 27
𝑅 : 4

𝑅
𝐿

𝑅

23.25
90.5 38

𝐿 : 0
𝐶 : 1
𝑅 : 37

to misdetection. The recognition rate of the odorless state
excluding misdetection was 100%.

Table 3 shows the experimental results for the estimation
of the direction of the odor source. 𝐿, 𝐶, and 𝑅 indicate the
left, center, and right, respectively. The distance between the
odor acquisition device and the floral scent was 1m. In this
estimation experiment, the odor sensor arraywas fixed. If this
systemwas attached to a roll-around robot, it could search for
and move to the location of the odor source. In the case of a
center direction odor source, the recognition rate was some-
what poor, given the structure of the twin-sensor array. To
improve the recognition rate for a center space, the distance
between the sensor arrays should be adjusted according to the
recognition space, or the number of sensor arrays should be
increased.
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5. Conclusion

In this study, we proposed a mechanical olfaction system
composed of multiple odor recognition and odor source
direction estimation abilities. The proposed system recog-
nizes two odors simultaneously and estimates the direction of
an odor source using signal amplitude. The proposed system
is based on a 16-channel twin-sensor array, similar to the
human olfactory system. We considered an entropy-based
inflection point extractionmethod to detect odor activity, and
proposed a hierarchical elimination method using PCA to
recognize multiple odors. In addition, we used the amplitude
of a stereo odor signal to estimate odor source direction.This
study can be applied in various industries, study fields, robots,
and realistic content in virtual reality.

The proposed olfaction system can be applied to various
real-world environments. In the case of escaped gas, the
proposed olfaction system can estimate the direction of a gas
leak and the chemical ingredients. Moreover, the proposed
system can be used as a method to distinguish between stale
and fresh foods. In addition, the proposed system can detect
drugs and chemicals and determine the concentration of the
target matter. In future research, we intend to develop a roll-
around humanoid robot with the proposed olfaction system
capable of recognizing odors and of moving towards the
various odor sources.
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This paper presents a novel energy-based target localization method in wireless sensor networks with selected sensors. In this
method, sensors use Turbo Product Code (TPC) to transmit decisions to the fusion center. TPC can reduce bit error probability if
communication channel errors exist. Moreover, in this method, thresholds for the energy-based target localization are designed
using a heuristic method. This design method to find thresholds is suitable for uniformly distributed sensors and normally
distributed targets. Furthermore, to save sensor energy, a sensor selection method is also presented. Simulation results showed
that if sensors used TPC instead of Hamming code to transmit decisions to the fusion center, localization performance could be
improved. Furthermore, the sensor selection method used can substantially reduce energy consumption for our target localization
method. At the same time, this target localizationmethod with selected sensors also provides satisfactory localization performance.

1. Introduction

With the advancement of hardware and software, industrial
control systems (ICSs) have been widely used in many indus-
trial areas. ICSs can use sensors to gather information about
the environment or the condition of machines, and based on
the information from sensors to monitor and control remote
devices. Research efforts have focused on different areas of
ICSs. For example, in [1], the authors discussed the security
problem in ICSs. Research in [2] focused on the architecture
and scheduling problem in ICSs while the authors in [3]
presented an innovative control system for the industrial
environment.

Inmany ICSs, a wireless sensor network (WSN) is laid out
to control the robotics [4–6] or to track human motion [7].
Target position estimation is an essential part in these appli-
cations.There aremany target localizationmethods available,
such as direction of arrival (DOA) methods [8, 9], time-
delay of arrival (TDOA) methods [10, 11], and energy-based
target localization methods [12, 13]. The energy-based target
localization method which uses quantized data in WSNs
was presented in [12]. Compared with DOA methods and
TDOA methods, energy-based target localization methods

do not require sensors to have the ability to measure the
direction of arrived signals, such as in DOA methods, or
require accurate synchronization among sensors, such as in
TDOA methods. Therefore, energy-based target localization
methods are easier to implement than the DOA methods or
TDOA methods [12]. This paper focuses on energy-based
target localization methods.

In energy-based target localization methods, sensors
measure the signals from the target and send the measure-
ment information to the fusion center, which uses informa-
tion from the sensors to estimate the target position [12].
Usually, sensors used in WSNs have limited sources, such
as energy and communication bandwidth. Therefore, saving
energy and communication bandwidth are very important in
WSNs.

To save energy, sensors can quantize the information
about the signals from the target before sending it to the
fusion center [12, 14]. There are many quantization methods,
such as the nonuniform quantization method in [15] and
the vector quantization method in [16]. Interested readers
can refer to [17]. In the quantization scheme, thresholds
are the most important parameters. In [12], a heuristic
method to determine the optimum quantization thresholds



2 International Journal of Distributed Sensor Networks

0 20 40 60 80 100

0

20

40

60

80

100 Sensor field

Sensors
Fired sensors

Real target position
Estimated target position

−100

−80

−60

−40

−20

−100 −80 −60 −40 −20
Sensor field X-coordinate (m)

Se
ns

or
 fi

el
d
Y

-c
oo

rd
in

at
e (

m
)

Figure 1: Sensor field (fired sensors are sensors having decisions
other than 0).

was presented to calculate the optimum thresholds if sensor
positions follow uniformdistributions and the target position
also follows uniform distributions. However, if the target is
mostly present in a small area, Gaussian distribution can
better describe the distributions of the target position. Our
heuristic method can calculate optimum thresholds if the
sensors are uniformly distributed and the target position
follows Gaussian distributions (Figure 1).

In many applications, energy can also be saved by using
a sensor selection scheme. In target tracking, [18] used an
energy function and posterior Cramer-Rao lower bound
(PCRLB) to select sensors. In [19], the authors used a
modified Riccati equation approach to select sensors. In [20],
a combination of PCRLB and sensor range was used to select
sensors. In [21], the authors considered sensor selectionwhen
the detection probability of sensors was less than 1. More
research in this area can be found in [22–25].

In target detection, [26] used a Kullback-Leibler (K-L)
based approach to select sensors to maximize the K-L dis-
tance. In [27], an optimal sensor selection method in binary
heterogeneous sensor networks was presented. In this paper,
the K-L distance is maximized subject to cost constraints. In
[28], the authors presented robust sensor selection methods
to deal with uncertainties of the distribution mean.

In target estimation, if MLE is used, the Cramer-Rao
lower bound (CRLB) or PCRLB can be used as the perfor-
mance criterion. Then, sensors can be selected to maximize
CRLB or PCRLB. In [29], sensors are selected based on
PCRLB. However, in [29], several sensors were selected from
all sensors. The computation cost of this selection method
may be prohibitive if the total number of sensors is too large.
To alleviate the computation cost, we propose a new sensor
selection method in this paper.

The main contribution of this paper is a novel energy-
based target localization method in WSNs with selected

sensors. In this method, sensors use Turbo Product Code
(TPC) to transmit decisions to the fusion center. More-
over, the thresholds used in our target localization method
are determined using a new heuristic method specifically
designed for sensor position following uniform distributions
and target position following Gaussian distributions. Fur-
thermore, a sensor selection method is presented, and this
selectionmethod can significantly save sensor energywithout
substantially sacrificing localization performance.

The rest of this paper is organized as follows. In Section 2,
an energy-based target localizationmethod using TPC is pre-
sented. A heuristicmethod to determine optimum thresholds
is given in Section 3, and a novel sensor selection method is
presented in Section 4. The analysis of performance loss and
energy saving due to sensor selection is given in Section 5.
The simulation setup is presented in Section 6, and the
results and analysis are provided in Section 7.The concluding
remarks are made in Section 8.

2. Energy-Based Target Localization Method
Using TPC

The energy-based target localizationmethod using quantized
data was presented in [12]. Our energy-based target localiza-
tion method is based on the method in [12]. However, in our
method, TPC code and sensor selection are used. Also, we
only estimate two parameters.

Following the derivation in [12], acoustic signal from a
target decays as distance from the target to the measurement
location increases. The relation can be determined by

𝑎
2

𝑖
=

𝐺
𝑖
𝑃
󸀠

0

(𝑑
𝑖
/𝑑
0
)
𝑛
. (1)

In (1), 𝑃󸀠
0
is the power emitted by the target measured at

a reference distance 𝑑
0
, 𝑎
𝑖
is the signal amplitude from the

target measured at the 𝑖th sensor, 𝐺
𝑖
is the gain of the 𝑖th

sensor, which is determined by the sensor antenna, and 𝑛 is
the power decay exponent. The Euclidean distance between
the target and the 𝑖th sensor is
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where (𝑥
𝑖
, 𝑦
𝑖
) and (𝑥

𝑡
, 𝑦
𝑡
) are the positions of sensor 𝑖 and

the target, respectively. It is assumed in this paper that every
sensor has equal signal gain and 𝑑

0
= 1. The total number of

sensors is denoted by𝑁. Experiments showed that 𝑛 = 2 [12].
Therefore, (1) can be simplified as
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Because of the presence of noise in the environment, the sig-
nal that arrived at the 𝑖th sensor will be inevitably corrupted
by noises. The process can be modeled and expressed as

𝑠
𝑖
= 𝑎
𝑖
+ 𝑤
𝑖
, (4)

where 𝑤
𝑖
is a Gaussian noise following the distribution

𝑁(0, 𝜎
2
). To save communication bandwidth and sensor
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energy, 𝑠
𝑖
is quantized [12]. In the quantization process, the

𝑖th sensor quantizes the measured signal 𝑠
𝑖
into𝑚

𝑖
according

to a set of thresholds:
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, . . . , 𝛾
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] . (5)

The quantization process used can be expressed as
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(6)

The probability that the transmitted decision 𝑚
𝑖
by the 𝑖th

sensor takes value𝑚 can be calculated by

𝑝 (𝑚
𝑖
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2

/2
𝑑𝑡. (7)

The channel-aware target localization method was presented
in [14]. However, the authors did not use any coding method
to counter communication channel errors. In our method,
to minimize the effect of communication channel errors,
sensors use TPC to transmit decisions to the fusion center.
Previous research has focused on using Hamming code
to encode decisions from sensors to the fusion center for
distributed detection [30–33]. In our method, sensors use
TPC to transmit decisions to the fusion center. TPC is a
category of Turbo codes and can provide an efficient way
to construct long codes from short linear block ones with
relatively high code rates [34–36].

In TPC, BCH code is used as the component codes and
iterative soft-input soft-output algorithm is used to decode
rows and columns code words. Then, we can determine the
relation between 𝑚̃

𝑖
and 𝑚. If the relation between 𝑚̃

𝑖
and 𝑚

can be determined, we can incorporate the transition relation
into the MLE framework using an approach similar to that
used in [14]. The system diagram is shown in Figure 2. After
the transition probabilities from𝑚 to 𝑚̃

𝑖
are determined, the

probability that 𝑚̃
𝑖
assumes the value𝑚 is given by

𝑝(𝑚̃
𝑖
= 𝑚 | 𝜃) = ∑

𝑚
𝑖
∈{−1,1}

𝑝 (𝑚̃
𝑖
= 𝑚 | 𝑚

𝑖
)𝑝(𝑚
𝑖
| 𝜃) . (8)

In (8),𝑝(𝑚
𝑖
|𝜃) is defined in (7). If the decision vector received

at the fusion center is M̃ = [𝑚̃
1
𝑚̃
2
⋅ ⋅ ⋅ 𝑚̃
𝑁
]
𝑇, the fusion center

can find 𝜃 = [𝑥
𝑡

𝑦
𝑡
]
𝑇 to maximize

ln𝑝 (M̃ | 𝜃) =

𝑁

∑

𝑖=1

ln[

𝐿−1

∑

𝑚
𝑖
=0

𝑝 (𝑚̃
𝑖
= 𝑚 | 𝑚

𝑖
) 𝑝 (𝑚

𝑖
| 𝜃)] . (9)

The maximum likelihood estimator (MLE) tries to find 𝜃 to
maximize

𝜃 = max
𝜃

ln𝑝 (M̃ |𝜃) . (10)
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Figure 2: Symbol coding and decoding.

If an unbiased estimate 𝜃 exists, the CRLB of the estimate can
be calculated by

𝐸 {[𝜃 (M̃) − 𝜃] [𝜃(M̃) − 𝜃]
𝑇

} ≥ J−1

J = −𝐸 [∇
𝜃
∇
𝑇

𝜃
ln 𝑝 (M̃ | 𝜃)] .

(11)

The J matrix corresponding to our two parameters esti-
mation problem can be denoted as a 2 by 2 matrix. The
process to derive the J matrix is similar to the process in [14].

First, J(1, 1) is derived:

𝜕
2

ln𝑝 (M̃ | 𝜃)

𝜕𝑥
2

𝑡

=

𝑁

∑

𝑖=1

𝐿−1

∑

𝑙=1

−
𝛿 (𝑚̃
𝑖
− 𝑙)

𝑝2 (𝑚̃
𝑖
| 𝜃)

[
𝜕 ln𝑝 (𝑚̃

𝑖
| 𝜃)

𝜕𝑥
𝑡

]

2

+
𝛿 (𝑚̃
𝑖
− 𝑙)

𝑝 (𝑚̃
𝑖
| 𝜃)

𝜕
2
𝑝 (𝑚̃
𝑖
| 𝜃)

𝜕𝑥
2

𝑡

.

(12)

Because the expectation of the second term of (12) is 0, the
expectation of (12) is

𝐸[

[

𝜕
2

ln𝑝 (M̃ | 𝜃)

𝜕𝑥
2

𝑡

]

]

=

𝑁

∑

𝑖=1

𝐿−1

∑

𝑙=1

−
1

𝑝2 (𝑚̃
𝑖
| 𝜃)

[
𝜕𝑝 (𝑚̃

𝑖
| 𝜃)

𝜕𝑥
𝑡

]

2

.

(13)

In (13), 𝑝(𝑚̃
𝑖
| 𝜃) is defined in (8). The derivative of 𝑝(𝑚̃

𝑖
| 𝜃)

with respect to 𝑥
𝑡
is

𝜕𝑝 (𝑚̃
𝑖
| 𝜃)

𝜕𝑥
𝑡

=

𝐿−1

∑

𝑚
𝑖
=0

𝑝 (𝑚̃
𝑖
| 𝑚
𝑖
)
𝜕𝑝 (𝑚

𝑖
| 𝜃)

𝜕𝑥
𝑡

. (14)
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In (14), 𝜕𝑝(𝑚
𝑖
| 𝜃)/𝜕𝑥

𝑡
can be obtained as

𝜕𝑝 (𝑚
𝑖
= 𝑙 | 𝜃)

𝜕𝑥
𝑡

=
𝜕

𝜕𝑥
𝑡

× [𝑄(
𝜂
𝑖𝑙
− 𝑎
𝑖

𝜎
) − 𝑄(

𝜂
𝑖(𝑙+1)

− 𝑎
𝑖

𝜎
)]

=
−√𝑃
0
(𝑥
𝑡
− 𝑥
𝑖
)

𝑑
3

𝑖
√2𝜋𝜎

× (𝑒
−(𝜂
𝑖𝑙
−𝑎
𝑖
)
2

/2𝜎
2

− 𝑒
−(𝜂
𝑖(𝑙+1)
−𝑎
𝑖
)
2

/2𝜎
2

) .

(15)

Then, (14) can be expressed as

𝜕𝑝 (𝑚̃
𝑖
| 𝜃)

𝜕𝑥
𝑡

=

𝐿−1

∑

𝑚
𝑖
=0

𝑝 (𝑚̃
𝑖
| 𝑚
𝑖
)
−√𝑃
0
(𝑥
𝑡
− 𝑥
𝑖
)

𝑑
3

𝑖
√2𝜋𝜎

× (𝑒
−(𝜂
𝑖𝑙
−𝑎
𝑖
)
2

/2𝜎
2

− 𝑒
−(𝜂
𝑖(𝑙+1)
−𝑎
𝑖
)
2

/2𝜎
2

) .

(16)

Other elements of J can be calculated similarly.

3. A Heuristic Quantization Method to
Determine Optimum Threshold

Before the MLE method can be used, we have to determine
an appropriate set of thresholds. Thresholds cannot be too
high; otherwise, sensors will make the same decision, 0,
and the MLE method cannot proceed. On the other hand,
thresholds cannot be too low; otherwise, all sensors will
report decision 𝐿 − 1 and the MLE method also cannot
be implemented. In our experiments, sensors are uniformly
distributed across the field. The 𝑋-coordinate of the target
follows Gaussian distribution 𝑁(0, 𝜎

2

𝑥
) and the 𝑌-coordinate

of the target follows Gaussian distribution 𝑁(0, 𝜎
2

𝑦
). Now

the detailed steps to determine the optimum threshold are
presented. The method is similar to the method used in [12].

First, we assume that the sensor position 𝑥
𝑖
follows

uniform distribution

𝑥
𝑖
∼ 𝑢 [−𝑎, 𝑎] , (17)

and the probability density function (PDF) of 𝑥
𝑖
is

𝑓 (𝑥
𝑖
) =

1

2𝑎
. (18)

Similarly, we assume that the sensor position 𝑦
𝑖
also follows

uniform distribution

𝑦
𝑖
∈ 𝑢 [−𝑎, 𝑎] , (19)

and the PDF of 𝑦
𝑖
is

𝑓 (𝑦
𝑖
) =

1

2𝑎
. (20)

Then, we know −𝑥
𝑖
also follows uniform distribution −𝑥

𝑖
∼

𝑢[−𝑎, 𝑎] and the PDF of −𝑥
𝑖
is

𝑓 (𝑥
𝑖
) =

1

2𝑎
. (21)

Moreover, the target position𝑥
𝑡
followsGaussian distribution

𝑥
𝑡
∼ 𝑁(0, 𝜎

2

𝑥
), and the PDF of 𝑥

𝑡
is

𝑓 (𝑥
𝑡
) =

1

√2𝜋𝜎
𝑥

𝑒
−𝑥
2

𝑡
/2𝜎
2

𝑥 . (22)

Similarly, the target position 𝑦
𝑡
follows Gaussian distribution

𝑦
𝑡
∼ 𝑁(0, 𝜎

2

𝑦
) and the PDF of 𝑦

𝑡
is

𝑓 (𝑦
𝑡
) =

1

√2𝜋𝜎
𝑦

𝑒
−𝑥
2

𝑡
/2𝜎
2

𝑦 . (23)

We denote 𝑡 as 𝑡 = 𝑥
𝑖
− 𝑥
𝑡
. Because the PDF of the sum of

two independent variables is the convolution of their PDFs,
we can have

𝑓
𝑇
(𝑡) = ∫

𝑡+𝑎

𝑡−𝑎

1

√2𝜋𝜎
𝑦

𝑒
−𝜏
2

/2𝜎
2

𝑦

1

2𝑎
𝑑𝜏. (24)

Then, (24) can be expressed as

𝑓
𝑇
(𝑡) =

1

2𝑎
(𝑄 (𝑡 − 𝑎) − 𝑄 (𝑡 + 𝑎)) , 𝑡 ∈ (−∞,∞) , (25)

in which 𝑄(𝑥) is defined as

𝑄 (𝑥) = ∫

∞

𝑥

1

√2𝜋
𝑒
−𝑡
2

/2
𝑑𝑡. (26)

If we define 𝑢 = (𝑥
𝑖
− 𝑥
𝑡
)
2, we have 𝑢 = 𝑡

2, and 𝑓(𝑢) is

𝑓 (𝑢) =
1

2√𝑢

1

2𝑎
(𝑄 (√𝑢 − 𝑎) − 𝑄 (√𝑢 + 𝑎)) , 𝑢 ∈ (0,∞) .

(27)

If we define V = (𝑥
𝑖
− 𝑥
𝑡
)
2
+ (𝑦
𝑖
− 𝑦
𝑡
)
2, we can have

𝑓 (V)

= ∫

V

0

1

4𝑎√𝜏
(𝑄 (√𝜏 − 𝑎) − 𝑄 (√𝜏 + 𝑎))

×
1

4𝑎√V − 𝜏
(𝑄 (√V − 𝜏 − 𝑎) − 𝑄 (√V − 𝜏 + 𝑎)) 𝑑𝜏.

(28)

Because sensors have to be at least 𝑑
0
meters away from the

target, the minimum value of V is 𝑑2
0
. The probability that V is

greater than 𝑑
2

0
is

𝛼 = 1 − ∫

𝑑
2

0

0

𝑓 (V) 𝑑V. (29)

Then, if V is greater or equal to 𝑑
2

0
, we have

𝑓V (V | V ≥ 𝑑
2

0
) =

1

𝛼
𝑓V (V) . (30)
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If we denote 𝑤 as 𝑤 = 𝑃
0
/V, we can have

𝑓 (𝑤) =
𝑃
0

𝑤2
𝑓V (

𝑃
0

𝑤
) , 𝑤 ∈ (0,

𝑃
0

𝑑
2

0

) . (31)

Then, (31) can be expressed as

𝑓 (𝑤) =
𝑃
0

𝑤2

1

𝛼

×
[
[

[

∫

𝑃
0
/𝑤

0

1

4𝑎√𝜏

1

4𝑎√(𝑃
0
/𝑤) − 𝜏

× (𝑄 (√𝜏 − 𝑎) − 𝑄 (√𝜏 + 𝑎))

× (𝑄(√
𝑃
0

𝑤
− 𝜏 − 𝑎)

−𝑄(√
𝑃
0

𝑤
− 𝜏 + 𝑎))𝑑𝜏].

(32)

If we define 𝑧 = √𝑤, 𝑓(𝑧) can be expressed as

𝑓 (𝑧) = 2𝑧𝑓
𝑤
(𝑧
2
) , 𝑧 ∈ (0,√

𝑃
0

𝑑
0

) (33)

and finally as

𝑓 (𝑧) = 2𝑧
𝑃
0

𝑧4

1

𝛼

×
[
[
[

[

∫

𝑃
0
/𝑤

0

1

4𝑎√𝜏

1

4𝑎√(𝑃
0
/𝑧2) − 𝜏

× (𝑄 (√𝜏 − 𝑎) − 𝑄 (√𝜏 + 𝑎))

× (𝑄(√
𝑃
0

𝑧2
− 𝜏 − 𝑎)

−𝑄(√
𝑃
0

𝑧2
− 𝜏 + 𝑎))𝑑𝜏

]
]
]

]

.

(34)

Now, we have the expression𝑓(𝑧). According to [8], optimum
threshold can be chosen so that sensors will make a decision
from 0 to 𝐿 − 1 with equal probability. The probability that a
sensor will make decision 𝑙 is

𝑃
𝑙
= ∫

√𝑃
0
/𝑑
0

0

[𝑄(
𝜂
𝑙
− 𝑧

𝜎
) − 𝑄(

𝜂
(𝑙+1)

− 𝑧

𝜎
)]𝑓 (𝑧) 𝑑𝑧. (35)

Using (35), the optimum set of thresholds can be determined.

4. Sensor Selection Method

Energy is a precious resource in WSNs. Battery-powered
sensors may be deployed in a remote area and replacing

100

100

−100
−100

Figure 3: Sensor field divided into 25 sections (black points denote
anchor sensors).

batteries is infeasible in many situations. Therefore, saving
energy is very important in WSNs. The energy a sensor
uses can be divided into three parts. The first part 𝐸

1
is the

energy a sensor uses to measure the signal from the target.
The second part 𝐸

2
is the energy a sensor uses to maintain

essential functions, such as receiving information from the
fusion center and keeping itself awake. The third part 𝐸

3
is

the energy a sensor uses to send the decisions to the fusion
center. Because energy consumed in communication consists
of the majority part of energy consumption, reducing 𝐸

3

can significantly save sensor energy and greatly extend the
operation time of a sensor. A sensor selection scheme can
reduce energy consumption by choosing sensors containing
more useful information and allowing those sensors to send
the decisions to the fusion center while sensors containing
less useful information are not allowed to send decisions to
the fusion center.

In the target estimation method in [29], sensors are
selected based on PCRLB from all sensors. The computation
cost of this selection method may be prohibitive if the total
number of sensors is large.We propose a new sensor selection
method, which can alleviate the computation cost.

The steps of our method are as follows.

(1) Divide the whole sensor field into different regions.
Place 𝑁

0
number of anchor sensors. For example,

anchor sensors can be placed into a grid as shown in
Figure 3.

(2) Use anchor sensors and the weighted average method
to estimate a coarse target position.

(3) Use the coarse target position to choose all sensors in
the region where the estimated target is located. For
example, in Figure 4, region 1 will be chosen.

(4) If the target falls into region 𝑀
1
, sensors in the

neighboring region, region 2, will also be chosen. If
the target falls into the region 𝑀

2
, sensors in the

neighboring region, region 3, will also be chosen. If
the target falls into 𝑀

3
, sensors in all neighboring

regions, region 2, region 3, and region 4, will also be
chosen.



6 International Journal of Distributed Sensor Networks

1 2

34

M1

M2 M3

Target
∗

l
󳰀

Figure 4: Example of sensor regions.

(5) Chosen sensors will report decisions to the fusion
center. Sensors not in chosen regions will not report
decisions.

Our sensor selection method is easy to implement
and circumvents the computation problem in [29]. In our
method, the whole sensor field is divided into many smaller
regions and a coarse target position is used to select regions
in which sensors need to report their decisions to the fusion
center.Therefore, our method can greatly save sensor energy.

5. Performance Loss and Energy Saving

Although ourmethod can save sensor energy, the target local-
ization performance may suffer because the fusion center
does not have data from all sensors.Therefore, we alsowant to
know the performance loss and the amount of energy saved
due to sensor selection. Knowing the performance loss and
howmuch energy was saved can help us to make the decision
about when to use the sensor selection method.

5.1. Performance Loss. In our method, only two parameters
are estimated. Therefore, J is a 2 by 2 matrix:

J = [
𝐽
11

𝐽
12

𝐽
21

𝐽
22

] . (36)

If the set of selected sensors is 𝑅
1
and the set of nonselected

sensors is 𝑅
2
, then every element of J can be divided into two

parts. For example,

J (1, 1) =

𝑁

∑

𝑖=1

𝐿−1

∑

𝑙=1

−
1

𝑝2 (𝑚̃
𝑖
| 𝜃)

[
𝜕𝑝 (𝑚̃

𝑖
| 𝜃)

𝜕𝑥
𝑡

]

2

= ∑

𝑖∈𝑅
1

𝐿−1

∑

𝑙=1

−
1

𝑝2 (𝑚̃
𝑖
| 𝜃)

[
𝜕𝑝 (𝑚̃

𝑖
| 𝜃)

𝜕𝑥
𝑡

]

2

+ ∑

𝑖∈𝑅
2

𝐿−1

∑

𝑙=1

−
1

𝑝2 (𝑚̃
𝑖
| 𝜃)

[
𝜕𝑝 (𝑚̃

𝑖
| 𝜃)

𝜕𝑥
𝑡

]

2

= J1 (1, 1) + J2 (1, 1)

J = J1 + J2 = [

[

𝐽
1

11
𝐽
1

12

𝐽
1

21
𝐽
1

22

]

]

+ [

[

𝐽
2

11
𝐽
2

12

𝐽
2

21
𝐽
2

22

]

]

.

(37)

Similarly, other elements can also be expressed as two
parts: fisher information contributed by selected sensors and
fisher information contributed by nonselected sensors. The
performance loss is due to loss of Fisher information from
nonselected sensors. However, this method to determine
performance loss is valid only if the target is at a fixed
position. If the target is randomly distributed, root-mean-
square (RMS) estimation errors can be used to show the
performance loss.We can compare theRMSestimation errors
provided by the MLE method using data from all sensors
and the RMS estimation errors provided by theMLEmethod
using data only from chosen sensors.

5.2. Energy Saving. It is assumed that each region has the
same size and the same𝑀

1
,𝑀
2
, and𝑀

3
. We use𝐴 to denote

the area of each region, 𝐴
1
to denote the area of 𝑀

1
, 𝐴
2
to

denote the area of𝑀
2
, and𝐴

3
to denote the area of𝑀

3
. Also,

we assume that the fusion center is far away from the sensors.
Therefore, the difference in sensor positions is not important
and each sensor will consume the same amount of energy to
send decisions to the fusion center. This energy is denoted by
𝑒
1
, which can be calculated by

𝑒
1
(𝑚, 𝑑
𝑓,𝑖
) = 𝐸elec × 𝑚 + 𝜀amp × 𝑚 × 𝑑

2

𝑓,𝑖
, (38)

where 𝐸elec = 50 uJ/bit, 𝜀amp = 100 nJ/bit/m2, and 𝑑
𝑓,𝑖

is the
distance between the 𝑖th sensor and the fusion center [37].

The total number of sensors in the sensor field is 𝑁, and
we assume that each region has the same number of sensors,
𝑁region. Then, the probability that the target is located in
region 𝑀

1
is 𝐴
1
/𝐴, the probability that the target is located

in𝑀
2
is𝐴
2
/𝐴, and the probability that the target is located in

𝑀
3
is𝐴
3
/𝐴.We assume that the targetmostly concentrates in

the center of the field, and in the center of the field, the target
is almost uniformly distributed. In each region, there are two
𝑀
1
areas, two 𝑀

2
areas, and four 𝑀

3
areas. If the target

is located in 𝑀
1
, the neighboring region is also activated.

Similarly, If the target is located in𝑀
2
, the neighboring region

is also activated. If the target is located in𝑀
3
, the other three

neighboring regions are also activated. Therefore, the energy
sensors consume to transmit decisions can be expressed as

𝐸
4
= 𝑒
1
∗ 𝑁region

∗ (
𝐴 − 2𝐴

1
− 2𝐴
2
− 4𝐴
3

𝐴
+ 4

𝐴
1

𝐴
+ 4

𝐴
2

𝐴
+ 16

𝐴
3

𝐴
) .

(39)

Without sensor selection, the energy consumed by sensors to
transmit decisions is

𝐸
5
= 𝑁total ∗ 𝑁field ∗ 𝑒

1
. (40)
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Now, we know the performance loss and energy saved.
Using the information about the performance loss and energy
saved, we can strike the balance between performance loss
and energy saving. Also, a multi-objective optimization
method can be used to jointly optimize performance loss and
energy saving.

6. Simulation Setup

6.1. TPC Encoding and Decoding. If sensors use TPC to
transmit decisions to the fusion center, localization perfor-
mance can be improved due to lower bit error probability.
For comparison purposes, simulations were run to show the
localization performance when TPC code was used and the
localization performance when Hamming code was used. In
simulations, each sensor quantized the received signal into 3
bits data. In hamming code, we used (7, 4, 3) Hamming code.
In TPC, we used BCH (32, 26) codes as the component code,
so the rate of TPC was (26/32) × (26/32) = 0.67. A highly
efficient iterative decoding algorithm, ALD-FBBA, is used at
the receiver side. ALD-FBBA can provide good performance
with low complexity. If communication channel SNR was
7 dB, the bit error probability was 0.0077 for Hamming code
and 0.0002 for TPC code. We calculated the decision transi-
tion matrix using the bit error probability. Using the decision
transition matrix corresponding to Hamming code and the
decision transition matrix corresponding to the TPC, we
compared the effect of coding on localization performance.
We set (𝑥

𝑡
, 𝑦
𝑡
) = (0, 0), 𝑎 = 90, and 𝑃

0
= 8000. We used

480 sensors and varied 𝜎 to see the effect of signal noise on
localization performance. 100 Monte Carlo simulations were
used to calculate RMS errors. The thresholds were set to

𝛾
𝑖
= [−∞, 0.917, 1.017, 1.116, 1.25, 1.45, 1.79, 2.6,∞] .

(41)
We define RMS location error as

Δ = RMS errors (𝑥
𝑡
− 𝑥
𝑡
) + RMS errors (𝑦

𝑡
− 𝑦
𝑡
) (42)

and used Δ as performance criterion.

6.2. Performance Loss and Energy Saving. We used random
target locations in the simulation. Therefore, we used Δ in
(42) as the performance criterion. Energy saving can be easily
calculated by comparing 𝐸

4
in (39) and 𝐸

5
in (40). In this

simulation, sensors were uniformly distributed in the sensor
field with 𝑎 = 90 and the target position followed Gaussian
distribution with 𝑥

𝑡
∼ 𝑁(0, 36

2
) and 𝑦

𝑡
∼ 𝑁(0, 36

2
). We

set 𝜎 = 1, 𝑃
0
= 8000, and assumed perfect communication

channels.Wedivided the sensor field into 25 regions as shown
in Figure 3 and set the 𝑙

󸀠 in Figures 2 to 4. The whole sensor
field had 480 sensors. Each sensor used the same amount
of energy, 𝐸

1
+ 𝐸
2

= 6𝑒 − 3 J, every second whether it
was selected or not. Selected sensors made 10,000 sets of
transmission every second. We assumed that the distances
from the sensors to the fusion center were the same, 1,000
meters. The optimum thresholds for this setting were

𝛾
𝑖
= [−∞, 0, 0.54, 0.96, 1.35, 1.76, 2.27, 3.31,∞] . (43)

The optimum thresholds were used in the simulations.
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Figure 5: RMS location errors as a function of the variance of signal
noise (RMS location errors were defined in (42), and the variance of
signal noise is 𝜎2).

7. Results and Analysis

7.1. TPC Encoding and Decoding. Figure 5 shows that RMS
location error as a function of the variance of signal noise.
The RMS location error increased as the variance of signal
noise increased. Moreover, the RMS location errors given
by the MLE method using TPC were lower than the RMS
location errors given by Hamming code. This means that
if the MLE method uses TPC, the localization performance
will be better. The threshold set used in this simulation
was presented in (41), which was an optimum threshold
set determined by the heuristic method. To determine the
optimum set of thresholds, we used 𝑎 = 90 and 𝜎

2

𝑥
=

𝜎
2

𝑦
= 0.001

2. The variance of 𝑥
𝑡
and the variance of 𝑦

𝑡
were

very small. That means the target rarely moved to another
position and was almost fixed at position (0, 0). Therefore,
the threshold set determined using these parameters was
valid for our simulation where (𝑥

𝑡
, 𝑦
𝑡
) = (0, 0). Moreover,

when the sensors used the optimum threshold set in (41),
the numbers of sensors making each particular decision
were almost the same (Figure 6). The results in Figure 6
validated the optimum set of thresholds calculated using
(35).

7.2. Performance Loss and Energy Saving. Simulation results
showed that using the setting described in Section 6.2, we
had Δwith selection = 8.3031 and Δwithout selection = 3.9825.
The difference between Δwith selection and Δwithout selection is
performance loss due to sensor selection. As for energy
saving, if our sensor selection method was used, the energy
consumption of all sensors was 𝐸selection = 28.4928 J per
second. If our sensor selection was not used, the energy
consumption of all sensors was 𝐸without selection = 483.12 J
per second. We can see that the sensor selection method
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Figure 6: Number of sensors as a function of decision value.

can greatly reduce energy consumption while sacrificing a
moderate degree of performance.

8. Conclusion

In this paper, a novel energy-based target localizationmethod
with selected sensors was presented. It is well known that
communication channel errors can degrade the energy-based
target localization methods. Our new target localization
method uses TPC to counter communication channel errors.
Simulation results showed that the target localizationmethod
using TPC can provide better localization performance
than the target localization method using hamming code.
Moreover, the sensor selection method used can save energy
without great performance degradation as demonstrated by
simulation results. Furthermore, if sensors use the optimum
thresholds determined by the heuristic method, there will be
about the same number of sensors making each particular
decision. Overall, the new energy-based target localization
method with selected sensors can achieve good localization
performance with less energy consumption.
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This paper presents a theoretical study for verifying the impact of using smart nodes in motor monitoring systems in industrial
environments employingWireless Sensor Networks (WSNs). Structured cabling and sensor deployment are usuallymore expensive
than the cost of the sensors themselves. Besides the high cost, the wired approach offers little flexibility, making the network
deployment and maintenance a complex process. In this context, wireless networks present a number of advantages compared
to wired networks as, for example, the ease and speed of deployment andmaintenance and the associated low cost. However,WSNs
have several limitations, such as the low bandwidth and unreliability, especially in harsh environments (e.g., industrial plants).This
paper presents a theoretical study on the performance of WSNs for motor monitoring applications in industrial environments,
taking into account WSNs’ characteristics (i.e., unreliability and communication and processing latency). The results obtained
throughmathematicalmodels were analyzed together with experimental results, and it was demonstrated that employing intelligent
nodes with local processing capabilities is essential for the applications under consideration, because it reduces the amount of
data transmitted over the network allowing monitoring even in scenarios with high interference rate, paying off the extra latency
resulting from local processing.

1. Introduction

The optimization of power usage, by decreasing costs and
reducing environmental impact, has been of great concern to
various sectors in the society. In this context, intelligent and
low cost industrial automation systems for motormonitoring
can be a very useful tool, by reducing electricity consumption
in the industrial sector. Electric motors are used in most
industrial processes and account for more than two-thirds of
electricity consumption in this sector [1].

Wireless networks present a number of advantages com-
pared to wired networks as, for example, the ease and speed
of deployment andmaintenance, in addition to their low cost.
Wireless Sensor Networks (WSNs) extend the advantages

with their self-organization and local processing capabilities.
Therefore,WSNs appear as a flexible and inexpensive solution
to build industrial monitoring and control systems [2, 3].

Mainly due to high cost of monitoring systems, in general
only motors over 500HP are monitored. However, motors
that have less capacity account for 99.7% of the motors in
operation, accounting for about 71% of power consumption
[4].

Among the parameters that can be monitored, torque
is crucial to prevent motor failures, avoiding losses in the
production process [5]. The shaft torque can be estimated
from the motor electric signals. Although this technique
is less accurate when compared to the direct measurement
methods, it is less invasive and allows shaft torquemonitoring
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using low cost voltage and current sensors that can be
easily integrated into a WSN [6]. The shaft torque can also
be used for estimating motor efficiency, which is also the
most important factor when targeting power consumption
reduction [7, 8].

Other methods for fault analysis in motors may also be
employed, likemethods based on electrical signature analysis,
which verify variations in voltage and current signals, in
order to relate the signature characteristics with electrical and
mechanical conditions [9–11] or methods based on vibration
analysis using accelerometers, which are based on parameters
such as displacement, velocity, and acceleration for detecting
faults in motors [12, 13].

However, employing WSNs in automation systems in
industrial environments presents a number of challenging
aspects. Wireless networks have unreliable communication
links [14], which can be worsened due to noise and interfer-
ence in the communication spectrum range.The unreliability
of the transmission medium in wireless networks makes it
difficult to define quality of service guarantees.

Furthermore, sensor nodes must have low cost, which
results in a number of constraints such as low bandwidth and
low processing power. For instance, the IEEE 802.15.4 stan-
dard presents a nominal throughput of 250 kbps. However,
even considering this limitation, such standard can possibly
comply to the requirements of many industrial monitoring
systems.

Industrial monitoring systems need to measure signals
that change rapidly, in a dynamic manner [15]. Applications
such as efficiencymonitoring and fault detection in induction
motors fit this type of application. Due to the limitations of
WSNs, mainly regarding the low bandwidth and the lack of
reliability in the transmissions, the implementation of such
systems becomes even more challenging.

In this context, this paper aims at analyzing the impact
of using smart nodes for motor monitoring applications in
industrial environments employingWSNs, through theoreti-
cal and experimental studies. By performing local processing,
it is possible to mitigate the intrinsic limitations of WSNs.
However, the processing latency should be considered, espe-
cially because the sensor nodes usually have low processing
power and reduced memory.

Mathematical models for estimating the information
delivery rate in several scenarios are properly described, and
the results obtained from the models were analyzed together
with experimental results. To perform this analysis, we take
into account applications for torque and efficiency monitor-
ing in induction motors. This type of motor corresponds
to about 90% among all motors employed in the industry
[1]. From these studies, it can be observed that the use of
embedded processing inWSNs’ nodes allows the monitoring
even in high interference scenarios, whereas it would be
impractical without local processing.

The proposed mathematical model can be used to assess
the impact of using local processing with respect to the
information delivery rate of different applications. Some
factors affect this metric as, for example, processing delay,
the amount of data gathered from sensors, and the packet
error rate. Thus, it may be advantageous or not to use local

processing, depending on these parameters. Specifically, for
the motor monitoring applications analyzed in this paper, it
is shown that local processing effectively improves the WSN
performance, with a direct impact on the application itself.

2. Industrial Wireless Sensor Networks

In an industrial WSN, sensor nodes are deployed in machin-
ery for monitoring critical parameters such as vibration,
temperature, pressure, and efficiency. Measurements are
transmittedwirelessly to a sink node, which later provides the
gathered information for analysis in a central station. Based
on this information, it is possible to repair or replace devices
before major damages take place [16].

AlthoughWSNs have several advantages, the deployment
of this technology presents some challenges. Wireless com-
munication is inherently unreliable and is subject to a larger
number of transmission errors when compared to wired
networks, mainly due to channel failures and interference.
Nodes can suffer interference from the coexistence with
other nodes in the network, from the coexistence with other
networks, and from other technologies operating in the same
frequency range.

In industrial environments, there may be other sources of
interference such as thermal noise, interference from motors
and devices that cause electromagnetic interference in the
band used for communication [16]. Besides, in industrial
environments there is usually a large amount of metallic
objects, which can impair the communication. In general,
industrial wireless systems are prone to high error rates and
often with high variance [17].

2.1. IEEE 802.15.4 Standard. The IEEE 802.15.4 standard
was designed for WSN applications. This standard provides
wireless communication with low power consumption and
low cost for monitoring and control applications that do
not require high bandwidth. Compared to other standards,
such as IEEE 802.11 (WiFi) and IEEE 802.15.1 (Bluetooth),
the IEEE 802.15.4 standard has advantages related to energy
consumption, scalability, reduced time for node inclusion,
and low cost [18].

The IEEE 802.15.4 standard defines the physical layer
and the MAC layer. It has three frequency ranges (868MHz,
915MHz, and 2.4GHz). As these bands are unlicensed,
radios share the communication medium with devices that
implement other technologies. For example, the IEEE 802.11
and the IEEE 802.15.4 standards both operate in the 2.4GHz
frequency range. However, as the spectrum is divided into
channels, it is possible to multiple networks operating simul-
taneously, without interfering much with each other.

The network topology can be organized in three ways:
star, mesh, and tree. However, the standard does not define
the network layer. There are two types of nodes: full function
device (FFD) and reduced function device (RFD). The FFD
nodes can act both as network coordinator or end node.
The coordinator is responsible, among other functions, for
the initialization, address allocation, network maintenance,
and the recognition of all other nodes. RFD nodes work
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only as end nodes, which are responsible for the functions of
sensing or action. FFDnodes can also perform the function of
intermediate routers betweennodes, without the intervention
of the coordinator [6].

The IEEE 802.15.4 radios reach a nominal throughput
of 250 kbps when operating in 2.4GHz band. Nevertheless,
there is an underutilization of the channel due to the
CSMA/CA mechanism, for each packet awaits at least one
backoff period before transmission. Experimental studies
by Lee [19] showed that the real maximum throughput is
approximately 153 kbps. For many WSN applications, this
throughput is enough, but for applications, where sensors
acquire a large amount of data in short periods of time, the
available throughput may become insufficient. This problem
can be mitigated with the addition of local processing in
sensor nodes, which reduces the amount of data transmitted
over the network.

Some upper layer protocols have been proposed for IEEE
802.15.4 based WSNs. Following, we present a short descrip-
tion for some of such protocols, as well as implementation
issues that impact on the communication reliability.

2.1.1. ZigBee. Themost employed protocol inWSNs’ applica-
tions is the ZigBee protocol [12, 18, 20–24].This protocol has a
number of desirable characteristics for WSN applications as,
for example, low power consumption and low cost.

ZigBee’s network protocol supports the three available
topologies (i.e., star, tree, andmesh), allowing the implemen-
tation of an ad hoc WSN. When using a mesh topology, the
routing process becomes more complex, but the robustness
and fault tolerance of the network increase, due to the ability
to find and maintain routes.

ZigBee does not implement mechanisms to mitigate
the coexistence problem. For instance, it does not switch
channels during periods of high contention and interference;
instead, it adopts only a low duty-cycle and medium access
control algorithms to minimize data losses from packet
collisions [25].

2.1.2. MiWi. The MiWi protocol [26], developed by Micro-
chip, is an alternative for small networks with at most 1000
nodes. Theoretically, a ZigBee network can contain up to
65536 nodes although, in practice, it is not recommended
having more than 3000 nodes in a single network [23].
Another factor that limits the size of MiWi networks is the
maximum number of hops allowed (i.e., four hops).

An interesting feature that sets MiWi apart from ZigBee
is MiWi’s ability to perform dynamic channel switching.
This mechanism, called Frequency Agility, is optional and
allowsmoving the network to operate into a different channel
once the current operating conditions are not favorable. To
set the new channel, a node, called initiator, performs an
energy scan in all channels, for finding the least busy one.
After that, the initiator broadcasts a message to all nodes
conveying information regarding the new channel. If a node
does not receive the broadcast message from the initiator
(probably due to a transmission failure), it performs a
resynchronization after many recurring failed transmissions.

Resynchronization consists of scanning all channels to find
out the channel currently in use by the network.

Although this mechanism tends to improve communica-
tion quality in general, it incurs an overload on initiators.The
network may spend much time without providing new data,
if the initiators perform scans very often. Another important
factor is the scanning period. In case it is too long, it is
possible to obtain greater accuracy in estimating the best
channel; however, the network will be idle for too long.
On the other hand, if the scanning period is too short, the
network spends little time idle, but then it might present
lower accuracy in estimating the best available channel.

Although the Frequency Agility mechanism is provided
by the MiWi suite, there is a strong dependence on the
application layer, since the application determines when a
scan and a possible channel switch must occur.

2.1.3. WirelessHART. TheWirelessHART standard is consid-
ered the first open communication standard designed for
wireless industrial monitoring and control applications [27].
The other standards, such as ZigBee and Bluetooth, do not
completely meet the requirements of industrial applications.

TheWirelessHART is based on the physical layer of IEEE
802.15.4 but implements its own link layer. It is based on the
2.4GHz ISM band but adopting only 15 channels, because
channel 26 is not allowed in some countries [28]. Instead of
using CSMA/CA as defined by the IEEE 802.15.4 standard,
it implements an MAC layer with Time Division Multiple
Access (TDMA). By using TDMA, it reduces collisions and
power consumption [29].

To improve the coexistence with other networks and
other technologies based on the 2.4GHz band, the stan-
dard implements a frequency hopping mechanism. Another
mechanism, called Blacklisting, is also defined. Using this
mechanism, the channels with high level of interference are
avoided. However, the blacklist is not done automatically but
by a network administrator.

In a WirelessHART network all nodes on the network
must be able to perform routing. It is used a mesh topology
with redundant routes. This feature allows increasing the
reliability and fault tolerance, since redundant routes can
replace obstructed paths. The routes are generated by a
central entity (network manager). The network manager is
also responsible for scheduling time among the nodes of
the network, ensuring the correct operation of the TDMA
mechanism.

WirelessHART networks are centralized, because the
entire network operation is managed by a single entity. In
MiWi or ZigBee networks, end nodes discover their route
to the destination. Moreover, each node can decide when to
initiate a transmission independently, using the CSMA/CA
mechanism. In WirelessHART, the network manager defines
the moment when each node should transmit or receive
packets.

Petersen and Carlsen [28] performed studies on the
performance of WirelessHART radios. The performance of
these radios was also verified when subject to interference
from three IEEE 802.11 g access points (operating in channels
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1, 6, and 11). The results showed that, during interference
periods, nodes experienced an average packet error rate of
27.2%.However, in the experiment all channels were enabled.
With a better management of blacklists, the performance
could be improved. However, radios do not have the ability
to enable and disable channels automatically.

A large latency of around two seconds for the network
operating without interference and around 2.7 seconds when
operating in coexistence with the access points was observed.
Thus, we can see that the overhead due to the mechanisms
implemented to increase reliability implies a large latency.

WirelessHART is a recent standard, released in 2007.Until
2009 there was no complying component available on the
market [29]. However, more experimental studies should be
conducted to verify the performance of WSN that comply
with this standard.

2.1.4. ISA100. The Instrumentation, Systems, and Automa-
tion Society (ISA) idealized the ISA100 standard [30], which
is also designated for industry. As the WirelessHART, the
ISA standard is based on the IEEE 802.15.4 physical layer but
defines its own MAC layer. The MAC layer characteristics
are very similar to the characteristics presented on Wire-
lessHART. It also applies TDMA and frequency hopping to
improve reliability. The network layer is a bit different, since
it uses header formats based on the IP protocol [27].

2.1.5. Comparison among the Standards. Table 1 presents a
brief comparison among the standards under consideration
with respect to some aspects.

ZigBee is the only protocol that presents no special
mechanism for coexistence. The MiWi protocol provides a
mechanism for switching channels, but there is still much
dependence on the application layer.

On the other hand, the WirelessHART and ISA100
standards offer more complex mechanisms to improve the
coexistence for industrial WSN. The main drawbacks are the
heavy network centralization and the high communication
latency, which results in a low information delivery rate [31].
Furthermore, from [28] we can see that, if there is no proper
blacklist management, network performance can suffer a
significant drop in the presence of interference.

WirelessHART and ISA100 also implement redundant
routes, which can increase the reliability, since multiple
paths may be defined for data transfer. However, as this
mechanism is implemented at the network layer, it can also
be implemented in radios that comply with the physical and
MAC layers of IEEE 802.15.4.

Although WirelessHART and ISA100 are intended for
industrial WSN applications, these are pretty new stan-
dards, and they do not have high availability of complying
transceivers on themarket. On the other hand, there is a wide
availability of transceivers that implement the physical and
MAC layers of IEEE 802.15.4 and are compatible with ZigBee
and MiWi.

The results of this paper consider radios fully compatible
with IEEE 802.15.4. However, it is important to notice that
they are totally applicable to other protocols. The use of

local processing still remains very important, due to the low
throughput of the IEEE 802.15.4 physical layer. In addition to
that, WirelessHART and ISA100 present reliability concerns
[28].

3. Motor Monitoring Systems

This section describes some works [6–8, 15, 32–35] focusing
on the application of WSN in industrial environments. There
is a relatively small amount of work towards the development
of monitoring and control systems in industry based on
WSNs. This is due to the complex requirements of the
system and severe work environment [15]. Some recent works
address the performance evaluation of radios in an industrial
environment [2, 25, 36–38], while some other works address
the challenges of using WSN technology in industry [16, 17,
39–41].

Salvadori et al. [32] proposed a digital system for evalu-
ation of power usage, diagnosis, control, and supervision of
electrical systems employing WSNs. The system is based on
two hardware topologies responsible for signal acquisition,
processing, and transmission: intelligent sensor modules
(ISMs) and remote data acquisition units (RDAUs). However,
only wired communication RDAUs are used to perform
acquisition of voltage and current of motors. ISMs were
used only for temperature measurements. The work focuses
mainly on the energy consumption of sensor nodes and
does not provide detailed studies on transmission errors and
communication channel quality.

Hsu and Scoggins [42] presented a method to estimate
motor efficiency from the air-gap torque, which is obtained
from the motor electrical signals (current and voltage). It
is the noninvasive method for determining torque and effi-
ciency that has less uncertainty [43]. Recent works have also
used this technique to estimate the efficiency and torque of
inductionmotors [6–8, 35].These studies have also employed
WSN for data transmission.

Lu et al. [7, 8] identify in their work the synergies between
WSNs and analysis of motors based on electrical signals,
also following a noninvasive pattern. They propose a scheme
to apply WSNs for online and remote monitoring and fault
diagnosis of industrial motors.

The main limitation of the work presented in [7, 8] is
derived from the low throughput provided by theWSN based
on the IEEE 802.15.4, since the proposed system does not
employ local processing. Thus, it is necessary to transmit
a large amount of data to estimate the desired parameters.
This limits, among other things, the acquisition rate from
the sensors, which consequently limits the accuracy of the
estimation. In a WSN with a large number of nodes, the
situation becomes even worse, since all nodes share the
same physical medium. Moreover, the wireless networks are
inherently unreliable, which can result in transmission errors,
affecting the estimation process.

Hou and Bergmann [33] developed a motor monitoring
system using WSN with local processing. A prototype was
implemented and validated in a single-phase inductionmotor
in laboratory. Motor current signature analysis (MCSA) is
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Table 1: Comparison among the standards.

Standard ZigBee MiWi WirelessHART/ISA100
Supported frequency bands 868MHz, 915MHz, and 2.4GHz 868MHz, 915MHz, and 2.4GHz 2.4GHz
Physical layer IEEE 802.15.4 IEEE 802.15.4 IEEE 802.15.4
MAC layer IEEE 802.15.4 IEEE 802.15.4 Custom
Medium access mechanism CSMA/CA CSMA/CA TDMA

Coexistence mechanisms — Frequency Agility Frequency hopping and
Blacklisting

Definition of routes Distributed Distributed Centralized
Redundant routes No No Yes

employed in this application, where motor stator current
signal waveforms are given under different working condi-
tions. Using local processing, a reduction of around 90% was
obtained in the amount of data transmitted for analyzing the
motor.

Hou and Bergmann [15] also developed a system for fault
detection in motors using accelerometers and WSN. In this
system, a reduction of 99% was obtained in the amount
of data transmitted for performing the failure analysis task
when using local processing. However, both [15, 33] do not
performed a detailed analysis of the WSN performance. For
example, the information delivery rate was not verified, and
the experiments were not performed in realistic environ-
ments. When employing local processing in WSN systems, it
is also important to consider processing latency, as well as the
quality of the communication medium, to effectively verify
the gain obtained from local processing.

Hu [34, 35] presents a DSP-based system for motor
monitoring using the air-gap torque method and WSN for
data transmission.The estimation of various parameters such
as power factor, efficiency, speed, and torque was proposed.
However, the tests were conducted in laboratory, which does
not characterize a realistic experiment. As in [15, 33] therewas
no detailed study on the impact of using local processing on
the WSN performance.

In a previous work [6], we developed an embedded
system integrated into a WSN for online dynamic torque
and efficiency monitoring in induction motors. The air-gap
torque method was employed for estimating the shaft torque
and motor efficiency. The computations for estimating the
targeted metrics are performed locally and then transmitted
to a monitoring base unit through an IEEE 802.15.4 WSN.

Experimental tests were performed to analyze the torque
values obtained by the system and then comparedwith torque
values based on the workbench dynamic model. The paper
also showed an experimental study aiming at identifying the
correlation between spectral occupancy and packet error rate
(PER) for the proposed WSN. The experiments were con-
ducted inside a shed, with typical characteristics of industrial
environments.

The study demonstrated that the addition of new interfer-
ence sources can significantly affect the spectral occupancy
by also having a direct impact on the communication per-
formance. Even for harsh condition scenarios, the system
was able to provide useful monitoring information, since all

processing is done locally (i.e., only the computed metric is
transmitted over the network). Without local processing, it
might be impossible to use the WSN technology for this par-
ticular application, considering an unreliable transmission
medium.

In [6] a theoretical study was conducted to determine the
number of packets transmitted over the network, comparing
the approaches with and without local processing, as well as
with and without packet retransmission. In this paper, we
extend themathematical model described in [6], to verify the
information delivery rate in different scenarios, with varying
PER and taking into account processing delay. In addition
to that, we analyze the impact of retransmissions and aggre-
gation. The results obtained through the analytical model
were analyzed together with experimental results to show
the impact of using local processing for motor monitoring
applications based on WSN in industrial environments.

4. System Description

In this section, we describe the system designed for perform-
ing our studies.The system (Figure 1) consists in aWSN run-
ning an application for torque and efficiency measurements
in induction motors. More details about this system can be
found in [6].

End nodes are composed of embedded systems located
close to the electric motors. Sensors provide motor volt-
age and current measurements, and the embedded system
performs the required processing for computing torque and
efficiency. After local processing, the metrics are transmitted
to the base station through the WSN.

Internally, end nodes (Figure 2) are composed of current
and voltage sensors and an acquisition and data processing
unit (ADPU), which is responsible for data acquisition and
A/D conversion, besides data processing. Finally, an IEEE
802.15.4 transceiver is used for communication in the WSN.

Torque and efficiency are computed from the motor
electrical signals, using the air-gap torque method, since this
is the noninvasive method that presents less uncertainty [43].
To perform the estimation using thismethod in a three-phase
inductionmotor, it is necessary to acquire two voltage signals
and two current signals.More details about the air-gap torque
method can be found in [4, 6–8].

Figure 3 shows a flowchart of the embedded system’s
operation. When the system starts, all embedded system’s
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Figure 1: Proposed WSN [6].
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Figure 2: : Embedded system [6].

parameters are configured, such as the A/D converter and
the network parameters. Then, the system performs a cycle
that includes the acquisition of current and voltage values,
sampling shaping (e.g., offset removal), data processing to
estimate torque and efficiency, and transmission of the target
values through the WSN.

5. Theoretical Analysis

5.1. Information Delivery Rate. In this section we present a
model to analyze the latency for information delivery (torque
and efficiency values) in the WSN. The propagation time
was considered null in the model. Thus, the latency for
information delivery by the WSN is computed only in terms
of transmission time and processing time. We considered

Data processing
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voltage
Adjust the 
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Calculate the 
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speed

Estimate 
losses

Estimate the 
shaft torque

Estimate 
efficiency

Transmit 
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Figure 3: Flowchart of the embedded system.

a WSN with star topology, which is the most prevalent
topology today [29].

The latency (𝐿) for receiving one torque value and one
efficiency value from the WSN, in the scenarios without
retransmission, is given by the following equation:

𝐿 = 𝑄
𝑡
(𝑄
𝑝
(
𝑃size
𝑊
+ 𝑒 (𝑝)) + 𝐿

𝑝
) , (1)

where 𝑄
𝑡
is the number of trials until information is deliv-

ered; 𝑄
𝑝

is the number of packets transmitted in each
trial; 𝑃size is the number of bits of each packet; 𝑊 is the
network bit rate; 𝑒(𝑝) is the error due to the assumptions of
the model; 𝐿

𝑝
is the processing latency.

Note that the value of 𝑊 represents the number of bits
transmitted per second, regardless of transmission errors.

The latency (𝐿
𝑟
) for receiving one torque value and

one efficiency value from the WSN, in the scenarios with
retransmission, is given by the following equation:

𝐿
𝑟
= 𝑄
𝑡
(𝑄
𝑝
(
𝑃size
𝑊
+
𝐻ack
𝑊
+ 𝑒 (𝑝))) + 𝐿

𝑝
, (2)

where 𝐻ack is the number of bits of an acknowledge packet
(ACK).

5.1.1. Impact of Packet Loss. The transmission of a packet
consists on a Bernoulli event with successful probability 𝑝,
with a number of trials until the first success as defined
by a geometric distribution. In a geometric distribution, the
average number of events until the first success is 1/𝑝.

Thus, the probability of successfully transmitting the data
necessary for estimating the torque and efficiency is 𝑝𝑄𝑝 , and
the number of attempts before the first success is𝑄

𝑡
= 1/𝑝

𝑄
𝑝 ,

considering a scenariowithout retransmission of lost packets.
As in each attempt 𝑄

𝑝
packets are transmitted, then we have

an average of 𝑄
𝑝
/𝑝
𝑄
𝑝 transmissions per efficiency and torque

measures.
Considering that the probability of successfully transmit-

ting an acknowledgment packet is also 𝑝, then the probability
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of successfully transmitting a packet in the scenario with
retransmission is 𝑝2, and the number of trials until the first
success is 1/𝑝2. Thus, the average number of transmissions
until the first hit is 𝑄

𝑡
= 𝑄
𝑝
/𝑝
2.

5.1.2. Scenario without Local Processing. Each node in the
WSN obtains data from two current sensors and two voltage
sensors. Current and voltage signals have a frequency of
60Hz, and computing one value of air-gap torque requires
a complete cycle of voltage and current. Therefore, the total
number of bits for estimating the target values (𝑄

𝑏
) can be

defined according to the following equation:

𝑄
𝑏
=
4𝑏𝑇
𝑎

60
, (3)

where 𝑇
𝑎
is the acquisition rate of the analog to digital

converter (ADC) and 𝑏 is the amount of bits per sample
(which depends on the resolution of the ADC).

Then, without using local processing, the number of
packets, (𝑄

𝑝
), required for transmitting the data acquired by

the sensors is given by the following equation:

𝑄
𝑝
= ⌈ (
𝑄
𝑏

𝐶
𝑚

) , (4)

where 𝐶
𝑚
is the maximum payload of a packet (defined by

the standard).
The average size of the packet payload, (𝐶avg), is given by

the following equation:

𝐶avg =
𝑄
𝑏

𝑄
𝑝

. (5)

Thus, in the scenario without local processing 𝑃size =
𝐶avg +𝐻, where𝐻 is the number of bits of the packet header.

In the scenario without local processing, only the time to
acquire the values, equal to 1/60 seconds, was considered as
the total processing latency; that is, 𝐿

𝑝
= 1/60.

As demonstrated in Section 5.1.1, 𝑄
𝑡
= 1/𝑝

𝑄
𝑝 for the

scenario without retransmission, and 𝑄
𝑡
= 1/𝑝

2 for the
scenario with retransmission.

Therefore, the latency for receiving one torque value and
one efficiency value from the WSN, in the scenario without
local processing and without retransmission (𝐿

𝑛lp), is given
by the following equation:

𝐿
𝑛lp =
1

𝑝
𝑄
𝑝

(𝑄
𝑝
(
𝐶avg + 𝐻

𝑊
+ 𝑒 (𝑝)) +

1

60
) . (6)

The latency for receiving one torque value and one
efficiency value, in the scenario without local processing and
with retransmission (𝐿

𝑟
𝑛lp
), is given by the following equation:

𝐿
𝑟
𝑛lp
=
1

𝑝2
(𝑄
𝑝
(
𝐶avg + 𝐻

𝑊
+
𝐻ack
𝑊
+ 𝑒 (𝑝))) +

1

60
. (7)

5.1.3. Scenario with Local Processing. With local processing,
the nodes acquire 𝑄

𝑏
bits to estimate torque and efficiency,

but it is necessary to transmit only a constant number
of bits (𝑉

𝑠
), regardless of the values of 𝑏 and 𝑇

𝐴
. With

local processing, only one packet is needed to transmit the
information; that is, 𝑄

𝑝
= 1. Additionally, it is possible to

aggregate various torques and efficiency values into a single
packet.

Let 𝑉
𝑎
be the amount of values aggregated into the same

packet; we have that 𝑃size = 𝑉𝑎𝑉𝑠 + 𝐻, where 𝑉𝑎𝑉𝑠 ≤ 𝐶𝑚.
Let 𝑃
𝑡
be the processing time to estimate the values of

torque and efficiency; we have that 𝐿
𝑝
= 𝑉
𝑎
∗ (𝑃
𝑡
+ (1/60)).

Since 𝑄
𝑝
= 1, we have that 𝑄

𝑡
= 1/𝑝 for the scenario

without retransmission, and 𝑄
𝑡
= 1/𝑝

2 for the scenario with
retransmission.

Therefore, the average latency for receiving one packet
from theWSN in the scenario with local processing andwith-
out retransmission (𝐿 lp) is given by the following equation:

𝐿 lp =
1

𝑝
(
𝑉
𝑎
𝑉
𝑠
+ 𝐻

𝑊
+ 𝑒 (𝑝) + 𝑉

𝑎
(𝑃
𝑡
+
1

60
)) . (8)

In the scenario with retransmission and with local pro-
cessing, the average latency (𝐿

𝑟lp
) for receiving one packet

from theWSN is defined according to the following equation:

𝐿
𝑟lp
=
1

𝑝2
(
𝑉
𝑎
𝑉
𝑠
+ 𝐻

𝑊
+
𝐻ack
𝑊
+ 𝑒 (𝑝)) + 𝑉

𝑎
(𝑃
𝑡
+
1

60
) ,

(9)

where 𝑒(𝑝) is the error on the estimation of the transmission
time and processing time, due to the assumptions.Themath-
ematical model does not take into account propagation delay
and the processing overhead regarding the MAC protocol,
among other factors.

5.1.4. Error Estimation. The mathematical model described
here still presents some limitations, due to the assumptions
made. In the scenarios with retransmission, the processing
time from the acknowledge mechanism and the timeout for
lost packets was also not considered.

It is also important to consider some relations, which are
not directly supported by the models. Although the value
of 𝑊 is not directly affected by the value of 𝑝, since 𝑊
is the number of bits transmitted per second, regardless of
transmission errors, there is some correlation between these
parameters.𝑊 is affected by the CSMA/CAmechanism, and
when the interference level in the environment is high or
the network has many nodes, the packet error rate is likely
high. At the same time, there is an increase in backoff periods,
having a direct impact on𝑊. Therefore, some scenarios are
very unlikely to happen as, for example, the scenario with
𝑝 = 0.1 and𝑊 = 150 kbps (maximum real throughput).

The relation between packet size and packet error rate
was not taken into account in the analytical model. Thus,
in practice the WSN performance will be lower than the
one computed through the models. However, the model is
useful for comparing the performance of several possible
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approaches. Particularly, it can be observed that the use of
local processing can significantly increase the WSN perfor-
mance. It should also be noted that when local processing
is not used, the real performance suffers even more with the
assumptionsmade, because there aremore and larger packets
being transmitted over the network.

To verify the precision of the models, some tests were
performed using the embedded system developed (described
in Section 4) and a coordinator node, to measure the infor-
mation delivery rate and compare the results with the results
obtained using the models. It is important to note that only
some scenarios were analyzed. It was not possible to validate
the scenarios with retransmission, since the radios used in
our testbed do not provide information about transmission
errors. Thus, it was not possible to identify the packet error
rate. When retransmission is not used, to obtain the packet
error rate, it is only necessary to verify the number of packets
transmitted and the number of packets received at the upper
layer.

During these experiments, the radios were configured
to operate on channel 11. First, we obtained results for
the scenario without packet loss, given that there was no
interference source in the environment. To obtain values for
the scenarios with packet loss, we activate a WiFi network in
the environment, operating on channel 1, which coexists with
channel 11 of IEEE 802.15.4 in the 2.4GHz band. Although
no significant traffic has been injected in the WiFi network,
it was possible to observe a drop in the communication
performance of the IEEE 802.15.4 radios. The embedded
system was configured to transmit 1000 packets, and the
coordinator was instrumented to calculate the information
delivery rate. The time for receiving the packets was also
measured by the coordinator.

With the results obtained from the experiments, it was
possible to compute the values of 𝑒(𝑝) for the experiments
under consideration. As discussed earlier, there is a corre-
lation between the values of 𝑝 and 𝑊. 𝑒(𝑝) corresponds to
the additional time of transmission and processing overhead
related to the errors in the models. Therefore, the value of
𝑒(𝑝)must compensate these assumptions. Thus, a model was
defined to estimate these values for each scenario from the
value of 𝑝, since the smaller the value of 𝑝, the greater the
error.

To relate these two parameters a nonlinear regression
(exponential) was performed. Through these regressions, we
obtained (10), (11), (12). Since the error is different in each
scenario, a model for each one was obtained

𝑒
𝑛lp (𝑝) = 0.0073(0.202)

𝑝
, (10)

𝑒lp(𝑝)1 = 0.0061(0.363)
𝑝
, (11)

𝑒lp(𝑝)18 = 0.029(0.115)
𝑝
, (12)

where 𝑒
𝑛lp(𝑝) is the error for the scenario without local

processing. 𝑒lp(𝑝)1 is the error for the scenario with local
processing, and 𝑉

𝑎
= 1. 𝑒lp(𝑝)18 is the error for the scenario

with local processing, and 𝑉
𝑎
= 18.

In the next section, we will analyze the model accuracy,
compared with values obtained by the experiments.
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Figure 4: Average number of transmissions.

6. Results

Using the generic mathematical model described above,
we will conduct an analysis considering the IEEE 802.15.4
characteristics. In this standard, 𝐶

𝑚
= 118 bytes. 4 bytes are

necessary to store one torque value and one efficiency value
(i.e., 𝑉

𝑠
= 32 bits). To obtain good accuracy from a simple

numerical integration method, such as trapezoidal (the one
used to implement the algorithm), it requires a sample rate
greater than 2 kHz [4]. Based on these observations, 𝑇

𝑎
was

set to 3KHz, and 𝑏 = 10 bits.

6.1. Number of Transmitted Packets. Figure 4 shows the num-
ber of packets that must be transmitted, on average, for the
four scenarios. In the chart, the values for 𝑝 = 0.2 and 𝑝 =
0.1 were omitted, in order to improve the visualization. For
𝑝 = 0.1, without local processing andwithout retransmission,
we have 3000 transmissions, while in the approach with local
processing and without retransmission only 10 transmissions
are required on average. In the chart, we counted only the data
transmissions; that is, the transmission of the ACK packets
was not taken into account.

It is important to notice that as torque and efficiency
values occupy only 4 bytes, we can aggregate multiple values
in a single packet. Besides that, due to an increase in the
number of transmitted packets, considering an approach
without local processing, the packet error rate tends to
increase; that is, the value of 𝑝 tends to be lower.

6.2. Latency. At first, we considered 𝑒(𝑝) = 0 in all scenarios.
Figures 5 and 6 show the delivery latency for one torque
value and one efficiency value, for the scenarios with local
processing and without local processing, respectively. In
Figure 6 𝑉

𝑎
= 1 and 𝐿

𝑝
= 14ms. The other parameters

were defined according to the IEEE 802.15.4 standard. We
conducted a performance test with the embedded system
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Figure 5: Latency to receive information in theWSN (without local
processing).

implemented in this work (considering 𝑇
𝑎
= 3000Hz) to

observe the processing time for the metrics under consid-
eration. The results pointed out a processing time of around
14ms.

Latency values are shown for various values of 𝑝 and
for different bit rates (10 kbps, 50 kbps, and 80 kbps). The
maximum effective bit rate for the IEEE 802.15.4 standard is
around 150 kbps, but this rate may be much lower with an
increasing number of nodes in the network, leading to longer
backoff periods before nodes perform packet transmissions.
For example, in [19] it was demonstrated that the data rate in a
WSNwith four nodes reaches amaximumof around 80 kbps.

From the charts, we can see that when local processing is
used, latency is short, even in scenarios with high PER and
low bit rate. The charts do not include values for 𝑝 < 0.25, to
enhance visualization. Without local processing and without
retransmission, latency can reach up to 253 seconds for 𝑝 =
0.1 and𝑊 = 10 kbps. Also for 𝑝 = 0.1, latency can be as low
as 2.93 seconds, for𝑊 = 80 kbps and with retransmission.

With local processing, in the worst scenario (i.e., 𝑝 =
0.1 and 𝑊 = 10 kbps), latency is around 2.43 seconds
when using retransmission. We can notice, from Figures 5
and 6, that retransmissions improve the overall performance
in scenarios without local processing for all considered bit
rates. This is due to the large amount of transmissions and
minimum processing time. When using local processing,
retransmissions may be advantageous only in some cases,
when both throughput and 𝑝 are high.

6.3. Information Delivery Rate. If many values of torque
and efficiency are aggregated into a single packet, latency
increases due to an increase in the overall processing time.
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Figure 6: Latency to receive information in the WSN (with local
processing).

However, the information delivery ratemay be larger, because
each packet carriesmore information.Therefore, to verify the
WSN performance when using aggregation, we will analyze
the information delivery rate, that is, the amount of torque
and efficiency information received per second for a specific
node (the inverse of latency).

The chart in Figure 7 shows a comparison between the
values obtained from the experiments (reference) and the
values obtained from the model (8), for the scenario with
local processing, and 𝑉

𝑎
= 1. Three curves are plotted from

the model, besides the reference curve.
Since it is not possible to observe with accuracy the value

of𝑊, the two first curves were obtained from the model for
𝑊 = 150 kbps and𝑊 = 80 kbps, respectively, and 𝑒lp(𝑝)1 = 0.
Also, the absolute errors between the curves obtained from
the model and the reference curve, for the three cases are
shown.

The third curve obtained from the model considers the
value of 𝑒lp(𝑝)1, obtained from (11). To obtain the model of
𝑒lp(𝑝)1, the value of𝑊 was set at 80 kbps. Although the value
of𝑊 can vary depending on the value of𝑝, the error resulting
from the constant value of𝑊 is also compensated by 𝑒lp(𝑝)1.

For𝑊 = 80 kbps, the errors vary from 6.2% to 8.8%, and
for 𝑊 = 150 kbps the errors vary from 8.7% to 11.2%. We
can notice that the smaller the value of𝑝, the greater the error
between the reference and the model. This occurs due to the
relation between 𝑝 and𝑊.

When 𝑒lp(𝑝)1 is considered, the error stays less than 1%
for almost all values of 𝑝, reaching a maximum of 1.41%, as
observed in Figure 7.

The chart in Figure 8 shows a comparison between the
values obtained from the experiments (reference) and the
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Figure 7: Validation of the model for the scenario with local
processing, without retransmission, and 𝑉

𝑎
= 1.

values obtained from the model, for the scenario with local
processing, without retransmission, and 𝑉

𝑎
= 18.

When 𝑊 = 80 kbps, the errors vary from 0.6% to
2.36%. When𝑊 = 150 kbps, the errors vary from 1.32% to
3.07%. Again, we can observe that the error increases when
𝑝 decreases. The overall error was smaller in this scenario,
even considering 𝑒lp(𝑝)18 = 0, because the system spends
more time performing processing to compute the torque and
efficiency values, spending less time transmitting, since each
packet carries 18 values of torque and 18 values of efficiency.
Since the main error source in the analytical model comes
from transmission time, neglecting it does not have a larger
impact on this particular scenario.

When assuming 𝑒lp(𝑝)18, the error reaches amaximum of
0.72%, as observed in Figure 8.

The chart in Figure 9 shows a comparison between the
values obtained from the experiments (reference) and the
values obtained from the model, for the scenario without
local processing and without retransmission.

When𝑊 = 80 kbps, the error is up to 13.33%, and when
𝑊 = 150 kbps, the error is up to 39.17%. In this scenario,
the error was larger for 𝑒

𝑛lp(𝑝) = 0, because the system
spends most of the time transmitting, and the processing
latency is minimal, making the transmission time the main
error source. However, when 𝑒

𝑛lp(𝑝) is considered, the model
presents a small error of up to a 3.99%, even with the great
number of transmissions in this scenario.

Figure 10 shows the information delivery rate (obtained
by the models) with 𝑝 varying from 0.1 to 1, considering the
values of 𝑒

𝑛lp(𝑝), 𝑒lp(𝑝)1, and 𝑒lp(𝑝)18.
As it was not possible to validate the scenarios with

retransmission, for this analysis we considered that the errors
in the scenarios with retransmission are equal to the errors
when retransmission is not used. However, the error values
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Figure 8: Validation of the model for the scenario with local
processing, without retransmission, and 𝑉
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Figure 9: Validation of the model for the scenario without local
processing and without retransmission.

for the scenarios with retransmission are larger, due to the
assumptions made regarding the ACK mechanism.

We can conclude that when employing local processing
and for 𝑉

𝑎
= 18, the information delivery rate is better for all

values of𝑝.Without local processing the information delivery
rate tends quickly to zero when 𝑝 approaches zero. Thus,
monitoring may be infeasible in environments with a lot of
interference and without local processing.

For 𝑉
𝑎
= 1 we believe that the performance is worse

when retransmission is used. Although for some values of
𝑝 the information delivery rate is larger, the model is very
simplistic in the modeling of the time associated with the
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Figure 10: Information delivery rate of the WSN, considering the
values of 𝑒.

ACKmechanism, and the real performance is worse than the
one observed in the chart.

The use of retransmission indicates an improvement in
the information delivery rate for 𝑉

𝑎
= 18. Although the real

performance is less for the scenario with retransmission than
the observed in the chart, we believe that for a large range of
𝑝 the use of retransmission can be advantageous. This is due
to the processing time to calculate 18 values of torque and 18
values of efficiency.

To verify the WSN performance when using retransmis-
sion,more experimental studies will be necessary. From these
studies, it is also possible to refine themodel for the scenarios
with retransmission.

7. Discussion

In scenarios with high level of interference, the use of local
processing becomes very important. Many recent works
address the performance evaluation of radios in an industrial
environment [2, 25, 36–38], when subject to interference.

In our previous work [6] a study to verify the impact of
interference sources (microwave oven and IEEE 802.11g net-
work) in the communication quality of the WSN described
in Section 4 in an industrial environment was performed.We
will relate these results with the theoretical results obtained in
this paper.

Based on the theoretical study in Section 5, Table 2 shows
the information delivery rate for some values of 𝑝.

We can observe once more that when 𝑝 is small, the
information delivery rate is very small when local processing
is not used. On the other hand, when using local processing,
it is possible to perform monitoring even with high packet
error rate.

From the studies in [6], we observed that when the WSN
(operating on channel 18) was exposed to the interference of

an IEEE 802.11g network operating in channel 6, the packet
error rate reached about 90%. In this case, the latency to
transmit an information (values of torque and efficiency)
can reach 68 seconds, when both local processing and
retransmission are not used, and at least 5.5 seconds when
retransmission is used. Thus, in the best case, nodes deliver
0.18 values of torque and efficiency per second. Moreover,
the real information delivery rate is less than that, due to the
overhead of the ACK mechanism, which was not considered
completely in the model.

For a packet error rate of 90% (𝑝 = 0.1), when local
processing is used, and 𝑉

𝑎
= 18, in the worst case (without

retransmission) the latency to transmit an information is
about 0.32 seconds; that is, it is possible to obtain about 3
values of torque and efficiency per second from the nodes,
even for this high interference scenario.

From these studies we can notice that the deployment
of a WSN in industrial environment still presents serious
challenges related to the communication reliability. However,
despite the high packet error rate in some cases, it is impor-
tant to notice that, due to the local processing capability,
all packets that are received in the destination carry useful
information, even considering the processing latency by the
embedded system. Without local processing, it is necessary
to transmit many packets to provide the desired information,
and it is practically impossible to obtain useful data from the
WSN without using local processing, for scenarios with high
interference.

Besides the application for torque and efficiency mon-
itoring, other applications may suffer even more with the
unreliability and low bandwidth of WSNs. For example,
in [7] the motor current signature analysis method for fault
detection was employed.The ADCwas configured to operate
with an acquisition rate of 4 kHz and 12 bits of resolution.
To perform the analysis, it was necessary to acquire values
during 10 cycles of current, which results in about 8000
bits of data (i.e., (𝑄

𝑏
= 8000)). Thus, nine IEEE 802.15.4

packets are required to store all the data. For example, for
𝑝 = 0.2, without local processing andwithout retransmission,
we have 17578125 transmissions in average, andwith retrans-
mission 225 transmissions in average (data transmission plus
acknowledgment) are necessary.Whenusing local processing
and without retransmission, on average only 5 transmissions
are needed. However, the processing latency of the fault
detection algorithm must be analyzed, to verify the real gain
obtained with local processing.

8. Conclusions and Future Work

In this paper, we have presented a theoretical study for
verifying the performance of motor monitoring systems
in industry employing WSN. First, a discussion about the
standards and protocols already proposed forWSNand about
some implementation aspects which can impact the quality of
service inWSNbased applications in industrial environments
was performed. Finally,mathematicalmodelswere developed
for verifying the performance of an IEEE 802.15.4 based
WSN for applications of torque and efficiency monitoring
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Table 2: Information delivery rate.

LP (𝑉
𝑎
= 1) LPR (𝑉

𝑎
= 1) LP (𝑉

𝑎
= 18) LPR (𝑉

𝑎
= 18) NLP NLPR

𝑝 = 0.1 2.63 1.13 3.08 4.69 0.015 0.18
𝑝 = 0.2 5.33 4.34 6.22 14.27 0.12 0.72
𝑝 = 0.3 8.09 8.77 9.38 21.76 0.4 1.6
𝑝 = 0.4 10.92 13.36 12.57 26.14 0.94 2.79
𝑝 = 0.5 13.8 17.43 15.78 28.57 1.84 4.25
LP: with local processing.
LPR: with local processing and with retransmission.
NLPR: without local processing and with retransmission.
NLP: without local processing.

in induction motors, which are widely used in industries.
Methods for estimating torque and efficiency in a noninvasive
manner have been studied for years, and someworks [6–8, 35]
have already proposed the integration of these methods with
the WSN technology.

From the models, it was possible to verify the perfor-
mance of theWSN in several scenarios and the benefits from
performing local processing, taking into account the lack of
reliability of the transmission medium, the characteristics
of the IEEE 802.15.4 standard, and processing latency. The
analytical results were validated and analyzed together with
experimental results obtained in a previous work. It was
shown that the use of local processing is essential for the
application under consideration, mainly when the WSN is
subject to interference sources. In scenarios with high level
of interference, it can be almost impossible to perform
monitoring without using local processing.

In other applications, such as the fault detection from
motor current signature analysis, the use of local processing
can be even more essential, since the amount of data that
must be processed to perform the analysis is even higher
in comparison with the estimation of torque and efficiency.
Besides, by performing local processing, the end nodes can
be configured to transmit data only if an important event
(i.e., a failure) is detected. However, the processing latency to
perform the fault detection is also high. Thus, it is important
to analyze the performance of the WSN taking into account
the node’s processing capacity too. The models developed in
this paper can be instantiated to evaluate the performance
of other applications, such as the fault detection application,
verifying the impact of local processing. As one of the future
works, we intend to develop fault detection applications using
WSN.

Using the results obtained from the model, it is possible
to compare several configurations, which can guide de devel-
opment of WSN applications. This kind of study is especially
useful for industrial applications, due to the lack of reliability
of wireless networks in this particular environment, and for
any application that needs to acquire a large amount of data
from sensors.

As future work, we intend to perform detailed perfor-
mance studies using a WSN with a large number of nodes
inside an industrial environment. From these studies we
will verify the scalability of the system and characterize
the main interference sources in the environment. We also

intend to develop spectrum-aware protocols, in which radios
can choose the operating channel dynamically, allowing
embedded systems to self-adapt to the environment and
improving the quality of service of the network. Through
more detailed experimental studies, it will be possible to
refine the analytical models, increasing their accuracy. Some
topics of interest include

(i) experimental evaluation of the WSN with an increas-
ing number of nodes in an industrial environment;

(ii) development and evaluation of protocols for dynamic
channel allocation;

(iii) exploration frequency redundancy, employing multi-
ple transceivers;

(iv) experimental evaluation of the WSN using retrans-
mission;

(v) development of techniques for data summarization,
reducing even more the amount of packets transmit-
ted in the network.
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Composed of a single proton exchange membrane fuel cell (PEMFC), a sensor module, and a ZigBee wireless communication
module, a fault diagnostic system is proposed in this work tomonitor the operation of a fuel cell system.Accordingly, such quantities
as cell’s output voltage, current, operating temperature, and pressures of gases supplied are monitored. Subsequently, an extension
matter-element model is built according to malfunctions of the fuel cell system, which are further categorized into 7 types, each
with 12 sorts of characteristics. An extension evaluation method is then directly applied to diagnose such fuel cell system. A human
machine interface built under LabVIEW 2009 is incorporated in such a way that a fault(s) can be detected and fixed in a timely
manner such that the life cycle of such fuel cell system can be extended.

1. Introduction

As a significant progress as well as a rapid economic growth
is made in human society, a tremendous amount of natural
resources had been consumed already, leading to issues of
immediate concern, in particular the global oil crisis and
warming effect. Hence, the developments of green energy
technologies are seen more critical than ever before. Among
a number of alternative energy sources, hydrogen is treated
as one of the most promising candidates, due to the reason
that it can be burnt directly to generate heat and can be
even applied to a fuel cell as an input to provide electricity
through electrochemical reaction. On top of that, a high
conversion efficiency up to 40∼60% is seen in a fuel cell.
Besides, as a consequence of technology improvement and
progress made inmaterial science, the power density of a fuel
cell has been elevated largely, and fuel cells have been turned
into a competitive product in market to a great extent owing
to successful cost reduction activities on electrode catalysts
and other key components [1].

As a device designed to convert chemical energy to
electricity, a fuel cell is mainly composed of three parts, an
anode, a layer electrolyte, a cathode. As such, the nature of a
fuel cell is subject to the electrolyte contained and chemical
mechanism. Two water molecules are formed as the outcome

of a chemical reaction between two hydrogen molecules
and an oxygen molecule, that is, a pollution free chemical
process. Featuring a low pollution level, the development and
applications of fuel cell-related technologies have received
global attention [2]. However, a fuel cell performance is found
as a function of the fuel purity, flow rate, and operating
temperature, among other quantities.

Accordingly, aiming to develop a fault diagnostic system
for a fuel cell, this work employs extension theory to precisely
locate a fault(s). Through a wireless link via a ZigBee module
and a GPRS module, a distant monitoring system is reached
by way of Ethernet network.

2. Principles and Models of Fuel Cell

As referred previously, a fuel cell is able to convert chem-
ical energy into electrical form, and chemical formulae
are represented in (1) and (2). Illustrated in Figure 1 is an
electricity generation system of PEMFC, an electrochemical
and thermodynamic model [3–5], according to which a
potential fault might be located as follows:

H
2
󳨀→ 2H+ + 2𝑒−, (1)

4H+ + 4𝑒− +O
2
󳨀→ 2H

2
O (2)
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The output voltage 𝑉 provided is expressed as

𝑉 = 𝐸thermo − 𝑉act − 𝑉ohmic − 𝑉con, (3)

where 𝐸thermo represents the reversible voltage and 𝑉ohmic
represents the ohmic voltage drop. The ohmic loss can be
minimized by use of a thinner layer of electrolyte and a high
conductivity material as follows:

𝐸thermo = 1.229 − 0.85 ∗ 10
−3
(𝑇 − 298.15)

+ 4.31 ∗ 10
−5
𝑇 ∗ [ln (𝑃H

2

) + 0.5 ln (𝑃O
2

)] ,

(4)

𝑉act = − [𝜉
1
+ 𝜉
2
𝑇 + 𝜉
3
ln (CO

2
) + 𝜉
4
𝑇 ln (𝐼FC)] . (5)

In (4), 𝑃H
2

and 𝑃O
2

, respectively, represent the pressures
of hydrogen and oxygen gases, and𝑇 represents the operating
temperature of a fuel cell, while in (5)𝑉act denotes the voltage
drop across activation of the anode and cathode, 𝜉

𝑖
(𝑖 = 1–4)

is the cell characteristic coefficient, 𝐼FC is the cell current, and
CO
2
(atm) is the oxygen concentration as follows:

𝑉ohmic = 𝐼FC (𝑅𝑀 + 𝑅𝐶) , (6)

𝑅
𝑚
=
𝜎𝑀 ∗ 𝑙

A
,

𝜎M =
𝑎

𝑏
,

𝑎 = 181.6 [1 + 0.03 (
𝐼FC
𝐴
) + 0.062(

𝑇

303
)

2

(
𝐼FC
𝐴
)

2.5

] ,

𝑏 = [Ψ − 0.634 − 3 (
𝐼FC
𝐴
)] exp [4.18 (𝑇 −

303

𝑇
)] ,

(7)

𝑉con = −𝐵 ln(1 − 𝐽

𝐽max
) , (8)

Equation (6), 𝑅
𝐶
symbolizes the electronic current resis-

tance, and 𝑅
𝑀

symbolizes the resistance of a PEM, while
in (7) 𝑙, 𝐴 and Ψ represent the thickness, the area, and the
membrane resistance coefficient, respectively, and in (8) 𝑉con
denotes concentration loss in the diffusion process, 𝐵(𝑉)
denotes the operation constant of any type of fuel cell, 𝐽
denotes the current density, and 𝐽max denotes the maximum
current density.

From the above equations, cell’s output voltage is found
to increase with the operating temperature. A cooling sys-
tem would be damaged in case the fuel cell is operated
beyond rated temperature [6]. A MATLAB simulation, as
presented in Figure 2, demonstrates cell’s performance with
the operating temperature 𝑇 as a parameter. In the case of
Ψ < 23, the cell is deemed undermoisturized, not optimized
for electricity generation. Faults are detected through 12
characteristics from all the above equations.
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Figure 1: A schematic diagram of a PEMFC power generating
system.
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Figure 2: A plot of a single cell’s performance under various
temperatures.

3. The Fault Diagnostic System Architecture

3.1. The Full Cell System Architecture. The fault diagnostic
system proposed in this work is made up of an electricity
generation system, a sensor module, and a ZigBee wireless
communicationmodule. Sensed data, such as cell’s voltage𝑉,
current 𝐴, the operating temperature 𝑇, and the pressure of
supplied gas 𝑃𝐻, are linked via the ZigBee module to a PC,
a PDA, or a smart phone for monitoring purpose with a user
friendly interface implemented in LabVIEW 2009. Sketched
in Figure 3 is a system configuration, and an entity is pictured
in Figure 4.

Widely applied to industrial automation, Modbus, devel-
oped by MODICON, is an open and standard communica-
tion protocol [7]. ZigBee is awireless communicationmodule
stipulated by IEEE 802.15.4 and ZigBee Alliance in both
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Figure 3: A configuration of a fuel cell monitoring system.

Figure 4: A system entity photo.

the hardware and software aspects, mainly applied to wireless
sensor networks, industrial automation, health care, and so
forth.

3.2. The Fuel Cell Failure Characteristics. Currently, fuel cells
can be roughly categorized into two types: the first of which
is operated based on the electrochemical reaction between
pure hydrogen and oxygen, while the second is based on
the reaction between the pure hydrogen and the oxygen
contained in the air. The latter is further classified into two
types, namely, self-cooled and pressurized. The one adopted
in this work belongs to self-cooled for an advantage of being
portable due to the absence of bottled oxygen. However, a
major disadvantage accompanied is a short life cycle relative
to pressurized. As can be found from a prior work [8],
faults may be attributed to a number of factors, for example,
overheating as a consequence of a cooling fan malfunction.
As many as 12 characteristics are detected with a sensor
module in this work. Figure 5 is a configuration of the
diagnostic system, where sensor spots are marked on the
surface of a gas bottle.

The characteristics acquired are applied to the diagnostic
system proposed for the fault identification purpose. As
tabulated in Table 1, F

2
signifies an exhaust malfunction,

giving rise to a drop in cell’s output voltage. Indicating
a malfunction in the cooling system, F

3
and F

4
represent

an underheated fuel cell system and an overheated one,
respectively. F

5
and F
6
denote amalfunction in the gas supply

system, while F
7
represents an interrupted wireless network

link.
Other than the inlet pressure and the bottle temperature,

all the characteristics are applied to (9) for evaluating each
changes, whereΔ𝑡 represents the sampling interval as follows:

𝑛
𝑖
=
[𝑋 (𝑖 + 1) − 𝑋 (𝑖)]

Δ𝑡
. (9)

It is found that (5) does not as expected provide a
satisfactory identification result.

Instead, the 12 characteristics, as tabulated in Table 2, are
applied to (10). As illustrated in Figure 6, 𝐻

𝑖
, evaluated as

the mean rates of change at 5 instants, that is, 𝑚
𝑖
, . . . , 𝑚

𝑖−4
,

is applied to the proposed approach for fault identification.
Consequently, a real timemonitoring system can be achieved,
according to which the faults in a fuel cell system can be
precisely identified in a timely manner as follows:

𝐻
𝑖
=
[𝑚
𝑖−4

+ 𝑚
𝑖−3

+ 𝑚
𝑖−2

+ 𝑚
𝑖−1

+ 𝑚
𝑖
]

5
. (10)

The fault diagnostic system proposed is built with
an interface implemented in LabVIEW 2009. Pictured in
Figure 7 is a window of such monitoring system, and each
type of malfunction is indicated by individual indicator.
Besides, there are two levels of diagnosis contained in such
system: the first of which is built for the system level as shown
in Figure 8, the second level of the diagnosis system can show
the fault location of the fuel cell as shown in Figure 9. As
presented in Figure 9, a blockade of the oxygen supply system
is indicated in block 5.

4. The Signal Fault Diagnosis Method

Proposed in 1983 by Tsai Wen, the well-developed extension
theorem has been successfully applied to a wide range of
research fields, for example, artificial intelligence, decision
making skill, biomedical engineering, testing technology,
and so forth. It extends the binary logic into a continuous
and multivalued form. Besides, a correlation function is
employed as a way to represent the mature of a thing,
that is, the extent that a element belongs to Characteristics
of a thing is represented by a real number between −∞

and ∞, a number referred to as the membership grade
for such element related to Things characteristic belongs to
a collection. After normalization, a membership grade of
1 indicates that element matches completely thing feature,
while−1 indicates the exact opposite, and that between−1 and
1 represents an extent somewhere between the previous two
cases [9, 10].

4.1. The Extension Matter Element. The term “thing” in
everyday life is referred to as “name” for research purpose.
A distinctive nature of a thing is characterized by a charac-
teristic, which is quantized as a number referred to as “value.”
A thing is represented by a set of characteristics, name and
the value thereof. As a fundamental unit to describe a thing,
a matter element, given a characteristic, a name, and a value,
is represented as

𝑅 = (𝑁, 𝐶, 𝑉) . (11)

Due to𝑉 = 𝐶(𝑁), the relationship between the Value and
the Characteristic of a Matter-element, (12) is rewritten as

𝑉 = (𝑁,𝐶, 𝐶 (𝑁)) . (12)
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Figure 5: Sensor spots in a fuel cell monitoring system.

Table 1: Fault types in a fuel cell diagnostic system.

F1 Normal system
F2 System exhaust valve failure
F3 System operating temperature lose body heat
F4 Cooling system failure
F5 Oxygen holes to plug
F6 For the hydrogen system failure
F7 Communications system failure

Table 2: Twelve characteristics in a system.

Feature Name
C1 𝑉FC

C2 𝐼FC

C3 01–05 cell (𝑉
1
)

C4 06–11 cell (𝑉
2
)

C5 12–17 cell (𝑉
3
)

C6 18–23 cell (𝑉
4
)

C7 24–29 cell (𝑉
5
)

C8 30–35 cell (𝑉
6
)

C9 36–40 cell (𝑉
7
)

C10 𝑇FC

C11 𝑇
𝐻

C12 P

In extension theory, 𝑅 = (𝑁, 𝐶, 𝑉) can be a multidi-
mensional matter element, as expressed in (13). It contains a
characteristic vector𝐶

𝑀
= [𝐶
1
, 𝐶
2
, . . . , 𝐶

𝑛
], corresponding to

a characteristic vector𝑉
𝑀
= [𝑉
1
, 𝑉
2
, . . . , 𝑉

𝑛
],𝑅
𝑗
= (𝑁, 𝐶

𝑗
, 𝑉
𝑗
),

and 𝑗 = 1, 2, . . . , 𝑛, the submatter element of 𝑅. Anymatter in
daily life can be described in a concrete or an abstractmanner,
modeled as

𝑅 =

{{

{{

{

𝑁 𝐶
1
𝑉
1

...
...

𝐶
𝑛
𝑉
𝑛

}}

}}

}

=
[
[

[

𝑅
1

...
𝑅
𝑛

]
]

]

. (13)

Amatter-element space is portrayed in Figure 10, with the
𝑥, 𝑦, and 𝑧 axes representing𝑁, 𝐶, and 𝑉, respectively.
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Figure 6: A signal flow graph of a fuel cell diagnostic system.

Figure 7: A human machine interface.

4.2. The Extension Evaluation Method. Underlain by an
extension set and a correlation function, Extenics is devel-
oped as a mathematic tool in an effort to apply such theory
to practical applications. The approach procedure is stated as
follows.

Step 1. First of all, each fault type is modeled as

𝑅
𝑖
=

[
[
[
[

[

𝐹
𝑖
𝐶
1
𝑉
𝑖1

𝐶
2
𝑉
𝑖2

...
...

𝐶
𝑛
𝑉
𝑖𝑛

]
]
]
]

]

, 𝑖 = 1, 2, . . . , 7; 𝑛 = 1, 2, . . . , 12,

(14)

where 𝐶
𝑖
represents each set of characteristics in level 𝑖, 𝑉

0𝑗𝑖

represents the distribution range covered by characteristic
𝑖 in level 𝑗, and 𝑎

0𝑗𝑖
and 𝑏

0𝑗𝑖
represents the maximum and

the minimum of such characteristic set in the corresponding
level. Accordingly, a thing 𝑅 is decomposed into a set of
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Figure 8: The first level of a diagnostic system.
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Figure 9: The second level of a diagnostic system.

section field 𝑅𝑃, and 𝑗 is decomposed into sets of classical
field 𝑅

0𝑗
, expressed as

𝑅
0𝑗
= (𝑁
0𝑗
, 𝐶
𝑖
, 𝑋
0𝑗𝑖
)

=

[
[
[
[
[
[

[

𝑁
0𝑗

𝐶
1

𝑉
0𝑗1

= ⟨𝑎
0𝑗1
, 𝑏
0𝑗1
⟩

𝐶
2

𝑉
0𝑗2

= ⟨𝑎
0𝑗2
, 𝑏
0𝑗2
⟩

...
...

𝐶
12

𝑉
0𝑗12

= ⟨𝑎
0𝑗12

, 𝑏
0𝑗12

⟩

]
]
]
]
]
]

]

.

(15)

Step 2. Referred to as the evaluated matter element, a set of
characteristics pertains to a matter element 𝑅, represented as

𝑅 = (𝑞, 𝐶
𝑖
, 𝑥
𝑖
) =

[
[
[
[

[

𝑞 𝐶
1

V
1

𝐶
2

V
2

...
...

𝐶
12

V
12

]
]
]
]

]

, (16)

where 𝑞 denotes a set of characteristic values and 𝑥
𝑖
the

value of 𝐶
𝑖
in 𝑞, that is, the specific information available in

a evaluated things. In other words, a single thing 𝑅 can be
characterized by multiple sets of characteristic values 𝑞.

Step 3. Each fault correlation function is evaluated as

𝐾
𝑖𝑗
(V
𝑡𝑗
) =

{{{{{{

{{{{{{

{

−

0.5𝜌 (V
𝑡𝑗
, 𝑉
𝑖𝑗
)

󵄨󵄨󵄨󵄨󵄨
𝑉
𝑖𝑗

󵄨󵄨󵄨󵄨󵄨

, if V
𝑡𝑗
∈ 𝑉
𝑖𝑗
,

𝜌 (V
𝑡𝑗
, 𝑉
𝑖𝑗
)

[𝜌 (V
𝑡𝑗
, 𝑉
󸀠

𝑝𝑗
) − 𝜌 (V

𝑡𝑗
, 𝑉
𝑖𝑗
)]

, if V
𝑡𝑗
∉ 𝑉
𝑖𝑗
,

𝑖 = 1, 2, . . . , 7; 𝑗 = 1, 2, . . . , 12.

(17)
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Figure 10: A matter-element space.

Step 4. Theweighting factor 𝜆
𝑖
, ranging from 0 to 1, is defined

as a measure of the significance of 𝐶
𝑖
to 𝑅, and the total sum

of 𝜆
𝑖
is identically unity, as expressed in

𝜆
𝑖
=

12

∑

𝑗=1

𝑊
𝑖𝑗
𝐾
𝑖𝑗
; 𝑖 = 1, 2, . . . , 7. (18)

Step 5. Finally, all the weighted correlation functions
𝜆
𝑖
𝑘
𝑗
(𝑥
𝑖
) are summed up, that is, 𝑘

𝑗
(𝑞). As given in (19), the

maximum value of 𝜆
𝑖
is selected as the evaluation results in

type 𝑗 as follows:

𝜆max = max
1≤𝑖≤7

{𝜆
𝑖
} . (19)

Step 6. Normalization is performed in (20) in order that
the fault diagnosis value falls within the interval ⟨1, −2⟩ as
intended each time as follows:

𝜆
󸀠

𝑖
=
3𝜆 − 𝜆min − 2𝜆max

𝜆max − 𝜆min
, 𝑖 = 1, 2, . . . , 7, (20)

where

𝜆max = max
1≤𝑖≤7

{𝜆
𝑖
} ; 𝜆min = min

1≤𝑖≤7

{𝜆
𝑖
} . (21)

Step 7. A fault is identified as belonging to type if in case
𝜆𝑓
󸀠
= 1. The identification is made totally according to the

correlation thereof, due to the presumption that a high level
of correlation implies a high possibility that a corresponding
type of fault occurs.

Step 8. In case all the parts in a fuel cell system have been
diagnosed once, then the diagnostic procedure comes to an
end otherwise skip back to Step 2 for another run.

The idea of extension evaluation method is that the
experiment data accumulated are classified into a certain
number of level collections, to which respective ranges of real
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Table 3: Performance and requirement comparison among various approaches.

Name Times of learning Learning recognition rate Test the recognition rate
Identification method in this paper 0 99.37% 98.75%
𝐾means 0 69.02% 40%
Neural network (12-16-7) 1000 82.81% 66.25%
Neural network (12-14-7) 1000 89.37% 78.75%
Neural network (12-12-7) 1000 88.75% 70%
Neural network (12-10-7) 1000 85.81% 63.75%
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Figure 11: A voltage response to a malfunction in a temperature
control system.
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Figure 12: A voltage response to a malfunction in exhaust valve.

numbers are assigned. Subsequently, the pending assessment
of the data is applied to each range of assigned numbers
successively for the evaluation of correspondingmembership
grade. A higher membership grade indicates a higher level of
linkage between the pending assessment of the data and such
level collections and vice versa.

5. Experimental Results and Discussion

5.1. The Detector Signal. Underlain by a mathematic model
built for a fuel cell and the characteristics thereof, out of
which the characteristics of objects is extracted, the type of
a fault(s) is identified through extension theory and grey
system theory. A malfunction of a fuel cell system is reflected
by a drop in the output voltage provided. Not taking proper
measures in time may result in a permanent damage to the
cell system. In this work, a signal data base is constructed
in Excel for futuristic system diagnosis, according to which
output voltage signals are plotted against time. Presented
in Figures 11 and 12 are the curves indicating faults in the
temperature control system (F

3
and F
4
) and the exhaust value

(F
2
), respectively. As many as 100 and 200 data records are

madewith a sampling interval of 5 seconds, a tunable quantity
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Figure 13: A plot of identification result against time.

through the human-machine interface. The trend similarity
between such two curves in Figures 11 and 12 is seen, meaning
that there is no way to precisely identify the fault types in the
absence of a systematic diagnostic approach. For this sake,
this work is proposed as efficient means to identify faults and
take required actions in a timely manner against any sort of
potential damage to the cell system.

5.2.TheDiagnostic Signals. As demonstrated in Figure 13, the
curve in red indicates cell’s output voltage versus time, while
in blue indicates the corresponding diagnosis result. The 𝑦
coordinates represent the identification results, namely, fault
types F

1
= 1, F

2
= 2, F

3
= 3, F

4
= 4, F

5
= 5, and F

6
= 6, at

discrete time instants.
Up to 80% of data records are treated as the training

samples, and the rest are as the test samples. As tabulated
in Table 3, the approach proposed, not requiring a training
process, is found superior to 𝑘-means classifier in terms of
identification rate and superior to a variety of neural network,
necessitating a training process, as well.

6. Conclusions

Presented in this work is a fault diagnostic system for a
fuel cell, an easy to implement system made up of multiple
Modbus modules. On top of that, a user friendly human
machine interface is constructed for easy monitoring of the
cell system operation. Over others, the approach proposed,
not requiring a training process, acquires advantage of high
recognition rate, meaning that a fault(s) in an early stage can
be identified in a timely manner in order that measures can
be taken to extend the life span of the cell system. Integrated
with a ZigBee wireless communication module, this system
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can be in the future applied to a distant monitoring system,
such as an alter system for a fuel cell-powered vehicle.
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Wepropose a linearizationmethod for reducing the effect of nonlinear frequency sweep in a frequency-modulated continuous-wave
(FMCW)based laser range sensor. In FMCWlaser range sensors, nonlinear frequency sweep can severely degrade themeasurement
accuracy because it gives the system ambiguity when determining the target range. In general, voltage controlled oscillators (VCO)
which are used for frequency modulation show nonlinear frequency sweep property even though the input voltage signal is a linear
ramp signal. To solve this problem, we adopt an additional fixed delay structure to extract the nonlinearity and compensate it. The
proposed linearizationmethod has been worked out through the numerical process and the simulation, and this method effectively
eliminates the nonlinear frequency sweep problem.

1. Introduction

Laser range sensors are remote distance sensing devices
with typical applications, such as solid-target detections, 3D
vision, localization, and robotics [1–3]. To determine the
distance, projecting an optical signal onto an object and
processing the reflected or scattered signal are performed
in laser range sensors. Conventionally, pulsed time-of-flight
(TOF), phase-shift measurement, and frequency-modulated
continuouswave (FMCW) are considered as major tech-
niques for laser range sensors [4]. Pulsed TOF range sensor
determines the distance by measuring the round trip time
of the optical pulse signal. This method provides high
signal-to-noise ratio (SNR) and shows good performance;
however high cost and large size are the drawbacks [5, 6].
Phase-shift range sensor determines the distance using phase
difference between reference and reflected signals. Using
this method, simple and low cost laser range sensor can be
realized.However, intermediate frequency drift and influence
of the crosstalk degrade the performance of the phase-shift
technique [7, 8].

To avoid these problems, we focused on the FMCW laser
range sensor. In an FMCW laser range sensor, a sinusoidal
signal with a constant rate of frequency change is transmit-
ted, and this signal is reflected by a target. The frequency
difference between the transmitted and the reflected signals,
called the beat frequency, contains the distance information.
As long as the frequency sweep is linear, the beat frequency
is focused at a single frequency, and the target distance can
be easily extracted. However, in practice, the linear frequency
sweep profile is not easy to obtain. If there is nonlinearity
in the frequency sweep, the beat frequency is not focused at
a single frequency, and it is difficult to determine the exact
range [9–11]. There are several techniques for linearization
of the frequency sweep, and most of them focused on
the linearization of the voltage controlled oscillator (VCO)
frequency sweep because it is the crucial nonlinearity source
of the system. The techniques are mainly of two types: one is
open-loop correction [12, 13] and the other one is closed-loop
correction [14–16]. The open-loop correction method modi-
fies the VCO tuning voltage properly to get a linear frequency
sweep using a look-up table. However, since the frequency is
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controlled only by an open-loop system, inevitable frequency
drifts, due to temperature, environmental conditions, aging,
and so forth, cannot be compensated for. The closed-loop
correctionmethod adopts a phase locked loop (PLL) circuitry
to linearize the frequency sweep. However, because PLLs are
dynamic systems, any changes in the system input will cause
the output not to follow immediately but to exhibit some
transient behavior. Such errors in the output frequency will
have a negative influence on the FMCWmeasurement result.

To solve these problems, we propose a method for cor-
rection of frequency-sweep nonlinearity in a signal processor
instead of linearization of the VCO frequency sweep. For
linearization, an additional fixed delay structure is adopted,
and the frequency-sweep nonlinearity is extracted and used
for compensation.We validate our linearizationmethod with
numerical analysis and computer simulation.

2. Nonlinearity Correction Method

In FMCW technique, a transmitter produces an FMCW
signal, that is, a sinusoidal signal with a constant rate of
frequency change.This signal is backscattered by a target and
goes back to the emitter. Beat frequency which is frequency
difference between transmitted signal and backscattered sig-
nal contains the distance information.

In intensity-modulated FMCW laser range sensor, a
laser diode (LD) transmits an optical signal with direct
modulation, and aVCO is adopted for frequencymodulation.
The output signal frequency of theVCO is controlled by input
voltage. If the input voltage ofVCO is a ramp signal, an optical
signal with a constant rate of frequency increase is generated.
This optical signal is backscattered by a target and goes back
to a photo detector (PD) which can transfer optical signal to
electrical signal. Using a mixer and a low pass filter (LPF), a
signal with beat frequency is extracted. Then the distance of
the target can be expressed as

𝑑 =
𝜏RTT ⋅ 𝑐

2
=
𝑓BEAT ⋅ 𝑡RAMP ⋅ 𝑐

2 ⋅ Δ𝑓
, (1)

where 𝜏RTT is the round trip time of the optical signal, 𝑐 is the
speed of light, 𝑓BEAT is the beat frequency, 𝑡RAMP is period of
the ramp signal, andΔ𝑓 is frequency sweep range of theVCO.
In third term of (1), 𝑡RAMP, 𝑐, and Δ𝑓 are known parameters,
and the beat frequency, 𝑓BEAT, is determined by the target
distance. If the frequency sweep is linear, the beat frequency is
constant as long as the target range is not changed. However,
in practice an exact ramp-like frequency profile is not easy
to obtain. If there is nonlinearity in the frequency sweep, it
makes problem because the beat frequency is not constant,
and it is difficult to find exact range.

To solve the nonlinear sweep problem, we propose equip-
ping the FMCW laser range sensor with an additional fixed
delay structure, as depicted in Figure 1.

As shown in Figure 1, a fixed delay structure is added
for linearization. When a voltage ramp signal is given to the
VCO, the angular frequency of the VCO output signal can be
expressed as

𝜔 (𝑡) = 𝜔
0
+ 𝛾 (𝑡) ⋅ 𝑡, (2)

VCO

Delay

LPF

LPF

Frequency
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LD: laser diode 
PD: photo detector

VCO: voltage controlled oscillator
LPF: low pass filter

Figure 1: Block diagram of the proposed FMCW laser range sensor.

where 𝜔
0
is the initial angular frequency and 𝛾(𝑡) means

the tuning rate to be compensated due to nonlinearity. For
simplicity, assumingΔ𝛾(𝑡) ≪ 𝑡, the following equation shows
the phase of the VCO output signal:

𝜑 (𝑡) = ∫

𝑡

0

𝜔 (𝑡) 𝑑𝑡 = 𝜑
0
+ 𝜔
0
𝑡 +

1

2
𝛾 (𝑡) ⋅ 𝑡

2
, (3)

where 𝜑
0
is the initial phase.Then, the VCOoutput signal can

be written as

𝐸VCO (𝑡) = 𝐾VCO cos (𝜑 (𝑡)) , (4)

where 𝐾VCO is the amplitude of the VCO output signal.
This signal is modulated to the laser diode and transmitted
to the target. Practically, the LD output optical power is a
nonlinear function of the input electrical signal. Although
we can minimize the nonlinearity by modulating the input
signal in the linear region of LD, the residual components can
remain. The output from the LD is shown in (5) for a third-
order nonlinearity, where𝑚 is the optical modulation index,
and𝐴

2
and𝐴

3
are device dependent nonlinearity coefficients

[17]:

𝑃
𝑇
(𝑡) = 𝑃

0
[1 + 𝑚𝐾VCO cos (𝜑 (𝑡))

+ 𝐴
2
𝑚
2
𝐾
2

VCOcos
2
(𝜑 (𝑡))

+ 𝐴
3
𝑚
3
𝐾
3

VCOcos
3
(𝜑 (𝑡))]

= 𝑃
0
[1 +

𝐵
2

2
+ {𝐵
1
+
3𝐵
3

4
} cos (𝜑 (𝑡))

+
𝐵
2
cos (2𝜑 (𝑡))

2
+
𝐵
3
cos (3𝜑 (𝑡))

4
] ,

(5)

where 𝐵
1

= 𝑚𝐾VCO, 𝐵2 = 𝐴
2
𝑚
2
𝐾
2

VCO, and 𝐵
3

=

𝐴
3
𝑚
3
𝐾
3

VCO. Then, the reflected signal detected by PD is
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expressed as [18]

𝐸PD (𝑡) = 𝐾
󵄨󵄨󵄨󵄨𝑅𝑃𝑅 (𝑡)

󵄨󵄨󵄨󵄨

2

= 𝐾

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑅
𝑛 + 1

2𝜋𝑑2
𝜌𝐴
𝑅
sin2 (FOV) 𝑃

𝑇
(𝑡 − 𝜏RTT)

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2

= 𝐶
0
+ 𝐶
1
cos (𝜑 (𝑡 − 𝜏RTT)) + 𝐶

2
cos (2𝜑 (𝑡 − 𝜏RTT))

+ 𝐶
3
cos (3𝜑 (𝑡 − 𝜏RTT)) + 𝐶

4
cos (4𝜑 (𝑡 − 𝜏RTT))

+ 𝐶
5
cos (5𝜑 (𝑡 − 𝜏RTT)) + 𝐶

6
cos (6𝜑 (𝑡 − 𝜏RTT)) ,

(6)

where 𝑃
𝑅
(𝑡) is the received optical signal, 𝑅 is responsivity of

the PD,𝐾 is constant of proportionality, 𝑛 is a mode number,
𝑑 is the target range, 𝜌 is a reflection coefficient, 𝐴

𝑅
is the

photosensitive area of the PD, FOV is a field of view, and
𝜏RTT is the round trip time of the transmitted signal.TheVCO
output signal and the reflected signal are multiplied through
a mixer, and a signal with the beat frequency is obtained after
LPF, expressed as

𝐸BEAT (𝑡) =
𝐾VCO𝐶1

2
cos (𝜑 (𝑡) − 𝜑 (𝑡 − 𝜏RTT)) . (7)

A frequency detector is used for detecting the frequency
of the signal after LPF. A reciprocal frequency counter can
be used as the frequency detector. Because the reciprocal
frequency counter measures the period for one cycle of
the waveform, it can support high resolution and very fast
readings. Also, a Schmitt trigger circuit can be used at input
stage of the frequency detector so that noise does not cause
spurious edges. Because frequency is derivative of phase, the
angular frequency to be detected is expressed as

𝜔BEAT (𝑡) =
𝑑

𝑑𝑡
[𝜑 (𝑡) − 𝜑 (𝑡 − 𝜏RTT)]

= 𝜏RTT ⋅ 𝛾 (𝑡) + 𝜏RTT
𝑑𝛾 (𝑡)

𝑑𝑡
𝑡 −

𝜏RTT
2

2

𝑑𝛾 (𝑡)

𝑑𝑡
.

(8)

As we can see in (8), if the tuning rate 𝛾(𝑡) is constant,
then the angular frequency difference, 𝜔BEAT(𝑡), is equal to
the product of the round trip time and the tuning rate.
Because 𝜔BEAT(𝑡) can be detected by the frequency detector
and the tuning rate is a known value, it is easy to find the
round trip time, and we can extract the range of thetarget.
However, usually, the frequency sweep of a VCO is not
perfectly linear; that is, the tuning rate is not constant. Then,
the beat frequency cannot give the exact round trip time.

To solve this problem, we added a fixed delay structure
for obtaining the tuning rate. The frequency detector can

detect the frequency difference between the VCO output and
delayed output signal, expressed as

𝜔AUX (𝑡) =
𝑑

𝑑𝑡
[𝜑 (𝑡) − 𝜑 (𝑡 − 𝜏

𝐷
)]

= 𝜏
𝐷
⋅ 𝛾 (𝑡) + 𝜏

𝐷

𝑑𝛾 (𝑡)

𝑑𝑡
𝑡 −

𝜏
2

𝐷

2

𝑑𝛾 (𝑡)

𝑑𝑡
,

(9)

where 𝜏
𝐷
is the time delay in the fixed delay structure and

is much smaller than the frequency sweep time of the ramp
signal. In (9),𝜔AUX(𝑡) can be detected by a frequency detector
with the time delay. Thus, using the ordinary differential
equation, the tuning rate, 𝛾(𝑡), can be calculated as

𝛾 (𝑡) = exp(−∫ 2

2𝑡 − 𝜏
𝐷

𝑑𝑡)

⋅ [∫
2

2𝑡 − 𝜏
𝐷

𝜔AUX (𝑡)

𝜏
𝐷

exp(∫ 2

2𝑡 − 𝜏
𝐷

𝑑𝑡) 𝑑𝑡]

= exp (− ln 󵄨󵄨󵄨󵄨2𝑡 − 𝜏
𝐷

󵄨󵄨󵄨󵄨)

⋅ [∫
2

2𝑡 − 𝜏
𝐷

𝜔AUX (𝑡)

𝜏
𝐷

exp (ln 󵄨󵄨󵄨󵄨2𝑡 − 𝜏
𝐷

󵄨󵄨󵄨󵄨) 𝑑𝑡]

=
1

󵄨󵄨󵄨󵄨2𝑡 − 𝜏
𝐷

󵄨󵄨󵄨󵄨

⋅ [
2

𝜏
𝐷

∫

󵄨󵄨󵄨󵄨2𝑡 − 𝜏
𝐷

󵄨󵄨󵄨󵄨

2𝑡 − 𝜏
𝐷

𝜔AUX (𝑡) 𝑑𝑡] .

(10)

Because the time delay is much smaller than frequency
sweep time of the ramp signal as mentioned above, 𝑡 is larger
than 𝜏

𝐷
/2 in (10). Accordingly, the tuning rate can be

𝛾 (𝑡) =
1

2𝑡 − 𝜏
𝐷

⋅ [
2

𝜏
𝐷

∫

𝑡

𝜏
𝐷
/2

𝜔AUX (𝑡) 𝑑𝑡] . (11)

The derivative of the tuning rate can be obtained from (9)
and expressed as

𝑑𝛾 (𝑡)

𝑑𝑡
=

2

2𝑡 − 𝜏
𝐷

(
𝜔AUX (𝑡)

𝜏
𝐷

− 𝛾 (𝑡)) . (12)

Using (8) and (12), we can obtain a quadratic equation for
𝜏RTT, which is expressed as

1

2

2

2𝑡 − 𝜏
𝐷

(
𝜔AUX (𝑡)

𝜏
𝐷

− 𝛾 (𝑡)) 𝜏
2

RTT

− {𝛾 (𝑡) +
2𝑡

2𝑡 − 𝜏
𝐷

(
𝜔AUX (𝑡)

𝜏
𝐷

− 𝛾 (𝑡))} 𝜏RTT

+ 𝜔BEAT (𝑡) = 0.

(13)

The solutions of (13) are expressed as

𝜏RTT =
(2𝑡/ (2𝑡 − 𝜏

𝐷
)) (𝜔AUX (𝑡) /𝜏𝐷 − 𝜏

𝐷
𝛾 (𝑡) /2𝑡)

(2/ (2𝑡 − 𝜏
𝐷
)) (𝜔AUX (𝑡) /𝜏𝐷 − 𝛾 (𝑡))

±

√{(2𝑡/ (2𝑡 − 𝜏
𝐷
)) (𝜔AUX (𝑡) /𝜏𝐷 − 𝜏

𝐷
𝛾 (𝑡) /2𝑡)}

2

− ((4 ⋅ 𝜔BEAT (𝑡)) / (2𝑡 − 𝜏
𝐷
)) (𝜔AUX (𝑡) /𝜏𝐷 − 𝛾 (𝑡))

(2/ (2𝑡 − 𝜏
𝐷
)) (𝜔AUX (𝑡) /𝜏𝐷 − 𝛾 (𝑡))

.

(14)
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Figure 2: Simulation condition.

There are two solutions, and the solution in the detectable
range is selected. The obtained round trip time is constant
over the measurement time, lying between the maximum
round trip time and the frequency sweep time. In (14), 𝑡 can
be any value of the measurement time. The target range can
be obtained using a simple relation between distance and time
expressed as

𝑑 =
𝜏RTT ⋅ 𝑐

2
. (15)

3. Results and Discussion

We evaluate the proposed method using a computer sim-
ulation. The frequency sweep range and sweep time of
a ramp signal are 500MHz and 1ms, respectively, and the
measurement time slot is 0.2 to 1ms. Figure 2 shows the
simulation condition.

To evaluate the proposed method, we modeled a non-
linear frequency sweep and applied it to the FMCW laser
range sensor. Figure 3 shows three kinds of frequency sweep
patterns for each tuning rate.

We modeled one ideal linear and two kinds of nonlinear
sweep patterns. Table 1 lists the tuning models.

When the target range is 30m, the beat frequencies and
obtained target range for each case are shown in Figures 4(a)
and 4(b), respectively. As shown in Figure 4(a), when the
frequency sweep is linear, the beat frequency is focused at
a single frequency, 100 kHz, and the target range, 30m, can
be easily obtained. However, when the frequency sweep is
nonlinear, it is difficult to extract the exact beat frequency,
and the measurement accuracy is degraded. For case II,
the obtained target range in the measurement time can
vary between 15 and 34m, and, for case III, the obtained
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Figure 3: Three kinds of frequency sweep patterns for each tuning
rate.

Table 1: Tuning models.

Case Tuning rate
I 𝛾(𝑡) = 500 × 10

9 (linear)
II 𝛾(𝑡) = 500 × 10

7.5
𝑡
−1/2

III 𝛾(𝑡) = 500 × 10
12
𝑡

target range can vary between 12 and 58m, as depicted in
Figure 4(b).

Two kinds of nonlinear frequency sweep patterns are
applied in the proposed method. Figures 5(a) and 5(b) show
the simulation results of the obtained target range plotted
against the measurement time after linearization for case II
and case III, respectively. As we can see that, in both results,
the target range is almost constant over the measurement
time and can be obtained successfully.

4. Conclusions

Wehave proposed a linearizationmethod using an additional
fixed delay structure in intensity-modulated FMCW laser
range sensor. For correction of the nonlinear frequency sweep
problem, a fixed structure was adopted to extract the tuning
rate, and the target range was calculated using the obtained
tuning rate. We modeled three kinds of frequency sweep
patterns and applied them to the FMCW laser range sensor.
When the frequency sweep was linear, the beat frequency was
focused at a single frequency, and the target range was easily
extracted. On the other hand, when the frequency sweep
was nonlinear, there were multiple frequency components
that could not extract the exact target range. From the
proposed linearization method, the simulation results clearly
showed that the proposed method effectively eliminates the
nonlinear frequency sweep problem and improves the meas-
urement accuracy.
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Water quality refers to the physical, chemical, and biological characteristics of water, and it is a measure of the condition of water
relative to any human need or purpose. A particular problem with measuring the condition of water quality at drinking water
reservoirs is the requirement of collecting a large number of samples. To handle this problem, we focus on the practical use of
two different portable and low-cost approaches for continuous monitoring of water quality: miniboats loaded with sondes with
probes and wireless sensor network- (WSN-) based monitoring system.These approaches bring several advantages over traditional
monitoring systems in terms of cost, portability, and applicability. Our simulation studies show that these systems can be used to
monitor water quality at drinking water reservoirs such as dams and holding ponds. Field tests to prove the effectiveness of the
proposed systems are in progress.

1. Introduction

Water quality is one of the main factors to control health
and the state of diseases in people and animals. Both natural
processes such as soil erosion and weathering, and anthro-
pogenic inputs such as industrial and municipal wastewater
discharge largely determine surface water quality in a region
[1]. Lakes and rivers are the main sources of drinking water,
fishery, irrigation, and energy production, which consider-
ably depend onwater quality.Therefore, water quality of lakes
and rivers should be kept at a certain level. Strategies are being
developed to deal with the eutrophication of lakes and rivers
with excess nutrients and the pollution of surface water with
toxic chemicals around the world [2].

Sustainable use of water resources requires surface water
assessment monitoring programs in addition to decision
making and management tools. The major reference to
guide efforts to attain a sustainable aquatic environment in
Europe is the Water Framework Directive (WFD) [3]. The
WFD consists of guidelines defining the categories of quality
and the required components and parameters. Dissolved
oxygen (DO), pH, electrical conductivity (EC), temperature,

turbidity, and nitrate are the main parameters to determine
the water quality as stated by WFD [3], US EPA [4], and
Turkish Regulations [5].

A particular problem in the case of surface water quality
monitoring is the complexity associated with collecting a
large number of samples. Monitoring of water quality can
be performed using different approaches such as fixed con-
tinuous monitoring systems, sampling with portable devices,
and postanalysis. Fixed monitoring systems require high
initial start-up cost but they provide real-time data. On the
other hand, sampling with portable devices does not provide
real-time water quality data. In this paper, we propose two
different approaches for autonomous monitoring of water
quality. In the first system, the boats receive trajectories set
by the operator before a mission and follow the trajectories
to visit predefined sampling points as shown in Figure 1.
During the mission, the sondes, water quality monitoring
instruments, on the boats analyze water quality and log
results. In the second system, a group of portable water
quality probes mounted on buoys at fixed positions regularly
analyze water quality and send the data to the control center
as shown in Figure 2.
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Figure 1: A simple figure to illustrate the first scenario. In the figure,
white lines indicate the trajectory followed by the autonomous boat.
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Figure 2: A simple figure to illustrate the second scenario. In this
figure, red points represent buoys which carry portable water quality
monitoring probes.

The proposed systems have three main advantages over
fixed monitoring systems as the following.

(i) The proposed systems do not require a high initial
cost and maintenance costs.

(ii) Both systems are portable and can be used at different
sites.

(iii) WSN-based water quality monitoring system pro-
vides online data to utility providers. On the other
hand, monitoring of water quality by using an
autonomous boat provides offline data for on-site
analyses. This system can be converted to provide
online data by adding a two-channel long range
radio modem in order to transmit boat position and
heading, and water quality data at the same time.

The remainder of this paper is organized as follows.
Section 2 introduces different water quality monitoring sys-
tems in the literature. Section 3 introduces the use of
autonomous miniboats for continuous monitoring of water
quality. Section 4 introduces the details of a WSN-based
water quality monitoring system. Performance evaluations of
the proposed systems are reported in Section 5. A discussion
on the proposed approaches is given in Section 6. Finally, the
paper is concluded in Section 7.

2. Related Work

Since water quality monitoring with portable devices pro-
vides advantages like a low initial start-up cost and low
periodical maintenance costs, they are being used widely.
Multiprobe water quality sondes with sensors for EC, tem-
perature, pH, and luminescent DO were used in a research
at Nam Co Lake, China [6]. A case study in which water
quality sondes were used to measure DO during the water
quality analysis of Toenepi Stream, New Zealand is reported
[7]. Lapen et al. conducted a survey with water quality sondes
to examine nutrient quality and bacteria in tile drainage and
shallow groundwater [8]. In another study, the details of three
automatic monitoring stations which record the responses of
lakes and reservoirs to changes in the weather are explained
[9].

A detailed review of advancements in water quality
sensors, telemetry, and computing technologies in addition
to real-time remote monitoring applications is stated in
[10]. Water quality monitoring networks are essential to
characterize and manage water quality accurately and are
important in water basin decision making. An important
issue for water quality monitoring networks, the design of
sampling locations, is explained in [11]. In addition to remote
monitoring, another emerging technique for monitoring
applications is the use of autonomous unmanned vehicles.
In [12], a prototype autonomous underwater vehicle for
rapid environmental assessment is discussed. In [13], an
unmannedboat formapping thewater quality of shallowmire
pools where aquatic weeds flourish is proposed. Though this
study is promising in some aspects, it was conducted during
daylight hours since it required an operator to row the boat.
During daylight hours, sunlight and temperature change.
Hence, pH and DO levels change due to photosynthesis.
Therefore, this operation should be conducted using a full
autonomous boat at night.

Water quality plays an important role not only for humans
but also for animals. Water quality monitoring and forecast-
ing is crucial in modern intensive fish farming management.
A wireless system for water quality monitoring in fish culture
is explained in [14]. Proper management of animal waste
treatment lagoons requires regular sludge surveys of the
lagoons. In [15], a study in which sludge measurement was
conducted by using a GPS enabled sonar equipped airboat is
discussed.

In the recent years, many applications have been pro-
posed for WSNs. One of these is precision agriculture, where
WSNs are used in several processes includingmanagement of
water resources for irrigation, understanding the changes in
the crops, estimating fertilizer requirements, and predicting
crop performance [16]. In [17], the development of a WSN
for the inline monitoring of the content of nitrates in a
real scenario, River Turia, Spain, is presented. In this real-
world application, ion selective electrode transducers and
solar panels for energy harvesting were used. In [18], a WSN-
based distributed system for chemical analysis of water was
proposed. In this study, nitrate, ammonium, and chloride
were analyzed at 14 different locations.
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Figure 3: Boat motion description.

In distributed water quality monitoring applications, in
addition to communication infrastructures, the development
of sensors plays an important role. In [19], in addition to
the hardware designs of pH, redox and turbidity sensors,
the software design of the proposed approach, the hardware
design of a solar panel, and the hardware design of a wireless
sensor node are explained. A detailed review of solid state
sensors for online monitoring of water quality parameters
including pH, DO, EC, turbidity, dissolved metal ions, and
dissolved organic carbon on the high spatial resolution is
presented in [20].

Different from the approaches in the literature, fully
portable water quality monitoring systems are proposed in
this study. Autonomous boat-aided water quality monitoring
system works fully autonomously without the guidance of
an operator. A single system owned by a utility provider
can be used at several water reservoirs. WSN-based water
qualitymonitoring systemproposed in this study is a portable
system and consists of portable monitoring nodes mounted
on buoys. Using anchors, buoys are positioned at fixed
locations at a water reservoir and form a WSN-based water
quality monitoring system. This system can easily be moved
to another reservoir if required.

3. The Use of Miniboats to Collect Water
Samples and Real-Time Analysis

In this section, the details of the proposed system are
explained. Firstly, the design and sailing algorithm of the
autonomous boat are given. Then, the proposed navigation
system used by the boat is explained. Finally, sensors used to
analyze water quality are described as well as the details of
logging and analyzing.

3.1. Design and SailingAlgorithmof theAutonomousMiniboat.
For autonomous sailing of the boat, a top-down planning
system which consists of three subsystems has been designed
as follows.

(i) Sensing subsystem: this subsystem is responsible for
sensing the environment in order to build a concrete
world model. Position, heading, and speed of the
boat are measured by the sensors located on the
boat. An Inertial Measurement Unit (IMU) provides
information about velocity and acceleration.With the
aid of a Global Positioning System (GPS) receiver,
the IMU determines the position of the boat. An
ultrasonic wind sensor provides information about
wind speed and direction. Due to the nature of the
implementation areas, the AIS system, a common
system in commercial ships to ensure that collisions
are avoided, has not been installed.

(ii) Trajectory planning subsystem: this subsystem is
responsible for generating a plan to reach the goal
point.

(iii) Executing subsystem: this subsystem executes
required actions of the plan.

The down-down planning system uses an algorithm
based on a well-known A∗ search in 𝑥, 𝑦, and heading of
the boat and takes the nonholonomic properties of the boat,
wind speed, and wind direction into account. The paths
given by the algorithm minimize sailing duration even in
case the boat encounters some static and dynamic obstacles.
The subsystems take care of specific requirements of the
application. The sensing subsystem has to give information
regarding wind speed and wind direction to the other sub-
systems which calculate the heading. This subsystem is also
responsible for detecting moving obstacles. The trajectory
planning subsystem has to find a path which minimizes the
time to sail towards the target [21]. The executing subsystem
has to be robust for long-term implementations. A trajectory
planning cycle is composed of a global and a local planning
cycle. The global planning cycle generates a rough map from
current position to the target. And then, a detailed path is
generated by the local planning cycle.

Mathematical model of the boat dynamics and distur-
bances are necessary to obtain a model for the steering of
the boat [22, 23]. The boat in this study is modeled as a
rigid body with six degrees of freedom (DOF) corresponding
to translations along the three axes and its rotations about
these axes as shown in Figure 3. By neglecting the couplings
between themotion in the horizontal plane and the roll, pitch,
and heave motions, the equations have been simplified. In
order to obtain this model two reference frames have been
defined as follows.

(i) Inertial reference frame: this frame is fixed to the
Earth.The𝑥

𝑖
axis points towards theNorth, the𝑦

𝑖
axis

towards the East, and the 𝑧
𝑖
axis towards the centre

of the Earth. The origin is located on the mean water
surface at an appropriate location.

(ii) Body reference frame: this frame is fixed to the hull.
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Figure 4: INS-based GPS-aided navigation system—tight integration approach.

The position and heading of the boat can be described as

⃗𝑝 = (

𝑥

𝑦

𝜃

) . (1)

Theprojections of the speed𝑉 are called the surge velocity
𝑢 and the sway velocity V. The heading angle and the turning
angle are denoted 𝜃 and ̇𝜃. As given in [24], the motion of the
boat can be expressed using the following equations:

𝑋 = 𝑚 ⋅ ( ̇𝑢 − V ⋅ ̇𝜃 − 𝑥
𝐺
⋅ ̈𝜃) ,

𝑌 = 𝑚 ⋅ ( ̇V − 𝑢 ⋅ ̇𝜃 − 𝑥
𝐺
⋅ ̈𝜃) ,

𝑁 = 𝐼
𝑍
⋅ ̇𝜃 + 𝑚 ⋅ 𝑥

𝐺
⋅ ( ̇V + 𝑢 ⋅ ̇𝜃) ,

(2)

where 𝑋 and 𝑌 are the components of the hydrodynamic
forces and disturbances, 𝑁 is the 𝑧-component of the
moments, 𝑚 is the mass of the boat, and 𝐼

𝑍
is the moment

of inertia. By setting the centre line of the boat to the origin,
the centre of gravity can be neglected [24].

To quantify the hydrodynamic forces, each part of the
boat needs to be analyzed. Though the prototype boat is not
a sail, wind effects, the results of the actual flow of air, should
be investigated in order to analyze the forces generated by the
boat. In addition to the wind effects, rudder forces should
be taken into consideration. Due to the difference in the
pressure of the water over the lower and upper surfaces of
the lifting rudder foil, a lifting action occurs. Also, damping
forces, based on the resistance of the keel and hull, exist. The
motion models in this study do not consider disturbances.
However, boats are influenced by waves, currents, and wind.
These disturbances can be modeled by forces and moments.
Since possible application areas of the prototype system are all
types of drinking reservoirs such as holding ponds and dams,
the effects of these forces are neglected to simplify the design
of the prototype system and it is left as future work.

3.2. INS-Based GPS-Aided Navigation System. Since the dis-
tance of remote control systems is limited and autonomous
operation is preferred to teleoperated mode, an INS-based
GPS-aidednavigation system shown in Figure 4was designed

to enable the boat follow a predetermined trajectory. While
the reference trajectory is provided by the integrated IMU, the
GPS receiver acts as the updating system. The reason behind
this approach is that the frequency of INS measurements is
higher than that of GPS measurements. In this study, the
geodetic reference for GPS is the World Geodetic System
1984 (WGS84). The Cartesian coordinate frame of reference
used in GPS is Earth-Centered Earth-Fixed (ECEF). Three-
dimensional coordinates are used by ECEF to describe the
location of a GPS user or satellite.

There are two common strategies for the integration
of INS data and GPS measurements. The loose integration
strategy consists of a GPS filter and an INS filter and these
filters operate separately. This strategy operates if one of
the filters fail and the processing time required for this
strategy is less than tight integration strategies [25, 26]. The
tight integration strategy consists of a single filter as shown
in Figure 4. Since there is a single filter in this strategy,
the state vector increases in size, and this results in longer
processing time [25]. On the other hand, this strategy has
two main advantages over the loose integration strategy.
First, information among states is shared statistically in this
strategy. Second, the filtering of the GPS measurements is
improved [26].

Both integration approaches can be implemented in two
different ways: closed loop and open loop. In the closed loop
implementation, all the error estimates plus misalignment
error are used to correct the mechanization parameters
which are used during determining the position and velocity
provided by the INS. Therefore, small errors are propagated
by the mechanization equations. On the other hand, in the
open loop implementation,misalignment errors are sent back
to the mechanization equations. Therefore, the errors tend to
grow. This type of implementation is only suitable for high
end INS.

The INS/GPS filter in Figure 4 is the combination of
the INS and GPS filters of the loose integration strategy.
Since the INS and GPS filters share the same position and
velocity states, the INS/GPS filter is basically the INS filter
augmented with the double difference ambiguities. In most
systems, due to the difference between the locations of the
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GPS receiver and the INS, the position and velocity of the
INS is different from the one of the GPS receiver. To solve
this problem, a vector from the centre of the INS to the
GPS antenna is needed. As a result of the time differences
of the INS data and GPS measurements, a mechanism to
make sure that the position and velocity provided by the INS
coincide with the GPS measurements is needed. A common
method to handle this problem is linear interpolation. Linear
interpolation method is suitable for low dynamic vehicles
such as cars, boats, and sails. In case of high dynamic vehicles,
Lagrange interpolation is a common method.

Themain steps of the tight integration strategy which was
adopted from [25, 27] are as follows.

(1) By using the mechanization equations, raw INS mea-
surements are processed in order to determine the
position and velocity provided by the INS.

(2) By using the position and velocity obtained in Step 1
and raw GPS ephemeris information, pseudoranges
and Doppler measurements are predicted.

(3) The predicted pseudoranges and Doppler measure-
ments obtained in Step 2 are fed into an INS/GPS
Kalman filter. In order to determine the error esti-
mates of the position and velocity in addition to
misalignment error, the filter takes the difference
between the raw GPS pseudorange and Doppler
measurements and the pseudoranges and Doppler
measurements from Step 2.

(4) Finally, the error estimates obtained in Step 3 are used
to update the position and velocity obtained in Step 1
in order to get a full state vector.

In the proposed system, the INS/GPS error states are
defined by the following equation:

𝛿 ̇𝑥 = 𝐹𝛿𝑥 + 𝐺𝑤. (3)

To simplify the design of the INS/GPS Kalman filter, the
position of the boat is expressed in terms of Cartesian
coordinate on East-North-Up (ENU) instead of geodetic
coordinate used by theGPS receiver.Then, the position errors
along ENU can be written as

[

[

𝛿𝑟E
𝛿𝑟N
𝛿𝑟U

]

]

= [

[

𝛿𝜆 (𝑅
𝑁

+ ℎ) cos𝜑
𝛿𝜑 (𝑅

𝑀
+ ℎ)

𝛿ℎ

]

]

, (4)

where 𝑟E, 𝑟N, and 𝑟U represent the Cartesian coordinates on
ENU and 𝛿𝑟E, 𝛿𝑟N, and 𝛿𝑟U represent the position errors
along ENU. 𝜑, 𝜆, and ℎ represent geodetic coordinates.

The error states are selected as
𝛿𝑥

= [ 𝛿𝑟E 𝛿𝑟N 𝛿𝑟U 𝛿VE 𝛿VN 𝛿VU 𝛿𝑝 𝛿𝑟 𝛿𝐴 𝑔𝑏𝑥 𝑔𝑏𝑦 𝑔𝑏𝑧

𝑎𝑏𝑥 𝑎𝑏𝑦 𝑎𝑏𝑧 𝑔𝑠𝑓𝑥 𝑔𝑠𝑓𝑦 𝑔𝑠𝑓𝑧 𝑎𝑠𝑓𝑥 𝑎𝑠𝑓𝑦 𝑎𝑠𝑓𝑧 𝛿𝑡 𝛿
̇𝑡 ]
𝑇

,

(5)

where 𝑟 is the position vector, V is the velocity vector, 𝑝 is the
pitch angle, 𝐴 is the heading angle, 𝑔 is the gravity vector, 𝑎

is the acceleration vector, 𝑏 is the accelerometer bias, 𝑓 is the
specific force vector, 𝑠 is the scale factor, and 𝑡 is time variable.

The velocity vector along ENU is given as

[𝑉
E

𝑉
N

𝑉
U
]
𝑇

. (6)

The accelerometer measurements on the body frame are
given as

[𝑓𝑥 𝑓
𝑦

𝑓
𝑧]
𝑇

. (7)

The specific force on the local level frame is

[𝑓
E

𝑓
N

𝑓
U
]
𝑇

. (8)

The stabilization gyro measurements on the body frame is
given as

[𝑤𝑥 𝑤
𝑦

𝑤
𝑧]
𝑇

. (9)

Detailed information on deriving the Kalman filter equations
and adapting the equations for INS systems andGPS receivers
can be found in [28, 29].

3.3. Probe Used for Water Analyzing and Logging. Different
types of probes are used for water analyses. In this study, we
prefer a Sonde with the following probes for water quality
analyses. The Sonde logs the data for offline evaluations.

CTD.This probemeasures conductivity, temperature,
and depth. Maximum permissible limit for conduc-
tivity is 2.5mS/cm according to WFD and maximum
allowable temperature for inland water resources is
25∘C according to Turkish Regulations, which are in
the measurement range of the probe on the prototype
Sonde. The ranges for the probe are between 0 to
100mS/cm for conductivity, −5 to +50∘C for tem-
perature, and 0 to 200m for depth. These values are
automatically calculated from conductivity according
to algorithms found in Standard Methods for the
Examination of Water and Wastewater [30].
DO. Maximum permissible limit for DO is 5mg/L
according toWFD and is 8mg/L according to Turkish
Regulations, which are in the measurement range
of the sensor planned to be used. The probe on
the prototype Sonde uses the methods approved by
both ASTM D888-12 Standard Test Methods for DO
in Water [31] and the US EPA and can detect DO
between 0 and 50mg/L. The accuracy of the probe is
0 to 20mg/L ± 2% of reading or 0.2mg/L.
pH. pH of the water according to both WFD and
Turkish Regulations should be between 6.5 and 8.5
units.The probe on the prototype Sondemeasures pH
in units from 0 to 14 with an accuracy of ±0.2 unit.
Nitrate. Recommended maximum permissible limit
for Nitrate is 50mg/L according to WFD, 10mg/L
according to US EPA, and 20mg/L according to
Turkish Regulations. The probe on the prototype
Sonde measures between 0 and 200mg/L-N with an
accuracy of ±10% of reading.
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Table 1: Specifications of the water quality monitoring boards.

Item DO
board

EC
board

pH
board

Range 0–20Mg/L — 0–14
(Na+ error at >12.3 pH)

Accuracy +/−0.1 +/−5𝜇s +/−0.20 pH
Probe body
material

Epoxy and
Noryl Epoxy Epoxy

Max probe
temperature 50∘C 70∘C 70∘C

Max probe PSI 690 kPa
(100 PSI)

1379 kPa
(200 PSI)

1379 kPa
(200 PSI)

Baud rate
(default) 38400 bps 38400 bps 38400 bps

Water quality monitoring nodes
mounted on buoys

Central computer

Gateway

Figure 5: WSN-based water quality monitoring system.

Turbidity. Turbidity has no actual limit according toUSEPA and
WFD regulations. Turbidity can be measured with
the probe on the prototype Sonde between 0 and
1,000NTU units with an accuracy of ±2% of reading.

All the probes on the prototype Sonde are certified byEPA
Environmental Technology Verification Program [32].

4. WSN-Based Water Quality Monitoring

Wireless sensor nodes contain a microcontroller, a storage
unit, A/D converters, a radio module, a battery, and one or
more sensors for measuring different environmental param-
eters including temperature, light, acceleration, and angular
velocity. Wireless sensor nodes convert data frames to radio
messages and send these frames to the gateway. All radio
units within a given range establish a wireless sensor network
(WSN). InWSNs, nodes automatically establish andmaintain
connectivity by usingmesh-networking protocols.The sensor
gateway and its associatedmiddleware connect theWSNwith
the enterprise computing environment.

In this study, DO, EC, pH development kits of Atlas
Scientific [33] have been preferred and integrated with wasp-
mote sensor node development platforms [34]. Waspmote
is an open source wireless sensor platform which offers
low power consumption modes to allow the sensor nodes
to be autonomous and battery-powered up to five years
depending on the duty cycle and the radio used. At the
moment, a battery-operated custom designed board with
an 802.15.4-based wireless network interface has also being
developed for water quality monitoring. Figure 5 illustrates

Table 2: Part of the dataset used in the simulation study.

𝑋 𝑌 ID EC Temp (∘C) Nitrate
523710 4620530 1 7 17.7 4
523640 4620530 2 7 17.6 3.8
523640 4620570 3 7 17.8 4
523680 4620570 4 7.8 17.9 3.7
523610 4620650 5 7 17.9 3.6
523550 4620660 6 7.6 18 3.7
523560 4620720 7 8 17.8 3.8
523500 4620800 8 8.2 17.8 3.9
523430 4620890 9 8.1 17.9 3.5
523520 4620900 10 8.4 17.9 4
523620 4620900 11 8.3 18 4
523670 4620950 12 8.7 18 3
523550 4620950 13 8.3 18 3.7

the implementation of a WSN-based water quality monitor-
ing system. In this system, portable water quality monitoring
nodesmonitorwater quality andprovidewireless connection.
A gateway provides connection between the WSN and a
central computer which is located at the control center
of a utility provider. The central computer provides WSN
data repository and is used for analyses. Table 1 lists the
specifications of the water quality monitoring boards.

5. Performance Evaluations

In this section, two sets of performance evaluations and our
future research directions are reported. First set of perfor-
mance evaluations was conducted to show the effectiveness
of using an autonomous boat for water quality monitoring.
Second set of performance evaluations was conducted to
evaluate lifetime expectations of portable water quality mon-
itoring nodes. Finally, planned future research directions are
reported.

5.1. Simulation Studies on the Use of an Autonomous Boat for
Water QualityMonitoring. In order to prove the effectiveness
of the proposed INS-GPS integrated navigation system, a
simulation environment was developed in MATLAB. INS
and GPS data were integrated in after mission mode. It
was assumed that the inputs to the simulator were supplied
from a GPS receiver and an IMU. In this respect, the GPS
receiver provides observation data as binary files andReceiver
Independent Exchange Format (RINEX) version 2.10 files,
navigation data as binary files and RINEX version 2.10 files,
and IMU data as binary files and text files. While observation
data consists of the raw code, phase and Doppler measure-
ments, navigation data consists of ephemeris parameters. We
imported previously collected RINEX version 2.10 files into
MATLAB and edited them accordingly in order to simulate
the scenario shown in Figure 1. Figure 6 shows the locations
to be visited by the simulated boat for water quality analyses.
We conducted twenty sets of simulations in which the boat
followed random paths to visit previously defined sampling
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points, green circles, shown in Figure 6. Positional errors (x,
y, and heading) of the boat in each simulation were logged in
a CSV file and then the plot shown in Figure 7 was obtained.
Figure 7 shows the average of the trajectory errors of the
simulated boat from the East and theNorth.The results prove
that the boat follows its predefined trajectory successfully.
Considering the results of this simulation study and the
accuracy of the Sonde, we can conclude that water quality
maps of drinking water resources can be obtained by using
the proposed system.

In order to show the use of autonomous boats for
water quality monitoring applications, a set of Geographic
Information System- (GIS-) based simulation studies was
conducted by using a previously collected dataset consisting
of sampling locations, EC, temperature, and nitrate values. In
Table 2, IDs are used to identify sampling locations.This table
lists a part of the dataset used in this simulation study. The
results of these simulation studies are shown in Figures 8, 9,
and 10.

5.2. Simulation Studies on the Lifetime Evaluations of Portable
Water QualityMonitoringNodes. As it is well known, lifetime
expectations of a wireless node with internal or external
batteries depend on several parameters and facts including
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Figure 8: Water temperature values of the sample dataset.

battery capacity, transmission power, transmission frequency,
duty period, node density, and several node-related parame-
ters. Considering the specific requirements of the proposed
approach, measurement rate and transmission power are the
main parameters which affect the lifetime of a monitoring
operation. To analyze these parameters, we developed a
MATLAB-based simulation environment using the source
codes of MATSNL [35] and analyzed the effects of measure-
ment rate and transmission power on node lifetime.

In the first case study, we set the specifications of the
simulated mote according to the specifications of telosB [36]
motes. We set the transmission power of the motes to 0 dBm
and −25 dBm and varied the measurement rate from one
minute to one day. The resulting plot is shown in Figure 11.
As in Figure 11, when sensor measurement rate is increased,
node lifetime drops significantly.

In the second case study, we again set the specifications of
the simulated mote according to the specifications of telosB
motes and computed the power breakdown of the average
power consumed by a node for transmitting, receiving, sens-
ing, preprocessing, and sleeping. We varied the duty cycle,
the ratio between active period, and the full active/dormant
period of a sensor node, between 0 and 0.8, andmeasurement
rate ranged from one minute to one day. The node took
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Figure 9: EC values of the sample dataset.

40 samples out of the variable ranges and communicated
with other nodes after processing the measurements 60% of
the times. The resulting plot is shown in Figure 12. As in
Figure 12, when transmission power is reduced, less power is
used for the transmissionmode of a radio. On the other hand,
reducing transmission power reduces the transmission range
of a radio and affects overall packet reception rate (PRR).
Therefore, adaptive transmission power approaches may be
utilized to balance this trade-off.

5.3. Future Research Directions. Two sets of field tests are
going to be implemented at a drinking water reservoir—
Kirklareli Dam, Kirklareli, Turkey. In the first set of field tests,
a custom designed prototype boat will be programmed to use
spiral paths. Because, although parallel paths are preferred
in water quality mapping operations, spiral or other types of
paths may be more appropriate to mitigate the temporal vari-
ations in the water quality parameters [13]. Table 3 lists the
specifications of the boat [37].We are planning to collect data
regarding various water quality parameters including CTD,
DO, pH, nitrate, and turbidity during the field tests using
the autonomous boat. After processing and interpolating the
collected data, pictures showing the levels of the water quality
parameters of the Dam are going to be obtained.
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Figure 10: Nitrate values of the sample dataset.
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In the second set of field tests, we are going to implement
a WSN consisting of several nodes. These nodes are going to
be buoys carrying sondes withmultiple probes and have IEEE
802.15.4 wireless interfaces for communication.The buoys are
going to bemanually positioned at fixed locations at theDam.
They are going to analyze water quality at periodical intervals
by using their probes and transmit their measurements to



International Journal of Distributed Sensor Networks 9

0 0.2 0.4 0.6 0.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Duty cycle Duty cycle

Po
w

er
 b

re
ak

do
w

n 
(m

W
)

Po
w

er
 b

re
ak

do
w

n 
(m

W
)

Sleep
Idle

Tx
Rx
Trans.

Sleep
Idle

Tx
Rx
Trans.

0 0.2 0.4 0.6 0.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Processing Processing

Telos (0 dBm) Telos (−25dBm)
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Table 3: Specifications of the custom designed boat.

Specification Value
Hull material UV Resistant ABS

Hull dimensions 180 × 90 cm

Weight 25 kg

Payload 30 lbs

Motor Brushless DC outdrive

Typical speed 4m/s

Maximum speed 5m/s

Power 24V NiMH Packs
Estimated Battery
life—maximum speed

45min.

Estimated Battery
life—typical speed

45–140min.

Depth sounder
transducer

External mount

Communication
Two-channel radio modem to transmit
boat position/heading/bathymetry and

water quality data

Probes CTD, DO, pH, turbidity, nitrate

the central PC over the WSN. In this way, continuous online
monitoring of water quality is going to be realized.

A future design goal to be implemented on the prototype
boat is to integrate solar and wind panels to improve battery
life. As proven in several studies such as [38, 39], energy

harvesting methods can considerably increase node battery
life. In this way, longer lifetime and continuous use of the boat
may be achieved by charging batteries when there is more
power than needed. This design can be efficient if completed
with additional sensors for different types of measurements
including temperature, turbidity, and salinity.

Comparing the performance of the tight integration
approach with that of the loose integration approach in terms
of navigation accuracy, processing overhead, and memory
usage is our final future work in this study. This future
work aims to prove the applicability of GPS-INS integration
approaches in practical implementations.

6. A Discussion on the Proposed Approaches

In this study, two different water quality monitoring systems
for different scenarios are proposed. In the first system, an
autonomous boat or a group of boats receive trajectories
set by utility operators and then follow the trajectories to
visit predefined sampling points. During the mission, the
sondes on the boat(s) analyze water quality and log results. In
the second system, a group of portable water quality probes
mounted on buoys regularly analyzes water quality and sends
the data to the utility control center throughwireless or wired
links.

Although the proposed approaches do not complement
each other since they are different approaches, they can sub-
stitute each other depending on requirements. A comparison
of the proposed approaches is listed in Table 4.
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Table 4: WSN-based water quality monitoring versus water quality monitoring using an autonomous boat.

Method WSN-based water quality monitoring Water quality monitoring using an
autonomous boat

Total time needed for deployment Depends on deployment area (from a few hours to
a few days) N/A

Total time needed for analysis Little (usually in a few minutes) High (depends on deployment area)
Total cost of ownership including
deployment

High (depends on the total number of Sondes and
probe diversity) Low (20K–50K)

Total number of measurements per
analysis for a site

Medium to high (depends on the number of
Sondes)

Medium to high (depends on the distance
between paths followed)

The need for qualified operators No Yes
Real-time analysis Yes No
Using at multiple sites Difficult Easy
Probe diversity Medium High

7. Conclusions

This paper presents the design of two portable and low-cost
solutions for continuous monitoring of water quality. Firstly,
we have explained the design of an autonomous miniboat-
aided autonomous water quality monitoring system for
drinking water reservoirs. Then, we have investigated the
use of portable sondes with IEEE 802.15.4-based wireless
interfaces for continuous monitoring of water quality. These
systems eliminate the need for periodical time-consuming
water analyses and improve the quality of supplied water
through continuous monitoring. In addition, they bring cost
advantages to utility providers by eliminating periodical
laboratory expenses.

The first systemwe have proposed utilizes an autonomous
battery-operated miniboat which is guided by a GPS-aided
INS-based navigation algorithm. Hence, the system can be
used for water quality monitoring at multiple sites. The
results of our first set of simulation studies prove that
the proposed system is successful in terms of navigation
and water sampling performance. The second system we
have proposed utilizes a group of portable sondes with
solar panels for energy harvesting and IEEE 802.15.4-based
wireless interfaces mounted on buoys. The sondes form a
WSN to communicate over and send their measurements
at regular intervals to a central PC over the WSN. Similar
to other WSN-based applications, the results of our second
set of simulation studies show that the applicability of this
system depends on several parameters such as transmission
frequency, transmission power, packet size, and node-related
parameters.

References

[1] T. G. Kazi, M. B. Arain, M. K. Jamali et al., “Assessment of water
quality of polluted lake usingmultivariate statistical techniques:
a case study,” Ecotoxicology and Environmental Safety, vol. 72,
pp. 301–309, 2008.

[2] C. Filik Iscen, O. Emiroglu, S. Ilhan, N. Arslan, V. Yilmaz, and
S. Ahiska, “Application of multivariate statistical techniques in
the assessment of surfacewater quality inUluabat Lake, Turkey,”

Environmental Monitoring and Assessment, vol. 144, no. 1–3, pp.
269–276, 2008.

[3] “Directive 2000/60/EC. Water Framework Directive of the
European Parliament and of the Council of 23 October
2000 establishing a framework for community action in
the field of water policy,” Official Journal L, 327, 2000,
http://eur-lex.europa.eu/LexUriServ/LexUriServ.do?uri=
CELEX:32000L0060:EN:NOT.

[4] US EPA, “Groundwater and drinking water, drinking water
standards,” United States Environmental Protection Agency,
2003, http://www.epa.gov/safewater.

[5] SSKY, “Su KirliligiKontroluYonetmeligi. Water pollution con-
trol regulation,” Turk Off Gaz 25687, 2004.

[6] J.Wang, L. Zhu, G. Daut et al., “Investigation of bathymetry and
water quality of Lake Nam Co, the largest lake on the central
Tibetan Plateau, China,” Limnology, vol. 10, no. 2, pp. 149–158,
2009.

[7] R. J. Wilcock, R. M. Monaghan, J. M. Quinn et al., “Land-
use impacts and water quality targets in the intensive dairying
catchment of the Toenepi Stream, New Zealand,” New Zealand
Journal of Marine and Freshwater Research, vol. 40, no. 1, pp.
123–140, 2006.

[8] D. R. Lapen, E. Topp, M. Edwards et al., “Effect of liquid
municipal biosolid applicationmethod on tile and groundwater
quality,” Journal of Environmental Quality, vol. 37, no. 3, pp. 925–
936, 2008.

[9] M. Rouen, G. George, J. Kelly, M. Lee, and E. Moreno-Ostoa,
“High-resolution automatic water quality monitoring systems
applied to catchment and reservoir monitoring,” Freshwater
Forum, vol. 23, pp. 20–37, 2004.

[10] H. B. Glasgow, J. M. Burkholder, R. E. Reed, A. J. Lewitus,
and J. E. Kleinman, “Real-time remote monitoring of water
quality: a review of current applications, and advancements
in sensor, telemetry, and computing technologies,” Journal of
Experimental Marine Biology and Ecology, vol. 300, no. 1-2, pp.
409–448, 2004.

[11] H. T. Do, S. L. Lo, P. T. Chiueh, and L. A. P. Thi, “Design of
sampling locations for mountainous river monitoring,” Envi-
ronmental Modelling and Software, vol. 27-28, pp. 62–70, 2012.

[12] P. E. Hagen, N. Størkersen, B. E. Marthinsen, G. Sten, and K.
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In industrial contexts, most of process control applications use wired communication networks.The reliability of wired networks is
indisputable and extensively demonstrated by several studies in the literature. However, it is important to consider several disadvan-
tages provided by the use of wired technologies, like high deployment andmaintenance costs and low network scalability. Although
it is difficult to fully replace wired networks, wireless communication protocols have features which could undeniably affect in
positive way the production mechanisms in factories. The wireless networks (WNs) are effectively used to detect and exchange
information. The main communication protocols, currently available for WNs, however, do not support real-time periodic traffic
flows which, as known, mainly characterize industrial networks. In this paper, we will analyze a real-time scheduling algorithm
for both periodic and aperiodic traffic management, applied to networks based on IEEE 802.15.4 and Bluetooth, respectively. The
main purpose of this research is to reduce, as much as possible, the packet loss on the channel, increasing at the same time the
reliability of the wireless technology. Furthermore, the comparison between IEEE 802.15.4 and Bluetooth will allow to identify the
more suitable communication protocol for industrial process control systems.

1. Introduction

TheWNs are increasingly used in everyday life and in several
heterogeneous application fields like home automation [1–5],
roadmonitoring [6, 7], industry [8, 9], agriculture [10, 11], and
health care [12, 13] to mention some.TheWNs are character-
ized by several nodes connected to each other using architec-
tures and protocols which depend on the environment where
the applicationmust be used. In different network topologies,
nodes can work both as simple transmitters/receivers and
as routers working in multihop mode. These environments
are geographically limited but may be densely populated
by nodes. This leads to a greater complexity in terms of
communication channel reliability, which must be able to
reduce, as much as possible, errors caused by collisions and
interferences, and in terms of necessary costs for network
implementation and management. As a consequence, a WN
must satisfy several key features.

(i) Reliability. The communication mechanism adopted
in a WNmust guarantee maximum reliability during

data transmission, avoiding collisions and therefore
ensuring the integrity of data transmitted.

(ii) Interoperability. The devices used in a WN can be
produced by different manufacturers. This must not
represent an obstacle for devices integration inside
the same WN. For this reason, the standard commu-
nication protocol adoptedmust be able to support the
functioning of heterogeneous devices and must also
allow the integration among different communication
technologies, both wireless and wired.

(iii) Scalability [14, 15]. AWNmust be able to dynamically
manage the variation of the number of nodes of a
network. Some devices, in fact, can be of mobile. The
network must be able to configure itself and indepen-
dently manage the network topology.

(iv) Low Cost. In order to make convenient the wireless
technology adoption, it is necessary to make compet-
itive devices prices. During last years, the reduction of
devices prices has made “low cost” this type of tech-
nology.
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Figure 1: IEEE 802.15.4 MAC superframe structure.

(v) Low Data Rate. In a WN, devices do not need very
high data rates. This is due to the intrinsic character-
istics of data to manage.

(vi) Low Power [16]. TheWNs are often deployed in envi-
ronmental contexts where it is really difficult to
access. So, it is very important to reduce power con-
sumption. The WN must apply energy harvesting
policies in order to increase devices autonomy and the
lifecycle of the whole network.

Most important standard protocols forWNs communication
are IEEE 802.15.4 [17], IEEE 802.15.1 Bluetooth [18], 6LoW-
Pan [19], and WilressHART [20]. Among these protocols,
IEEE 802.15.4/ZigBee and IEEE 802.15.1 Bluetooth have been
extensively explored. The main problem of these protocols is
represented by the fact that they do not implement deadline-
oriented scheduling algorithms. Thus this involves ineffi-
ciency in soft real-time contexts like, for example, industrial
process control systems.The IEEE 802.15.4 standard protocol
can be used in soft real-time contexts through theGuaranteed
Time Slots (GTS) mechanism provided by the “beacon
enabled” mode. The standard provides the use of a super-
frame structure defined byPANCoordinator.The superframe
is delimited by special signalling packets, called beacons, and
it is divided into 16 time slots (Figure 1).

All superframes have the same length and are charac-
terized by an active period and an inactive period during
which the PANCoordinator and the devices can switch off the
radio and enter in an energy saving state; however, the PAN
Coordinator stays switched on for all active period duration.
The active period is further divided into a Contention Access
Period (CAP) followed by a Contention Free Period (CFP)
without contention consisting of a variable number of con-
tinuous GTSs. The Bluetooth technology uses a master/slave
protocol through which it is possible to connect up to seven
active slaves for each wireless cell, better known as piconet,
and adopts a combination of Frequency Hopping and Time
Division Multiplexing (FH-TDM). Bluetooth has several
characteristics which make it suitable for many application
areas. The access to the transmission medium is managed
by the master and it is more suitable for deterministic data
transmissions because it is “time slotted.” In other words, each
slot has a fixed length (625𝜇s) as shown in Figure 2.

Moreover, this medium access mechanism is really effi-
cient since it requires only 1250𝜇s for data exchange. Reduced
size of each time slot produces some advantages for industrial
applications since it allows to have very short time-cycles and
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Figure 2: Bluetooth radio links.

higher accuracy (fundamental requirements in periodic real-
time applications). Furthermore, The Frequency Hopping
(FH), the Time Division Multiplexing (TDM), the Cyclic
Redundancy Check (CRC), the Header-Error-Check (HEC),
and the Forward ErrorCorrection (FEC) allow the realization
of a reliable and robust channel, in other words suitable
for time-critical data transmission [21]. It is important to
underline that Bluetooth does not natively support real-time
communications. As demonstrated by [22], a deadline-aware
scheduling should be introduced in order to ensure the sat-
isfaction of real-time constraints. Moreover, the energy con-
sumption of Bluetooth is not negligible although this does not
representmatter of concern in industrial environmentswhere
automation applications usually require working cycles
which prevent the adoption of the energy saving policies.
Regarding the number of nodes in a piconet, seven slaves
are enough for several applications at field level, in which
each BT node can collect data from multiple devices, thus
increasing the amount of exchanged information. In addition,
several piconets can coexist and operate in parallel, thanks
to the combination of the large number of available channels
and to the frequency hopping, which allows the simultaneous
presence of more transmissions on multiple channels [23].
However, in applications where there is a high number of
devices and then a considerable amount of data exchange,
more overlapping piconets are necessary.

This work shows an innovative deadline-aware schedul-
ing approach for industrial process control scenarios. This
approach is based on the combined use of EDF (for periodic
real-time traffic flows scheduling) and CBS (for aperiodic
traffic flows scheduling). Specifically, this paper shows an
implementation of this approach both on IEEE 802.15.4 net-
works and on Bluetooth networks in order to determine the
best technologymeeting the requirementswhich characterize
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time-critical industrial environments.The paper is organized
as follows. Section 2 describes main related works in order
to determine the current state of art. Section 3 describes the
network architecture and the proposed approach showing
its implementation both in IEEE 802.15.4 and in Bluetooth
networks. Section 4 presents a test-bed scenario in order
to show network performance obtained by the proposed
approach in both network technologies. Finally, Section 5
summarizes the paper reporting conclusions.

2. Related Works

2.1. Techniques to Support Real-Time Transmissions over IEEE
802.15.4. In the beacon enabled mode, the IEEE 802.15.4
standard protocol allows nodes, characterized by real-time
constraints, to allocate GTSs during the Contention Free
Period. The protocol supports the assignment of GTSs; in
other words, a node has a number of time slots for exclusive
use on each superframe. The limitation of this explicit GTSs
allocation is that the resources can run out quickly because in
every superframe up to seven GTSs can be allocated. In this
way, other nodes cannot use the guaranteed service. Fur-
thermore, the CFP can be underused producing, as a con-
sequence, bandwidth waste. In order to overcome these lim-
itations, some researcher proposed i-GAME [24], through
which it is possible to provide implicit GTSs allocation for
IEEE 802.15.4 networks. The allocation is based on implicit
GTS allocation requests, taking into account the traffic char-
acteristics and delay requirements of the flows.The approach
allows the use of a GTS by the nodes in a multiple way, ensur-
ing that they alwaysmeet delay and bandwidth requirements.
In [25] an algorithm is shown for admission control that
allows to decide whether to accept a new assignment request
GTS.This algorithm is not only based on the remaining time
interval, but also on traffic flows specifications, on admissible
delay and available bandwidth resources. This approach
improves the bandwidth allocation mechanism of the IEEE
802.15.4 standard protocol. The GTS allocation concept is
similar to the Time Division Multiplex Access (TDMA).
Some reserved bandwidth is periodically guaranteed for a
specific data flow. The bandwidth is determined taking into
account the time window duration and its periodicity. How-
ever, the GTS mechanism is more flexible than the classical
TDMA since the GTS duration can be dynamically adjusted
by appropriately setting the superframe parameters of IEEE
802.15.4, while a TDMA slot has a time duration generally
fixed for a given network configuration. Furthermore, the
TDMA and the IEEE 802.15.4 MAC layer differ in several
aspects. In other words, the IEEE 802.15.4 presents more
advantages than TDMA in WNs applications. The scalabil-
ity is the most significant limitation of the TDMA-based
approach, since the number of nodes in a TDMAclustermust
be kept as low as possible.This prevents its use inWNs, while
the IEEE 802.15.4 could manage up to 254 nodes in a
cluster. Another problem of TDMA is the lack of support
for dynamic network topology changes (e.g., node failure, a
new node enters inside the network, mobility), since in the
TDMA the network configuration must be readapted each
time the topology changes. Moreover, communications in

TDMA-based networks are quite dependent on the cluster
manager. If this node fails, the underlying sensor nodes will
be disconnected from the entire network. This is not the case
of IEEE 802.15.4, because the protocol can work with or with-
out a central manager, and it is designed to be easily adapted
to different network topologies.The performance of the IEEE
802.15.4 protocol has been subject of several research studies,
focused mainly on CSMA/CA performance (Carrier Sense
Multiple Access with Collision Avoidance) [26, 27] also using
simulations [28]. In recent years, researchers focused on real-
time systems and Quality of Service (QoS) problems inWNs.
An overview of these challenges is presented in [29]. An
example of TDMAadaptation is extensively discussed in [30].
In this work, an optimization method for dynamic sharing
of time slots has been proposed. However, this protocol is
based on the next node detection through a planned exchange
of information. As a consequence, this method produces a
considerable overhead. Another variant of adaptive TDMA
is shown in [31] where the management of virtual time slots
for controlmessages is based onCSMA. Some existing hybrid
protocols make a distinction between the contention access
period (CAP) and contention free period (CFP) to avoid
collisions. However, reservation request for a GTS can be
made through a message in the CAP using the CMSA/CA.
Consequently, the reservation request depends on the use of
the current channel and can be delayed for a time interval
unknown.

2.2. Techniques to Support Real-Time Transmission over Blue-
tooth. The BT Master/Slave (M/S) approach is often ineffi-
cient in process control applications that require a regular
data exchange. In addition, the fixed overhead, introduced
into the slot used by the Master for polling, causes a waste
of bandwidth that can degrade system performance. For this
reason in the literature several works proposing the use of
the Slave/Slave (S/S) communication have been proposed. In
[32] the authors propose an approach inwhichM/S switching
and the piconet partitioning are triggered when a Slave needs
to communicate frequently with another Slave. An improve-
ment of this approach concerning the switching bottleneck
is presented in [33]. However, these approaches enable only
the communication between pairs of Slaves, thus restricting
the possible application scenarios. An innovative approach
that allows Slaves to communicate with any other member
of a group of Slaves is presented in [34]. This feature makes
the approach highly suitable for data exchange in Distributed
Process Control Systems (DPCSs).TheMaster configures the
Slaves in order to make them belong to a logical ring, and in
addition, it specifies the order with which they can transmit.
Each Slave is able to communicate with the other Slaves
without passing through theMaster. In this way the overhead
is significantly reduced. Moreover, the compatibility with the
standard BT M/S mode is guaranteed because the nodes
can operate in both modes. Therefore significant changes to
the hardware level are not required. In the initial phase, the
Master is able to obtain all scheduling necessary information.
This is possible because the DPCS applications generally have
known dynamic. Then the Master also defines which nodes
must operate in S/Smode and when they can do it. Moreover,
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theMaster decideswhether or not to activate parallelM/S and
S/S communication. According to the Master’s scheduling
order, the Slaves, belonging to the ring logical, can transmit
when they have a virtual token. In the BT standard, the use
of fixed length slots allows to keep synchronization between
various nodes of the network and it prevents the overlapping
between two consecutive transmissions. Through the local
scheduling scheme, each node can transmit to each active
Slave in the logical ring. In a piconet organized in this way,
the S/S transmission sequence can be repeated several times.
Since the stations are not synchronized with the Master dur-
ing S/S communications, the number of repetitions should
be at least less than the maximum time over which the
synchronization with the Master is loosed. This maximum
value has been calculated analytically in [34] and it is
approximately equal to 800 slots. These characteristics show
that it is possible to generate long S/S transmission sequences
without losing synchronization. When the time allowed for
the logical ring expires, the last Slave synchronizes with the
hopping frequency of the master. From the next slot, the
original piconet is restored and the Master can resume the
transmission with all Slaves in M/S mode. Periodic and ape-
riodic traffic scheduling in low voltage networks is analyzed
in [35]. In one of the proposed approaches the periodic
traffic transmission of each Slave is managed by the Master
through the Earliest Deadline First algorithm [36] while
the aperiodic traffic is managed through a Total Bandwidth
Server (TBS) [36]. In any case, this approach is affected with
the limitations mentioned earlier such as scan cycle duration
and waste of bandwidth, since it is based on standard BTM/S
mode. Regarding BT, in our approach we propose a novel
real-time deadline-aware scheduling in S/S mode commu-
nication for an integrated management of periodic and the
aperiodic traffic flows. The proposed approach is based on
EDF and CBS [36], a dynamic priority server.

3. WNs-Based Solutions for
Real-Time Networks

3.1. Deadline-Aware Scheduling Techniques in Wireless Net-
works. In this paper, we propose a deadline-aware scheduling
for both periodic and aperiodic/sporadic traffic flows. Peri-
odic flows (each one with a period 𝑇

𝑖
and a Computational

Time 𝐶
𝑖
) are scheduled using the Earliest Deadline First

(EDF) algorithm [36], while aperiodic and sporadic flows
are managed through the Constant Bandwidth Server (CBS)
mechanism [36]. EDF handles scheduling requests assigning
a priority that is inversely proportional to the absolute
deadlines. In our approach the scheduling requests refer to
periodic variables transmission requests of the controlled
industrial process. Given a periodic transmission request that
arrives at time 𝑟

𝑖
, with relative deadline𝐷

𝑖
(which is the time

interval measured from the arrival time of the request to the
time within which it must be transmitted) equal to the period
𝑇
𝑖
, the absolute deadline is shown in

𝑑
𝑖
= 𝑟
𝑖
+ 𝐷
𝑖
. (1)

It is important to underline that, as demonstrated by Liu and
Layland [37], in case of tasks’ scheduling, a set of periodic
tasks is schedulablewithEDF if andonly if the total utilization
factor (𝑈) is ≤1 as described by

𝑈 = (

𝑛

∑

𝑖=1

𝐶
𝑖

𝑇
𝑖

) ≤ 1, (2)

where 𝐶
𝑖
is the transmission duration and 𝑇

𝑖
is the period of

the 𝑖th transmission.
This equation can also be used in this context where,

obviously, we will have a nonpreemptive scheduling.
In the literature the CBS is defined through two parame-

ters: the period 𝑇
𝑠
and the capacity 𝑄

𝑠
defined as the max-

imum budget usable by a request at any period 𝑇
𝑠
. The

equation

𝑈
𝑠
=
𝑄
𝑠

𝑇
𝑠

(3)

represents the server bandwidth.The server alsomanages two
internal variables in order to define its status; 𝑐

𝑠
represents the

current budget at period 𝑡, while 𝑑
𝑠
is the current deadline

assigned by the server to a request.These values are initialized
to zero. To each aperiodic request, a budget 𝑄

𝑠
, equal to the

server capacity, and a starting relative deadline, equal to the
server period 𝑇

𝑠
, are assigned. When an active request is

completed, the network coordinator controls if the residual
server budget is enough to manage other requests. If the
budget is enough, the network coordinator schedules the first
element in the queue with current deadline and capacity.
When 𝑐

𝑠
= 0, the following conditions are considered:

𝑐
𝑠
= 𝑄
𝑠
, (4)

𝑑
𝑠
= 𝑑
𝑠
+ 𝑇
𝑠
. (5)

In other words, the capacity is supplied with the maximum
value𝑄

𝑠
and the current deadline is put behind of a period𝑇

𝑠
.

In addition, the network coordinator controls if it is possible
to recycle the server’s budget and the current deadline when,
in case of server idle, a request arrives at time 𝑡. The network
coordinator verifies the following condition:

𝑐
𝑠
< (𝑡
𝑠
− 𝐷
𝑠
) ∗ (

𝑄
𝑠

𝑇
𝑠

) . (6)

If condition (6) is verified, the request can be scheduled with
the current server’s values. Otherwise, the 𝑐

𝑠
value must be

reset to the maximum value 𝑄
𝑠
, according to (4), and the

deadline recalculated according to

𝑑
𝑠
= 𝑡 + 𝑇

𝑠
. (7)

In order to guarantee messages schedulability, in accordance
with deadlines, it is possible to use the known Jeffay’s theorem
[36], since we are in a non-preemptive scheduling context.
A set of periodic requests (messages) is schedulable, using
a non-preemptive algorithm, if two conditions are met. The
first (8) relates to system utilization (in terms of bandwidth,
as we are dealing with the transmission of packets), whereas
the second (9) refers to the system demand.
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Theorem 1. A system can schedule a set of periodic requests,
using non-preemptive EDF algorithm, if Jeffay’s conditions ((8)
and (9)) are met as follows:

𝑈 tot = 𝑈
𝑝
+ 𝑈
𝑠
= (

𝑛

∑

𝑖=1

𝐶
𝑖

𝑇
𝑖

+ 𝑈
𝑠
) ≤ 1, (8)

𝑇
1
< 𝐿 < 𝑇

𝑛
: 𝐿 ≥ 𝐶

𝑖
+

𝑖−1

∑

𝑗=1

⌊
𝐿 − 1

𝑇
𝑗

⌋𝐶
𝑗
,

1 < 𝑖 ≤ 𝑛; ∀𝐿.

(9)

The periodic traffic flows are represented by a set of periodic
variables 𝜏

𝑝
= {𝑝
1
, 𝑝
2
, . . . , 𝑝

𝑛
}, where 𝑝

𝑖
= (𝐶
𝑖
, 𝑇
𝑖
), sorted in

nondecreasing order by period (i.e., for any pair of variables 𝑝
𝑖

and 𝑝
𝑗
, if 𝑖 > 𝑗, then 𝑇

𝑖
≥ 𝑇
𝑗
), and 𝐶

𝑖
is the transmission time

for a periodic traffic flow generated by 𝑖th wireless node.

Equation (8) relates to system utilization (in terms of
bandwidth, as we are dealing with the transmission of
packets), whereas (9) refers to the system demand. Equation
(8) defines that total bandwidth utilization must not exceed
1; 𝑈
𝑝
is the utilization factor for periodic traffic while 𝑈

𝑠
is

the utilization factor for sporadic and aperiodic traffic flows
(i.e., server utilization). The inequality in (8) refers to a least
upper bound on bandwidth demand that can be achieved in
an interval of length 𝐿. This interval starts when the periodic
variable is invoked and ends before the relative deadline.
Then, a set of variables is schedulable if the demand in the
interval 𝐿 is less than or equal to the length of the interval.

3.2. EDF + CBS in IEEE 802.15.4. In IEEE 802.15.4 networks,
the CBS can be implemented, for example, by choosing to use
the solution proposed by Collotta et al. [23]. As mentioned
in Section 2, the authors propose a solution, called i-GAME,
where multiple nodes can share a GTS. In this case, the nodes
which transmit aperiodic/sporadic traffic flows will use the
GTSs sharing technique described in [24], which involves the
use of a GTS by multiple nodes guaranteeing, to each one,
the satisfaction of real-time constraints. So, in our approach,
a message has the highest priority if its deadline is the closest
among all those relating to messages ready to be transmitted.
In this way, the message transmitted is always the one with
more imminent deadline. In order to guarantee messages
schedulability, following the Jeffay’s conditions and the EDF
algorithm, the total utilization factor for periodic traffic flows
must be

𝑈 tot = 𝑈
𝑝
+ 𝑈
𝑠

=
𝐶BF + 𝐶CAP + 𝐶CFP + 𝐶IP

superframeduration
+ 𝑈
𝑠
= (

𝑛

∑

𝑖=1

𝐶
𝑖

𝑇
𝑖

+ 𝑈
𝑠
) ≤ 1,

(10)

where, considering the superframe structure shown in
Figure 1,𝐶BF,𝐶CAP,𝐶CF, and𝐶IP are, respectively, the beacon
frame, CAP, CFP, and Inactive Period durations, respectively.

According to (8) and (10), the utilization factor for aperiodic
traffic flow can be obtained as follows:

𝑈
𝑠
= 1 − 𝑈

𝑝 (11)

𝑈
𝑠
= 1 −

𝐶BF + 𝐶CAP + 𝐶CFP + 𝐶IP
superframeduration

. (12)

3.3. EDF + CBS in Bluetooth. The approach consists of two
scheduling levels. The first level is the local scheduling that
it is carried out in the local queues of each BT device. In
order to manage real-time traffic, we assume that in the local
scheduling each device is managed by EDF.The second level,
intrapiconet scheduling, refers to deadline-aware scheduling
policies adopted inside the piconet, by the Master node. As
in a typical industrial communication scenario, we assume
that traffic exchanges are known a priori. On the contrary,
regarding to the aperiodic traffic, we consider a signaling
scheme where the Slaves send the status of their queue to
the Master through a specific packet field. For simplicity we
assume that each Slave transmits an aperiodic variable and a
periodic variable, with fixed period and deadline equal to the
period. In addition, each Slave manages different queues for
aperiodic and periodic variables. However, our assumption is
notmandatory since it could be possible to implement several
distinct traffic classes if several different periodic and aperi-
odic variables are produced by each Slave. In addition, it is
possible to use an S/S communication approach as described
in [22]. This approach can be integrated to the functions
already present in the BT standard. In fact, the development
of new functions does not require hardware changes but
firmware integrations. The approach shown in [22] called
M/S (EDF+CBS)+S/S (EDF) provides an integrated support
for deadline-aware scheduling of periodic and aperiodic
traffic in parallel M/S and S/S communications. Specifically,
S/S communications relate only to the periodic traffic while
M/S transmissions handle hybrid stations which generate
both periodic and aperiodic traffic. In our approach, we
define a scheduling in a time period called Scan-cycle that is
equal to the least commonmultiple of all traffic flows periods
generated by the Slaves. The utilization factor for periodic
traffic flow in M/S mode is obtained as follows:

𝑈
𝑝M/S

=

𝑛

∑

𝑖=1

SLOTDURATION +𝑀
𝑝

𝑇
𝑖

, (13)

where 𝑀
𝑝
is the Master polling slot (1 slot = 625 𝜇s) and 𝑛

represents the number of Slaves (𝑛 = 7 for simplicity). Fur-
thermore, considering that theM/S operatingmodemanages
mixed traffic (periodic and aperiodic),𝑈

𝑠
, previously defined

as the utilization factor of the server that manages aperiodic
flows, can be written according to

𝑈
𝑠
=

APERIODICTRAFFICSLOTDURATION
+𝑀
𝑝

𝑇
𝑠

. (14)
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Considering (11) and assuming that each aperiodic variable
can use a maximum of 5 transmission slots, (14) can be
rewritten as follows:

1 − 𝑈
𝑝
=
5 + 1

𝑇
𝑠

=
6

𝑇
𝑠

, (15)

from which it is possible to obtain the server period

𝑇
𝑠
=

6

1 − 𝑈
𝑝

. (16)

Instead, as previouslymentioned, the S/Smodemanages only
the periodic traffic flows. In this case the utilization factor for
periodic traffic flow in S/S mode is obtained as follows:

𝑈
𝑝S/S

=

𝑛

∑

𝑖=1

SLOTDURATION
𝑇
𝑖

. (17)

As shown in (17), the polling slot of the Master is not
present because it is not necessary. However, the Master may
intervene in the communication in order to synchronize the
Slaves after 𝑛 Scan-cycle. Knowing the dynamics of periodic
variables produced by various Slave, theMaster through EDF
carries out the polling in subpiconets through M/S mode
and, afterwards, it schedules the S/S transmission in the
logical ring. When the Slaves must transmit aperiodic traffic,
they signal their aperiodic transmission request during the
periodic packets transmission. After receiving this request,
the Master manages it through CBS policies. In fact a budget,
equal to the server capacity 𝑄

𝑠
, and a relative deadline, equal

to the server period𝑇
𝑠
, are assigned to each aperiodic request.

In order to manage all requests, the Master has to check the
remaining budget of the server and, in the case in which it
is equal to zero, the conditions shown in (4) and (5) must
be carried out. In addition, for a better management of the
requests coming to the server, even when it is idle, theMaster
must take into account the conditions shown in (6) and (7).
The parallel use of the M/S and S/S communications is able
to support higher workloads and it ensures more available
bandwidth compared to the case where all nodes operate
in M/S mode. In addition, in the S/S mode, the Master
polling is not necessary and then the Scan-cycle for a control
loop can be reduced significantly. A shorter Scan-cycle is
able to improve the real-time traffic schedulability. Figure 3
shows the standard BT M/S communication while Figure 4
shows the shortened Scan-cycle obtained through the pro-
posed parallelism between the M/S and S/S modes. The two
subpiconets use different hopping frequencies because, as
demonstrated in [23], it is possible to obtain a parallelism
among piconets without cochannel interference problems.
A further advantage of the S/S mode is that it is able to
greatly reduce transmission/reception overhead introduced
by correctness check, buffering time, packet assembly, and so
forth. Instead, in theM/Smode, there is no overhead because
the S/S communication is direct.

4. Performance Evaluation

In order to validate benefits introduced by the use of EDF +
CBS deadline-aware scheduling in IEEE 802.15.4 and Blue-
tooth, several simulations have been carried out. Regarding

M M M M M M M M MMaster

Scan-cycle M/S Time (slot)

Slave 1 S1

Slave 2 S2

Slave 3 S3

Slave 4 S4

Slave 5 S5

Slave 6 S6

Slave 7 S7

· · ·

Figure 3: M/S communication.
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· · ·

(EDF)

Figure 4: Parallel M/S and S/S communication.

IEEE 802.15.4, the simulations have been conducted using
OMNet++ [38] considering a star topology consisting of a
First Pan Coordinator (FPC) and seven end devices (RFD),
as shown in Figure 5. The same topology has been used for
measurements concerning a Bluetooth network (amaster and
seven slaves). In this case, simulations have been carried out
through the ucbt extention of NS-2 simulator [39]. In both
cases, the Throughput/Workload percentage, the deadline
miss ratio, and delays related to both periodic and aperiodic
flows have been measured considering packet size = 18KB
and data rate = 180 kbps for each station.

4.1. Performance Evaluation in an IEEE 802.15.4 Network.
Figure 6 shows IEEE 802.15.4 network performance in terms
of TH/WL ratio percentage for both periodic and aperiodic
packets. As it is possible to see, the proposed approach pro-
duces a great improvement. The TH/WL ratio of periodic
flows reaches 82.5% while the standard reaches 61.8%. Ape-
riodic flows reach 11.5% using EDF + CBS against the 28.2%
obtained in case of standard protocol utilization. This hap-
pens because, in soft real-time environments, most of the
traffic is periodic. So it is important to manage periodic flows
as best as possible.
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Figure 5: Network topology simulation scenario.
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Figure 7 shows IEEE 802.15.4 network performance in
terms of Deadline Miss ratio percentage for both periodic
and aperiodic packets. In this case the proposed approach
produces a reduction in terms of deadline miss. During sim-
ulations, 4.1% has been measured for periodic flows against
6.9% measured in case of standard protocol. Even in case of
aperiodic traffic flows a reduction of deadline miss ratio has
been measured (1.9% versus 3.1%).

Figures 8 and 9 show IEEE 802.15.4 network performance
in terms of average delay of periodic and aperiodic packets,
respectively. In 𝑥-axis, the packets sent percentage is repre-
sented while the 𝑦-axis measures the average delay in ms.
Even these measures demonstrate benefits of the EDF + CBS
approach. The delay of periodic traffic flows is on average
297.58ms lower than the standardwhile the delay of aperiodic
traffic flows is on average 331.09ms lower than the standard.
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Figure 7: DeadlineMiss ratio—IEEE 802.15.4 Standard versus IEEE
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4.2. Performance Evaluation in a Bluetooth Network. Blue-
tooth network performance, in terms of TH/WL ratio per-
centage for both periodic and aperiodic packets, is shown
in Figure 10. Even in this case, there are great improvements
through the proposed approach. Measured TH/WL of peri-
odic flows is 74.8% using M/S (EDF + CBS) + S/S (EDF)
approachwhile the value obtained through standard protocol
is 63.8%. On the contrary, TH/WL ratio value of aperiodic
flows is 11.5% against 28.2% obtained in case of standard
protocol utilization. As previously explained, in soft real-time
environments most of the traffic is periodic.

Figure 11 shows Bluetooth network performance in terms
of Deadline Miss ratio percentage for both periodic and
aperiodic packets. Even in this case there is a deadline miss
reduction using the proposed approach. A Deadline Miss
ratio of 6.4% has been measured for periodic flows using the
proposed approach while the standard protocol produces a
value of 9.3%. Regarding aperiodic traffic flows, Figure 11
shows a Deadline Miss ratio reduction using our approach
(2.1%) compared to the standard protocol (2.7%).

Figures 12 and 13 show Bluetooth network performance
in terms of average delay of periodic and aperiodic packets,
respectively. Even in this case, results show benefits of the
proposed approach. In fact, the delay measured is on average
292.16ms lower than the standard protocol in terms of
periodic traffic flows. The delay of aperiodic traffic flows is,
instead, on average 308.80ms lower than the standard.

4.3. Performance Comparison between IEEE 802.15.4 and Blu-
etooth. In order to provide a comparison between IEEE
802.15.4 and Bluetooth solutions, performance obtained has
been compared. Previously, we demonstrated that a deadline-
aware solution improves performance of the standard pro-
tocol. Now, we want to summarize obtained results in order
to determine the best solution for soft real-time applications.
Figure 14 shows a comparison between results obtained
in IEEE 802.15.4 and Bluetooth, respectively. In an IEEE
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Figure 11: Deadline Miss ratio—Bluetooth Standard versus Blue-
tooth M/S (EDF + CBS) + S/S (EDF).
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802.15.4 network, the proposed approach produces better
performance. Periodic TH/WLpercentagemeasured is 82.5%
against 74.8% measured in a Bluetooth scenario.

Figure 15 shows deadline miss ratio results in IEEE
802.15.4 and Bluetooth, respectively. In an IEEE 802.15.4 net-
work, we measured less deadline miss percentage than Blu-
etooth for both periodic (4.1% versus 6.4%) and aperiodic
traffic flows (1.9% versus 2.1%).

Figures 16 and 17 finally show average delay for periodic
and aperiodic packets, respectively. It is possible to see that
Bluetooth produces on average a delay of 30.26ms lower than
IEEE 802.15.4 in case of periodic traffic flows while, in case
of aperiodic traffic flows, the estimated delay is on average
19.10ms lower using a Bluetooth network.

5. Conclusions

In this paper, a real-time scheduling algorithm, for both peri-
odic and aperiodic traffic management, applied to networks
based on IEEE 802.15.4 and Bluetooth, respectively, has been
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Figure 16: Average delay for periodic packets—IEEE 802.15.4 EDF+
CBS versus Bluetooth S/S (EDF).
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Figure 17: Average delay for aperiodic/sporadic packets—IEEE
802.15.4 EDF + CBS versus Bluetooth M/S (EDF + CBS).

presented.Themain aim of this work is to reduce, as much as
possible, the packet loss on the wireless channel increasing,
at the same time, the reliability of the wireless technology
in terms of TH/WL ratio and average delay. Furthermore,
a comparison between the IEEE 802.15.4 and Bluetooth
solutions has been conducted in order to identify the more
suitable communication protocol for industrial process con-
trol systems. As shown, our approach improves performance
of both IEEE 802.15.4 and Bluetooth standards. Moreover,
the simulation campaign clearly demonstrates that the com-
binated use of EDF (for periodic traffic flows management)
and CBS (per aperiodic traffic flows management) deter-
mines more enhancements in IEEE 802.15.4 than Bluetooth.
In fact, the TH/WL percentage of periodic flows measured in
a IEEE 802.15.4 network is 82.5% against 74.8% measured in
a Bluetooth scenario. Similarly, better performance has been
obtained in terms of deadline miss ratio for both periodic
(4.1% versus 6.4%) and aperiodic (1.9% versus 2.1%) flows.
Instead, as previously shown in Section 4, in terms of average
delay measured, our approach produces better performance
using Bluetooth than IEEE 802.15.4. The measured delay of
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periodic traffic flows in Bluetooth is 30.26ms lower than
IEEE 802.15.4 while, in case of aperiodic traffic flows, the
estimated delay in Bluetooth is on average 19.10ms lower than
IEEE 802.15.4. In conclusion, in applications where the main
requirement is to have low packet loss reducing, at the same
time, the deadline miss, it is preferable to use IEEE 802.15.4.
On the contrary, in applications where it is important to
ensure low network communication latencies, it is preferable
to use Bluetooth.
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[26] J. Mišic and V. B. Mišic, “Duty cycle management in sensor
networks based on 802. 15. 4 beacon enabledMAC,”AdHoc and
SensorWireless Networks Journal, vol. 1, no. 3, pp. 207–233, 2005.
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The query and storage of data is very important in wireless sensor networks (WSN). It is mainly used to solve how to effectively
manage the distributed data in the monitored area with extremely limited resources. Recent advances in technology have made the
number of the sensing modules in one sensor develop from single to multiple. The existing storage scheme for one-dimensional
data is not suitable for the multidimensional data or costs too much energy. We proposed a kind of data storage scheme supporting
multidimensional query inspired by K-D tree.The scheme can effectively store the high-dimensional similar data to the same piece
of two-dimensional area. It can quickly fix the storage area of the event by analyzing the query condition and then fetch back the
query result. Meanwhile the scheme has a certain degree of robustness to packet loss and node failure. Finally the experiment on
the platform of Matlab showed that our scheme has some advantages compared with the existing methods.

1. Introduction

A wireless sensor network is composed of a large number of
sensor nodes deployed in themonitored area and these nodes
communicate through wireless waves. The basic function of
WSN is accessing the information.The user can get the infor-
mation of objects through these nodes and can even control
some of them [1].

As the basic component of WSN, a sensor node usually
consists of several modules, just like sensing module, pro-
cessing module, communication module, and power module
[2]. Earlier sensor node is simple and usually includes only
one sensor, such as temperature sensor or humidity sensor.
It gets only one numerical value when it detected events and
these events are called one-dimensional events. The queries
for these events are called one-dimensional query. Recent
advances in technology have made the number of sensor of
the sensing model develops from single sensor to multiple
sensors and the sensing model can get several numerical
values at the same time, such as temperature, humidity, light,
and pressure. When it detects an event, it gets a value like
⟨temperature, humidity, light, pressure ⋅ ⋅ ⋅ ⟩ and these events
are calledmultidimensional events. According to the number
of dimensions and the range size of query, multidimensional
query can be divided into multidimensional exact match
point query, multidimensional partial match point query,

multidimensional exact match range query, andmultidimen-
sional partial match range query [3].

Multidimensional events emergewith the development of
technology. The existing data storage schemes are designed
for the one-dimensional event and these schemes cannot be
used for multidimensional event, or it costs too much energy
inmultidimensional event query. Limited energy is an impor-
tant feature of WSN and the life time of the whole network
is an important indicator of its performance; meanwhile the
long-time stable running is also a significant security for the
usage in reality. So how to design a data storage scheme
to support the multidimensional query, which can avoid
amount of useless queries, reduce the response time, save the
energy of the nodes, and extend the life of the network, is
faced by all scholars.

The existing schemes supporting for multidimensional
query include DIM [4] and Pool [5]. DIM is the first algo-
rithm used to solve the problem. It stores the event by using
the code of the event and resolves the query into many sub-
queries and gets the result, respectively. Pool addresses some
weakness of DIM such as hot spot and scalability problems
and further proposes a storage scheme to group index nodes
together as a data pool to preserve the neighborhoodproperty
of nearbymultidimensional data; however, their groupmech-
anism is only based on the greatest and the second greatest
attribute values, which has not been proved to be efficient
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enough for high-dimensional data processing. The literature
[6] proposed a secure and reliable data distribution scheme
in unattended WSNs. Work [7] proposed an energy-efficient
query algorithm to query the top-𝑘 value of sensed data.
MDCS is a multiresolution data compression and storage
strategy [8]. Work [9] proposed a bouncing-track-based data
storage anddiscovery scheme inWSN.The literature [10] pro-
posed a secure and reliable data distribution scheme inWSN.

The existing storage schemes supporting multidimen-
sional query mainly give solutions from the theoretical point,
but there are still many shortcomings. Hot spots: the storage
node and the nodes nearbymay quickly become the hot spots
because of excessive communication. Scalability problem: as
the number of sensor nodes in the system increases, the
amount of message exchanges among sensors increases too
fast. Query costs too much: the cost is too high in the present
schemes. Hard to implement: most of the existing schemes
require the accurate division of the network to ensure a grid
only has only one or a few nodes and this is hard to carry out
in real [11].

Faced with the emergence of themultidimensional events
and flaws of the existing data storage schemes, we propose a
new method inspired by K-D tree. It can solve the flaws in
some degree, effectively reduce the energy cost, and extend
the life of the network.

2. Design of Data Storage Scheme Supporting
for Multidimensional Query

2.1. K-D Tree Introduction. K-D tree [12] is a data structure
that can effectively store multidimensional data. K represents
the dimensionality of the search space; K-D tree is evolved
from the binary tree. The difference is that each layer repre-
sents a dimension and you can use the value of each dimen-
sion as a splitter to make decisions.The top layer node is cho-
sen from any of the 𝑘 dimensions.The second layer is divided
by another dimension. When the value of depth of the tree is
larger than the value of dimensions, you can reuse these di-
mensions.

The advantage of the K-D tree is that the data are clas-
sified according to the value of each dimension.The closer the
value of each dimensional data the more probable the data
may be classified together, this idea can be directly applied to
multidimensional queries inWSN. In the progress of design-
ing the data storage supporting multidimensional querying,
first, you should map the data in high-dimensional space to
two-dimensional space and maintain the local nature [13].
Second, you can reuse the dimension to split the data into
smaller range. So you can give a more accurate position in
querying. Third, you can split the area according to each
value, and this value also can be applied to the division of
monitoring area in WSN.

The basic idea of data storage is as follows: suppose the
dimension ofmonitored event is 𝑘; first, we construct a binary
tree of depth of𝑑,𝑑 ⩾ 𝑘. Each layer of the tree is corresponded
to each dimension of the event.When 𝑑 ⩽ 𝑘, each layer of the
tree is divided according to 0.5. When 𝑘 ⩽ 𝑑 ⩽ 2𝑘, 0.25 and
0.75 are used as the splitter values. At last all data are stored
in leaf nodes.

2.2. Data Storage Mechanism

2.2.1. Mapping an Event to a Storage Area. Suppose the wire-
less sensor nodes are uniformly distributed in themonitoring
area, and nodes can communicate through the exchange of
information. All nodes know their coordinates in the area.
When the node detects an event, it will get a set of data
elements about the event. We use 𝐸 to represent the 𝑘-
dimensional event: 𝐸 = ⟨𝑉

1
, 𝑉
2
, . . . , 𝑉

𝑘
⟩, in which each at-

tribute value has normalized. For the query issued by the user,
we use 𝑄 to represent 𝑄 = ⟨[𝐿

1
, 𝑈
1
], [𝐿
2
, 𝑈
2
], . . . , [𝐿

ℎ
, 𝑈
ℎ
]⟩,

ℎ ≤ 𝑘; in which 𝐿
𝑖
and 𝑈

𝑖
, respectively, represent the mini-

mum and maximum attributes of 𝑖.
First, we construct a virtual binary tree before mapping

the event to the storage area, then we divide the storage area
and insert event on the basis of the binary tree.The key point
is how to fix the depth of the tree, because it will decide the
number of storage area. Assume the depth of the tree is 𝑑 and
the dimension of event is 𝑘. To each dimension of events for
a comparison, the depth needs to fix the condition: 𝑑 ⩾ 𝑘.
For the maximum value about 𝑑, we assume nodes in each
partitioned grid will receive the data in all directions and
have the same probability. In order to store data with the best
balanced manner, we set a storage node in each direction, so
the grid should have at least 8 nodes. Assume the number
of nodes in the network is 𝑁, so the number of grid is 𝑁/8
at most and the maximum depth of the tree is 𝑑 ≤ √𝑁/8.
Therefore, the depth of the tree should meet the condition:
𝑘 ≤ 𝑑 ≤ √𝑁/8. The value of 𝑑 can be flexibly selected ac-
cording to the size of monitoring area.

When the depth of the tree 𝑑 is determined, the network
monitoring area is divided into 2𝑑 storage area. When the
event is generated in the network, it should be stored into
appropriate storage area. First, we should encode the event.
For event𝐸 = ⟨𝑉

1
, 𝑉
2
, . . . , 𝑉

𝑘
⟩, we assign a 𝑑-bit binary string.

For every bit 𝑖, 𝑖 changes from 1 to 𝑘; if 0 ≤ 𝑉
𝑖
< 0.5, this bit is

encoded as 0; if 0.5 ≤ 𝑉
𝑖
≤ 1, this bit is encoded as 1. When 𝑖

changes from 𝑘 + 1 to 2𝑘, if (0 ≤ 𝑉
𝑖−𝑘
< 0.25) ∪ (0.5 ≤ 𝑉

𝑖−𝑘
<

0.75), this bit is encoded as 0; if (0.25 ≤ 𝑉
𝑖−𝑘
< 0.5) ∪ (0.75 ≤

𝑉
𝑖−𝑘

≤ 1), this bit is encoded as 1. This work stops until the
𝑑-bit numbers are all assigned. At last, the event 𝐸 is encoded
into 𝐸code.

In 𝐸code, the odd bit divides the area symmetry in left and
right. Left is 0 and right is 1.The event bit divides the area into
above and below. Above is 0 and below is 1. So each binary
string at last determines a storage area. This storage area is
defined by the lower left coordinates (𝑋low, 𝑌low) and upper
right coordinates (𝑋up, 𝑌up).

Suppose 𝐸code = [𝑥1, 𝑦1, 𝑥2, 𝑦2, . . .,𝑥𝑑/2,𝑦𝑑/2]; we first cal-
culate the lower bound𝑋low on the 𝑥-axis as follows:

𝑋low = 𝑥1 (0.5) + 𝑥2(0.5)
2
+ ⋅ ⋅ ⋅ + 𝑥

𝑑/2
(0.5)
𝑑/2
. (1)

We get the lower bound of 𝑦-axis as follows:

𝑌low = 𝑦1 (0.5) + 𝑦2(0.5)
2
+ ⋅ ⋅ ⋅ + 𝑦

𝑑/2
(0.5)
𝑑/2
. (2)
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Therefore we define a matrix𝑀 as follows:

𝑀 =

[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[
[

[

(
1

2
) 0

0 (
1

2
)

(
1

2
)

2

0

0 (
1

2
)

2

(
1

2
)

𝑑/2

0

0 (
1

2
)

𝑑/2

]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]
]

]

. (3)

We can calculate 𝑅low as follow:

𝑅low = [𝑋low, 𝑌low] = 𝐸code ⋅ 𝑀. (4)

After getting the lower bound of the storage area, we need
to find the upper bound 𝑋up and 𝑌up. We first make XOR
operation on 𝐸code:

𝐸code = 𝐸code ⊕ 𝐽𝑑 𝐽
𝑑/2
= [1, 1, . . . , 1]1×𝑑. (5)

Then we calculate 𝑅up:

𝑅up = [𝑋up, 𝑌up] = 𝐸code ⋅ 𝑀. (6)

At last we calculate the real upper bound 𝑅up:

𝑅up = [𝑋up, 𝑌up] = 𝐽2 − 𝑅up. (7)

Finally the storage area is defined by 𝑅low and 𝑅up: 𝑅 =

[𝑋low ∼ 𝑋up, 𝑌low ∼ 𝑌up].

2.2.2. Routing an Event to a Storage Area. After getting the
storage area of an event, we need to route the event to this
area to store.The progress is as follows: the node that detected
the event first compares its geographic coordinate with the
coordinate of storage area. If the node’s coordinate falls in the
range of storage area’s coordinate, the nodewill store the event
locally. Otherwise, the node will attempt to route the event
to the corresponding storage area with GPSR (GPSR: Greedy
Perimeter Stateless Routing for Wireless Networks).

GPSR is a geographic routing protocol, the benefit of
which is that it can route the packet to the destination with
greedy manner after known coordinate of the source node
and destination node [14]. In addition to the protocol’s own
information, the package also carried the coordinate of the
storage area. The packet format is as follows:

ID ⋅ ⋅ ⋅ 𝑋low 𝑌low 𝑋up 𝑌up 𝑋mid 𝑌mid.
𝑋mid and 𝑌mid represent the coordinate of the center of

𝑅. They are the destination address of GPSR. In the routing
progress, every node will compare its own coordinate with
them. When a node meets the condition of (𝑋low ≤ 𝑥 ≤

𝑋up) ∩ (𝑌low ≤ 𝑦 ≤ 𝑌up), that means the event has been rout-
ed to the storage area.Thenext step is selecting a node to store
the event. In order to ensure load balancing, the selection of
storage nodes needs to meet certain conditions.

Storage area 𝑅

𝑆1

𝑆2

𝑆3
𝑆4

Figure 1: Load balance in storage area.

2.2.3. Load Balance in the Storage Area. After the event
has been routed to the storage area, we need to select a
node to store the event. There are many methods. In this
scheme we operate like this: we select the node along the
direction of the event coming from and closest to the center
of the area to store as Figure 1 shows. Suppose the lower left
coordinate of𝑅 is𝑅low(𝑋low, 𝑌low), the upper right coordinate
of 𝑅 is 𝑅up(𝑋up, 𝑌up), and the middle coordinate of 𝑅 is
𝑅mid(𝑋mid, 𝑌mid); then the storage node 𝑆(𝑥, 𝑦) should meet
the following condition:Min√(𝑥 − 𝑋mid)

2
+ (𝑦 − 𝑌mid)

2 and
(𝑋low ≤ 𝑥 ≤ 𝑋up) ∩ (𝑌low ≤ 𝑦 ≤ 𝑌up).

The storage capacity of every node in the network is
limited. We set a threshold to node’s memory load. When the
capacity of the node reaches the threshold, the node cannot
receive events. In the progress of selecting storage nodes, the
node will be skipped. By using this method, every node will
have the opportunity to store events.

2.3. Data Query Mechanism. The query processing mecha-
nism contains two parts: query resolving and retrieval route.
The design of the query resolving is determining a set of
relevant range spaces which can provide answers to the query.
The retrieval route is fetching match events to the query from
set space.

2.3.1. Query Resolving. Multidimensional queries include
point queries and range queries. Point querying is identical
to inserting an event, but range querying includes multidi-
mensional exactmatch range querying andmultidimensional
partial match range querying. It is related to more storage
areas, so you need to resolve the query conditions first. The
following parts, respectively, described their solutions.

(1) Query Resolving Mechanism for Exact Match Range
Queries.We represent the event in the network with 𝐸 = ⟨𝑉

1
,

𝑉
2
, . . . , 𝑉

𝑘
⟩, when the user sends a query like 𝑄 = ⟨[𝐿

1
, 𝑈
1
],

[𝐿
2
, 𝑈
2
], . . . , [𝐿

ℎ
, 𝑈
ℎ
]⟩ and it satisfies (ℎ = 𝑘) ∩ (𝐿

𝑖
≤ 𝑈
𝑖
), 1 ≤

𝑖 ≤ 𝑘. We call the query as exact match range querying. How
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to split the query is as follows: if the depth of the binary tree is
identical to the number of dimensions, then we check Q’s 𝑖th
attribute whether contains the value 0.5. If it contains, then
we divide the𝑄 in two subqueries. If the depth is larger, then
the query will be divided into smaller ranges. For example, if
you send a query 𝑄 = ⟨[0.3, 0.6], [0.7, 0.8], [0.3, 0.4]⟩ and the
depth of the binary tree is 4, you will get four subqueries after
resolving:

𝑄
1
= ⟨[0.3, 0.5) , [0.7, 0.8] , [0.3, 0.4] , [0.3, 0.5]⟩ ,

𝑄
2
= ⟨[0.3, 0.5) , [0.7, 0.8] , [0.3, 0.4] , [0.5, 0.6]⟩ ,

𝑄
3
= ⟨[0.5, 0.6] , [0.7, 0.8] , [0.3, 0.4] , [0.3, 0.5]⟩ ,

𝑄
4
= ⟨[0.5, 0.6] , [0.7, 0.8] , [0.3, 0.4] , [0.5, 0.6]⟩ .

(8)

The binary strings of the four subqueries are 0101, 0100,
1101, and 1100 and they, respectively, correspond with four
storage areas in the network. 0101 and 0100, 1101 and 1100 are
differentwith the last bit.We can certify their storage areas are
adjacent. So if sub-queries are just different with the last bit,
we can combine the two sub-queries into one query and get
rid of the last bit. In this example, the combined binary strings
are 101 and 110. The benefit of the mechanism is reducing the
number of routing path from four to two to save the power
energy.

(2) Query Resolving Mechanism for Partial Match Range
Queries. Assume that 𝑄 = ⟨[𝐿

1
, 𝑈
1
], [𝐿
2
, 𝑈
2
]⟩ = ⟨[0.3, 0.6],

[0.7, 0.8]⟩ is a three-dimensional partial match range query.
The value of the three-dimensional can be anything. That
means there are more results satisfing the condition and
the searching area for the query will be extended. For this
kind of queries, we can reset the range of each unspecified
attribute as [0, 1], then the query became 𝑄 = ⟨[0.3, 0.6],

[0.7, 0.8], [0, 1]⟩, then we can use the resolving method of
exact match range queries.

2.3.2. Retrieval Route. Routing queries is similar to inserting
an event. You can get several sub-queries after resolving and
combining these queries. And every binary string of the sub-
queries corresponds to a storage area. By using GPSR routing
protocol, these sub-queries will route to their corresponding
storage areas. Upon receiving the sub-query, a node would
flood the sub-query to nodes in the same space. The nodes
answer the sub-query with matching events values. The
retrieved qualifying events are sent back to the user through
the same path.

3. Simulation and Analysis

3.1. Experiment Parameters and Performance Evaluation Fac-
tors. Wemake the simulation on the platform of Matlab and
compare our scheme to DIM and Pool. Because the exact
point query is simple, it is hard to show the differences of each
algorithm. We choose range query as the comparison object.

The experiment parameters are the same as those in DIM and
Pool.

(1) Sensor Nodes Setting. In the experiment, we uniformly
place sensor nodes in the entire field. The number of sensor
nodes varies from 300 to 1800. Each node has a radio range
of 40m and has on average 20 nodes within its nominal radio
range. Every node’s storage capacity is 20 events.

(2) Events Setting. In the experiment, each sensor node
on average generates three events and each event has four
dimensions. If there are 𝑁 nodes in the network, the total
events are 3N.

(3) Exact Match Query Setting.We employ the four query size
distributions which are also used in DIM and Pool to emulate
the range sizes specified in a query for the fair comparison.
They are uniform in width, bounded width, algebraic width,
and exponential width. Here we briefly describe the concepts
of these size distributions. Two parametersmp and rs are used
to generate attribute value range of a query. mp stands for
the midpoint of an attribute value range in a query and rs
stands for its range size. When mp and rs of a value range are
given, the range can be represented as [MAX (mp − rs/2, 0),
MIN (mp + rs/2, 1)]. We uniformly select mp with [0, 1] for
all queries; rs on the other hand is different in different size
distribution.

For a uniform range size distribution, the range size for
each dimension is uniformly distributed in [0, 1]. To generate
such queries, we uniformly select rs within the range [0, 1].
For the bounded uniform distribution the range size on each
dimension of a query is uniformly distributed in a predefined
𝐵. In all the experiments, the bound is set to be 0.5. Thus,
to generate queries with bounded uniform size distribution,
rs is uniformly selected within [0, 0.5]. In an algebraic distri-
bution, most queries have a small range on each dimension.
rs is more likely to be selected within [0, 0.25]. Finally, for the
exponential distribution, all queries have a small range size on
all the dimensions. More specifically, the range size on each
dimension is uniformly distributed over [0, 0.25].

(4) Partial Match Query Setting. A partial match query occurs
when one or more attribute value ranges are unspecified. In
that case, we will consider those unspecified ranges as the
entire value range [0, 1]. For convenience in discussion, we
refer to anm-partial match query as a query with𝑚 specified
value ranges. For a four-dimensional partial match query, m
can be 1 or 2 or 3. When 𝑚 = 3, that represents the value of
one dimension is not specified. For a four-dimensional query,
that could be any one. If the unspecified value range is 𝑛th
attribute in the m-dimensional query, we can use m@n to
represent it.The reason of having the distinction of the partial
match query is that the performance is strongly dependent on
which attribute in the query has an unspecified value range.
It performs quite differently if the unspecified range occurs at
different attribute.

The performance metrics employed in the experiments
are the same as those used in DIM and Pool.They are average
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Figure 2: Data insertion cost.

insertion cost, average query delivery cost, and the number
of hot spot.

Average Insertion Cost. It measures the average number of
messages required to insert an event into the network.

Average Query Delivery Cost. It measures the average number
of messages required to route a query message to all the
relevant nodes in the network.

Number of Hot Spot. In order to achieve load-balancing effect,
we set a threshold to every node. Once the number of stored
events reaches the threshold, it changed into a host spot.

3.2. Analysis of Simulation

3.2.1. Average Insertion Cost. Configured with the above
parameters, we investigated the average insertion cost under
different size of network. The result is as shown in Figure 2.

We can find that there is no difference between these three
approaches. This is not surprising since the insertion of an
event is simply routing a data packet from one sensor node
to another, and all the three approaches use the GPSR. We
can also find that Pool and our algorithm are a slightly better
than the DIM, as in the routing progress there is no clear
coordinate of the destination node. It routes the data package
to the destination step by step by comparison of the coding,
which sent more packages than the other two methods.

3.2.2. Average Query Delivery Cost

(1) Comparisons on Exact Match Queries. We compared the
three algorithms under four different range size distributions
and the results are as shown in Figures 3, 4, 5, and 6.

We can observe some interesting facts from the four
figures.
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Figure 3: Uniform range size distributions.
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Figure 4: Bounded Uniform query size distributions.

First, all the figures reveal that the range size of a query
strongly affects the performance of the three approaches. For
instance, all the approaches costmuch less in exponential size
distribution than in uniform size distribution. This is mainly
because data are stored according to splitters like 0.5 and
0.25. The smaller the range size is, the easier a query gets
the result. A query therefore has to visit a large amount of
storage areas in order to acquire all the answers in uniform
size distribution.

Second, the performance result reveals that our algorithm
is scalable than Pool, and Pool is scalable than DIM. In DIM
all sensors are treated as index nodes. The network needs to
construct a huge structure of tree first and that definitely leads



6 International Journal of Distributed Sensor Networks

300 600 900 1200 1500 1800
20

30

40

50

60

70

80

90

100

110

Network size

N
um

be
r o

f m
es

sa
ge

s

DIM
Pool
New

Figure 5: Algebraic query size distributions.
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Figure 6: Exponential range size distributions.

to the flood of messages. In Pool the number of pool will not
change when the size of network turned larger. A package
needs to visit more nodes to get to the destination. In our
method the size of the tree is adjustable. We can control the
size of flooding area by changing the depth of the tree.

(2) Comparisons on Partial Match Queries. We fixed the size
of the network as 900 sensor nodes and compared these
methods under one, two, and three of dimensions with
specified ranges. The results are as shown in Figure 7 and
Figure 8.

The result in Figure 7 shows that the more dimensions
in a query with an unspecified range, the higher the query
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Figure 7: Comparisons on partial match dimensions.
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processing cost would be incurred. The reason is that the
more unspecified ranges are, the more index nodes would be
accessed which incurs a higher cost. In addition, in the same
dimension with unspecified range, DIM costs much more,
because it randomly sends the message and the message may
route to some unrelated nodes. In one-dimensional partial
query, the effect of our method is the same as Pool. The
reason is the flooding area becomes large when the number
of unspecified range is high. But our method performs better
than Pool when the number of unspecified range changed
small. The reason is Pool is always searching in the fixed area
but ours has changed.
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In partial match queries, the location of unspecified
dimensions can be changedwhen its amount is fixed. Figure 8
shows the result of a three-dimensional query.

We can see from Figure 8 that the change of the location
of unspecified dimension does not have too much influence
to the three methods and Pool is the most stable one. In Pool,
the storage area is stable and the number is fixed. The change
of the location of unspecified dimension just influences the
length from sink to the storage area, but the change in DIM
and our scheme can affect the amount and position of the
storage area. We can see in Figure 8 that the number of mes-
sages is a fluctuating state.

3.2.3. Comparisons on Hot Spot. A good algorithm should
have a good mechanism to load balancing. All of the three
algorithms have this kind of mechanism. We fixed the size
of the network as 900 sensor nodes. Every node sends three
packages and the threshold is 20 packages.The result is shown
in Figure 9.

We can find that DIM performs worse than Pool, and
Pool performsworse than our scheme. In scheme, every node
chose a backup node. When it reaches the threshold, the
backup node starts to replace it and store data. An event is
corresponding to a range and a range is corresponding to a
node. So an event directly figures a storage node. In this case,
the storage node will soon reach the threshold. In Pool, the
storage area is determined by both the events’ greatest and the
second greatest attribute values. This in some extent divides
the similar high-dimensional events again and ensures the
storage nodes do not grow too fast. In our scheme, storage
area relies on the binary string of the events. The storage
node is chosen from the direction of event and it is closest to
the center of the storage area. The similar high-dimensional
events coming from different directionsmay store at different
nodes. This is the mechanism to load balancing in our
scheme. Figure 9 also shows that thismethod can indeed slow
down the production of the number of hot spots.

4. Summary

Data storage and query is an important aspect of data
management in WSN. A good storage scheme can give the
convenience for the query, save the energy for the network,
and greatly extend the network lifetime. For the emergence
of multidimensional events, scholars have proposed some
ways to ensure the effectiveness of energy. The data storage
scheme in this paper is inspired by K-D tree. It first calculates
the storage area by encoding the events, then it routes the
package to there. The selection of the storage node is related
to the direction of the event. In a storage area, there can be
different storage nodes and this in some extent ensures the
load balancing in the network. The scheme supports mul-
tidimensional query through resolving, encoding, and comb-
ing the query. In addition, for the integrity of the algorithm
the scheme has robustness to package loss and node failure.
Finally, we made experiment on the platform of Matlab. The
result shows the scheme has much advantage than DIM and
is slightly better than Pool, but the complexity and robustness
of the scheme are better than both of them.
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Figure 9: Comparisons of hot spot.
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Bluetooth is a low-cost, short-range wireless technology capable of providing many communication functionalities. However,
Bluetooth does not support any sensor protocol which is related to a roaming and in which handoff occurs dynamically when
a Bluetooth device is moving away from coverage of the network. If a device is losing its connection to the master device, there is
no provision which transfers it to another master. Handoff is not possible in a piconet, as in order to stay within the network, a
slave would have to keep the same master. Thus, by definition intrahandoff is not possible within a piconet. This research mainly
focuses on Bluetooth roaming sensor technology and designs a sensor protocol which works in a roaming for Bluetooth multiagent
system technology. The advantage of designing a roaming protocol is to ensure the Bluetooth enabled roaming devices can freely
move inside the network coverage without losing its connection or break of service, in case of changing the base stations.

1. Introduction

Bluetooth is a low-cost, short-range wireless technology
capable of providing many communication functionalities,
ranging from wire replacement to simple personal area
networking [1]. The range of Bluetooth network can be 0
to 100 meters. It is used to transmit both synchronous and
asynchronous data.The bandwidth of the Bluetooth network,
at physical layer, is 2.1 Mbit/s. Compared with other systems
in the same frequency band, the Bluetooth radio hops faster
and uses shorter packets. With respect to other wireless
communication devices, Bluetooth connection can support
both data and voice communications.

Bluetooth has two types of networks, piconets and
scatternets. Piconet (PAN) consists of a master and one
to seven active slaves. In a piconet, the devices share the
same frequency-hopping spread spectrum (FHHS) channel,
which is a transmission technology used in a local area
wireless network. A scatternet is a collection of piconets and
a connection node which links two piconets. This node can
be simultaneously a slave of multiple piconets or a master in
only one piconet. On the other hand, a Bluetooth device can

be master in one and slave in other piconets, or slave in all
piconets it is connected to [2].

An agent refers to an entity that functions continuously
and autonomously in an environment in which other pro-
cesses take place and other agents exist [3]. It can be a
physical or software entity.Multiagent systems (MAS) involve
a team of intelligent agents working together to accomplish
a given task. The accomplishment of a task depends on
the coordination of actions and behaviour of the agents. To
achieve coordination between agents, communication can
be used. Usually, multiagents operate in a close proximity.
Thus, Bluetooth technology can be employed to set up the
communication among agents.

This research mainly focuses on Bluetooth roaming
sensor technology and designs a sensor protocol which
works in roaming for Bluetooth multisystems technology.
The advantage of designing a roaming protocol is to ensure
that the Bluetooth enabled roaming devices can freely move
inside the network coverage without losing its connection or
break of service in case of changing the base stations.

The remainder of this paper is organized as fol-
lows. Section 2 explains Bluetooth protocol stack. Section 3
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describes our methodology. Section 4 discusses how to con-
nect Bluetooth devices. Section 6 illustrates data transfer
operation. Section 7 explains how to connect slave which
goes out of the piconet. Section 8 demonstrates handover
old access point to new access points. Section 9 highlights
conclusions and future work.

2. Bluetooth Protocol Stack

TheBluetooth protocol allows the authentication and encryp-
tion of a link at the same time. The security is controlled
by the lower layers of the Bluetooth protocol. First, security
level is assured by the fact that each Bluetooth module has a
unique MAC (48-bits) address. In this way, when a scanner
connects itself to a terminal with which it is twinned, the bar
code is transmitted to this equipment. This process is shown
in Figure 1.

The baseband layer is responsible for controlling and
sending data packets over the radio link. It provides trans-
mission channels for both data and voice.The baseband layer
maintains Synchronous Connection-Oriented (SCO) links
for voice and Asynchronous Connectionless (ACL) links
for data. The SCO link is a symmetric point-to-point link
between master and single slave in the piconet. SCO packets
are not retransmitted, but ACL packets are, to ensure data
integrity [5].TheLinkManager Protocol (LMP) uses the links
set up by the baseband to establish connections and manage
piconets. Responsibilities of the LMP also include authentica-
tion and security services and monitoring of service quality
[5].

The Host Controller Interface (HCI) is the dividing line
between software and hardware. The Logical Link Control
and Adaptation Protocol (L2CAP) and layers above are
currently implemented in software, and the LMP and lower
layers are in hardware. The HCI is the driver interface for the
physical bus that connects these two components.TheL2CAP
can be accessed directly by the application, or through certain
support protocols provided to ease the burden on applica-
tion programmers. Quality of Service (QoS) parameters are
exchanged at this layer as well.

3. Methodology

The design process of a sensor protocol for roaming Blue-
tooth, equipped with MAS, will be carried out in two steps.
The first step is to define roaming, when it should occur, for
example, when an object will realize that it is going out of the
range. And the second step is how to design a roaming sensor
protocol. The main focus of this paper is to design a sensor
protocol for roaming Bluetooth equipped with MAS.

3.1. Connection and Data Transfer on Roaming Devices. Here
we assume that master is fixed unit connected to a fixed
network, while slaves are mobile units. If a mobile unit loses
the connection to the fixed unit it currently communicates
with, a new unit is chosen to relay all the packets to the
communication partner. For connection and data transfer
between master and roaming slave, we need a sensor slave

between them. For example, slave is a common unit between
both piconets in Figure 2.

3.2. Maintain a Connection If Slave Is out of the Reach
of Master. To know when slave will lose connection, RSSI
(Received Signal Strength Indication)will be checked if it is in
acceptable level. This means the roaming object is within the
range of the network coverage. If the RSSI value of themoving
object is less than the acceptable level, then itmeans the object
is going out of range of the network coverage.That is the point
where the object will start roaming and find the value of RSSI.
There is a command used in Host Controller Interface (HCL)
layer of the Bluetooth protocol stack get link quality [2].This
command enables us to measure the quality of RSSI on the
basis of which the roaming occurs.

4. Mathematic Modelling

Consider an object which wants to move in 𝑥- and 𝑦-
coordinating system using Bluetooth technology for commu-
nication. The position of the object with reference to x, y is
𝐴(𝑥, 𝑦) as shown in Figure 3.

Let 𝑟 be the distance object from its signal source.
Thus, after resolving 𝑟 into the rectangular components, the
horizontal and vertical component becomes

𝑥 = 𝑟 cos 𝜃, (1)

𝑦 = 𝑟 sin 𝜃. (2)

Now, if we square and add (1) and (2), we get the following
formula:

∴ 𝑟 = √(𝑥2 + 𝑦2). (3)

The position of the object with respect to 𝑥- and 𝑦-
coordinating system is as follows:

tan 𝜃 =
𝑦

𝑥
󳨀→ 𝜃 = tan−1

𝑦

𝑥
. (4)

Velocity can be defined as

velocity = displacement
time

. (5)

Thus, (2), (3), and (4) for𝑋-Axis become (with respect to
time)

V
𝑥
= ̇𝑥 =
𝑑 (𝑟 cos 𝜃)
𝑑𝑡
,

or, V
𝑥
= ̇𝑥 = −𝑟 sin 𝜃.

(6)

Similarly, for 𝑌-Axis,

V
𝑦
= ̇𝑦 = 𝑟 cos 𝜃. (7)

Differentiating (4) with respect to time,

𝜃 =
̇𝑥 ̇𝑦 − 𝑦 ̇𝑥

𝑥2 + 𝑦2
,

angular velocity =
angular position

time
.

(8)
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Figure 1: Bluetooth protocol stack model [4].
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Figure 2: Data transfer from master to roaming slave.

Equations (3) and (7) give us trajectory of the object in a
piconet:

∴ 𝑟 = √(𝑥2 + 𝑦2),

𝑤 = 𝜃 ̇=
𝑥 ̇𝑦 − 𝑦 ̇𝑥

𝑥2 + 𝑦2
.

(9)

5. Connecting Bluetooth Devices

A connection between two devices occurs in the follow-
ing way: if any of the devices has no information about
another/remote device, the inquiry, listing, and page proce-
dure have to be carried out.

𝑟

𝑟𝑥

𝑟𝑦

𝜃

𝐴(𝑥, 𝑦)

y-
ax

is

x-axis

Figure 3: Graphical representation of object in x-y- coordinating
system.

5.1. Inquiry Procedure. The inquiry procedure enables a
device to discover devices in range and determine the
addresses and clocks for the those devices. This procedure
occurs in the following steps.

(1) Inquiry procedure involves a source device sending
out inquiry packets and then receiving the inquiry
reply. When a source device wishes to discover new
devices, it enters the inquiry state, where it broadcasts
inquiry packets (ID packets), containing the IAC, to
all devices in range. It will send these using the inquiry
hopping sequence.The device in the inquiry state can
also receive inquiry replies (FHS packets); however, it
will not acknowledge these packets.
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(2) The destination device that receives the inquiry pack-
ets will have to be in the inquiry scan state to receive
the inquiry packets.

(3) The destination device will then enter the inquiry
response state and send an inquiry reply (own address
and clock) to source device.

(4) After receiving inquiry reply, source device will create
a record.

(5) Master will show a list of devices to a user. Table 1
shows an example of this list.
Suppose device 1 is a roaming 2 of slave 1 and device
2 is a roaming 1 of slave 2. Then master will focus on
those devices which are needed for the connection,
havingminimumpath frommaster to that device and
all the devices.

(6) Master will send a list of devices, as in Step (5), to all
the devices which are in the list after or during page
procedure.

5.2. Listing Procedure. The listing procedure is carried out in
followings steps as

(1) master will put its address and a few bits as a record
in its database;

(2) during the inquiry procedure, slave will enter the
inquiry response state and send an inquiry reply (its
own address) to its master. After receiving address
of each slave, master will add a new record to its
database;

(3) now, slave 1 will create a record like in Step (1). During
inquiry procedure of slave, roaming slave will enter
the inquiry response state and send an inquiry reply
(its own address) to slave. After receiving address of
each roaming slave, slave will add a new record to its
database as described in Step (2).

(4) all slaves will send their own record to the master as
shown in Figure 4;

(5) master adds records to its own database.

5.3. Paging Procedure. With the paging procedure, actual
connection can be established. The page procedure follows
the inquiry procedure and listing procedure. Only the Blue-
tooth device address is required to set up a connection.
Knowledge about the clock (clock estimate) will accelerate
the set-up procedure. A unit that establishes a connectionwill
carry out a page procedure and will automatically be amaster
of the connection. The procedure occurs as follows.

(1) A source device pages the destination device. Source
device searches for another destination devices. The
source device sends out a page packet (ID packet),
using the page hopping sequence, to notify other
devices that it wants to obtain destination device
and/or their services.

(2) The destination device receives the page. A desti-
nation device listens for page trains containing its

Table 1: User devices.

From User’s list (selected these) Background (in mobile)
Device 1 Device 1 addr + extra bits
Device 1 Device 2 addr + extra bits

own device access code (DAC). When a destination
device wishes to receive page packets, it enters the
page scan mode. The scanning will follow the page
hopping sequence. If a destination device receives a
page packet, it will enter in slave response state.

(3) The destination device sends a reply to the source.
Once a destination device has received its own DAC
from the source (in the ID packet), it will enter
this state. It will send a response message (its DAC
again) to the source using the page response hopping
sequence.

(4) The source device sends FHS packet to the destination
device.When the source device has received a reply to
its original page message, it will enter this state. It will
then send FHS packet to the destination device using
the page hopping sequence.

(5) The destination device sends its second reply to
the source device. Once the destination device has
received the FHS packet from the source, (Page Mas-
ter Response State: Steps (3) and (4), the destination
device will send a reply to the source (an ID packet
containing the destination DAC).

(6) The destination device and source device then switch
to the source channel parameters. When the source
device has received the second reply (Page Slave
Response State: Steps (3) and (5)), it knows that the
destination device has received the FHS packet (Page
Master Response State: Steps (3) and (4)). The source
device is now themaster of the destination device (the
slave) and the destination device will switch to the
source device’s channel parameters. The destination
device is now the slave of the source device (the
master).

The connection state starts with a poll packet sent by the
master to verify that slave has switched to the master’s timing
and channel frequency hopping. The slave can respond with
any type of packet. The master will send the page packets to
slave. Using extra bits, slave detects the roaming slave and
sends the page packets which it has got from master. When
roaming slave wants to send any information to master, it
will send this to slave. Then slave will forward the package
to master.

6. Data Transfer: Packets

Each packet consists of 3 entities, the access code (68/72 bits),
the header (54 bits), and the payload (0–2745 bits) as shown
in Figure 5.

(1) Access code: access code is used for time synchro-
nization, offset compensation, paging, and inquiry.
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Figure 6: Access code format.

There are three different types of access code: Channel
Access Code (CAC), Device Access Code (DAC), and
Inquiry Access Code (IAC). The channel access code
identifies a unique piconet, while the DAC is used
for paging and its responses. IAC is used for inquiry
purpose [6] as shown in Figure 6.

(2) Header: the header contains information for packet
acknowledgement, packet numbering for out-of-
order packet reordering, flow control, slave address,
and error check for header [4] as shown in Figure 7.

(3) Payload: the packet payload can contain either voice
field or data field or both. It has a data field; the
payload will also contain a payload header [3].

7. Connecting Slave Which Goes
out of the Piconet

To maintain security and connectivity in Bluetooth, another
procedure will be added after paging procedure. Following
paging procedure, connection will be created. Now the
first package that will be sending before any data transfer
will contain the list of devices going to get the same file.

Reconnection is required only if a roaming slave 1, as shown
in Figure 8, went out of piconet, and if it acts as a roaming
slave in some other piconet.

If roaming slave 1 went out of the reach of its master
(slave 1), then it will go for inquiry procedure. After inquiry
procedure, it will get a list of devices with which it can create
a connection. Now it will compare this list with the list it
has gotten after this procedure and then find the common
devices, that is, sensor in the list. If roaming slave 1 will get
any device, then it will send a request to that device and
go for paging procedure. Then, roaming slave 1 will update
database and send a message to other devices to update their
own records for the changes that have taken place in the
scatternet. Otherwise it will show a warning message and
disconnect itself from the scatternet.There might be multiple
Bluetooth devices offering the same service, and most often
the best one is the one from which we receive the strongest
signal (because we will get a lower Bit Error Ratio and we
will decrease the frequency of handovers). So, it will now find
the device close to it. The flow chart of connection of slave is
shown in Figure 9.

8. Handover Old Access Point to
New Access Point

A Bluetooth device is connected with another Bluetooth
device and suddenlymoves out of range. After some time, the
Bluetooth stack in the device declares the link to be dead and
closes the LMP connection. At this point, the L2CAP used
by the network traffic receives an event (LP DisconnectInd)
and closes the connection down. The higher layer is kept in
suspended mode until the roaming procedure is completed.
This procedure is explained in [7].

At this point, the Bluetooth device performs an inquiry. If
the inquiry does not find any access point, the node continues
with inquiry, up to the point where it times out and closes
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Figure 8: Data transfer in devices.

down the higher layer (either PPP or BNEP). If the Bluetooth
device finds another Bluetooth devices, then if the “Service
Name” of this Access Point is the same as the one of the
previous access point, the device connects to it. If the “Service
Name” is different and if the device has discovered other
access points in the inquiry process, the device should try to
connect to those access points. If the device cannot find an
access point with the same “Service Name,” it can either try
to connect to one of the other access points, continue doing
inquiry, or return a failure message to the user.

While the node is performing its handover, the old access
point will still continue to receive and buffer packets for the
roaming node, but cannot deliver them. When the node is
associated with the new access point, the new access point
starts to receive packets for that node at this point, but does
not grab earlier packets. In other words, all the packets sent
from the infrastructure while the node was performing the
handover are not received by the node. Those packets will
need to be resent from the source, which will consume time.
On the other hand, the old access point has stored most of
those packets, and they will just wait in its buffer. When
the old access point receives the deregistration message from
the new access point, it can simply resend all the packets in
its buffer associated with this node. The new access point
will pick them up and deliver them to the node. The access
point will collect the BR address from the slave and go for an
inquiry procedure to find the old access point of this slave.
Using extra bits, it will be easier to find the location of old
access point.
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Figure 9: The flow chart of connection of slave.

9. Data Sharing in Slaves

Data sharing is one of the most important methods to
increase the speed during data transfer and reduce the load
of master. In this case, two or more slaves will share the data
between them, so that source will not have to send the data
individually to all the slaves. The flow chart of data sharing
method in slaves is shown in Figure 10.

10. Conclusion

It is a widely held belief that a lack of the ability to create a
“proper” Bluetooth pan-piconet network is one major draw-
back of the present incarnation of the Bluetooth specification.
However, it must be noted that Bluetooth was originally
designed as a low-cost/low-power system. The designing
of a roaming protocol is to ensure the Bluetooth enabled
roaming devices can freely move inside the network coverage
without losing its connection or break of service in case of
changing the base stations.The discovery process to establish
connection in Bluetooth network is time-consuming process.
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Figure 10: Flow chart of data sharing in slaves.

Using this roaming protocol, we also can reduce the time.
Since Bluetooth is a short-range wireless communication
protocol, we shall design protocol for a long-range wireless
communication.
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Wireless telemetry systems for remote monitoring and control of industrial processes are now becoming a relevant topic in the
field of networked control. Wireless closed-loop control systems have stricter delay and link reliability requirements compared
to conventional sensor networks for open-loop monitoring and call for the development of advanced network architectures. By
following the guidelines introduced by recent standardization, this paper focuses on the most recent technological advances to
enable wireless networked control for tight closed-loop applications with cycle times below 100ms. The cooperative network
paradigm is indicated as the key technology to enable cable replacing even in critical control applications. A cooperative
communication system enables wireless devices placed at geographically separated locations to act as a virtual ensemble of antennas
that creates a virtual multiple-antenna-distributed system. A proprietary link-layer protocol/based on the IEEE 802.15.4 physical
layer has been developed and tested in an indoor environment characterized by non-line-of-sight (NLOS) propagation and dense
obstacles.Themeasurements obtained from the testbed evaluate experimentally the benefits (and the limitations) of cable replacing
in critical process control.

1. Introduction

The increasing demand of oil and gas supplies frequently
requires the design of very large production and process-
ing plants over remote locations with harsh environmental
conditions and challenging logistics. The adoption of cabling
to fully interconnect machines and monitor/control large
number of processes is becoming unfeasible due to the high
fluctuations of installed industrial wiring costs [1].

In networked control systems, the controller and the plant
are connected via a digital communication channel of limited
bandwidth [2]. A cable-based networked control architecture
is considered in Figure 1: the sensors monitor any plant
activity and periodically forward the digital measurements
(𝑦
𝑘
) to a remote controller. Based on these observations, the

remote controller computes a sequence of control messages
(𝑢
𝑘
) according to a given policy and sends them to the

actuators over the feedback channel. Upon retrieval of the
controller messages, the actuators apply appropriate control
signals to adjust the plant state. For several process con-
trol applications like semiconductor manufacturing, tooling

machines, production of nanomaterials, and so forth, the
determinism of data transfer is a key issue, and the cycle
time (i.e., round trip time) is a critical parameter to guarantee
process stability [2].

The adoption of wireless technology in critical industrial
applications is still rather limited: it is generally acknowl-
edged that to allow a wider adoption of wireless net-
works in an industrial context, some substantial technology
innovation is required either based on new physical layer
solutions or on different approaches at the upper protocol
layers [3]. Industrial networks typically require low-jitter-
sampling period for monitoring, high integrity data delivery
of critical messages, automatic reconfiguration, and usage of
redundancy in case of communication failures.Themost rep-
resentative application cases where the wireless technology
is adopted can be found in [4–6]. The available commercial
wireless systems for industrial control and monitoring pre-
dominantly use the ISM bands at 2.4GHz and prevent the
adoption of wireless in emergency actions and tight process
control loops. Today, commercial battery-operated systems
are based on the IEEE 802.15.4 standard and enable data to
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Figure 1: Cable-based versus wireless closed-loop control systems.

be transmitted at a typical rate of 250 kbit/s (and scaling up to
2Mbit/s by disabling direct-sequence spread spectrum func-
tions), with up to a maximum of 10 dBm output RF power
to meet the RF regulations for hazardous environments. The
IEEE 802.15.4 physical layer also constitutes the basis for
the wireless HART [7] and ISA100.11a [8] industry standard
protocols.

This paper focuses on the most promising technologies
to support the next generation wireless control systems
designed for tight closed-loop applications.Thewireless com-
munication system used to transmit observations and control
messages must guarantee a minimum quality of service in
order for the system to be controllable. Some recent works in
this domain have highlighted the relation between the unre-
liability of the transmission channel and the controllability
of the system stability, showing that a strict relation exists
between the transmission channel characteristics and the
unstable poles of the open-loop system [9–11]. In these works,
the impact of the noisy transmission channel is mostly con-
sidered for the feedback loop with the assumption of simple
additive white Gaussian (AWGN) channel model. Without
looking at more realistic scenarios where fading is the main
impairment of the communication, those approaches are,
thus, very prone to failure in realistic contexts.

In this paper, we evaluate experimentally the impact of
fading channels on the controllability of the closed-loop
wireless system. In particular, it is envisaged here that the
incorporation of the cooperative network paradigm [12] into
futurewireless system standardizationwill allow cable replac-
ing in tight closed-loop control applications with cycle time
below 100ms [2]. Cooperative communication systems emu-
late the transmission and the reception of data on a (virtual)
antenna array, thus, creating a virtual anddistributedmultiple
antenna array network [13]. To highlight the potential of such
systems, a proprietary link-layer protocol tailored for closed-
loop process control applications has been developed on top
of an existing IEEE 802.15.4 compliant PHY/MAC layer radio
stack. Real-time process control has been tested in an indoor
environment with non-line-of-sight (NLOS) propagation
and dense obstacles. Results from the testbed measurements
confirm that cooperative communication is a promising
enabling technology for the next generation critical wireless

control systems as it provides clear performance advantages
compared to classical network architectures in terms of link
reliability and closed-loop stability performance. Analysis of
experimental data reveals that the configuration andplanning
of the wireless control system should account for the stability
properties of the plant process. This imposes a substantial
redefinition of conventional wireless network deployment
and design methods.

2. Wireless Closed-Loop Control Networking

In what follows, we consider a control network with clock-
driven sensing.The focus of the analysis is thus on a scenario
where the wireless network is constrained to periodically
monitor and control the process state being subject to unpre-
dictable disturbance.The output sensor in active state is peri-
odically sampling a continuous signal y(𝑡) ∈ R𝑚 with period
𝑇
𝑠
(reporting rate) to obtain the time vector series 𝑦

𝑘
= y(𝑡
𝑘
),

𝑡
𝑘

= 𝑘𝑇
𝑠
. Discrete signals 𝑦

𝑘
∈ R𝑚 provide an observation of

the plant state vector 𝑥
𝑘

∈ R𝑞. The plant model for process
observations is described in discrete-time state-space form:

𝑦
𝑘

= C × 𝑥
𝑘

+ 𝑛
𝑘
,

𝑥
𝑘

= A × 𝑥
𝑘−1

+ B × 𝑢
𝑘

+ D × 𝑒
𝑘

+ 𝑤
𝑘
,

𝑢
𝑘

= G (𝑥
𝑘−1

, 𝑥
𝑘−2

, . . . | 𝑥
𝑘
) , ∀𝑘.

(1)

At time 𝑡
𝑘
, the plant vector state 𝑥

𝑘
is a function of the

previous states 𝑥
𝑘−1

, the feedback control variable 𝑢
𝑘

∈ RV,
and the external random input process 𝑒

𝑘
∈ RV acting as an

external nonstationary disturbance. The feedback control 𝑢
𝑘

is generated by the controller on every new received process
observation. Control message follows a generic control
law function G(⋅) that depends on all the previous vector
states 𝑥

𝑘−1
, 𝑥
𝑘−2

, . . . estimated from the corresponding noisy
observations 𝑦

𝑘−1
, 𝑦
𝑘−2

, . . .. The purpose of the controller
is to stabilize the system by balancing the external input
disturbance and minimizing the deviation of plant states 𝑥

𝑘

from the desired stable set points indicated here by 𝑥
𝑘
. Given

that the focus is on wireless control performance assessment,
it is assumed that any observation 𝑦

𝑘
reliably transmitted

over the wireless link provides a full state measurement
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of 𝑥
𝑘
and is affected by a scaling factor modeled as a

full-rank matrix C. The instrument AWG noise 𝑛
𝑘

∈ R𝑚

with 𝑛
𝑘

∼ N(0, 𝜎
2

𝑛
I) includes quantization and other

unwanted effects. The noise term 𝑤
𝑘

∈ R𝑞 accounts for the
state disturbance and is modeled as independent AWG noise
with 𝑤

𝑘
∼ N(𝜇

𝑤
, 𝜎
2

𝑤
I) so that x

0
= 𝜇
𝑤
.

The round-trip latency 𝑇RT is a critical parameter for
process control, and it is defined as the time between the
sampling (and transmission) of the observation 𝑦

𝑘
and the

successful decoding of the feedback control message 𝑢
𝑘+1

by
the remote actuator. A networked control system that satisfies
the stabilizable properties needs two additional conditions
to guarantee closed-loop stability: (i) the observation 𝑦

𝑘
and

the feedback control 𝑢
𝑘
must be successfully decoded by the

respective parties; (ii) the tolerable round-trip latency is such
that 𝑇RT ≤ 𝑇

𝑠
.

In this paper, the main focus is on cable replacing for
control systems requiring 𝑇RT < 100ms. This is a reasonable
choice to address most industrial control applications [2].
The case for highly critical control (e.g., motion control) that
requires cycle times𝑇RT < 10ms is not considered here as still
too challenging for implementation over current low-power
wireless technology.

2.1. System Model. The development of robust network
designs requires accurate modeling of radio propagation to
account for the random fluctuations of the received signals
due to fading impairments [14]. To simplify the reasoning, we
assume the output sensor and the actuator to be colocated and
referred to as input/output sensor (I/O sensor). Extension to
a more general model is straightforward. Both the controller
and the I/O sensor are deployed at fixed locations over the
plant and equippedwith a radio device characterized by a sin-
gle omnidirectional antenna transceiver and a limited battery
energy supply mainly used for the transmission, reception,
and processing of data. Transmission of measurements 𝑠

𝑘

(over uplink) and feedback control 𝑢
𝑘
(over downlink) is

subject to half-duplex constraint so that it occurs in different
time slots and satisfies the round trip delay constraint 𝑇RT.
Let 𝑑I,C be the distance between the I/O sensor I and the
controller C; the probability of successful closed-loop control
𝑃
𝑐
is modeled by outage probability

𝑃
𝑐

= Pr [min {𝛾I,C, 𝛾C,I} ≥ 𝛽] , (2)

where 𝛾I,C is the Received Signal Strength (RSS) measured
by the controller C over the uplink, while 𝛾C,I is the RSS
observed by the actuator I over downlink. 𝛽 models the
sensitivity of the receiver and depends critically on hardware
implementation and on modulation of signals. The RSS 𝛾

𝑎,𝑏

for a wireless link (𝑎, 𝑏) depends on deterministic compo-
nents (transmitter/receiver distance, height fromground, and
obstruction size/position) and on random components due
to multipath-fading impairments [15]. An effective statistical
description of fading channel terms can be obtained by
Weibull distribution [16].

Assuming statistical independence between uplink and
downlink RSS fluctuations, successful control probability 𝑃

𝑐

can be rewritten as the product of the success probabilities
over uplink and downlink

𝑃
𝑐

= Pr [𝛾I,C ≥ 𝛽]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Uplink: Sensor→Controller

× Pr [𝛾C,I ≥ 𝛽]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Downlink: Controller→Actuator

.

(3)

This assumption is also confirmed by measurements over the
2.4GHz spectrum (see Section 5).

2.2. Closed-Loop Control Performance Metrics. The probabil-
ity of successful control 𝑃

𝑐
(or equivalently the packet loss

rate) is a good indicator of networked control quality as sta-
bility is primarily ruled by packet loss rate [17]. Given that it is
important to develop an understanding of howmuch loss the
control system can tolerate before observing instability [18],
an additional measure to characterize the stability properties
of the process is the stability interval 𝑇stability. The stability
interval measures how infrequent feedback information is
needed to guarantee that the system remains stable, even
if subject to packet drops [19]. A large packet loss rate (or
small enough𝑃

𝑐
) causes frequent interruptions of closed-loop

control while if the duration of those interruptions exceeds
𝑇stability, that is, as observed during deep fades, then the
process states might experience large deviations from the
desired stable set points or become unstable for even longer
communication interruptions.

A convenient metric used to evaluate process stability is

𝑃stability = Pr [
󵄩󵄩󵄩󵄩𝑥𝑘 − 𝑥

𝑘

󵄩󵄩󵄩󵄩 ≤ 𝛿] (4)

that measures the probability that the deviation of process
states 𝑥

𝑘
from the stable set-points 𝑥

𝑘
, that is, caused by

random packet losses, lies below an accuracy parameter
𝛿 > 0. This factor 𝛿 indicates a critical condition for HW
instrumentation that might cause costly losses for the plant
operator. Stability probability 𝑃stability is computed over 𝐾

consecutive loops where the process can be reasonably
assumed as ergodic.

3. Cooperative Communication for
Critical Networked Control

The emerging area of cooperative communications suggests
that it is worthwhile to explore the potential of advanced
network architectures where the classic constraints valid
for wired communications are relaxed [12]. The cooperative
link abstraction consists of separate radios encoding and
transmitting messages in coordination. Both information-
theoretic (see, e.g., [20, 21]) and experimental analyses [22,
23] showed that under specific conditions on the prop-
agation environment, a cooperative system could achieve
similar performance to colocated multiantenna systems. A
cooperative network architecture has the potential to be less
sensible to isolated wireless link failures, compared to non-
cooperative architectures, as it creates a virtual distributed
antenna network consisting of multiple paths where the same
information is spread to maximize path redundancy (spatial
or cooperative diversity).
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Figure 2:Data propagation (uplink) over the primary route bymultihop cooperative architecturewith diversity𝑑 = 3 (a). Switched combining
example at node no.4 (b) uses 𝑑 = 3 replicas of observation 𝑦

𝑘
while signal strengths are taken frommeasurements at 2.4GHz. In switch no.1

link (1, 4) is replaced by link (2, 4) while after switch no.2 link (3, 4) is chosen.

3.1. Multihop Cooperative Link Modeling. To introduce the
problem of multihop-cooperative link performance model-
ing, let the wireless control network in Figure 2 be repre-
sented by a set of randomly distributed nodeswithin a specific
area. A sequence of messages is continuously transmitted by
a source node 𝑆 to a destination node𝐷 over an optimal “con-
nection oriented” unicast route path R (primary route) that
involves 𝑀 intermediate nodes relaying data to destination
𝐷. Ordering of nodes is labelled as R = {𝑆, 1, 2, . . . , 𝑀, 𝐷}

where the source node 𝑆 and the destination node 𝐷 take the
role of I/O sensor and centralized controller for uplink, while
their roles are reversed over downlink.

The propagation of themessages is based on time division
access and it is illustrated in Figure 2(a). The multihop-
cooperative architecture improves the reliability of multihop
message passing along the primary route by implementing a
chain of consecutive cooperative transmissions [13]. At time

slot 𝑡 = 1 (for convenience the time slots are numbered as
for the nodes), the process observation is originated from I/O
sensor source 𝑆 and relayed at time 𝑡 = 2 from node 2 and so
on. Similarly, after the destination is reached, the same mes-
sage propagation is initiated now by the centralized controller
acting as the source node for backward propagation of the
feedback control message. In general, for each transmitting
node 𝑘 ∈ R \ {𝐷}, there are up to 𝑑 subsequent nodes in the
route that are overhearing. Therefore, the 𝑘th receiver has up
to 𝑑 copies of the same message during 𝑑 subsequent time
slots that experience statistically independent fluctuations
of the received signal strength and can be incrementally
combined to exploit the cooperative diversity order of 𝑑. The
cooperative set of nodes T

𝑘,𝑑
that are transmitting towards

the terminal 𝑘 as part of the cooperative link (T
𝑘,𝑑

, 𝑘) are
defined asT

𝑘,𝑑
= T𝑈
𝑘,𝑑

withT𝑈
𝑘,𝑑

= {𝑘−𝑑, . . . , 𝑘 − 1} ⊂ R for
uplink and asT

𝑘,𝑑
= T𝐷
𝑘,𝑑

withT𝐷
𝑘,𝑑

= {𝑘+𝑑, . . . , 𝑘 + 1} ⊂ R
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for downlink. For practical system design, a useful bound to
the probability of successful control is

𝑃
𝑐

= 𝑃
𝑐
(𝑑) ≈ ∏

𝑘∈R\{𝑆≡𝐼}

Pr [𝛾T𝑈
𝑘,𝑑
,𝑘

≥ 𝛽]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Uplink:Pr[𝛾I,C≥𝛽]

× ∏

𝑘∈R\{𝑆≡C}
Pr [𝛾T𝐷

𝑘,𝑑
,𝑘

≥ 𝛽]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

Downlink:Pr[𝛾C,I≥𝛽]

,

(5)

being the product of successful probabilities over all the coop-
erative links (T𝑈

𝑘,𝑑
, 𝑘), (T𝐷

𝑘,𝑑
, 𝑘) with 𝑘 ∈ R \ {𝑆} defined for

uplink and downlink, respectively. The approximation holds
for large enough Signal-to-Noise Ratio (SNR) [21]. Unlike
conventional multihop message passing, each 𝑘th receiver
combines the RSSs measured over the 𝑑 links involved in
collaborative transmission. The term 𝛾T

𝑘,𝑑
,𝑘

measures the
quality of the virtual cooperative link (T

𝑘,𝑑
, 𝑘) and depends

on the selected combining scheme as illustrated in the
following section.

3.2. Selection and Switched Combining. The selection com-
bining technique can be employed to exploit the redundancy
made available by the cooperative network architecture. The
selection combining scheme allows each receiver to decode
only the message copy originated from the link that experi-
enced the highest instantaneous RSS. From (5) the 𝑑 combin-
ing weights 𝑤

ℎ
with ℎ ∈ T

𝑘,𝑑
over the 𝑑 links are such that

𝛾T
𝑘,𝑑
,𝑘

= ∑

ℎ∈T
𝑘,𝑑

𝑤
ℎ
𝛾
ℎ,𝑘

= max
ℎ∈T
𝑘,𝑑

𝛾
ℎ,𝑘

, (6)

where 𝑤
ℎ

= 1 if and only if ℎ = argmax
ℎ∈T
𝑘,𝑑

𝛾
ℎ,𝑘

and zero
otherwise. The probability of successful control (5) can be
bounded as

𝑃
𝑐

= 𝑃
𝑐
(𝑑)

> ∏

𝑘∈R\{𝑆}

Pr[max
ℎ∈T𝑈
𝑘,𝑑

𝛾
ℎ,𝑘

≥ 𝛽] × Pr[max
ℎ∈T𝐷
𝑘,𝑑

𝛾
ℎ,𝑘

≥ 𝛽] ,

(7)

where Pr[max
ℎ∈T
𝑘,𝑑

𝛾
ℎ,𝑘

≥ 𝛽] = 1 − ∏
ℎ∈T
𝑘,𝑑

Pr[𝛾
ℎ,𝑘

< 𝛽].
An alternative option to selection combining is the

switched combining scheme that allows the device to switch
to the best link only if the previously chosen connection (e.g.,
with node ℎ) undergoes a deep fade such that 𝛾

ℎ,𝑘
< 𝛽.

The implementation of the switched combining scheme is
illustrated in the example of Figure 2 (at (b)) for cooperative
diversity order 𝑑 = 3. Although selection combining outper-
forms switched combining in terms of average performance
(same outage probability performance is observed at high
SNR), switched combining requires only a single RF chain
to serve all the cooperative links and is practical enough for
implementation over low-power devices.

4. Virtual Multiple Antenna MAC
Protocol Design

Most existing works on cooperative communication focus
on various aspects at physical layer while the advantages of
the proposed schemes are often demonstrated by using an
information theoretic approach. Many results are therefore
based on asymptotically large data frame length assumption
and usually ignore the upper layer overhead required to
set up, synchronize, and coordinate a cooperative system
[24]. MAC protocol design for cooperative communications
has recently been a hot research topic [25]. Cooperative
MAC protocols can be classified into proactive and reactive
schemes [24]: proactive schemes always provide one (or
more) prearranged and optimal partner(s) serving as relay
node for the source node [26]; reactive schemes prescribe that
cooperative transmission is initiated only when a negative
acknowledgement (NACK) message is received (see, e.g.,
[27]). Extensive work has been reported in the literature relat-
ing to MAC design based on modifications of the distributed
coordination function (DCF) of IEEE 802.11 standard. Several
protocol designs have been proposed for single and multiple
relay networks employing both fixed relaying assignments
[26–28] and dynamic [27–29] assignments (relay selection).
In these papers, both decode and forward (DF), amplify and
forward (AF) and coded cooperation strategies have been
investigated. Some attempts in the literature have been made
towards the definition ofMAC specifics to enable cooperative
communication over IEEE 802.15.4 networks (see, e.g., [30]),
although the topic is still considered an open issue.

The proposed cooperative MAC protocol depicted in
Figure 3 is defined on top of the IEEE 802.15.4-2011 PHY
layer and it is based on a proactive scheme. The network
architecture consists of three components, detailed as follows.

(i) The Centralized Controller manages a low-power
radio interface for two-way communication with the
remote I/O sensor and acts as a translator over the
wired network. The centralized controller transmits
set-points 𝑥

𝑘
and computes control commands 𝑢

𝑘
to

guarantee the global stability of the plant.

(ii) The virtual controllers are the additional infrastruc-
ture used to emulate the virtual antenna array system.
The virtual controllers take the dual role of coop-
eratively receiving the plant observations from the
I/O sensor and replacing the centralized controller
when its direct link with the actuator experiences any
degradation. The virtual controllers act as leaf nodes
for propagating the decisions made by the central
controller and have no permission to generate new
set points. In case of consecutive packet drops, they
can replace the centralized controller to secure local
stability and data loss compensation.

(iii) The I/O sensor is the low-power input/output field
instrument that interacts with the plant behavior gen-
erating process observations 𝑦

𝑘
and applying control

commands 𝑢
𝑘
.
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Figure 3: Virtualmultiple antenna array system architecture:message passing over themultihop cooperative transmission chain (a) for uplink
(left side) and downlink (right side): the tokenmessage passing is also superimposed (dashed arrows). Virtual antenna arrays are shown at (a)
and provide (in this example) a cooperative diversity of 𝑑 = 3. Framing structure for timed-token MAC (b): the example refers to the case of
𝑀 = 2 virtual controllers while token holding times, guard times are illustrated in the table at (b). Channels used for FH are 𝑓

1
= 2.425GHz

and 𝑓
2

= 2.455GHz, respectively.

The message-passing scheme and the framing structure
depicted in Figure 3 refer to a system deploying 𝑀 = 2

virtual controllers with maximum allowed cycle time 𝑇RT.
An analogous framing structure can be defined for an
arbitrary number 𝑀 of virtual controllers. A time division
duplex system is employed to separate uplink and downlink.
Transmissions are organized into consecutive superframes

consisting of 2(𝑀 + 1) time-slots of length 𝑇 separated by
guard times of length Δ𝑇 to compensate for residual clock
misalignments. Each superframe contains one closed-loop
session (or cycle time) of 𝑇RT sec. A closed-loop session
starts with the transmission of the available measurement
𝑦
𝑘
and stops when the feedback control 𝑢

𝑘
is received and

applied to the plant. The transmission of the noisy process
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sample 𝑦
𝑘
is delayed by the I/O sensor until the assigned

time slot is obtained.Themeasurement is then propagated by
the 𝑀 virtual controllers towards the centralized controller
according to the multihop cooperative network architecture
described in Section 3. When the measurement is received
by the centralized controller, the new sample is used as input
to generate the new control message 𝑢

𝑘
. Similarly, as for the

process samples, the control message is then propagated over
the downlink using the assigned time slot.

The proposed cooperative network protocol is based on
a frequency-hopped, timed-token message passing scheme
(see Section 4.1). Devices implement an ad hoc coopera-
tive link control policy to handle the switched combining
of the signal replicas and network synchronization (see
Section 4.2). Data loss compensation is applied to address the
residual impairments observed over the cooperative wireless
channel (see Section 4.3).

4.1. Medium Access Control Sublayer. The medium access
control sublayer implements a channel frequency hopping
(FH) over consecutive superframes. FH is commonly adopted
in industrial networks as it allows the system to be less
susceptible to interference, providing some additional pro-
tection against eavesdroppers. Within each superframe, the
medium access control uses a timed-token message passing
protocol on top of the multihop cooperative network archi-
tecture described in Section 3. The timed-token protocol has
been also proposed to enforce real-time on wired/wireless
Profibus and industrial Ethernet networks, overriding the
native collision-based multiple access [31]. A token message
is multiplexed with information data to form a frame (token
frame) and visits all the devices on every closed-loop session
to synchronize the cooperative transmissions. The token
holding time is bounded to the duration 𝑇 of one time slot
to satisfy the round trip delay requirement 𝑇RT.

During MAC configuration, the network is organized
into a logical primary ring connecting the I/O sensor to the
centralized controller and vice versa. The primary ring is
a two-way routing path connecting the controller with I/O
sensor through the 𝑀 virtual controllers. The configuration
of the primary routing path is optimized as it is based on radio
planning. In complex environments like refinery or power
plants, the use of the 3D model during the design phase is
also crucial to maximize radio-planning accuracy in order to
limit any rework to a percentagewhich is in linewith a regular
installation of a wired system [15].

The amount of cooperative diversity 𝑑 is decided based on
the behavior of the process in open loop (further details are
given in Section 6): the selected cooperative diversity limits
the number virtualMIMO links that can be combined.When
the cooperative diversity order is chosen, the centralized
controller assigns to devices one time slot (TX time slot)
for transmission and up to 𝑑 time slots (RX time slots) for
receiving redundancy over the virtual multiple-antenna links
(in uplink and downlink).

4.2. Cooperative Link Control and Synchronization. The co-
operative architecture imposes a redefinition of conventional
logical link control designs. An additional level of abstraction

compared to multihop networks should be defined to effi-
ciently manage and control the “cooperative link” as the set
of physical links involved in collaborative transmission. The
proposed cooperative link control implements a switched
combining scheme configured to estimate the RSS during
the assigned RX time slots and switch to the best link if the
measured RSS goes below the threshold 𝛽. The purpose of
switched combining is to enforce the real-time constraint by
avoiding the use of error control methods based on explicit
acknowledgements [4].

The periodic token-passing procedure plays also a crucial
role to guarantee device synchronization [32]. When a device
overhears a new token message, it computes the misalign-
ment between the expected and the actual time of arrival of
the token packet. This information is then used to predict
the next time-to-token visit time 𝑇token-visit (and thus the
beginning of the assigned time slot). Every new timing update
for𝑇token-visit must account for the particular path over which
the token frame is received: given that the token frame is
received by device 𝑘 and transmitted by device ℎ ∈ T

𝑘,𝑑
, the

next time to token visit is computed as

𝑇token-visit = Δ𝑇 + (ℎ − 𝑘 − 1) × (𝑇 + Δ𝑇) + 𝜏
𝑘,ℎ

, (8)

where 𝜏
𝑘,ℎ

is the randommisalignment (in number ofOQPSK
symbols, with duration 16 𝜇s) measured by node 𝑘 between
the expected and the actual time of arrival of the token frame
from node ℎ.

4.3. Data Loss Compensation. Any residual data loss over the
cooperative linksmight result inmissing plantmeasurements
at the centralized controller. The virtual controllers and
the centralized controller are thus designed to predict the
missing sample 𝑦

𝑘
based on the 𝑝 previous samples y

𝑘−1
=

[𝑦
𝑘−1

, . . . , 𝑦
𝑘−𝑝−1

]
𝑇 according to the linear predictor

𝑦
𝑘|𝑘−1

= a𝑇
𝑝

y
𝑘−1

. (9)

For a stationary process, the minimum mean square error
(MMSE) predictor is obtained by letting

a
𝑝

= C−1
𝑝

r, (10)

where C
𝑝

= 𝐸[y
𝑘
y𝐻
𝑘

] and r = 𝐸[𝑦
𝑘
y𝐻
𝑘−1

] are the covariance
and cross-correlation of the stationary process observations,
respectively.

Gradient-based linear prediction is a common choice in
predictive model-based control [2] as model parameters for
linear regression are estimated from data samples y

𝑘
without

a priori information about the statistical behavior of the
process. Prediction is obtained by

a
𝑝

= N
𝑝

× z, (11)

where N
𝑝

= P × (P𝑇P)
−1, P = [t

𝑘
, 1], t
𝑘

= [(𝑝 − 1)𝑇
𝑠
, (𝑝 −

2)𝑇
𝑠
, . . . , 0]

𝑇, and z = [𝑝𝑇
𝑠
, 1]
𝑇.
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5. Wireless Critical Process Control System
Implementation: Case Study

In the proposed experimental setup, the virtual multiple
antenna protocol specifics are implemented over battery-
powered motes based on the low-power CC2420 single-chip
2.4GHz IEEE 802.15.4 compliant [33] with radio transmit
power set to 𝑃

𝑇
= 1mW.The IEEE 802.15.4 PHY layer allows

the use of 16 channels for FH where each channel occupies
an effective bandwidth of 2MHz with center frequency
separation of 5MHz.

The RSS Indicator (RSSI) is used to assess the link quality
for switched combining with 𝛽 = −87 dBm [16]. The RSSI
provides an estimate of the signal power by energy detection
over 8 consecutive offset quadrature phase shift keying (O-
QPSK) symbols, corresponding to a duration of 128 𝜇s.
The RSSI is quantized using 8 bit/sample and stored in the
CC2420 RSSI VAL register.

As depicted in Figure 3, the duration of one closed-loop
session equals the superframe length of 𝑇RT = 50ms; a guard
time of Δ𝑇 = 3ms among consecutive superframes is
adopted. The frequency hopping is performed over consec-
utive closed-loop sessions: the hopping pattern periodically
switches among the IEEE 802.15.4 channels with center
frequencies 2.425GHz and 2.455GHz, corresponding to the
channel numbers 15 and 21, respectively. Frequency-hopping
requires on/off radio switching and introduces a latency of

∼2ms. The selected channels are marginally influenced by
cross-tier interference that originated fromWiFi or Bluetooth
modules [34].

The superframe is divided into slots of fixed length of
𝑇 = 5ms. The IEEE 802.15.4 slotted CSMA-CA access
implemented by the devices is modified so that the back-
off function is disabled. An energy scan to detect cross-
tier interference (by clear channel access CCA) is performed
at the beginning of the assigned slot; in case the channel
is sensed as free, the transmission of the token frame is
performed with the acknowledgement option disabled. The
token frame structure is based on the IEEE 802.15.4 beacon
frame type and contains the control message 𝑢

𝑘
(for down-

link) or the actual/predicted process sample 𝑦
𝑘
(for uplink).

Additional information is embedded in each frame to identify
(i) the closed-loop session; (ii) the current set-point 𝑥

𝑘
; (iii)

the device type and position within the primary ring; (iv)
the channel offset for frequency hopping; (v) the selected
diversity order 𝑑.

5.1. System Implementation. In what follows, the application-
specific system implementation is detailed by looking at each
network component separately (see also Figure 4).

(i) Centralized Controller.The centralized controller is equip-
ped with a low-power 8-bit AVRmicrocontroller implement-
ing a linear state-feedback controller such that 𝑢

𝑘
= K𝑥
𝑘−1

,
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where 𝑥
𝑘

= C−1𝑦
𝑘
∀𝑘 while feedback gain matrix K is

designed to achieve the desired closed-loop pole locations
(see, e.g., [35]). When a new measurement is received either
from the virtual controllers or the I/O sensor, a notifying
indication event is generated by the MAC layer to inform
the controller that a new control message is required. Control
message is then forwarded by the centralized controller over
the assigned time slot. The centralized controller generates
new set points 𝑥

𝑘
and acts as a translator over the wired

network by communicating with a device serving as gateway
node. Even if the chosen proportional control policy is fairly
simple compared to conventional industrial process control
systems [2], it is useful to highlight the potential benefits of
the cooperative architecture.

(ii) Virtual Controller. On every new closed-loop session,
the virtual controller is designed to receive and combine up
to 𝑑 copies of the signal encoding the sensor measurement
over uplink and up to 𝑑 copies of the signal carrying the
control message over downlink. The RSSI is used as a
metric to select the message copy to decode by switched
combining (Section 4.2). In case of missing process obser-
vations, the gradient-based data loss compensation function
(see Section 4.3) is implemented: similarly as for process
observations, the predicted sample 𝑦

𝑘|𝑘−1
is now forwarded

to the centralized controller over the assigned multihop
cooperative links. In case of missing control messages, the
virtual controller replaces the centralized controller to guar-
antee the stability of the set point (received before losing
communication with the centralized controller). It therefore
implements a linear state feedback control policy using the
same feedback gain matrix K of the centralized controller.

(iii) I/O Sensor. The AVR microcontroller is used to emu-
late the transducer and the actuator functions of the field
instrument by generating the simulated process observations
obtained from the discrete-time state-space plant model in
(1). The observations 𝑦

𝑘
= 𝑥
𝑘

+ 𝑛
𝑘
provide a noisy rep-

resentation of the process states. The sampling time of the
process is set to𝑇

𝑠
= 60ms: sampling process is implemented

using a timer obtained by the system clock sourced by an
external oscillator. Each observation is encoded before radio
transmission using a 16 bit/sample. The I/O sensor uses a
buffer of finite length that stores the available sample before
transmission over the assigned time slot: the samples which
do not belong to the current step are discarded. Any new con-
trolmessage received either from the virtual controllers or the
centralized controller during a closed-loop session generates
a notifying indication that activates the actuator functions. A
plant state adjustment is thus simulated according to model
(1): any state adjustment influences the upcoming process
sample without introducing significant delay.

5.2. Experimental Activity. Anexample of a single hop (a) and
of a virtual multiple-antenna-based (b) closed-loop control
is depicted in Figure 5: the purpose is to assess process
stability by visual inspection of plant variables with respect to
accuracy threshold 𝛿. In this example, the noisy observations
𝑦
𝑘
of one process state are visualized over a time window of
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Figure 5: Example of wireless process control by single hop (a) and
cooperative networking (b). Process observations are taken from
simulated plant model (Model A, see Figure 6).

150 s. External input 𝑒
𝑘
(1) randomly switches among two set

points on every 30 sec on average to emulate a nonstationary
disturbance. The stable set-points 𝑥

𝑘
are depicted in solid

red lines and depend on the external input disturbance. In
this example, the use of a single-hop network architecture is
not sufficient to guarantee stability while the virtual double-
antenna option provides a clear advantage.

For the experiments, the considered indoor environment
consisted of two rooms separated by a wall with 10 cm
thickness. Up to 7 people were moving inside each room,
and this causes random fluctuations of the radio signals.
For all devices, the antenna height from ground is 1m; the
harsh radio environment was made of metallic objects (e.g.,
coaxial cabling,monitors/PCs, tubes for air conditioning, etc)
responsible for additional attenuations. This is a worst case
scenario as compared with typical industry standard instal-
lation designs that recommend 2m height from the ground
[36].The centralized controller sends control messages to the
I/O sensor placed in the adjacent room at a distance of 16m
(see topology superimposed on the floor plan in Figure 6).
This specific setting is designed to assess the impact of NLOS
propagation on the performance of closed-loop control.

For the proposed architecture, we considered the deploy-
ment of a single (𝑀 = 1 with diversity 𝑑 = 2) and
a pair (𝑀 = 2 with diversity 𝑑 = 3) of virtual controllers.
The performance of single-hop and multihop architecture
are also evaluated. The single-hop scheme implements a
standard ARQ policy where the retransmissions are subject
to timing constraints and are thus confined within the time
division-framing structure of Figure 4 with 𝑇RT = 50ms.
The multihop scheme requires the installation of a wireless
repeater that implements decode and forward relaying [21].

Closed-loop control stability is evaluated over two
state-space discrete time plantmodels: these are referred to as
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Figure 6: Floor plan map of the environment for experimental activity over 2.4GHz. Network topologies for all settings are also
superimposed.

model A and model B, respectively. Locations of the unstable
open-loop and desired closed-loop poles are 0.85±0.625𝑗 and
0.85± 0.5𝑗, respectively for Model A, while for model B these
are 1.1 ± 0.837𝑗 and 0.95 ± 0.01𝑗. To analyze the impact of
wireless propagation on closed-loop control performance, the

stability interval𝑇stability is evaluated (defined in Section 2.2).
Stability interval defines the tolerable duration of the wireless
link interruption (e.g., for 𝑁 consecutive packet drops)
above which the deviations from stable set-points 𝑥

𝑘
are too

large compared to accuracy 𝛿 in (4). Analysis over the first
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Figure 7: Closed-loop control performance for Model A with stability interval 𝑇stability = 480ms (corresponding to 8 consecutive packet
losses). Each point maps to an open-loop probability 1 − 𝑃

𝑐
and stability 𝑃stability computed over 20minutes of real-time control. Network

topology “setting no.1” is depicted in (a). The case for optimal deployment of the virtual controller is shown in “setting no.2” at (b). Observed
average IAE over 𝐾 = 20000 consecutive control loops is also superimposed for each case.

configuration (model A) shows that up to 𝑁 = 8 consecutive
packet losses, corresponding to 𝑇stability = 480ms, are still
tolerable in practice to stabilize the system dynamics. Instead,
analysis over the more challenging plant model B shows that
any link interruption above𝑇stability = 180ms, corresponding
to 𝑁 = 3 consecutive packet losses, makes the system
dynamics highly unstable.

Performance of closed-loop control is depicted in
Figure 7 for plant model A and in Figure 8 for model B,
respectively. For each setting, continuous real-time control
is tested over a period of 5 days on average. In both figures,
each point maps to the average open-loop probability 1 − 𝑃

𝑐

with 𝑃
𝑐
defined in (2) and the process stability 𝑃stability (4)

observed over a time window of 20 minutes corresponding
to 𝐾 = 20000 process samples. Tolerable deviation from the
stable set-points is based on feedback gain and chosen here as
𝛿 = 𝜍×max ‖𝑥

𝑘
‖with 𝜍 = 1/2 so that themaximumdeviation

of measured state 𝑥
𝑘
from stable set-point 𝑥

𝑘
lies below the

50% of the maximum range max
𝑘
‖𝑥
𝑘
‖.

In Figure 7, we compare the single-hop, the multi-hop,
and the cooperative settings configured with a single virtual
controller (with diversity 𝑑 = 2). In Figure 7(a), the virtual
controller is deployed in the same room of the centralized
controller (setting no.1).This case is often typical in industrial
settings where the I/O sensors are deployed in hazardous
areas and require IP66/67 certification while the installation
of additional infrastructure in the same area might not be
allowed. In Figure 7(b), the virtual controller is now deployed
in the same room of the I/O sensor (setting no.2) as this
is the best choice for network planning to minimize the
packet loss probability over the two-hop route. For both
settings, the tolerable open-loop probability for 99% stability
𝑃stability should lie below 10

−2 (𝑃
𝑐

> 0.99). Only the
cooperative architecture can guarantee such a high level of
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Figure 8: Performance analysis of closed-loop control for plant Model B with 𝑇stability = 180ms (corresponding to 3 consecutive packet
losses).

reliability. The multihop architecture is highly sensible to the
relay deployment as accurate network planning (if allowed)
provides significant performance improvements as observed
in Figure 7(b). For all the considered settings, the observed
average integral absolute error [2] (IAE) over 𝐾 consecutive
control cycles IAE = ∑

𝐾−1

𝑘=0
‖𝑥
𝑘

− 𝑥
𝑘
‖𝑇
𝑠
is also superimposed

and confirms the benefits of the proposed architecture.
The more challenging plant model B is analyzed in

Figure 8; the performance of the single-hop scheme is com-
pared with the cooperative system configured for 𝑀 = 1 and
𝑀 = 2 virtual controllers with cooperative diversity 𝑑 = 2

and 𝑑 = 3, respectively. The small stability interval 𝑇stability
tolerated by the more critical plant model B suggests the use
of 3 virtual antennas, thus configured for 𝑀 = 2 virtual
controllers, with cooperative diversity 𝑑 = 3. This is the only
viable solution to guarantee an average open loop probability
below 10

−3 (𝑃
𝑐

> 0.999) for the desired 99% stability level.

6. Virtual Multiple Antenna System Design

As described in the previous section, the stability interval
𝑇stability characterizes the behavior of the process in open
loop. In addition, it defines a tolerable level of success
probability 𝑃

𝑐
of closed-loop control above which the system

can be considered as stable for all practical purposes: the
lower the interval 𝑇stabilty, the larger the tolerable success
probability 𝑃

𝑐
. The choice of the cooperative diversity 𝑑

and of the number of virtual controllers 𝑀 for cooperative
network planning should therefore account for these key
design parameters.The purpose of this section is to highlight
the factors that mostly influence the protocol configuration
with special focus on the choice of the cooperative diversity
𝑑 (Section 6.1) and its impact on the energy consumption
(Section 6.2).

6.1. Cooperative Diversity Design. The proposed approach to
the design of the cooperative diversity is to fix a required
stability probability (here 99%) and to numerically choose

the cooperative diversity tomeet this stability constraint, thus
limiting the number of consecutive packet drops accordingly.
The required diversity therefore depends on the stability
interval 𝑇stability of the considered plant model.

To allow for general insights, a simulation tool has
been developed to assess the stability of the control system
for varying plant models characterized by different values
for the tolerable stability interval 𝑇stability. In Figure 9, the
control stability 𝑃stability is analyzed for varying open-loop
probabilities (1 − 𝑃

𝑐
) and plant models. Plant processes

are indicated by different markers and experience different
stability intervals 𝑇stability to model low (𝑇stability = 1 sec)
to highly unstable (𝑇stability = 120ms) behaviors. For each
setting, the cooperative diversity 𝑑 is chosen to guarantee
the desired open-loop probability for 99% stability (dashed
line). The required cooperative diversities 𝑑 and open-loop
probabilities are also reported in the table at the bottom as a
function of 𝑇stability.

The analysis clearly shows that the use of single and
multihop architectures is reasonable for supervised control
with 𝑇stability ≥ 1 sec where up to 𝑁 = 16 consecutive packet
drops are still tolerable to maintain stability. The cooperative
scheme designed for diversity 𝑑 = 2 is a reasonable option for
process control with 𝑇stability = 480ms. Finally, the system
configured for diversity 𝑑 = 3 confirms as a promising
option to support critical control with 𝑇stability ≤ 180ms,
for example, where no more than 𝑁 = 3 consecutive packet
drops are allowed.

6.2. Design Considerations for Battery-Powered Devices. In
this section, the average power absorbed by the virtual con-
troller device on every control cycle is computed. Notice that
the virtual controllers experience the longest activity cycle as
they employ selection combining over uplink and downlink.
The purpose is to highlight relevant considerations for net-
work lifetime prediction. To allow for general insights, the
power consumption is modeled as a function of the required
cooperative diversity 𝑑.The power absorptionmeasurements
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are taken from the IEEE 802.15.4 compliant transceivers used
during the experimental activity and specified for 2.7V/3.3V
operation.

For a given slot duration 𝑇 (token holding time) and
closed-loop session 𝑇RT, the virtual controller is designed to
keep the radio transceiver active for receiving and combining
up to 2𝑑messages (sensor observations and controlmessages,
resp.). Two additional slots are used for relaying messages
over uplink and downlink. The average power consumption
per control cycle 𝑃loop is thus proportional to the selected
diversity order 𝑑 as

𝑃loop = 𝑑 ×
2𝑃rx (𝑇 + Δ𝑇)

𝑇RT
+

2𝑃tx𝑇

𝑇RT

+ (1 −
2𝑇 (𝑑 + 1)

𝑇RT
) 𝑃sleep,

(12)

where 𝑃tx = 62.7mW is the average power absorbed (in
milliwatts) during transmission at 3.3V while 𝑃rx = 56.1mW
is the power absorbed in receivingmode. Power draw in sleep
mode is 82.5 𝜇W: during sleep mode the internal oscillator

and RAMmust be in active state (memory hold). The power
absorbed by a virtual controller configured for diversity 𝑑 = 2

is 𝑃loop = 33.2mW, while for diversity order 𝑑 = 3 is 40%
larger as𝑃loop = 45.9mW.These results highlight the inherent
trade-off between maximizing the control reliability (that
requires a high spatial redundancy and a long duty cycle) and
the network lifetime (that requires a long sleep cycle). Given
that the average power draw can be reasonably assumed to
remain constant until battery depletion, the expected battery
life𝑇life can be predicted as𝑇life = 𝐶batt/𝑃loop being a function
of the available battery capacity 𝐶batt.

7. Concluding Remarks

In this paper a cooperative network architecture is pro-
posed to emulate transmission and reception of data on
a distributed network for tight closed-loop process control
applications. A proprietary cooperative link-layer protocol
has been developed on top of an existing IEEE 802.15.4
compliant PHY/MAC layer architecture to implement a
virtual multiple-antenna array system. A multihop chain of
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consecutive cooperative transmission sessions guarantees a
robust two-way communication between the controller and
the I/O sensor with a cycle time of 50ms. The cooperative
network protocol configuration imposes a substantial redefi-
nition of conventional radio-planningmethods.The required
level of cooperative diversity for high quality control depends
on the unstable properties that characterize the process in
open loop. Despite the clear benefits of the proposed scheme,
the experimental results highlighted a number of limitations
that could be the target of future research: (i) compared
to multihop architectures, the exploitation of cooperative
diversity demands far more energy to enable the combining
stage: the use of optimized batteries and/or harvesting from
alternative sources of power represents promising solutions
to improve device lifetime, another option is to enable
event-driven control strategies to limit the channel use;
(ii) a massive deployment of virtual controllers for the
simultaneous control of multiple processes might cause spec-
trum overcrowding and autointerference: this suggests the
adoption of advanced network-coding schemes to improve
spectral efficiency; (iii) typical highly critical processes (e.g.,
motion control) cannot tolerate any interruption of feedback
control, as this might result in costly losses for the plant
operator: cable-replacing in highly critical loops is therefore
not feasible for current low-power radio technology. Besides
these limitations, experimental results clearly suggest that the
use of the proposed architecture is a mandatory roadmap to
enable cable-replacing in networked control systems.
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The security of the embedded Linux core system is more important than before because this system is becoming more useful to
solve the security problem of the computer system than theWindows operating system. It is firstly necessary to identify the normal
state of the embedded Linux core system with a model. In this paper, the normal model of this normal system is represented with
the space-time property set of all the components in this system. For example, the space property of a file in this system is the
absolute pathname of this file, and the time property of this file is its last revision time. This immune embedded Linux core system
uses multiple sensors to detect some important information, such as the disaster features. This antidisaster system will be tested on
the ARM11 chips.

1. Introduction

As we know, an operating system such as Windows is often
vulnerable to some viruses and attacks.This operating system
must be updated with almost daily security patches, which
cause new vulnerability due to the viruses or faults in the
patches. It is true that the Linux is more secure than the
Windows because the Linux is open at its source codes and
can be enhanced in security by adding the security programs
and customizing the source codes of the embedded Linux
core system for special applications.

In fact, unknown viruses are difficult to be detected by
traditional approaches [1] because the traditional security
programs often detect the viruses with the feature matching
of the viruses rather than those of the normal components. If
these viruses are not prevented in the network, the network
will be destroyed by the viruses in a short time [2].

To find the solution to the unknown viruses, we can
seek inspiration from nature [3].The human immune system
really has advanced security mechanism to discriminate the
selfs from the nonselfs and protect the body against the
viruses, which are sometimes unknown [4]. The human
immune system can detect the selfs first with immune

tolerance to the selfs. We can build a normal model for the
selfs to make the immune tolerance.

In this paper, by building an immune mechanism based
on the normal model, an immune embedded Linux core
system with multiple sensors is presented. In this system, the
sensors are used to collect the data about the environment
information of the disaster.

2. Related Work

In the histories of computers andnetworks, the viruses caused
an increasing number of economic losses. On November
2nd, 1988, the Morris worms infected over 6000 Internet
servers and the losses of these paralyzed servers were more
than ten million dollars [5]. On July 19th, 2001, the CodeRed
virus occurred and then caused the losses of more than 2
billion dollars. Moreover, the variants of this virus were more
powerful and the variant CodeRed II caused the losses of
more than 1.2 billion dollars. On September 18th, 2001, the
Nimda virus occurred and then caused the losses of about 2.6
billion dollars.

To decrease the damage of the viruses, some network
techniques were used to detect the viruses and to stop the
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Figure 1: Frame of embedded Linux core system with ARM11 and
multiple sensors.

spread [6–8]. The features of the viruses were analyzed and
some models were built to describe the viruses and their
spread. However, most of the traditional approaches cannot
detect unknown viruses in real time, and the detection rates
are not high enough. On the other hand, the variants of
old viruses are continuously spread, and new viruses were
increasingly designed. To overcome this bottleneck, it is
necessary to design an immune embedded Linux core system
based on the normal model of this core and more accurate
self/nonself detection.

3. Embedded Linux Core System with
Multiple Sensors

Suppose that this embedded Linux core system is composed
of 𝑛
𝑠
antidisaster sensors, 𝑛

𝑎
(𝑛
𝑠
> 𝑛
𝑎
) ARM11 chips, and

𝑛
𝑎
Zigbee modules, as shown in Figure 1. The antidisaster

sensors include the temperature sensor, the sonar sensor,
the image sensor (digit camera), and gas sensor and so
on. The antidisaster sensors are used to collect all kinds of
information about the disaster, and the Zigbee modules are
used to transfer this information between an ARM11 node
and another one.

This embedded Linux core system is built on the ARM11
chip, and the disaster environment information is collected
by some sensors. The Zigbee modules make these ARM11
chips connected in a local wireless network. If a victim calls
for help through an embedded system in Figure 1, the other
embedded Linux core system will receive such information
and activate the rescue procedure. If a software fault occurs in
the embedded Linux core system, this system cannot be used
to call for help or activate the rescue procedure. So it is very
necessary and crucial to establish an intelligentmechanism to
detect the faults and repair this damaged system in time. The
immune system is one of the useful solutions for this problem.

4. Immune Model of Embedded Linux
Core System

As we know, a complex standard Linux has too many
components, so this operating system cannot be installed
into the embedded system. Because the embedded systemhas
limited memory to run programs, it does not need all the
components of the standard Linux. So the standard Linux

Normal model and selfs

Immune memory

Immune communication module

Immune model of embedded Linux core system

Immune process control module

Immune drivers

Immune file system

· · ·

Figure 2: Immune model of embedded Linux core system.

is trimmed into an embedded Linux, and the Linux core
should be revised. The embedded Linux core system has
necessary components such as files and directories. As shown
in Figure 2, the immune model of this embedded Linux core
system is built on its functional modules, which include
file system, process control module, communicationmodule,
drivers, and memory management module.

5. Immune Algorithms for This Embedded
Linux Core system

After analyzing the characteristics of the disaster samples of
images, gas and temperatures, the real-coding affinity mea-
surewas used [9], and an immune algorithmwas designed for
recognizing the disaster on this embedded Linux core system
with multiple sensors.

Input: N training samples 𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑁
and 𝑁

𝑜
dis-

aster feature vectors, whose information is collected
from the antidisaster sensors and denoted as 𝑜

𝛼
, 𝛼 =

1, 2, . . . , 𝑁
𝑜
.

Output: The recognition types of the disaster feature
vectors {𝑜

𝛼
}.

Step 1. Initialize the parameters of the feature space, the
feature-acquiring operator of each sensor, and the operator
for searching the most similar sample.

Step 2. Build the feature space 𝑅𝑑 with the feature vectors of
the samples 𝑥

1
, 𝑥
2
, . . . , 𝑥

𝑁
and represent the antibody vectors

𝐴𝑏
𝑚
, 1 ≤ 𝑚 ≤ 𝑁.

Step 3. Collect the feature information from the antidisaster
sensors, build the feature vector 𝑜

𝛼
with this feature informa-

tion, and design the antigen 𝐴𝑔
𝛼
.

Step 4. Search the most similar sample of the object 𝑜
𝛼

with the real-coding clonal selection algorithm, by matching
the antigen 𝐴𝑔

𝛼
with any antibody 𝐴𝑏

𝑚
, 𝑚 = 1, 2, . . . , 𝑁

according to that affinity measure.

Step 5. Calculate with uncertain reasoning and output the
recognition type of the disaster feature vector 𝑜

𝛼
.

Step 6. Transfer the recognition result of the disaster feature
vector 𝑜

𝛼
to other ARM11 chips.
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Figure 3: Abnormal temperature detection of the antidisaster
sensor on the embedded Linux core system.

Moreover, another immune algorithm was also designed
to build an initial normal model of the embedded Linux core
system.

Step 1. Initialize the self-database.

Step 2. Make the backup system of the initial normal embed-
ded Linux core system S and provide the root directory of the
backup system.

Step 3. Read the root directory of the system S and search all
the files in the root directory of this system.

Step 4. If there is at least one unread file or unread subdi-
rectory in the current directory, then select one and read its
absolute pathname and its last revision time; otherwise, set
the ending condition satisfied and go to Step 7.

Step 5. Append the absolute pathname and the last revision
time of this file or subdirectory as an immune record object
into the self database.

Step 6. If this object is a file, then close the pointer of this
file; otherwise, recursively build the normal model of the
subsystem for this subdirectory.

Step 7. If the ending condition is satisfied, then end; other-
wise, go to Step 3.

Based on the initial normal model and the rules for
transforming a normal state to another one, the normal
model of the immune embedded Linux core system can be
updated dynamically.

With this normal model and the rules for transforming
the normal states, the viruses and software faults can be
detected by detecting the normal components (selfs) first in
this embedded Linux core system. This detection algorithm

is based on the self/nonself discrimination via the normal
model.

Step 1. Initialize the infection database.

Step 2. Read the root directory of the system S and search all
the files in the root directory of this system.

Step 3. If there is at least one unread file or unread subdi-
rectory in the current directory, then select one and read its
absolute pathname and its last revision time; otherwise, set
the ending condition satisfied and go to Step 7. If the absolute
pathname and last revision time of a file or directory are not
matched with those of any record in the self database, then
this file or directory is not a self; that is, this is a non-self,
which may be a virus or software fault. Then this virus or
software fault will be recognized and eliminated.

Step 4. Append the absolute pathname and backup pathname
of the infected file or the infected subdirectory into the
infection database.

Step 5. Recognize the viruses and software faults with feature
matching and immune learning.

Step 6. Eliminate the viruses and software faults and then
repair the damaged system.

Step 7. If the ending condition is satisfied, then end; other-
wise, go to Step 3.

6. Experimental Results

Some experiments were conducted to test the antidisaster
detection of the embedded Linux core system with antidis-
aster sensors. All the antidisaster sensors were tested on the
ARM11 chips, and the data were analyzed on the PCmachine,
as shown in Figure 3.

From the monitor data of the antidisaster sensor, the
temperature curve with the abnormal temperature is shown
in Figure 4, and the gas voltage curve with the harmful gas
from the sensor is shown in Figure 5.

The disaster recognition was built on the data from
the multiple antidisaster sensors and the immune algorithm
with clonal selection and real-coding affinity measure. The
results of the recognition and the self/non-self detection
were transferred between one ARM chip and another one, as
shown in Figure 6. The received data showed the data source
first and then the transferred data. When the victims need
help in a disaster, the embedded Linux core system with the
multiple antidisaster sensors were used to call for help and
share the information about the disaster.

In these experiments, the immune Linux core was com-
piled with some ordinary compiling methods, and the step
for compiling immune programs was started after building
the normal model of this embedded Linux core system. After
these immune programs were compiled, the files Makefile
and Konfig were regenerated. The mirror of the Linux core
used the zImage mirror, and this mirror was downloaded



4 International Journal of Distributed Sensor Networks
Te

m
pe

ra
tu

re

Time (per 10 minutes)

50

45

40

35

30

25

20
10 20 30 40 50 60 70 80 90 100

Figure 4: Temperature curve with abnormal temperature from the
sensor.
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Figure 5: Gas voltage curve with harmful gas from the sensor.

Figure 6: Data transferring between theARM11 chips via the Zigbee
modules.

Figure 7: Building the normal model of this embedded Linux core
system.

Figure 8: Self/nonself detection of Linux core system with immune
programs.

Figure 9: System repairing based on the normalmodel and immune
programs.

online into the development board to test. These immune
programs were tested to build a normal model for this
immune Linux core system, as shown in Figure 7.

After this embedded Linux core system was changed by
some nonselfs, the nonselfs were detected by the immune
programs, as shown in Figure 8.

All the nonselfs were eliminated, and then the damaged
Linux core system was repaired with the normal model and
the immune programs, as shown in Figure 9.

7. Conclusions

With the increasing requirements about the security of the
operation system and network, the embedded Linux core
system is more crucial to the security applications. Inspired
by the nature and beyond the traditional security approaches,
the model of immune computation becomes a new effective
tool to enhance the security of the Linux operatiing system
from the core to some applications. In this research, the
immunization mechanism is embedded into the Linux core



International Journal of Distributed Sensor Networks 5

system to keep its functional modules, such as the file system,
immune, and secure.

Acknowledgments

This work was supported in part by grants from the National
Natural Science Foundation of China (61271114), the Nat-
ural Science Foundation of Shanghai (08ZR1400400 and
11ZR1401300), the Shanghai Postgraduate Education Cre-
ative Plan (SHGS-KC-2012OO3), the Shanghai Educational
Development Foundation (2007CG42 and 12CG35), and the
Fundamental Research Funds for the Central Universities at
DonghuaUniversity (13D110414).The author thanks his grad-
uate student Changxing Du for the help in programming.

References

[1] O. Sukwong, H. S. Kim, and J. C. Hoe, “Commercial antivirus
software effectiveness: an empirical study,” IEEE Computer, vol.
44, no. 3, Article ID 5506074, pp. 63–70, 2011.

[2] J. Balthrop, S. Forrest, M. E. J. Newman, andM.M.Williamson,
“Technological networks and the spread of computer viruses,”
Science, vol. 304, no. 5670, pp. 527–529, 2004.

[3] T. Gong and C. X. Du, “Immune computation of secure embed-
ded linux core against viruses and software faults,” International
Journal of Security and its Applications, vol. 6, no. 2, pp. 167–172,
2012.

[4] R. Medzhitov and C. A. Janeway, “Decoding the patterns of self
and nonself by the innate immune system,” Science, vol. 296, no.
5566, pp. 298–300, 2002.

[5] H. Orman, “Themorris worm: a fifteen-year perspective,” IEEE
Security and Privacy, vol. 1, no. 5, pp. 35–43, 2003.

[6] E. Levy, “Worm propagation and generic attacks,” IEEE Security
and Privacy, vol. 3, no. 2, pp. 63–65, 2005.

[7] B. Madhusudan and J. W. Lockwood, “A hardware-accelerated
system for real-time worm detection,” IEEE Micro, vol. 25, no.
1, pp. 60–69, 2005.

[8] I. Arce and E. Levy, “An analysis of the slapper worm,” IEEE
Security and Privacy, vol. 1, no. 1, pp. 82–87, 2003.

[9] T. Gong, “High-precision immune computation for secure face
recognition,” International Journal of Security and Its Applica-
tions, vol. 6, no. 2, pp. 293–298, 2012.



Hindawi Publishing Corporation
International Journal of Distributed Sensor Networks
Volume 2013, Article ID 404168, 15 pages
http://dx.doi.org/10.1155/2013/404168

Research Article
Novel MAC Protocol and Middleware Designs for
Wearable Sensor-Based Systems for Health Monitoring

Kyeong Hur,1 Won-Sung Sohn,1 Jae-Kyung Kim,1 and YangSun Lee2

1 Department of Computer Education, Gyeongin National University of Education, Gyesan-Dong, San 59-12, 45 Gyodae-Gil,
Gyeyang-Gu, Incheon 407-753, Republic of Korea

2Department of Computer Engineering, Seokyeong University, 16-1 Jungneung-Dong, Sungbuk-Ku, Seoul 136-704, Republic of Korea

Correspondence should be addressed to Won-Sung Sohn; sohnws@ginue.ac.kr

Received 16 November 2012; Accepted 11 December 2012

Academic Editor: Sabah Mohammed

Copyright © 2013 Kyeong Hur et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

We propose amiddleware platform built on wireless USB (WUSB) over wireless body area networks (WBAN) hierarchical protocol
for wearable health-monitoring systems (WHMS). The proposed middleware platform is composed of time-synchronization and
localization solutions. It is executed on the basis of WUSB over WBAN protocol at each wearable sensor node comprising the
WHMS. In the platform, firstly, the time-synchronization middleware is executed. After that, a WHMS host calculates the location
of a receiving sensor node by using the difference between the times at which the sensor node received different WBAN beacon
frames sent from the WHMS host. TheWHMS host interprets the status and motion of the wearable body-sensor objects.

1. Introduction

Wearable health-monitoring systems (WHMS) have drawn a
lot of attention from the research community and the indus-
try during the last decade as it is pointed out by the numerous
and yearly increasing corresponding research and develop-
ment efforts [1]. To address this demand, a variety of system
prototypes and commercial products have been produced in
the course of recent years, which aim at providing real-time
feedback information about one’s health condition, either to
the user himself, to a medical center, or straight to a super-
vising professional physician, while being able to alert the
individual in case of possible imminent health-threatening
conditions. In addition to that, WHMS constitute a new
means to address the issues of managing and monitoring
chronic diseases, elderly people, postoperative rehabilitation
patients, and persons with special abilities [1, 2].

Wearable systems for health monitoring may comprise
various types of miniature sensors, wearable or even implan-
table [1]. These biosensors are capable of measuring signifi-
cant physiological parameters like heart rate, blood pressure,
body and skin temperature, oxygen saturation, respiration
rate, electrocardiogram, and so forth.The obtained measure-
ments are communicated either via a wireless or a wired link

to a central node, for example, a personal digital assistant
(PDA) or a microcontroller board, which may then in turn
display the according information on a user interface or
transmit the aggregated vital signs to a medical center. The
previous illustrates the fact that a wearable medical system
may encompass a wide variety of components: sensors, wear-
able materials, smart textiles, actuators, power supplies,
wireless communication modules and links, control and pro-
cessing units, interface for the user, software, and advanced
algorithms for data extracting and decision making.

The wireless body area network (WBAN) is a promising
technology that can revolutionize next-generation healthcare
applications. Developing a unifying WBAN standard that
addresses the core set of technical requirements is the
quintessential step to unleash the full potential of WBAN
and is currently under discussion in the IEEE 802.15.6 Task
Group [2]. The IEEE 802.15.6 WBAN standard is used in
or around a body [2, 3]. It is designed to serve advanced
medical and entertainment options enabled by this standard.
It will allowmedical equipmentmanufacturers and consumer
electronics manufacturers to have small, power-efficient, and
inexpensive solutions to be implemented for a wide range of
devices. This standard considers effects on portable antennas
due to the presence of a person (varying with male, female,
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skinny, heavy, etc.), radiation pattern shaping to minimize
specific absorption rate (SAR) into the body, and changes in
characteristics as a result of the user motions.

WiMedia Alliance is developing the specifications of
the PHY, MAC, and convergence layers for Ultrawideband
(UWB) systems with participation from more than 170 com-
panies. Also, it has been promoting the standardization and
adaptation of UWB for high rate-wireless personal area
network (HR-WPAN) that enables the multimedia and high-
speed data communication [4, 5]. WiMedia Alliance has
completed the specification of WiMedia distributed-MAC
(D-MAC), and this enables various applications, such as
wireless USB (WUSB) [4], Wireless 1394, and Wireless IP,
to operate on WiMedia D-MAC. The WiMedia D-MAC
supports a distributed-MAC approach. In contrast to IEEE
802.15.3, D-MACmakes all devices have the same functional-
ity, and networks are self-organized and provide devices with
functions such as access to the medium, channel allocation
to devices, data transmission, quality of service, and synchro-
nization in a distributed manner [5].

The term middleware refers to the software layer located
between the OS and the application layer. Middleware can be
further classified based on “submiddleware” functionalities
including time synchronization, location, battery power, and
network functionalities. As in all distributed systems, time
synchronization is very important in a sensor network since
the design of many protocols and the implementation of
applications require precise timing information. In forming
an energy-efficient radio schedule, conducting in-network
processing such as data fusion, performing RF ranging, and
tracking a certain object; for example, time synchronization
is certainly required.

Time-synchronization problem has been investigated
thoroughly in Internet and LANs. Complex protocols such
as NTP [6] have been developed to keep the Internet’s clocks
ticking in phase. However, the peculiar constraints of sensors
and adhoc network topologies of wireless sensor networks
(WSNs) impose specific requirements on protocol design of
time synchronization for WSN applications. First, since the
amount of energy available to battery-powered sensors is
quite limited, time synchronization must be implemented in
an energy-efficient way. Second, the small size of a sensor
node imposes restrictions on computational power and stor-
age space. Therefore, traditional synchronization schemes
such as NTP and GPS are not suitable for WSNs because of
complexity and energy issues, cost efficiency, limited size, and
so on [7].

In this paper, we propose a middleware platform built
on wireless USB (WUSB) over wireless body area networks
(WBANs) hierarchical protocol for wearable health-moni-
toring systems (WHMS). The proposed middleware plat-
form is composed of time-synchronization and localization
solutions. It is executed on the basis of WUSB over WBAN
protocol at each sensor node comprising the WHMS. In
the platform, firstly, the time-synchronization middleware is
executed. After that, a WHMS host calculates the location
of a receiving sensor node by using the difference between
the times at which the sensor node received different WBAN
beacon frames sent from the WHMS host. The WHMS host

interprets the status and motion of the attached body-sensor
objects.

2. Features of IEEE 802.15.6 WBAN Protocol

To provide or support time-referenced allocations in its wire-
less body area network (WBAN), a hub shall establish a time
base as specified in [3]which divides the time axis into beacon
periods (superframes) regardless of whether it is to transmit
beacons. In such cases, the hub shall transmit a beacon in
each beacon period, except in inactive superframes, unless
prohibited by regulations such as imposed inMICS band.The
hub may shift (rotate) its beacon transmission time from one
offset from the start of current beacon period to another offset
from the start of the next beacon period, thereby shifting the
time reference for all scheduled allocations, to prevent large-
scale repeated transmission collisions between itsWBANand
neighbor WBANs [3].

In cases where a hub is not to provide or support time-
referenced allocations in its WBAN, it may operate with
establishing neither a time base nor superframe boundaries
and hence without transmitting beacons at all. Equivalently,
a hub shall operate in beacon mode transmitting a beacon
in every beacon period other than in inactive superframes
to enable time-referenced allocations, unless regulations as
applicable in the MICS band disallow beacon transmission.
In the latter case, a hub shall operate in nonbeacon mode
transmitting no beacons, with superframe and allocation slot
boundaries established if access to the medium in its WBAN
involves time referencing, or without superframe or alloca-
tion slot boundaries if access to the medium in its WBAN
involves no time referencing. In the beacon mode, a hub
shall divide each active beacon period into applicable access
phases as illustrated in Figure 1.The hubmay announce some
superframes (beacon periods) as inactive superframes where
it transmits no beacons and provides no access phases if there
are no allocation intervals scheduled in those superframes
[3].

The hub shall place the access phases—exclusive access
phase 1 (EAP1), random access phase 1 (RAP1), type I/II
access phase, exclusive access phase 2 (EAP2), random access
phase 2 (RAP2), type I/II access phase, and contention access
phase—in the order stated and shown above. The hub may
set to zero the length of any of these access phases but shall
not have RAP1 shorter than the guaranteed minimum length
communicated in connection assignment frames sent to
nodes that are still connected with it. To provide a nonzero
length CAP, the hub shall transmit a preceding B2 frame [3].

A type I/II access phase is either a type I or type II
access phase as described below but not both. The two type
I/II access phases may be both of type I, both of type II,
or one of type I and the other of type II. If one is of type
I and the other is of type II, either one may appear before
the other. The hub may schedule uplink allocation intervals,
downlink allocation intervals, and bilink allocation intervals
anywhere in a type I access phase. It may improvise type I and
type II polled allocation intervals as well as posted allocation
intervals anywhere outside the scheduled allocation intervals
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in the type I access phase. It may also provide type I and
type II polled allocation intervals within scheduled bilink
allocation intervals in a type I access phase.

A type I polled allocation is conveyed in terms of its
time duration (the maximum time the polled node may use
for its frame transactions in the allocation). And a type II
polled allocation is conveyed in terms of a frame count (the
maximum number of frames the polled node may transmit
in the allocation). These allocation intervals along with the
corresponding accessmethods bywhich they are obtained are
illustrated in Figure 2.

The hub may schedule bilink allocation intervals and
delayed bilink allocation intervals anywhere in a type II
access phase, except that it shall not schedule any bilink
allocation intervals after delayed bilink allocation intervals
in the same type II access phase. It may improvise type II,
but not type I, polled allocation intervals as well as posted
allocation intervals anywhere outside the scheduled bilink
allocation intervals and delayed bilink allocation intervals
in the type II access phase. It may also provide type II, but
not type I, polled allocation intervals within scheduled bilink
allocation intervals and delayed bilink allocation intervals.
These allocation intervals along with the corresponding
access methods by which they are obtained are illustrated in
Figure 3 [3].

In exclusive access phase 1(EAP1), random access phase
1 (RAP1), exclusive access phase 2 (EAP2), random access
phase 2 (RAP2), and contention access phase (CAP), alloca-
tions may only be contended allocations, which are nonreoc-
curring time intervals valid per instance of access. The access
method for obtaining the contended allocations shall be
CSMA/CA if pRandonAccess is set to CSMA/CA, or slotted
Aloha access if pRandonAccess is set to slotted Aloha.

Ahubor nodesmay obtain contended allocations in EAP1
and EAP1 if it needs to send data type frames of the highest
user priority (i.e., containing an emergency or medical event

report). The hub may obtain such a contended allocation
pSIFS after the start of EAP1 or EAP2 without actually per-
forming the CSMA/CA or slotted Aloha access procedure.
Only nodes may obtain contended allocations in RAP1,
RAP2, and CAP to sendmanagement or data type frames [3].

To send data type frames of the highest user priority based
on CSMA/CA, a hub or a node may treat the combined EAP1
and RAP1 as a single EAP1, and the combined EAP2 and
RAP2 as a single EAP2, so as to allow continual invocation
of CSMA/CA and improve channel utilization. To send data
type frames of the highest user priority based on slottedAloha
access, a hub or a node may treat RAP1 as another EAP1 but
not a continuation of EAP1, and RAP2 as another EAP2 but
not a continuation of EAP2, due to the time-slotted attribute
of slotted Aloha access.

3. Data Flow in WUSB Protocol

WUSB is the technology-merged USB with UWB based on
success of wired USB, and it can apply toWPAN applications
as well as PAN applications like wired USB. Because WUSB
specification has defined high-speed connection between a
host and a device for the compatibility with USB 2.0 speci-
fication, it can be adapted easily for wired USB applications.
WUSB connects WUSB devices with the WUSB host using a
“hub and spoke” model [4]. The WUSB host is the “hub” at
the center, and each device sits at the end of a “spoke.” Each
spoke is a point-to-point connection between the host and the
device. Like this, the network formed by one host and several
devices is referred to as the WUSB cluster.

WUSB hosts can support up to 127 devices and because
WUSB does not have physical ports there is no need, nor
any definition provided, for hub devices to provide port
expansion. There is only one host in any WUSB cluster. And
that host performs to transmit/receive a data with devices in
the WUSB cluster. Also, it schedules the exchange of data
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Figure 4: The example of the data exchange between WUSB devices through WiMedia D-MAC.

between WUSB host and WUSB devices and allocates time
slots and channel bandwidths to WUSB devices in its own
cluster. Because each WUSB cluster can overlap with the
other at minimum interference, it can coexist with several
WUSB clusters within the same communication environ-
ment.The distributed nature of D-MACprotocol can provide
full mobility support and achieves scalable, fault-tolerant
medium access method [4]. Thus, WUSB protocol based on
WiMedia D-MAC can provide full mobility support.

WUSB defines a WUSB Channel which is encapsulated
within a WiMedia MAC superframe via private DRP reser-
vation blocks.TheWUSB Channel is a continuous sequ-ence
of linked application-specific control packets, called micro-
scheduled management commands (MMCs), which are
transmitted by the host within the private DRP reservation
blocks. Figure 4 shows the relationship between WiMedia
MAC andWUSB.

The microscheduled management command (MMC) is
the fundamental element of the Wireless USB protocol.
MMCs are used to help devices discover information about
a WUSB cluster, notify their intentions, manage power, and
schedule data transmissions efficiently to attain very high

throughputs. The general structure of an MMC Control
packet is showed in Figure 5 and detailed in Table 1.

A WUSB Channel consists of a continuous sequence of
MMC transmissions from the host. The linked stream of
MMCs is used primarily to dynamically schedule channel
time for data communications between host applications
and WUSB endpoints. An MMC specifies the sequence of
microscheduled channel time allocations (MS-CTAs) up to
the next MMC within a reservation instance or to the end of
a reservation instance. It may be followed by another MMC
without the existence of MS-CTAs between the two MMCs.
In this case, the MMC is only used to convey command and
control information. The channel time between two MMCs
may also be idle time, where no MS-CTAs are scheduled.
TheMS-CTAs within a reservation instance can only be used
by the devices that are members of the associated WUSB
cluster.The direction of transmission and the use of eachMS-
CTA are fully declared in each MMC instance. An MMC can
declare an MS-CTA during any channel time following the
MMC.

An MMC contains the information elements necessary
to identify the WUSB Channel or declare any MS-CTAs or
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Figure 5: The general structure of an MMC Control packet.

Table 1: Detailed field description of MMC Control packet.

Field WUSB equivalents
Application Identifier Wireless USB: 0100H
Type MMC command type: 01H

Next MMC Time The number of microseconds from the beginning of this field indicates the value
of the next MMC packet

Reserved This field is reserved and should be set to “zero”

WUSB Channel Time Stamp

Timestamp provided by the host based on a free running timer in the host. The
value in this field indicates the value of the host free running clock when MMC
transmission starts. This timestamp is formatted into two fields as follows:
(i) 0∼6 bits: microsecond count. The microsecond count rolls over after
125microseconds. Each time it rolls over the 1/8th millisecond count is
incremented
(ii) 7∼23 bits: 1/8th millisecond count. This counter increments every time the
microsecond counter wraps

IE [0 − 𝑛] Array of information elements. There must be at least one IE

other information elements that are used for command and
control. The MMC is a broadcast control packet that is for
receipt only by devices that aremembers of theWUSB cluster.
The host must use the broadcast cluster ID value in the
DestAddr field of an MMC packet’s MAC, WiMedia MAC
header. This technique identifies this packet transmission
as a broadcast targeting all devices in a WUSB cluster and
avoids potential confusion at non-WUSB devices in listening
range of the host. The MMC payload must be encapsulated
within a WiMedia MAC secure packet; however, its data
payload is transmitted in plain text, thus using the security
encapsulation for authentication purpose only.

A host is required to implement the WiMedia MAC pro-
tocol and to establish and maintain WUSB Channels by
allocating sequences of private DRP Reservation inWiMedia
MAC. A device may implement the full WiMedia MAC pro-
tocol; however, it is nominally only required to implement the
WUSB protocol which operates within the WUSB Channel.

As mentioned above, a WUSB host and WUSB devices
must include a DRP IE in their beacon frames to protect the
WUSB Channel. When aWUSB host becomes active, it must
choose a PHY channel to operate as a WUSB Channel. Once
the host is beaconing, it then establishes a WUSB Channel
by DRP reservation for WUSB data communications. In this
case, WUSB host is the DRP Reservation Owner, andWUSB
device is the DRP Reservation Target. Thus, WUSB device
must be able to determine which MASs are available for
communication with theWUSB host. Since there are various
devices in the WUSB cluster, the WUSB device identifies the
WUSB host’s DRP IE based on the following keys.

(i) Reservation type field is private.
(ii) Stream index field has the value of the WUSB Chan-

nel’s stream index.
(iii) Owner DevAddr field is set to the WUSB Channel’s

broadcast cluster ID.

TheWUSB device identifies a cluster member’s DRP IE based
on the following keys.

(i) Reservation Type field is Private.
(ii) Stream Index field has the value of the WUSB Chan-

nel’s stream index.
(iii) Owner DevAddr field is set to the WUSB host’s

DevAddr.

Figure 6 shows the current operation of DRP reservation
in WUSB protocol. A WUSB host uses the GetStatus (MAS
Availability) request shown in Figure 7 to retrieve a device’s
MAS Availability information. A WUSB device that receives
the GetStatus (MAS Availability) request from the WUSB
host accumulates the information from its neighbors’ beacon
about available MASs. Then, the WUSB device responds
to the GetStatus (MAS Availability) request through the
bmMASAvailability field in the GetSatus request. In the for-
mat of the GetStatus request, bmMASAvailability field is a
256-bit map, where each bit location corresponds to an MAS
slot in the WiMedia D-MAC Layer superframe. A 1 B in a bit
locationmeans that the device is available for a reservation in
the corresponding MAS slot. A 0 B indicates that the device
is not available.
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bmRequest type bRequest
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bmMASAvailability
(only returned by WUSB device)

32 octets 

(=10000000B) (=0) (=0004H)
wValue wIndex wLength

(=GET STATUS)

Figure 7: The format of the GetStatus (MAS Availability) request.

After the WUSB host that receives the WUSB device’s
response selects availableMASs, it transmits a SetWUSBData
(DRP Info) request.The SetWUSBData (DRP Info) is used to
construct the DRP IE that the WUSB device transmits in its
beacon. If the WUSB device does not have an existing DRP
IE for this Wireless USB Channel, it simply adds the received
DRP IE to its beacon. If the device has an existing DRP IE for
this Wireless USB Channel, then it must replace the existing

DRP IE with the new DRP IE provided in this command
payload. Figure 8 shows the format of SetWUSBData (DRP
Info) request.

The values of bmAttributes field are used to construct the
DRP control field of a DRP IE. The Conflict Tie-Breaker bit
is set to a random value of zero or one when a reservation
request is made, and it is used for DRP conflict resolution.
DRPIEData field is the DRP allocation blocks that must be
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Figure 8: The format of the SetWUSBData (DRP Info) request.

bmRequest type bRequest

2 octets 1 octet 2 octets 1 octet 2 octets 

wValue wIndex wLength
(=00000000B) (=0)(=TX DRP IE)(=SET FEATURE) (=WUSB DEVICE)

Figure 9: The format of the SetFeature (TX DRPIE) request.

included in the DRP IE transmitted by the device. If the
WUSB host transmits the SetFeature (TX DRPIE) request to
the WUSB device, the WUSB device starts the transmission
of its beacon including DRP IE set to the values in DRP IE
information field. Figure 9 shows the format of SetFeature
(TX DRPIE) request.

If the WUSB host wants to terminate the DRP reserva-
tions with the WUSB device, it transmits the ClearFeature
(TX DRPIE) request. On receipt of this request from the
WUSB host, the WUSB device removes the associated DRP
IE from its own beacon. Figure 10 shows the format of
ClearFeature (TX DRPIE) request.

4. WUSB over WBAN Architecture for WHMS

WBAN slave devices which have received beacon from
WBAN host schedule their receiving and transmitting oper-
ations according to the information delivered by the beacon.
IEEE 802.15.6 WBAN superframe begins with a beacon
period (BP) in which the WBAN hub performing the WUSB
host’s role sends the beacon. The data transmission period in
each superframe is divided into the exclusive access phase
1 (EAP1), random access phase 1 (RAP1), type I/II access
phase, EAP2, RAP2, type I/II access phase, and contention
access phase (CAP) periods.The EAP1 and EAP2 periods are
assigned through contention to data traffic with higher prior-
ities. Further, the RAP1, RAP2, and CAP periods are assigned
through contention to data traffic with lower priorities.

In the WBAN beacon frame of Figure 11, the Sender
Address field is set to the IEEE MAC address of the WBAN
hub sending the current beacon. The Beacon Period Length
field is set to the length of the current beacon period
(superframe) in units of allocation slots. It is set to 0 to
encode a value of 256 allocation slots. The random access
phase 1 (RAP1) and RAP2 start fields are set to the number

of the allocation slot that starts RAP1 and RAP2, respectively.
The Beacon Shifting Sequence, Channel Hopping State, Next
Channel Hop, and Inactive Duration fields are used for inter-
ference avoidance in WBAN wireless channel environment.

The IEEE 802.15.6 WBAN MAC systems have several
MAC Capability options. Figure 12 shows current WBAN
MAC Capability format standard. To successfully set up
wireless communication links for WHMS, secure WUSB
Channels should be encapsulated privately within a WBAN
superframe. Furthermore, the WUSB Channel allocated pri-
vately in the IEEE 802.15.6 WBAN MAC enables the MMC
scheduling between WUSB host and its several peripheral
devices. In the current IEEE 802.15.6 WBAN standard, there
are no available periods allocated for other heterogeneous
networks.

In Figure 13 for a new WBAN MAC Capability format,
a Private Period Allocation field is made by using one bit in
the reserved bits in Figure 12. The Private Period Allocation
field is set to one if the WBANMAC supports private WUSB
Channel allocations or set to 0 otherwise. If the Private Period
Allocation field is set to 1, the RAP2 length field indicates
the private WUSB Channel Length for MMC scheduling.
Therefore, as shown in Figure 14, after receiving beacon from
the WBAN host, non-WUSBWBAN slave devices enter into
sleep mode during the RAP2 period. On the contrary, the
WUSB/WBAN slave devices enter into active mode during
the RAP2 period and they enter into sleep mode during
the other periods. The RAP2 Length is determined by the
WUSB/WBAN host according to priorities between WUSB
transactions and WBAN traffic.

Figure 15 shows a new IEEE 802.15.6 superframe struc-
ture supporting the WUSB private channel allocation. The
WUSB/WBAN host should transmit WUSB data without
interference with WBAN data when a request for WUSB
data transmissions occurs in the WUSB cluster. For this
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purpose, the WUSB/WBAN host has to allocate the WUSB
private channels. Except for the RAP1 period, length of the
other periods can be set to zero. By using this feature, the
WBAN host which also performs the function ofWUSB host
allocates the WUSB private channels at the RAP2 period.

In the WUSB over WBAN architecture, in order to set
up a wireless communication link to WHMS, secure WUSB
Channels should be encapsulated within a WBAN super-
frame. This enables the MMC scheduling between WUSB
host and its several peripheral devices without contention.
Figure 16 shows the example topologies of the WUSB over
WBAN architecture in both nonmedical and medical traffic
environments. And Figure 17 explains A signaling flow for
WUSB private channel reservation over WBAN protocol.

In this scenario, the user carries a portable or WHMS
host device. This host device performs roles of the WUSB
host and the WBAN hub simultaneously. Therefore, a “wear-
able” WUSB cluster and a WBAN cluster can be formed.
The attached input sensor nodes perform the functions of
localization-based input interfaces for WHMS’s healthcare
monitoring. Furthermore, the attached wireless nodes com-
prise the peripherals of a wearable computer system, and the
centralWUSB host exchanges data with the outer peripherals
of the WUSB slave devices.

5. Time-Synchronization and Localization
Middleware in the Proposed WHMS

Many protocols have been reported for clock synchronization
in WSNs, and these protocols all have some common basic
approaches. Synchronization is achieved by exchanging clock
(timestamp) information among nodes while reducing the
effect of nondeterministic factors in message delivery. They
can be classified into three types: receiver-receiver (R-R)
synchronization, sender-receiver (S-R) synchronization, and
one-way message dissemination.

In R-R synchronization, a node periodically broadcasts
wireless beacon messages to its neighbors. The receivers use
the message’s arrival time as a point of reference for compar-
ing their clocks, and then they exchange the local timestamps
at which they received the same broadcast message, as shown
in Figure 18(a). The receivers finally compute their offset
based on the difference in reception times to synchronize
their clocks. Reference broadcast synchronization (RBS) [2]
is a typical R-R synchronization protocol.

S-R synchronization is performed by a handshake pro-
tocol between a pair of nodes. Examples of synchronization
protocols that employ this approach include timing-sync
protocol for sensor networks (TPSN) and tiny-sync and
minisync (TS/MS) [7]. Figure 18(b) shows a two-waymessage
exchange mechanism in TPSN protocol. Node B sends a
message at its local time 𝑇

1
, and Node A receives this packet

at its local time 𝑇
2
. At time 𝑇

3
, Node A sends back an

acknowledgment packet which contains the values of 𝑇
2
and

𝑇
3
. After receiving the packet at 𝑇

4
, Node B can calculate the

clock offset (𝜃) and propagation delay (𝑑) as in (1). Knowing
the offset, Node B can synchronize its clock to Node B’s clock
by adding 𝜃 to its current clock value.

This is expressed in the following equation:

𝜃 =
(𝑇
2
− 𝑇
1
) − (𝑇

4
− 𝑇
3
)

2
, 𝑑 =

(𝑇
2
− 𝑇
1
) + (𝑇

4
− 𝑇
3
)

2
.

(1)

In one-way message dissemination, a reference node
broadcasts its timing information to its neighbors, and they
record the arrival times of the broadcast message, as shown
in Figure 18(c). Collecting all the timestamps, each node can
convert between the local hardware clock and the clock of
the reference node by linear regression table. Flooding time-
synchronization protocol (FTSP) [7] is a typical protocol
utilizing one-way message dissemination scheme.
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A clock is a device that measures time. It generally con-
sists of a periodic component such as an oscillator and a
counting component.The characteristics of the oscillator and
the counter define the clock’s behavior. The frequency of the
oscillator controls the rate at which the clock advances. Since
it is impossible to create oscillators that oscillate at exactly
the same rate, every clock advances at a different rate in real
world.

The time reported by a clock at some ideal time 𝑡 is written
as𝐶(𝑡).Wewill write𝐶A(𝑡) as the time given by the local clock
of Node A. The difference between the time of an ideal clock
and a given clock is said to be the offset, 𝜃(𝑡), which is defined
as in (2).The relative offset betweenNodeA andNode B from
the viewpoint of Node B, 𝜃AB (𝑡), is defined in (2).

The oscillator in a clock produces periodic pulses. The
difference between the rate these pulses are produced at and
the rate an ideal clock counts the desired interval is called the
skew (frequency offset). Let 𝜀(𝑡) denote the skew as in (2).The
clock skew is the slope of the change in offset compared to
the local clock.The slope of the relative offset 𝜃AB (𝑡) is relative
skew 𝜀AB (𝑡).This value means the skew of Node A’s timer from
the viewpoint of Node B’s timer and is defined as in (2).

Typical quartz oscillators exhibit frequency offsets on the
order of a few parts permillion (ppm). For example, a 20 ppm
oscillatorwill introduce an error ofmaximum72ms in 1 hour.
For the remainder of the paper, we adopted the linear clock
skew model so that all the notations of skew (𝜀) are used
without the term of time (𝑡). Although the skew may be time
varying [7], modeling a frequency offset as a piecewise linear
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function of time is a reasonable step as it changes relatively
slow. If we refer the operating frequency of Node B’s clock
to 𝑓B, 𝑓A is expressed as in (2) and the relative skew 𝜀AB have
another form of definition as follows:
𝜃 (𝑡) = 𝑡 − 𝐶 (𝑡) , 𝜃

A
B (𝑡) = 𝐶A (𝑡) − 𝐶B (𝑡) ,

𝜀 (𝑡) =
1

𝐶󸀠 (𝑡)
− 1,

𝜀
A
B (𝑡) =
𝐶
󸀠

A (𝑡)

𝐶
󸀠

B (𝑡)
− 1 =
𝜀B (𝑡) + 1

𝜀A (𝑡) + 1
− 1,

𝑓A = 𝑓B (1 + 𝜀
A
B ) , 𝜀

A
B =
𝑓A
𝑓B
− 1.

(2)

In the context ofWSNs, time synchronization refers to the
problem of synchronizing clocks across a set of sensor nodes
which are connected to one another over single-hop ormulti-
hop wireless networks.The time-synchronization problem in

WSNs generally involves two steps. The first is synchronizing
the nodes in the network to one common absolute time by
adjusting the clock offset among the nodes, and the second
is correcting the clock skew relative to a certain standard fre-
quency. The latter is because the imperfections in the quartz
crystal and the environmental conditions cause different
clocks to run at slightly different frequencies. The effect of
clock skew is the main reason that clock offset keeps drifting
away. Adjusting clock skew guarantees long-term reliability
of synchronization and it reduces networkwide energy con-
sumption in synchronization protocols.

Figure 19 shows the synchronization process of Node B’s
clock to synchronize with Node A’s clock.We assume that the
two clocks have the identical initial value for the sake of sim-
plicity. Since each oscillator has its unique clock frequency,
the clock offset between the two nodes keeps increasing. If
Node B determines the relative offsets 𝜃AB (𝑡) and executes
offset compensation at 𝑡

1
, 𝑡
2
, 𝑡
3
, and 𝑡

4
, the corresponding
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synchronized clock will be 𝐶OB (𝑡). Since the offset compen-
sation does not take the impact of clock drift into account,
𝐶
O
B (𝑡) keeps the same varying rate and drifts away from
𝐶A(𝑡). If the synchronization (offset compensation) interval
becomes longer, the synchronization error also becomes
larger. The solution for improving synchronization accuracy
is to decrease the synchronization period, but frequent
resynchronization will introduce too much communication
overhead. If the relative clock skew 𝜀AB (𝑡) is accurately esti-
mated, the corresponding synchronized clock can be 𝐶OS

B (𝑡)

as in Figure 19. 𝐶OS
B (𝑡) approximately approaches 𝐶A(𝑡)

although it does not completely synchronize with 𝐶A(𝑡).
However, it is difficult to estimate the skew accurately due
to various factors including short-term effects such as supply
voltage, temperature, and humidity changes and long-term
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effects such as crystal aging. Offset compensation enables
short-term time synchronization, while skew compensation
facilitates long-term synchronization. Therefore, these two
compensation techniques should be employed together, so
that the time-synchronization algorithm with high accuracy
and moderate communication overhead can be realized. By
using this time-synchronization technique, procedures for
time-synchronization in WUSB over WBAN protocol are
proposed in Figure 20.

We have built a WUSB over WBAN test bed for the
WHMS workspace shown in Figure 21.TheWBAN host uses
the standard time difference of arrival technique by observing
the time lag between the arrival of the signals and estimates
its distance from each WUSB/WBAN biosensor device. The
estimated distances are passed to the context-aware WHMS
server, which computes the location of the WBAN biosensor
device using the distances. WHMS application service is
requested by providing the WUSB/WBAN host with the
user’s location information.

The context-aware WHMS application server computes
the location (𝑥, 𝑦, 𝑧) of the WBAN biosensor device using
the distances through the trilateration method, as illustrated
in Figure 22. Suppose the location of the 𝑖thWBANbiosensor
device is denoted by 𝑏

𝑖
, and the estimated distance between

the 𝑖th WBAN biosensor device and the WUSB/WBAN host
is𝑑
𝑖
.Then, wemade the following equation for the 𝑖thWBAN

biosensor device as in (3). This equation is solved using
Newton-Raphson method [8]. The initial location (𝑥

0
, 𝑦
0
,

𝑧
0
) of the WUSB/WBAN host is set to the center of the

workspace. Now consider the following:

(𝑥 − 𝑏
𝑖𝑥
)
2
+ (𝑦 − 𝑏

𝑖𝑦
)
2

+ (𝑧 − 𝑏
𝑖𝑧
)
2

= 𝑑
𝑖

2
. (3)

6. Results and Discussion

Performance of the proposed WHMS scheme is evaluated
throughNS2 simulationswithWBANPHY/MAC simulation
parameters [9–11]. The network size is 5m ∗ 5m. Maximum
20 devices are randomly deployed into this workspace area.
WBAN frame size is fixed to 4095 bytes. Figure 23 shows
throughputs of a non-WUSB WBAN device according to
each UWB PHY data rate for each 𝑚In situation. The 𝑚In
parameter indicates the occupation ratio of WUSB traffic for
the entire WBAN superframe length. In Figure 23, the larger
𝑚In ratio ofWUSB traffic reduces throughput of a non-WUSB
WBAN device more. This result is caused by the reason that
the increase of 𝑚In ratio enlarged length of the RAP2 period
allocated for WUSB traffic in the WBAN superframe.

In Figure 24, UWB PHY data rate of devices is fixed
to 480Mbps. As shown in Figure 24, throughput of a non-
WUSB WBAN device does not vary largely according to the
frame size after the frame size exceeds a certain threshold.
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Because the WUSB transactions in RAP2 period are per-
formed privately without contention, the increase of frame
size does not cause the increase of frame collision probability.
But the throughput of a non-WUSBWBAN device decreases
extremely andproportionally according to𝑚In ratio ofWUSB
traffic.

To validate our time-synchronization middleware, the
WBAN biosensor nodes use the 32.768 kHz real-time clock,
and the frequency tolerance is set to ±20 ppm.We performed
measurements on the WHMS test bed. A WBAN biosensor
node acts as the reference node. AnotherWUSB/WBANhost
node acts as the sink node which is connected to WHMS
server and gathers information about the other WBAN
biosensor nodes’ synchronization error values. We measured
the synchronization errors between the reference WBAN
biosensornode and the other WBAN biosensor nodes.

We built a network which consists of 20 WBAN biosen-
sor nodes. To measure the synchronization precision, we
make each sensor node report the clock offset (𝜃

𝑖
) to the

WUSB/WBAN host sink node whenever it performs offset
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compensation.This clock offset expresses the time difference
between its own clock and the clock of reference node
at the moment just before offset compensation. However,
this value does not coincide with the synchronization error
exactly since it may introduce some measurement errors.
For the offset compensation, we adopt the S-R synchroniza-
tion scheme of two-way message exchanges in TPSN. The
WUSB/WBAN host sink node controls the initiation of two-
way message exchanges and its interval. Once initialized
by the WUSB/WBAN host sink node, the synchronization



14 International Journal of Distributed Sensor Networks

Table 2: Estimated distances at 100 cm.

Distance (cm) Frequency (2000 times in total)
99.9674 11
100.001 327
100.035 946
100.069 62
100.104 573
100.138 75
99.071 6

Table 3: Statistical analysis at 100 cm.

Statistics Value
Mean 100.041 cm
Variance 0.00154603 cm
Standard deviation 0.03931958 cm

procedure of exchanging two-way message can be driven to
the whole network.

For checking the effect of clock skew, we allowed WBAN
biosensor nodes to perform only offset compensation as in
the original TPSN. Every WBAN biosensor node performed
offset compensation at the interval of 30 minutes and 1 hour.
The data reported from each WBAN biosensor node are
averaged according to message hop count. Figure 25 shows
this result of the average synchronization error. It is checked
that the synchronization errors weakly tend to increase with
respect to message hop count from the WUSB/WBAN host
sink node and that the effect of clock skewon synchronization
error becomes considerable as time passes.

Finally, to validate our localization middleware, the dis-
tances between the WBAN biosensor nodes and the WUSB/
WBAN host node are obtained in an asynchronous mode.
All WBAN biosensor nodes use a 16-bit timer, and the loca-
tion of a WBAN biosensor node is computed at 10Hz. The
accuracy of the distance estimation has been tested. For a
fixed position of the WUSB/WBAN host, the distance from
a WBAN biosensor node is measured by hand. Then, the
distance is estimated in the proposedmiddleware framework.
Such an estimation is done for 2,000 times. Tables 2 and 3
show the statistics for the measured distances of 100 cm.This
distance test proves that our localization middleware can be
successfully integrated with WHMS applications.

7. Conclusion

In this paper, we propose time-synchronization and local-
ization middlewares platform built on WUSB over IEEE
802.15.6 WBAN hierarchical protocol. Our test results prove
that they can be well integrated and lead to a new type of
natural interface for the wearable health-monitoring systems
(WHMS). In the current implementation, the location data
are computed at 10Hz. For fully supporting real-time appli-
cations of WHMS, more effort should be made to increase
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Figure 25: Synchronization error by offset and skew compensation.

the performance. Further, many applications may benefit
not only from location awareness but also from orientation
awareness built on the precise time synchronization. To fulfill
such needs, the overall performance should be continuously
upgraded.
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Robust detection and tracking in a smart environment have numerous valuable applications. In this paper, an adaptive sensor fusion
method which automatically compensates for bias between a laser scanner and video camera is proposed for tracking multiple
people. The proposed system comprises five components: blob extraction, object tracking, scan data clustering, a cluster selection,
and updating the bias. Based on the position of object in an image, the proposed system determines the candidate scan region.Then,
the laser scan data in the candidate region of an object is clustered into several clusters. A cluster which has maximum probability
as an object is selected using a discriminant function. Finally, a horizontal bias between the laser scanner and video camera is
updated based on the selected cluster information. To evaluate the performance of the proposed system, we show error analysis
and two applications. The results confirm that the proposed system can be used for a real-time tracking system and interactive
virtual environment.

1. Introduction

Robust detection and tracking in a smart environment have
numerous valuable applications, such as recognizing human
behavior for intelligent surveillance, monitoring, and analyz-
ing. To monitor human activities such as location, identity,
and behavior, robust detection and tracking are necessities in
various environments.

In the people motion tracking area, the one side view,
which comes from a single video image, is used to verify
peoples’ actions. In diverse and sophisticated environments,
there are numerous problems in a single video image. In
ubiquitous environments, to perceive the motion of people,
unfavorable conditions exist in single-sensor systems, such
as illumination variation and shadow. To overcome these
problems, many methods rely on fusing a number of sensors,
such as the infrared cameras, laser range finders, and image
cameras ofmany directions [1, 2].However, as various sensors
are added, the object calibration is a very important issue in
the object tracking area for the reliable detection and tracking
of multiple objects [3].

To calibrate multi-sensors, an attempt using an extrin-
sic calibration between the camera and the laser scanner
was proposed in [3–6]. This approach uses a technique in
which both sensors image a planar checkerboard target at
unknown orientations. Even if the calibration is reliable, it
is inconvenient to adjust for tracking people simultaneously.
Furthermore, the checkerboard always should be used to
calibrate this system.

To overcome these problems, we present an adaptive
sensor fusion method between the laser scanner and video
camera. In this proposed approach, our system does not need
a checkerboard. As the configuration of the system, which
consists of a laser scanner and video camera, changes to
intuitive positions, the traditional system requires a recalibra-
tion process. The proposed system, which has a background
model, can compensate these sensor’s horizontal variations
automatically.

The paper is organized as follows: in the next section,
we briefly introduce the proposed system. In Section 3, we
present a video processing method for tracking multiple
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Figure 1: System overview.

objects. In Section 4, we present a detailed method to cali-
brate laser scanner and video camera. Then, we present the
results with real environmental data in Section 5. At last, we
conclude in Section 6.

2. System Overview

The proposed system consists of the video processing and
the adaptive sensor fusion as shown in Figure 1. To measure
the position of objects in an image, we adopt Mixture of
Gaussians-(MoGs-) [7] based blob extraction and inference-
graph-based object tracking approach. Then laser, scan data
in the candidate region from the result of the object tracking is
clustered into several clusters. A cluster which has maximum
probability as an object is selected using a discriminant
function. Finally, a horizontal bias between the laser scanner
and video camera is compensated based on selected cluster
information.

3. Video Processing

In order to merge the laser scanner and video camera, the
proposed system performs video processing in a prior part
of the system. In order to measure the position of objects in
an image, we developed an enhanced view-based multiple-
object tracking system based on previous research [8, 9]. In
this section, we briefly introduce thismultiple-object tracking
system.

3.1. Blob Extraction. For segmentation, MoGs is widely used
due to the capability for adaptation to the various environ-
mental changes like illuminations. But, the main problem of
MoGs is thatmoving objects are learned as backgroundwhen
they stop. And thus it fails to segment objects stopped as
foreground. In the proposed system, in order to segment an
input image into a foreground and background, a modified
MoGs [8] is used to keep moving objects segmented as

foreground, even when they stop. After conventional MoGs
is performed, the following four steps are further executed
to manage objects stopped. First, the Gaussians are sorted in
descending order of their weight. Second, the pixels moving
from the first Gaussian component to the second Gaussian
component are identified as pixels belonging to the objects
stopped and they are put into an augmented mask.Third, the
pixels in the augmented mask are added to the segmentation
mask from the conventional MoGs. Fourth, the pixels in the
augmented mask are removed from the augmented mask
when the stopped objects start to move.This modified MoGs
guarantees that the objects still identified as foreground, even
when moving objects stopped. In order to remove shadows
and highlights, we can adjust the intensity of a shadow pixel
compared with a backgroundmodel as shown in Figure 2(d).
After removing shadows and highlights, when capturing
foreground pixels at frame 𝑡, they are clustered into a set of
𝐵
𝑡
= {𝑏
𝑡

𝑖
| 𝑖 is an integer and 0 ≤ 𝑖}, where a blob 𝑏𝑡

𝑖
is an 𝑖th

set of connected foreground pixels.

3.2. Object Tracking. A blob represents an object in the
ideal case. In the real environment, however, one object can
have several blobs (fragmentation), and one blob can have
multiple-objects (grouping). To deal with these problems,
Choi et al. [9] adopt an online multiple object tracking
framework. Figure 3 shows the overall procedure of this
framework. First, detecting blob association events between
𝐵
𝑡 and𝐵𝑡−1 can update the blob inference graph, labeling each

vertex as fragment, object, and group. Finally, localization of
objects can be captured by using the blob graph.

4. Adaptive Sensor Fusion

In this paper, we propose an adaptive method which com-
pensates horizontal bias between the laser scanner and video
camera. In order tomerge the laser scanner and video camera
adaptively, there are three steps in the proposed method.
First, laser scan data in the candidate region of the object
is clustered into several clusters. Second, a cluster which
has maximum probability as an object is selected using a
discriminant function. Finally, a horizontal bias between the
laser scanner and video camera is updated based on selected
cluster information.

4.1. Sensor Data Clustering. To match an object in an image
to laser scan data, we determine the candidate region in the
laser scan data.The candidate region in the laser scan data can
be determined based on the object position in an image.This
candidate region (𝜃

𝑙
, 𝜃
𝑟
) is shown in the following equations:

𝜃
𝑙
= (1 − 𝜑) (90 + fov(−1

2
+
𝑜
𝑙

𝜔
) + bias) ,

𝜃
𝑟
= (1 + 𝜑) (90 + fov(−1

2
+
𝑜
𝑟

𝜔
) + bias) .

(1)

In (1), 𝜃
𝑙
and 𝜃

𝑟
are the left and right angle boundaries,

respectively, 𝑜
𝑙
denotes the left pixel position of an object, 𝑜

𝑟

denotes the right pixel position of an object,𝜔 refers to image
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Figure 2: (a) An input image. (b) The result of foreground extraction. (c) Detected shadow (marked in red) and highlight (marked in blue).
(d) The result of foreground extraction: an example of a figure without shadow or highlight.
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Figure 3: The online multiple-object tracking framework.
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width, bias means horizontal bias between the laser scanner
and video camera, fov means field of view angle, which is
determined by the video camera, and 𝜑 denotes the scale
factor which expands the candidate region.

The archived laser scan data in the candidate region is
lumped into several clusters by the nearest neighborhood
clustering algorithm. We use the following equation as a
threshold equation:

√𝑑MV(𝜃1)
2

+ 𝑑MV(𝜃2)
2

+ 2𝑑MV (𝜃1) 𝑑MV (𝜃2) cos (
󵄨󵄨󵄨󵄨𝜃1 − 𝜃

2

󵄨󵄨󵄨󵄨)

> 𝛿.

(2)

In (2), 𝑑MV(𝜃) refers to the distance from the measured
value of the laser scanner at angle 𝜃, both 𝜃

1
and 𝜃
2
are discrete

angle values (0, 1, 2, . . . 180), and 𝛿 denotes the neighborhood
distance threshold value, which is set as 2.5 feet (an average
person’s stride length [10]). Using this threshold function,
we classified the datum in 2.5 feet from each other as same
cluster.

4.2. The Cluster Selection Method. In order to take an
appropriate cluster which has the greatest probability to
be an object, the proposed system adapts the following
discriminant function:

𝑚 = arg max
0≤𝑖≤𝑘

∑

𝜃∈C
𝑖

Δ (𝜃) . (3)

In (3), 𝑘 denotes the number of clusters, and 𝐶
𝑖
refers

to the 𝑖th cluster. A discriminant function Δ is adapted to
compare each cluster:

Δ (𝜃) =

{{{{

{{{{

{

𝜃
𝜔

2

󵄨󵄨󵄨󵄨𝜃 − 𝜃
𝑐

󵄨󵄨󵄨󵄨 𝑑MAXBG, 𝑑BGMV (𝜃) > 𝛿,

𝜃
𝜔

2

󵄨󵄨󵄨󵄨𝜃 − 𝜃
𝑐

󵄨󵄨󵄨󵄨 𝑑BGMV (𝜃) , otherwise.

(4)

In (4), dMAXBG denotes the maximum distance from the
background model of the laser scan data, 𝑑BGMV(𝜃) denotes
the difference between the background model and measured
value at 𝜃, 𝜃

𝜔
refers to angular width, and 𝜃

𝑐
refers to the

center angle of the candidate region (𝜃
𝑙
, 𝜃
𝑟
). These are shown

in the following equations:

𝑑MAXBG = max
0≤𝜃≤180

𝑑BG (𝜃) , (5)

𝑑BGMV (𝜃) =
󵄨󵄨󵄨󵄨𝑑BG (𝜃) − 𝑑MV (𝜃)

󵄨󵄨󵄨󵄨 , (6)

𝜃
𝜔
=
󵄨󵄨󵄨󵄨𝜃𝑙 − 𝜃

𝑟

󵄨󵄨󵄨󵄨 , (7)

𝜃
𝑐
=
𝜃
𝑙
+ 𝜃
𝑟

2
. (8)

In (5) and (6), 𝑑BG(𝜃) denotes the distance from the
backgroundmodel of the laser scan data at 𝜃.The background

Overlapped region
Second person region

First person region
Candidate region

Cluster of object

Figure 4: Example case of overlapping candidate regions.

Candidate region
Cluster of object

Target
bias

Center of
cluster

Center of 
candidate

Figure 5: The horizontal bias angle.

model of the laser scan data is similar to the traditional
background model of the gray scale video stream. Consider

𝐷BG (𝜃)=
{

{

{

𝑑BG (𝜃)+𝛼 (𝑑MV (𝜃)−𝑑BG (𝜃)) , 𝑑BGMV (𝜃)≥𝛿,

𝑑BG (𝜃)+𝛽 (𝑑MV (𝜃)−𝑑BG (𝜃)) , otherwise.
(9)

In (9), 𝛼 refers to the learning rate in the case of
foreground and 𝛽 refers to the learning rate in the case of the
background. Equation (9) is adapted to the whole range of
laser scan data.
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Figure 6: The example of bias.

According to the discriminant function, the cluster vol-
ume, difference from the background model, and difference
from the center of candidate region are considered as selec-
tion criteria. Using these selection criteria, the proposed
system can select the appropriate cluster in case the candidate
regions overlap. An example case of overlapping is shown in
Figure 4.

4.3. Updating Rule. After determining an appropriate cluster,
which is selected by a discriminant function, the proposed
system updates bias adaptively. Figure 5 shows the target bias
which is calculated from the candidate region and selected
cluster. In order to take an appropriate cluster which has
the greatest probability to be an object, the proposed system
adapts the following discriminant function.

To diminish the target bias, the proposed system updates
the bias using the following updating rule:

bias = bias + 𝜌 (MidAng (𝑚) − 𝜃c) . (10)

In (10), bias refers to the horizontal bias angle between
the field of view angle and the matched cluster, 𝜌 denotes
the learning rate, andMidAng(𝑚)means themedian angle of
matched cluster𝑚.TheMidAng is calculated by the following
equation:

MidAng (𝑖) =
󵄨󵄨󵄨󵄨󵄨
min
𝜃∈C
𝑖

𝜃 +max
𝜃∈C
𝑖

𝜃
󵄨󵄨󵄨󵄨󵄨

2
. (11)

Using (10) as an updating rule, the proposed approach can
compensate for horizontal bias adaptively.

5. Experimental Results

In order to evaluate proposed system, we arrange the video
camera and the laser scanner vertically. Samsung SDC-415A
model is adopted as video camera. It supports 768 × 494

resolution and covers 140 degree fields of view. SICK LMS100

Table 1: The relative bias after convergence.

Learning rate Angle
6 3 −3 −6

0.1 6.013 2.951 −3.139 −6.178

0.5 5.981 2.986 −3.080 −6.186

model is adopted as laser scanner. It supports a 50Hz scan
rate over 270 degree range and 0.25 degree angular resolution.
Its sensing range is 18 meters with an error of about 20mm.
The experimental results consist of two parts: the error
analysis of the proposed approach and the application of the
proposed system.

5.1. Error Analysis. To evaluate the proposed approach, we
performed an error analysis of the bias compensation. To
measure the error of the compensation, we installed amarker
at the same position which can be detected by both the vision
and laser scanner. By rotating the video camera three degrees
horizontally, we measured the relative bias from the origin
angle after convergence. The overall results are shown in
Table 1. In this experiment, measurements were taken five
times and the results were averaged out.

As shown in Table 1, the average error of the proposed
approach is about 0.085 degree.The saturation of bias as time
is shown in Figure 6. In Figure 6, LR refers to learning rate.
In the case of 0.1, the saturation time is about 40 frames.
However, in the case of 0.5, the saturation time is lower than
10 frames. From these results, the proposed approach can be
considered reasonable for real-time systems.

5.2. Application. In this subsection, we show two applications
of the proposed system. The first application is people
tracking. The second application is a virtual pet system using
augmented reality.

Figure 7 shows an example of multiple people tracking.
The upper two images illustrate that the candidate regions do
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Figure 7: The people tracking by adjusting adaptive calibration.

not overlap, and the lower two images illustrate overlapping
case. In both conditions, the proposed system can track
appropriate people by the discriminant function.

In the second application, to apply the proposed system,
we employed it in a virtual pet system based on augmented
reality. As shown in Figure 8, only a person and a dog’s house
exist in a real environment.With the position of the calibrated
object result and the human action recognition result, user
canmake a relationshipwith a virtual pet, called Cho-Rong-I.

The ground of the real environment is calibrated in the
initial stage so that the bottom-center coordinate of each
object can be converted into the coordinate in the ground.

Wemade several complex scenarios in order to probe the
performance of the proposed system as follows: Cho-Rong-
I follows the owner in Figures 8(a) and 8(b) and pretends to
die when the owner pretends to shoot in Figure 8(c). Figures

8(d) to 8(f) show that Cho-Rong-I passes under the owner’s
legs. As the proposed system obtained the precise position,
the augmented dog, Cho-Rong-I, also reacts with the person
at the virtual region matching the real coordinates.

6. Conclusion

In this paper, we proposed adaptive sensor fusion methods
that compensate for horizontal bias between a laser scanner
and video camera for tracking people in real-time system.The
usualmethod using the checkerboard is inconvenient to track
people simultaneously because of the manual calibration in
a previous research. The proposed system in this paper over-
comes the problem using an automatic adaptive sensor fusion
method in real-time people tracking. In this application field,
the accuracy of compensation is a significant factor for a
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Figure 8: Demonstration of the virtual pet system.

real-time system. In order to match images between the
video camera and laser scanner, we propose the algorithm to
merge the laser scanner and video camera simultaneously by
capturing the position of the candidate region and the cluster
of the laser scan datum. To evaluate the performance of the
proposed system, we employed it for tracking two people and
then applied it in an augmented reality where one person
can interact with a virtual pet. These results show that the
proposed system can be successfully employed to obtain the
peoples’ position by automatic sensor fusion. To enhance the
proposed system, variations of the other axis should also be
considered.We are currently improving our system to include
the uncertainty variations of the sensor position.
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It is important for doctors to see a patient’s medical history when the patient visits the hospital. Currently, doctors research and
compare information on their patient’s condition through the patient or medical history chart. This method can cause confusion
when the patient has several namesakes which can lead tomedical errors andmalpractice. To prevent such accidents, doctors should
have access to the accurate history of their patients through an independent recognition system at any time or any place. Examples
of such independent recognition systems are the RFID system, a compacted embedded system, and RFID reader and a TFT-LCD
monitor with a unified single system. In this study, to record a patient’s medical history, an RFID monitoring system with a carrier
frequency of 125 kHz a PXA255 ARM chip, and a 64Mbyte SDRAM was configured and operated as an embedded Linux system.
These two systems were interlocked to read the patient’s arm tags.The interlocked system can obtain patients’ medical history from
a database and display it on a monitor. The advantage of this system is that it does not need a computer and can be implemented
with only a hand-held device. Its performance analysis chart shows the result from the experimental device and the results shown
with photographs.

1. Introduction

Doctors and nurses need a mobile conversion system in a
ubiquitous environment in a hospital to see their patient’s
personal and medical histories [1–4]. An RFID system is
first required, however, for recognition of the patient, as
is a loaded embedded Linux system for data monitoring.
The RFID tag system is essential for patients who wear
a tag, as it recognizes a patient’s medical history without
error [1–4].The existing real-time embedded Linux operating
system is more advanced than the previous system and
supports more features, and through its current source, its
development speed is fast increasing [5–9]. Judging from
these facts, a mobile ability system is required for the design
of a patient monitoring system. Its development cost is also
lower. An integrated system for themonitoring of the patient’s

history must be capable of real-time behavior. Moreover,
immediately needed tag information for monitoring requires
a fast-booting system, and one of the essential requirements
for mobile conversion is a low-power mobile system [10–17].
In this study, to monitor RFID data in real time, the RFID
system used a 125 kHz carrier wave with the EM4095 and an
embedded Linux operating system with a 400MHz PXA255
ARM RISC chip, a 512 Kbyte Boot Flash, and a 64Mbyte
SDRAM. Moreover, the system was configured to use a
NAND Flash [9]. Given the overall system configuration and
operating conditions, CC1020 was embedded in the RFID
system using a wireless communication system [18–26]. The
extended Linux system boot process and the overall boot
loader, kernel, and application processes were operated in an
orderlymanner. In conclusion, the performancewas analyzed
and shown with pictures of the experimental systems.
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si::sysinit:/etc/rc.d/rc.sysinit
⋅ ⋅ ⋅

⋅ ⋅ ⋅

lc:0123456:wait:/etc/rc.d/rc.local
l0:0:wait:/etc/rc.d/rc 0
l1:1:wait:/etc/rc.d/rc 1
l2:2:wait:/etc/rc.d/rc 2
l3:3:wait:/etc/rc.d/rc 3
l4:4:wait:/etc/rc.d/rc 4
l5:5:wait:/etc/rc.d/rc 5
l6:6:wait:/etc/rc.d/rc 6

cp:0123456:wait:/etc/rc.d/rc.app // added this line

Algorithm 1: /etc/inittab files correction.

Table 1: A class of runlevel.

Runlevel 0 Halt (service about system close)
Runlevel 1 Single user mode

Runlevel 2 Multiuser without NFS (multiuser mode without
NFS server)

Runlevel 3 Multiuser (multiuser mode)
Runlevel 4 Not used
Runlevel 5 X11 (multiuser mode of login display using X11)
Runlevel 6 Reboot (service about rebooting)

EM409

CC102

CC1020

Sever

AVR
(Atmega128)

Tag Serial port
(RS232)

PXA255

TFT-LCD Flash
ROM

Figure 1: Block diagram of the overall system.

2. System Configuration

2.1. System Concept. In Figure 1, tag information is sent to
the 125 kHz RFID reader. The received tag data will be sent
to the server using the wireless CC1020 module with a
433 kHz frequency [27–29]. The saved data from the server
contains the corresponding patient medical history, and the
tag information and corresponding data are retransmitted via
a wireless module. After such data are received using RS232
communication, they will be transmitted to the embedded
system that is equipped with the PAX255 ARM Chip. Based
on the QT written monitoring program, the embedded
system outputs a history of the patient’s medical history to
a TFT-LCD.

Table 2: cp script.

Name Runlevel Action Command
cp 0123456 wait /etc/rc.d/rc.app

2.2. System Configuration

2.2.1. RFID System. The RFID system used an EM4095
general purpose chip that was produced by the SWATCH
group.

It is a CMOS device that uses the 125 kHz frequency band.
The tag in the RFID systemwas EM4100 andwill operate only
in the Read-Only mode. Using EM4095, the reader system
was set up to operate in the Read-Only mode. Figure 2 shows
the circuit configuration of the RFID system.

L2 in Figure 2 is the antenna that is attached to the reader.
Tag data are entered on the antenna of the EM4095 13-pin
output. To input the data to the CC1020, Atmega128MICOM
was used.

2.2.2. Wireless Communication System with CC1020. Figure 3
shows the circuit that used the CC1020 chips. One of the
important characteristics is shown in the schematic of the
PLL circuit using fixed and variable frequencies by syn-
chronous phase and LC filters.

The frequency of a particular band pass was used. CC1020
was needed to set the behavior of the PSEL, PCLK, PDI, and
PDO pins and for a bidirectional AVRData interface. The
DIO pins DCLK pin connection was required. An almost
perfect CC1020 is shown in Figure 4 with synchronous serial
interface settings, using the MCU.

This interface can be divided into two parts. First, the
internal register has to install a CC1020 chip that supports
the implementation of a communication system. After the
completion of the second set, the actual data are used for
transmission and receipt. The interface circuit in Figure 4
explains this process.

2.2.3. Embedded Linux System. EZBOOT was used for the
embedded Linux system that was manufactured by Falinux.
Its main feature is its ability to memorize, read, and write.
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It uses ZMODEM to download images and flash memory
to read and write. To display the history of the patient
information system on the LCD, the embedded Linux system
must be initialized. The initialization process should be
performed as shown in Figure 5.

At the moment of the initialization of the embedded
Linux system, the Boot loadermust be executed in 512 Kbytes
of the BIOS Boot Flash within sector 0, cylinder 0. The Boot
loader will first initialize the hardware for the system to
operate, and the CPU will make the access possible to the
SDRAM. As shown in Figure 6, the kernel and RAMDISK

images are stored in the 64Mbyte NAND Flash and will be
saved in the 64Mbyte SDRAM.

Before the kernel is performed for the i386 Linux-2.4.19
to make it apt for ARM usage, ARM patching must be
performed. Due to the use of a CPU as a PXA255 chipset,
the kernels with the performed XScale must be loaded to
the 64M NAND Flash in the EZBOOT setup mode. The
Linux kernel and arch/∗/kernel/head.S, which enable the C
code to perform the operation, were programmed at the
entry point. Moreover, the init/main.c has a start kernel
( ) function, and such function of arch init, trap init, is
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Figure 5: Flowchart for initial process of the embedded Linux
system.

an architecture-dependent initialization function. Each part
of the Linux kernel has an initialization function. The start
kernel ( ) function at the end of the kernel thread (init,. . .), as
a function of the PID, will create a single kernel thread, and
the start kernel ( ) function itself is an idle task. Moreover,
the init kernel thread will mount the root file system in
the Read-Only mode. At this point, because the embedded
Linux system does not have a hard disk, it must load the
root file system to the Ram disk. When the Ram disk that
serves as the root file system is loaded, the System V init

is finally performed. The last kernel performance process in
the exec/sbin/init is called the System V init program. It has
the same functions and performance as the DOS program of
the old, which had autoexec.bat (the Batch file that enabled
automatic operation). The System V init and /etc./inittab file
perform according to the contents of the inittab file, and the
information contents vary depending on such performance.
Table 1 shows the Runlevel per performance type, which
groups the services into different categories.

In the embedded system, a specific user application, the
booting must be carried out simultaneously. Therefore, the
RFID tag data must be sent from the system and outputted to
the TFT-LCD window immediately after the board booting
is completed.Thus, the /etc./inittab file shown in Algorithm 1
was revised.

The Runlevel of the embedded Linux systems is basically
3, l3:3:wait:/etc/rc.d/rc 3. The execution sequence of inittab
is rc.sysinit>>rc.local>>rc3.d. As shown in Table 2, an exe-
cutable script was added, and in the directory of etc./rc.d that
was executed with rc.local, the rc.app application script was
made. A brief description of the script follows.

3. Experiment and Performance Analysis

Figure 7 shows the future test of RFID systems and the
embedded Linux systems in this project. Figure 7(a) shows
a reading from the RFID tag system, which indicates that
the TFT-LCD can display related data. The PXA255 chip,
64Mbyte SDRAM, and NAND Flash are configured to be
compatible with the embedded Linux system. Moreover,
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(a) Embedded LINUX system (b) RFID system

Figure 7: Experiment system.

Figure 7(b) shows the capability of the 125 kHz RFID system
and server, which are configured to communicate with a
wireless communication module, the CC1020 system, to read
tag information.

Figure 8 tag shows that the RFID systemhas read the data.
The output of the TFT-LCD window shows the experiment
results of the embedded Linux system.

As shown in the picture, if the tag has not made contact
with the reader, a basic screen output will be shown like the
picture shown in Figure 8(a).

If contact has been made between the reader and the tag,
the data are immediately recognized and completed. These
data will complete the communication through the server,
and the output image will be displayed by the embedded
systems of the TFT-LCD screen, as shown in Figure 8(b).

Table 3 shows the performance of the experiment device.
The CC1020 transmission of the transferred data among the

tag IDs involved removal of the starting byte and the stop
byte of the tag ID. After only 8 bytes were removed, the
information was transmitted and received. The experiment
was repeated 100 times using the system, and no error
occurred during the transmission.

4. Conclusion

In this study, through a digital wireless communication
device, tag information data were transmitted between the
client server and the server with an RFID system. Concerning
the verified data, a system that could monitor information in
real time was developed: the embedded Linux system with a
PXA255ARMchip.TheRFID systemdeveloped amultichan-
nel, unidirectional, and bidirectional transmission/receiving
system using the ISM band. Its distinctive characteristics are
low-power consumption, high sensitivity, a small chip, and
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Table 3: System performance.

Number of data byte Baud rate Method of communication
RFID 10 Byte 9600 bps Wireless
Embedded Linux Depend on DB 9600 bps Wired
CC1020 transmitter Depend on DB 57600 bps Wireless Transmit range: 50m
CC1020 receiver Depend on DB 57600 bps Wireless

(a) Initial sense (b) Sense of tag data on monitoring system

Figure 8: Display on the TFT-LCD monitoring.

fewer external components.Therefore, the system showed the
possibility of low-power usage and reduced production costs
and sizes. Embedded Linux systems are integrated with the
RFID tag System, and information must be outputted on a
TFT-LCD window and must internally use EZBOOT with
2.4 kernels.This systemwas developed to simultaneously self-
boot and run the QT application, so that it canmonitor RFID
data.The experiment was performed inside awalled building;
and within 50m, tag data were transmitted 100 times. There
were no errors during the tag data monitoring. With this
result, this system showed potential application in hospitals.
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Standard classi�cation algorithms are oen inaccurate when used in a wireless sensor network (WSN), where the observed data
occur in imbalanced classes. e imbalanced data classi�cation problem occurs when the number of samples in one class, usually
the class of interest, is much lower than the number in the other classes. Many classi�cation models have been studied in the data-
mining research community. However, they all assume that the input data are stationary and bounded in size, so that resampling
techniques and postad�ustment by measuring the classi�cation cost can be applied. In this paper, we devise a new scheme that
extends a popular stream classi�cation algorithm to the analysis of WSNs for reducing the adverse effects of the imbalanced class
in the data. is new scheme is resource light at the algorithm level and does not require any data preprocessing. It uses weighted
naïve Bayes predictors at the decision tree leaves to effectively reduce the impact of imbalanced classes. Experiments show that our
modi�ed algorithm outperforms the original stream classi�cation algorithm.

1. Introduction

A wireless sensor network (WSN) is a distributed platform
that collects data over a broad area. It has a wide variety of
practical military, medical, and industrial applications [1].
e brain of a WSN is usually a decision-making algorithm
that is capable of correctly mapping a set of newly collected
observations from the sensors to one or more prede�ned
categories. It uses a machine-learning algorithm to recall the
classi�cation of old data and classify the new data accord-
ingly. ere is no shortage of machine-learning algorithms
available for decision making in WSNs [2, 3]. However,
the imbalanced classi�cation is a common problem. is
problem occurs when the classi�er algorithm is trained with
a dataset in which one class has only a few samples and
there are a disproportionally large number of samples in the
other classes. is kind of imbalanced data causes classi�ers
to be over�tted (i.e., produce redundant rules that describe
duplicate or meaningless concepts) and as a result perform

poorly, particularly in the identi�cation of the minority class.
In WSN applications, these rare minority classes are oen
critical. Some WSN examples include, but are not limited
to, transaction fraud detection, machine fault monitoring,
environmental anomalies, atypical medical conditions, and
abnormal habitual behaviors—situations where the class of
interest is a small sample of unusual readings. Studies [4]
have shown that using standard classi�cation algorithms
to analyze these imbalanced class distributions leads to
poor performance. An imbalanced class problem may have
another implication in WSN where it could be a symptom of
producing traffic “hot-spot” in WSN. e energy consump-
tion in the sensors may become imbalanced too, which leads
to premature drainout for some local nodes. Some solution
[5] has been proposed to better cluster the nodes and traffics
although it is aimed at the energy level.

Most of the standard classi�cation algorithms assume
that training examples are evenly distributed among different
classes. In practical applications where this was known to be
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untrue, researchers addressed the problem by either manip-
ulating the training data or adjusting the misclassi�cation
costs. Resizing the training datasets is a common strategy
that attempts to downsize the majority class and oversamples
the minority class. Many variants of this strategy have been
proposed [6–8]. A second strategy is to adjust the costs of
misclassi�cation errors to be biased against or in favor of
the majority and minority classes, respectively. Using the
feedback from the altered error information, researchers then
[9, 10] �ne-tune their cost-sensitive classi�ers and postprune
the decision trees in the hope of establishing a balanced
treatment of each class in the new imbalanced data collected
by the network.

e authors of this paper argue that replacing the
traditional classi�er with an optimized stream classi�er is
another effective solution. As mentioned above, the current
techniques for dealing with imbalanced data require addi-
tional data preprocessing or feedback learning and pruning
of a trained decision tree. ough they may be useful
in minimizing the impact of imbalanced data, these pre-
and postprocessing mechanisms require working through a
whole database and their operations incur certain overheads
in the data-mining environment, which may not be favorable
in a WSN. In a wireless sensor network, data mining is done
in real time with a compact device with limited memory
and processing power called a sink, and most importantly
the incoming data for classi�cation training and testing are
streaming in nature. ese data streams are nonstationary
data thatmay only be read one time at the intermediate nodes
of a sensor network and are then forgotten. Furthermore,
these nodes may be required to perform real-time classi�ca-
tion as the data �ows along the WSN. Fast prediction results
with satisfactory accuracy must be propagated from node
to node. In this dynamic environment, techniques based on
data storage and feedback style aer learning cannot be used
to correct imbalanced data. On the other hand, it has been
demonstrated that a stream classi�er is a good candidate for
WSN applications [11].

e contribution of this paper is a set of simple modi�ca-
tions that optimize an existing stream classi�cation algorithm
called Very Fast Decision Tree to handle the imbalanced class
problem at the algorithmic level. One important extension
is the use of weighted naïve Bayes predictors installed at the
decision tree leaves. e assigned weights have the effect of
countering the “biases” that are introduced by the problems
of imbalanced class found in imperfect WSN data. e paper
is organized as follows. Section 2 describes in detail the
modi�cations that tackle the imbalanced class problem. In
Section 3 a range of experiments is described, the “biased”
datasets with imbalanced classes are introduced and the
experimental results are discussed. Section 4 concludes the
paper.

2. Optimizing the Very Fast Decision Tree

2.1. Motivation and Overview. ree special modi�cations
are proposed to enhance the Very Fast Decision Tree (VFDT)
algorithm.esemodi�cations are embedded in line with the

codes that implement the classi�cation logic of the stream
classi�er. e modi�cations to reduce the imbalanced class
problem are made in four phases: the training phase, where
new nodes are created if the statistical criteria established
in the learning from the labeled samples phase are met;
the prepruning phase, in which the quali�ed nodes and
branches are tested to see whether they can indeed improve
the prediction accuracy (before they are added to the decision
tree); the prediction phase where unseen samples are being
categorized to prede�ned classes; and the pruning phase
which uses the functional tree leaf [12].emodi�cations are
in the forms of simple computation and conditional checks
that do not incur heavy resource consumption at the sensor
nodes.

e improved version of VFDT is generally called
the Optimized Very Fast Decision Tree with Functional
Leaves (OVFDT-FL). Our previous work [13] shows that
the OVFDT-FL prototype can classify data streams with the
maximum possible accuracy with the minimum tree size. In
this paper, OVFDT-FL is tested with imbalanced class data.
e design of OVFDT-FL is given as follows.

OVFDT, which is based on the original VFDT design, is
implemented using a test-then-train approach for classifying
a continuously arriving data stream, even𝑁𝑁 𝑁 𝑁 where𝑁𝑁
is the total number of training instances as shown in Figure 1.
e whole test-then-train process is synchronized so that
when the data stream arrives one segment at a time, the
decision tree is tested �rst for prediction output and training
(which is also known as updating) of the decision tree model
then occurs incrementally. Suppose that 𝑋𝑋 is a vector of 𝑑𝑑
attributes and 𝑘𝑘 is the number of classes included in the data
streams. When a new data sample (𝑋𝑋𝑋 𝑋𝑋𝑘𝑘) arrives, it travels
from the root of the decision tree to an existing leaf via the
current decision tree structure, provided that the root existed
initially. Otherwise, a heuristic function is used to construct a
treemodel with a single root node using the procedure shown
in Pseudocode 1. Suppose that a decision tree model HT can
give a prediction to a class 𝑦𝑦′𝑘𝑘 according to the functional tree
leaf ℱ, where HT(𝑋𝑋𝑋 𝑋 𝑋𝑋′𝑘𝑘. Comparing the predicted class
𝑦𝑦′𝑘𝑘 to the actual class 𝑦𝑦𝑘𝑘, the statistics of the true, 𝐶𝐶𝑇𝑇, and
false, 𝐶𝐶𝐹𝐹, predictions are updated immediately. Meanwhile,
the sufficient statistics 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖, which are a count of the attribute
𝑥𝑥𝑖𝑖 with value 𝑗𝑗 that belong to class 𝑦𝑦𝑘𝑘, are updated for each
node. is series of actions is called the testing phase.

e training phase immediately follows the testing phase.
Node-splitting estimation is used to initially decide if HT
should be updated or not, depending on the number of
samples received that can potentially be represented by
additional underlying rules in the decision tree. In prin-
ciple, the node-splitting estimation should apply to every
single new sample that arrives. However, this would be
too resource expensive and would slow down the tree
building process. Instead, VFDT proposes a parameter 𝑛𝑛min
that only carries out the node-splitting estimation when
𝑛𝑛min examples have been observed on a leaf. In the node-
splitting estimation, the tree model should be updated
when a heuristic function 𝐺𝐺𝐺𝐺𝐺 chooses the most appro-
priate attribute, with the highest heuristic function value
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New leaf creation

Testing TrainingData stream Decision tree

F 1: A test-then-train OVFDT work�ow.

INPUT:
S: A stream of sample
X: A set of symbolic attributes
G(⋅): Heuristic function using for node-splitting estimation
𝛿𝛿: One minus the desired probability of choosing a correct attribute at any given node
𝑛𝑛min: e minimum number of samples between check node-splitting estimation
ℱ: A functional tree leaf strategy
OUTPUT:
HT: A decision tree

PROCEDURE: initializeHT(S, X, G(⋅), 𝛿𝛿, 𝑛𝑛min)
(1) Let HT be a tree with a single leaf l (the root). Let𝑋𝑋𝑙𝑙 =𝑋𝑋 𝑋 𝑋𝑋𝑋∅}
(2) Let 𝐺𝐺𝑙𝑙 (𝑋𝑋∅) be the G(⋅) obtained by predicting the class in S, according toℱ.
(3) FOR each class 𝑦𝑦𝑘𝑘
(4) //𝑦𝑦𝑘𝑘 is the class lable y with the kth label
(5) FOR each value𝑋𝑋𝑖𝑖𝑖𝑖, of attribute𝑋𝑋𝑖𝑖 ∈ 𝑋𝑋
(6) Reset OCD: 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖(l) = 0
(7) //𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖(l) is the count of attribute with𝑋𝑋𝑖𝑖𝑖𝑖 and 𝑦𝑦𝑘𝑘 at leaf l
(8) END-FOR
(9) END-FOR
(10) Return HT with a single root

P 1: e pseudocode of initializing an OVFDT model.

𝐺𝐺𝐺𝐺𝐺𝑎𝑎), as a splitting node, according to Hoeffding’s bound
and the tie-breaking threshold. e heuristic function is
implemented as an information gain here. is in situ
system of node-splitting estimation constitutes our training
phase.

Two modi�cations are proposed for the training phase of
OVFDT to manage imbalanced data classes. e �rst is to
dynamically adjust the tie-breaking function in the splitting-
node determination using the mean value of Hoeffding’s
bound. e growth of the tree is in�uenced by the mean
value of the traffic �uctuation (which was found to correlate
with Hoeffding’s bound in our previous work) rather than
the imbalanced data class. e second modi�cation is to
use prepruning to test if the leaf chosen to be split, and
therefore increase tree growth, is indeed a valid choice given
the imbalanced data class. In this way, we can assume that
the expansion of the tree is a result of genuinely accurate
predictions. us, postpruning on the decision tree is not
necessary. Section 2.2 presents the details of the functional
leaf strategy for handling the imbalanced data class, and the

details of the modi�cations to the training phase are given in
Section 2.3.

2.2. Functional Tree Leaf Prediction in Testing Phase. e
sufficient statistics 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 is an incremental count number stored
in each node in the OVFDT. Suppose that a node Node𝑖𝑖𝑖𝑖 in
HT is an internal node labeledwith attribute 𝑥𝑥𝑖𝑖𝑖𝑖. Suppose that
𝑘𝑘 is the number of classes distributed in the training data,
where 𝑘𝑘 𝑘 𝑘. A vector 𝑉𝑉𝑖𝑖𝑖𝑖 is constructed from the sufficient
statistics 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖 inNode𝑖𝑖𝑖𝑖 such that𝑉𝑉𝑖𝑖𝑖𝑖 = {𝑛𝑛𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖}.𝑉𝑉𝑖𝑖𝑖𝑖
is the observed class distribution (OCD) vector of Node𝑖𝑖𝑖𝑖.
OCD stores the count of the distributed class at each tree node
in OVFDT. It helps to keep track of the occurrences of the
instances of each attribute.

For the actual classi�cation, OVFDT uses HT(𝑋𝑋𝑋𝑋𝑋𝑋′𝑘𝑘 to
predict the class label when a new sample (𝑋𝑋, 𝑦𝑦) arrives. e
predictions are made according to the OCD in the leaves,
which is called the functional tree leafℱ. Originally, inVFDT
the prediction used only themajority class functional tree leaf
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PROCEDURE: traverseHT(S, HT,ℱ)
(1) Sort S from the root to a leaf by HT. Update OCD in each node: 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖(l) ++
(2) Switch (ℱ)
(3) CaseℱMC: predict the class 𝑦𝑦′𝑘𝑘 with max 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖(l)
(4) CaseℱNB: predict the class 𝑦𝑦′𝑘𝑘 with max NB prob.
(5) CaseℱWNB: predict the class 𝑦𝑦′𝑘𝑘 with max WNB prob.
(6) CaseℱAdaptive: predict the class 𝑦𝑦′𝑘𝑘 usingℱ with Errormin
(7) IF 𝑦𝑦′𝑘𝑘 equals to the actual class label in S, THEN 𝐶𝐶𝑇𝑇++
(8) ELSE 𝐶𝐶𝐹𝐹++
(9) ΔC = 𝐶𝐶𝑇𝑇 − 𝐶𝐶𝐹𝐹
(10) Return Δ𝐶𝐶

P 2: e pseudocode of OVFDT testing phase.

ℱMC.emajority class only considers the counts of the class
distribution, but not the decisions based on combinations
of attributes. e naïve Bayes functional tree leaf ℱNB was
proposed to compute the conditional probabilities of the
attribute values given a class at the tree leaves by naïve
Bayes. As a result, the prediction at the leaf is re�ned by the
consideration of the probabilities of each attribute. To handle
imbalanced class distribution in a stream, a weighted naïve
Bayes functional tree leaf ℱWNB and an adaptive functional
tree leafℱAdaptive are proposed in the paper.

2.2.1.Majority Class Functional Tree Leaf. In theODCvector,
the majority class functional tree LeafℱMC chooses the class
with the maximum distribution as the predictive class in a
leaf, whereℱMC: argmax𝑓𝑓 𝑓 𝑓𝑓𝑓𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖},
and where 0 < 𝑟𝑟𝑟𝑟𝑟  .

2.2.2. Naïve Bayes Functional Tree Leaf. In the OCD vector
𝑉𝑉𝑖𝑖𝑖𝑖𝑖 = {𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖}, where 𝑟𝑟 is the number
of observed classes and 0 < 𝑟𝑟𝑟𝑟𝑟  , the naïve Bayes functional
tree leafℱNB chooses the class with themaximumpossibility,
as computed by the naïve Bayes, as the predictive class in
a leaf. 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is updated to 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 by the naïve Bayes function
such that 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = P(𝑋𝑋 𝑋 𝑋𝑋𝑓𝑓) ⋅ P(𝐶𝐶𝑓𝑓)/P(𝑋𝑋𝑋, where 𝑋𝑋 is
the new arrival instance. Hence, the prediction class isℱNB:
argmax 𝑖𝑖 𝑖𝑖𝑖𝑖 ′𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛

′
𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖}.

2.2.3. Weighted Naïve Bayes Functional Tree Leaf. In the
OCD vector 𝑉𝑉𝑖𝑖𝑖𝑖𝑖 = {𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖}, where 𝑘𝑘
is the number of observed classes and 0 < r < k, the
weighted naïve Bayes functional tree leaf ℱWNB chooses
the class with the maximum possibility, as computed by
the weighted naïve Bayes, as the predictive class in a leaf.
𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is updated to 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 by the weighted naïve Bayes func-
tion such that 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 = 𝜔𝜔𝑟𝑟 ⋅ P(𝑋𝑋 𝑋 𝑋𝑋𝑓𝑓) ⋅ P(𝐶𝐶𝑓𝑓)/P(𝑋𝑋𝑋,
where 𝑋𝑋 is the new arrival instance, and the weight is the
probability of class 𝑖𝑖 distribution amongst all the observed
samples such that 𝜔𝜔𝑟𝑟 = ∏𝑘𝑘

𝑟𝑟𝑟𝑟(𝑣𝑣𝑟𝑟/∑
𝑘𝑘
𝑟𝑟𝑟𝑟 𝑣𝑣𝑟𝑟), where 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 is

the count of class 𝑟𝑟. Hence, the prediction class is ℱWNB:
argmax f = {𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖, 𝑛𝑛

′
𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖,… , 𝑛𝑛′𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖}.

2.2.4. Adaptive Functional Tree Leaf. In a leaf, suppose that
𝑉𝑉ℱMC is the observed class distribution vector with the
majority class functional tree leaf ℱMC, suppose that 𝑉𝑉ℱNB

is the observed class distribution vector with the naïve Bayes
functional tree leaf ℱNB, and suppose that 𝑉𝑉ℱWVB is the
observed class distribution vector with the weighted naïve
Bayes functional tree leaf ℱWNB. Suppose that 𝑦𝑦 is the true
class of a new instance 𝑋𝑋. Suppose that 𝐸𝐸ℱ is the prediction
error rate using a functional tree leafℱ. 𝐸𝐸ℱ is calculated by
the average 𝐸𝐸 𝐸 error𝑖𝑖/𝑛𝑛, where 𝑛𝑛 is the number of examples
and error𝑖𝑖 is the number of examples mispredicted usingℱ.
e adaptive functional tree leaf chooses the class with the
minimum error rate predicted by the other three strategies,
whereℱAdaptive: argminℱ = {𝐸𝐸ℱMC , 𝐸𝐸ℱNB , 𝐸𝐸ℱWVB}.

According to the functional tree leaf strategy, the current
HT sorts a newly arrived sample (𝑋𝑋𝑋𝑋𝑋 𝑘𝑘) from the root to
a predicted leaf 𝑦𝑦′𝑘𝑘. Comparing the predicted class 𝑦𝑦′𝑘𝑘 to
the actual class 𝑦𝑦𝑘𝑘, the statistics of truly 𝐶𝐶𝑇𝑇 and falsely 𝐶𝐶𝐹𝐹
prediction are updated immediately. 𝐶𝐶𝑇𝑇 and 𝐶𝐶𝐹𝐹 are used in
the model-training phase. Pseudocode 2 is a �owchart of the
modi�ed testing phase.

2.3. Dynamic Splitting Test and Prepruning in the Training
Phase. e node-splitting control is modi�ed to use a
dynamic tie-breaking threshold 𝜏𝜏, which restricts the
attribute splitting at a decision node. e 𝜏𝜏 parameter
traditionally is precon�gured with a default value de�ned
by the user. e optimal value is usually not known until
all of the possibilities in an experiment have been tried.
Longitudinal testing of different values in advance is
certainly not favorable in real-time applications. Instead, we
assign a dynamic tie threshold, equal to the dynamic mean
of the HB value at each pass of stream data, as the splitting
threshold, which controls the node splitting during the
tree-building process. Tie breaking that occurs close to the
HB mean can effectively narrow the variance distribution.
e HB mean is calculated dynamically whenever new data
arrives and the HB value is updated.
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e estimation of splits and ties is only executed once for
every 𝑛𝑛min (a user-supplied value) sample that arrives at a leaf.
Instead of a pre-con�gured tie, OVFDT uses an adaptive tie
that is calculated by incremental computing. At the 𝑖𝑖th node-
splitting estimation, Hoeffding’s bound 𝜀𝜀 estimates whether
there are sufficient statistics from a large enough sample size
to split a new node, which corresponds to the leaf 𝑙𝑙. Let 𝑇𝑇𝑙𝑙 be
an adaptive tie corresponding to leaf 𝑙𝑙, within 𝑘𝑘 estimations
seen so far. Suppose that 𝜇𝜇𝑙𝑙 is a binary variable that takes the
value of 1 if 𝜀𝜀 relates to leaf 𝑙𝑙 and 0 otherwise. T𝑙𝑙 is computed
by (1). To constrain HB �uctuation, an upper bound 𝑇𝑇UPPER

𝑙𝑙
and a lower bound 𝑇𝑇LOWER

𝑙𝑙 are proposed in the adaptive tie
mechanism. e formulas are presented in (2) and (3) as
follows:

T𝑙𝑙 =
1
𝑘𝑘

𝑘𝑘
󵠈󵠈
𝑖𝑖𝑖𝑖
𝜇𝜇𝑙𝑙 × 𝜀𝜀𝑖𝑖, (1)

𝑇𝑇UPPER
𝑙𝑙 = argmaxT𝑙𝑙, (2)

𝑇𝑇LOWER
𝑙𝑙 = argminT𝑙𝑙. (3)

For resource-light operations, we propose an error-based
prepruning mechanism for the OVFDT, which stops nonin-
formative node splitting before it splits into a new node. e
prepruning takes into account both global and local node-
splitting errors.

Lemma 1 (Monitoring Global Accuracy). e model’s accu-
racy varies whenever a node splits and the tree structure is
updated. Overall accuracy of a current tree model is monitored
during node splitting by comparing the number of correctly
and incorrectly predicted samples. e numbers of correctly
predicted instances and otherwise are recorded as current
global performance indicators. is monitoring allows the
determination of global accuracy.

When a new instance arrives, it will be sorted to a
leaf by the current HT structure before the node-splitting
estimation. is is the “testing” phase in OVFDT. Suppose
that 𝐶𝐶𝑇𝑇 is the number of correctly predicted instances in the
current HT and 𝐶𝐶𝐹𝐹 is the number of incorrectly predicted
instances. Aer the 𝑖𝑖th node-splitting estimation, let Δ𝐶𝐶𝑖𝑖 be
the difference between 𝐶𝐶𝑇𝑇 and 𝐶𝐶𝐹𝐹, then Δ𝐶𝐶𝑖𝑖 is computed
by (4), which re�ects the global accuracy of the current HT
prediction on the newly arrived data streams. If Δ𝐶𝐶𝑖𝑖 ≥ 0, the
number of correct predictions is no less than the number of
incorrect predictions in the current tree structure; otherwise,
the current tree graph needs to be updated by node splitting.

Lemma 2 (Monitor Local Accuracy). e global accuracy can
be tracked by comparing the number of correctly predicted
samples with the number of incorrectly predicted samples.
Likewise, comparing the global accuracy as measured at the
current node-splitting estimation with the global accuracy
measured at the previous splitting, means that the variation in
accuracy is being tracked dynamically. is monitoring allows
us to check whether the current node splitting is advantageous
at each step by comparing it with the previous step.

Suppose that GainAccu is the gain in accuracy of the 𝑖𝑖th
and the (𝑖𝑖 𝑖 𝑖𝑖th estimations, as calculated in (5), which
re�ects a local accuracy of changes. If GainAccu(HT𝑖𝑖) ≥ 0, the
measurement of accuracy at the 𝑖𝑖th splitting HT structure is
noworse than the accuracy at the (𝑖𝑖𝑖𝑖𝑖th splitting; otherwise,
the old tree structure needs to be updated. e splitting
estimation is implemented once for every 𝑛𝑛min sample that
arrives at a leaf. e tree size increases by 𝑙𝑙 when a new node
splits. e number of samples that meets the �rst pruning
condition is (𝑛𝑛min⋅𝑝𝑝𝑝, where𝑝𝑝 is the probability of the optimal
node splitting calculated in (8). Only one value of 𝑝𝑝 can be
chosen at one splitting estimation.e calculation of tree size
at estimation 𝑖𝑖 is given in (6). 𝐶𝐶𝑇𝑇 and 𝐶𝐶𝐹𝐹 in the 𝑖𝑖th splitting
estimation give feedback on the tree’s current classifying
accuracy. By continually comparing this with (𝑖𝑖 𝑖 𝑖𝑖th, the
pruning maintains the accuracy sequentially. In other words,
the optimum result is obtained by comparing the current tree
status to its previous status as follws:

Δ𝐶𝐶𝑖𝑖 = 𝐶𝐶𝑇𝑇 − 𝐶𝐶𝐹𝐹, (4)

GainAccu 󶀡󶀡HT𝑖𝑖󶀱󶀱 = Δ𝐶𝐶𝑖𝑖 − Δ𝐶𝐶𝑖𝑖𝑖𝑖, (5)

𝐿𝐿𝑖𝑖 = 𝐿𝐿𝑖𝑖𝑖𝑖 + 𝑛𝑛min ⋅ 𝑝𝑝𝑝 (6)

GainTree Size 󶀡󶀡HT𝑖𝑖󶀱󶀱 = 𝐿𝐿𝑖𝑖 − 𝐿𝐿𝑖𝑖𝑖𝑖, 󶀡󶀡𝐿𝐿0 = 1󶀱󶀱 , (7)

𝑝𝑝 𝑝

󶀂󶀂󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒
󶀊󶀊󶀒󶀒󶀒󶀒󶀒󶀒󶀒󶀒
󶀚󶀚

Prob 󶁢󶁢Δ𝐺𝐺 𝐺 𝐺𝐺LOWER
𝑙𝑙 󶁲󶁲 ⋅ Prob 󶁡󶁡Δ𝐶𝐶𝑖𝑖 < Δ𝐶𝐶𝑖𝑖𝑖𝑖󶁱󶁱 or

Prob 󶁢󶁢Δ𝐺𝐺 𝐺 𝐺𝐺LOWER
𝑙𝑙 󶁲󶁲 ⋅ Prob 󶁡󶁡Δ𝐶𝐶𝑖𝑖 < 0󶁱󶁱 or

Prob 󶁢󶁢𝑇𝑇LOWER
𝑙𝑙 <Δ𝐺𝐺 𝐺𝐺𝐺UPPER

𝑙𝑙 󶁲󶁲⋅Prob 󶁡󶁡Δ𝐶𝐶𝑖𝑖 < Δ𝐶𝐶𝑖𝑖𝑖𝑖󶁱󶁱 .
(8)

Figure 2 shows why our proposed prepruning takes
into account both the local and the global accuracy in the
incremental pruning. At the 𝑖𝑖th node-splitting estimation, the
difference between correctly and incorrectly predicted classes
wasΔ𝐶𝐶𝑖𝑖, andΔ𝐶𝐶𝑖𝑖𝑖𝑖 at the 𝑖𝑖𝑖𝑖th estimation. GainAccu(HT𝑖𝑖𝑖𝑖)
was negative, indicating that the local accuracy of 𝑖𝑖 𝑖𝑖 th
estimationwas worse than that at the previous node-splitting,
although both were on a globally increasing trend. us, if
accuracy is declining locally, it is necessary to update the HT
structure even if accuracy is increasing globally.

e optimal node splitting control consists of a dynamic
tie for node splitting and a prepruning mechanism that
tries to hold the tree growth in neutral with respect to
the imbalanced class distribution. In each node-splitting
estimation process, the Hoeffding bound (HB) value that
relates to leaf 𝑙𝑙 is recorded. e recorded HB values are used
to compute the adaptive tie, which uses themean of the values
for each leaf 𝑙𝑙 instead of a �xed user-de�ned value as inVFDT.
Using all the prediction statistics gathered in the testing
phase for implementing prepruning, Pseudocode 3 presents
the pseudocode of the training phase used by OVFDT for
building an upright tree.
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F 2: Example of incremental pruning.

3. Experiments

3.1. Bias Generator. For our experiments, we adopted and
customized massive online analysis (MOA), one of the
most popular data stream-mining toolkits, by including the
aforementioned modi�cations into the OVFDT algorithm.
However, the latest version of the MOA simulation environ-
ment is not able to simulate a biased data stream with an
imbalanced class. A bias generator was therefore written in
JAVA code and integrated into MOA for the purpose of eval-
uating the performance of stream-mining algorithms under
imbalanced class data. Using either a simple command-line
console or a graphic user, of which an example is shown
in Figure 3, the generator injected biased instances from a
speci�c imbalanced class into a given A�FF �le. e input
parameters are as follows:

(i) biased class index (BCI): the class index that the bias-
added instances belong to,

(ii) bias change from class index (CCI): the class index that
the bias instances will replace,

(iii) change reduction percentage (CP): the proportion of
instances that will change to biased instances.

Aer the generator con�guration, the instances with CCI
class are replaced by BCI instances according to the CP
setting. For example, in the snapshot belowBCI = 5, CCI = 4,
and CP = 80%; this means that 80% of CCI instances are
replaced by BCI instances (the original settings are BCI =
10% and CCI = 10%, aer BCI = 18% and CCI = 2%).

3.2. Experiment Datasets and Visualization. Six datasets
were used to test the performance of OVFDT + FL ver-
sus ordinary VFDT. e datasets included those generated
by the biased simulator and naturally imbalanced real-life
data downloaded from the UCI machine-learning archive
(http://www.ics.uci.edu/∼mlearn). Table 1 describes these
experimental datasets in detail, and Figure 4 provides a group
of class distribution visualizations.

e following charts visualize the bias-included datasets
with the imbalanced class. e pie charts on the le show the

class distribution in the full experimental datasets and the
charts on the right show the class distribution being progres-
sively updated as new data streams arrive. For example, from
Table 1 we see that the biased classes in the LED24 dataset
are Class 2 (18%) and Class 4 (18%). ere are 80% more
data samples for these two classes than for the other classes.
Originally the data distributions over all classes were equal.
e charts representing the other datasets show at least one
class, which has a larger percentage of data distribution than
others.

3.3. Experiment Results Comparing VFDT and OVFDT.
VFDT is deemed to be a suitable candidate for real-time
classi�cation inwireless sensor networks, because of its incre-
mental learning nature based on a test-and-train approach.
In this paper, we extend the design of VFDT to OVFDT,
which has superior mechanisms for dealing with imbalanced
data classes. is following comparison is between VFDT
and OVFDT, which use the same types of functional tree
leaf in the imbalanced datasets. e goal is to observe the
comparative impact of the imbalanced classes on VFDT and
OVFDT. For VFDT, the �xed tie breaking threshold (range
from 0 to 1) is an important prede�ned parameter 𝜏𝜏, which
controls the node-splitting speed. In the experiment, 𝜏𝜏was set
at different values from 0.1 to 1.0 to test several different trails
of VFDT, as a priori information for 𝜏𝜏 values is unavailable
until the model is actually put to the test. e number of
correctly classi�ed instances measures the accuracy over the
total number of arrived instances.

e results show, on the one hand, that OVFDTAdaptive
has better performance results than any other method,
for imbalanced data streams. e highlighted areas in
Figure 5 show that OVFDT consistently outperformed
VFDT. OVFDTMC had lower accuracy than other functional
tree leaf strategies inOVFDT.e advantage of the functional
tree leaf approach is more apparent in the analysis of
imbalanced data streams that have a signi�cantly large bias
in class distribution. is means that the modi�cation at the
testing phase is substantially effective, even when processing
highly imbalanced data classes. On the other hand, the
advantage of the other two modi�cations to the training
phase, prepruning and dynamic node splitting, shows their
usefulness in reducing the over�tting problem caused by
imbalanced class data streams.

e radar chart in Figure 6 demonstrates that OVFDT
results in a much smaller tree size than VFDT in all cases. A
small tree size means lower runtime memory requirements,
which makes it suitable for operating sensor node devices
in WSNs. Tree size is measured by the number of leaves in
a decision tree. Ideally there should be just enough leaves
and corresponding branch paths to correctly classify the
samples. Having too many leaves is a symptom of over�tting,
which results in a decision tree that cannot make meaningful
predictions and uses up memory space.

As these experimental results show, OVFDT with a
functional tree leaf handles imbalanced data streams more
effectively than VFDT. For this reason, VFDT will not be
considered in the following experiments. Instead, we will
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PROCEDURE doNodeSplittingEstimation(ΔC, S,X, G(⋅), 𝛿𝛿)
(1) FOR each attribute𝑋𝑋𝑖𝑖 ∈ 𝑋𝑋𝑙𝑙 − {𝑋𝑋∅} at the leaf l
(2) Compute 𝐺𝐺𝑙𝑙(𝑋𝑋𝑖𝑖)
(3) Let𝑋𝑋𝑎𝑎 be the attribute with highest 𝐺𝐺𝑙𝑙(⋅) and𝑋𝑋𝑏𝑏, with the 2nd highest 𝐺𝐺𝑙𝑙(⋅)
(4) Compute HB with 𝛿𝛿
(5) Let Δ𝐺𝐺𝑙𝑙 = 𝐺𝐺𝑙𝑙(𝑋𝑋𝑎𝑎) − 𝐺𝐺𝑙𝑙(𝑋𝑋𝑏𝑏)
(6) END-FOR
(7) IF (Δ𝐺𝐺𝑙𝑙 > HB) or (Δ𝐺𝐺 𝐺𝐺𝐺𝑙𝑙

LOWER and Δ𝐶𝐶𝑖𝑖 < Δ𝐶𝐶𝑖𝑖𝑖𝑖) or (Δ𝐺𝐺 𝐺 𝐺𝐺𝑙𝑙
LOWER and Δ𝐶𝐶𝑖𝑖 < 0) or (𝑇𝑇𝑙𝑙

LOWER < ΔG ≤𝑇𝑇 𝑙𝑙
UPPER and Δ𝐶𝐶𝑖𝑖 <Δ𝐶𝐶𝑖𝑖𝑖𝑖)

(8) Replace l by an internal node splits on𝑋𝑋𝑎𝑎
(9) Update Adaptive tie 𝑇𝑇𝑙𝑙

LOWER and 𝑇𝑇𝑙𝑙
UPPER

(10) FOR each branch of splitting
(11) Add a new leaf 𝑙𝑙𝑚𝑚 and let𝑋𝑋𝑚𝑚 = X−{𝑋𝑋𝑎𝑎}
(12) Let 𝐺𝐺𝐺𝐺𝐺∅) be G(⋅) obtained by predicting the class in S, according toℱ at 𝑙𝑙𝑚𝑚
(13) FOR each class 𝑦𝑦𝑘𝑘 and each value 𝑥𝑥𝑖𝑖𝑖𝑖 of each attribute
(14) 𝑋𝑋𝑖𝑖 ∈ 𝑋𝑋𝑚𝑚 − {𝑋𝑋∅} and reset OCD: 𝑛𝑛𝑖𝑖𝑖𝑖𝑖𝑖(l) = 0
(15) END-FOR
(16) END-FOR
(17) END-IF
(18) Return updated HT

P 3: e pseudocode of OVFDT model training.

F 3: Snapshot of the Bias generator for generating data with imbalanced class, on MOA platform.

T 1: Datasets with imbalanced class used in the experiment.

Name Type Source Nom. attr. no. Num. attr. no. CLS no. Bias CLS Inst no.
LED24 Nominal Synthetic 24 0 10 2, 4 106

Connect-4 Nominal UCI 42 0 7 “Draw” 67,557
Waveform 21 Numeric Synthetic 0 21 3 1 106

Radial bias function (RBF) Numeric Synthetic 0 50 10 1, 3, 5, 8, 10 106

Random tree (RT) Mixed Synthetic 50 50 10 4, 5, 10 106

COVTYPE Mixed UCI 42 12 7 2, 7 581,012
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F 4: Continued.
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F 4: A collection of visualizations of the datasets that have different degrees of imbalanced class distribution.

analyze in detail the experimental results of OVFDT using
different types of functional tree leaves.

3.4. Experiment Results Comparing OVFDT Functional Tree
Leaf Accuracy. Comparing the classi�cation accuracy of

four different types of functional tree leaves, we �nd
that OVFDTMC always obtains the lowest accuracy and
OVFDTAdaptive has consistently better accuracy than the
other methods. In addition, OVFDTWNB is better than
OVFDTNB in experiments that weight the probabilities of
each attribute occurrence (see Figure 8).



10 International Journal of Distributed Sensor Networks

65

70

75

80

85

90

95

100

Methods

OVFDT versus VFDT: accuracy

LED

Connect-4

Wave

RBF

RT

COVTYPE

V
F

D
T

T
1

V
F

D
T

T
2

V
F

D
T

T
3

V
F

D
T

T
4

V
F

D
T

T
5

V
F

D
T

T
6

V
F

D
T

T
7

V
F

D
T

T
8

V
F

D
T

T
9

V
F

D
T

T
10

O
V

F
D

T
M

C

O
V

F
D

T
N

B

O
V

F
D

T
W

N
B

O
V

F
D

T
A

d
p

F 5: Accuracy of the classi�cation experiments by VFDT and
OVFDT with datasets of imbalanced data class.

0

500
1000

1500

2000

2500

3000

3500

4000

OVFDT versus VFDT: tree size (number of leaves)

LED

Wave

RBF

RT

COVTYPE

Connect-4

OVFDTMC

OVFDTNB

OVFDTWNB

OVFDTAdaptive

VFDTT1

VFDTT2

VFDTT3
VFDTT4

VFDTT5

VFDTT6

VFDTT7

VFDTT8

VFDTT9

VFDTT10

F 6: Tree size of the classi�cation experiments by VFDT and
OVFDT with datasets of imbalanced data class.

Another good performance benchmark is the receiver
operating characteristic (ROC), which is a standard method
for analyzing and comparing classi�ers when the costs of
misclassi�cation are unknown. In a stream-mining scenario,
it is not possible to know the misclassi�cation costs, because
themining process is incremental over running data streams,
and does not analyze a full dataset. e ROC provides a
convenient graphical display of the tradeoff between the true
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types of OVFDT with datasets of imbalanced data class.

and false positive classi�cation rates for two class problems
[11�. In the decision tree classi�cation, however, there are
more than two classes. erefore, we extend the standard
ROC model to a multiclass ROC analysis to evaluate the tree
learning algorithm’s performance.

Suppose that there is a𝐷𝐷-class classi�cation system, with
𝑑𝑑-dimensional classes that need to be classi�ed by the tree
learning algorithm. A 𝑑𝑑 𝑑 𝑑𝑑-dimensional confusion matrix
or contingency table 𝐶𝐶, which summarizes the results of the
classi�cations, presents the true positives and false positives
for the multi-class analysis. Each entry 𝐶𝐶𝑖𝑖𝑖𝑖 of the matrix 𝐶𝐶
gives the number of examples, whose true class was 𝐴𝐴𝑖𝑖, that
were actually assigned to 𝐴𝐴𝑖𝑖, where 1 ≤ 𝑖𝑖 𝑖𝑖𝑖 . Each entry
𝐶𝐶𝑖𝑖𝑖𝑖 of the matrix𝐶𝐶 gives the number of examples, whose true
class was𝐴𝐴𝑖𝑖, that were actually assigned to𝐴𝐴𝑗𝑗, where 𝑖𝑖 𝑖 𝑖𝑖 and
1 ≤ 𝑖𝑖, 𝑗𝑗𝑗𝑗𝑗  :

𝐶𝐶 𝐶 󶀄󶀄

󶀜󶀜

𝐶𝐶11 ⋯ 𝐶𝐶1𝑑𝑑
⋮ ⋱ ⋮
𝐶𝐶𝑑𝑑𝑑 ⋯ 𝐶𝐶𝑑𝑑𝑑𝑑

󶀅󶀅

󶀝󶀝
. (9)

To use two-class ROC statistics, each class 𝑖𝑖 to 𝑑𝑑 in the
multi-class ROC is assigned a negative or positive value.
Samples with class 𝑖𝑖 are positive; otherwise, negative. True
positives (TP) are examples correctly labeled as positives.
False positives (FP) refer to negative examples incorrectly
labeled as positive. True negatives (TN) are negatives cor-
rectly labeled as negative. Finally, false negatives (FN) refer
to positive examples incorrectly labeled as negative. Each
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class 𝑖𝑖 can be converted into a two-class problem, with the
corresponding values of True Positive (10), False Positive (11),
False Negative (12), and True Negative (13) (see Figure 7):

TP𝑖𝑖 = 𝐶𝐶𝑖𝑖𝑖𝑖 , (10)

FP𝑖𝑖 = 󶀨󶀨
𝑑𝑑
󵠈󵠈
𝑗𝑗𝑗𝑗
𝐶𝐶𝑗𝑗𝑗𝑗󶀸󶀸 − 𝐶𝐶𝑖𝑖𝑖𝑖, (11)

FN𝑖𝑖 = 󶀨󶀨
𝑑𝑑
󵠈󵠈
𝑗𝑗𝑗𝑗
𝐶𝐶𝑖𝑖𝑖𝑖󶀸󶀸 − 𝐶𝐶𝑖𝑖𝑖𝑖, (12)

TN𝑖𝑖 = 󶀨󶀨
𝑑𝑑
󵠈󵠈
𝑖𝑖𝑖𝑖

𝑑𝑑
󵠈󵠈
𝑗𝑗𝑗𝑗
𝐶𝐶𝑖𝑖𝑖𝑖󶀸󶀸 − TP𝑖𝑖 − FP𝑖𝑖 − FN𝑖𝑖. (13)

Precision-Recall is a well-known method of analyzing
ROC. In pattern recognition, precision is the fraction of
retrieved instances that are relevant, while recall is the

fraction of relevant instances that are retrieved. e values of
precision and recall range from 0 to 1. A precision score of
1 for a class 𝑖𝑖 means that every item labeled as belonging to
class 𝑖𝑖 does indeed belong to class 𝑖𝑖. A recall score of 1 means
that every item from class 𝑖𝑖 was labeled as belonging to class
𝑖𝑖. Precision-Recall scores are not analyzed in isolation. F𝛽𝛽-
measure [12] is a weighted harmonic mean of the Precision-
Recallmeasure.eF1-measure evenlyweights precision and
recall scores. e best value for the F1-measure is 1 and the
worst score is 0. In addition, the true positive rate (TPR) and
the false positive rate (FPR) are commonbenchmarks inROC
analysis:

Precision𝑖𝑖 =
TP𝑖𝑖

󶀡󶀡TP𝑖𝑖 + FP𝑖𝑖󶀱󶀱
=

𝐶𝐶𝑖𝑖𝑖𝑖

󶀢󶀢∑𝑑𝑑
𝑗𝑗𝑗𝑗 𝐶𝐶𝑗𝑗𝑗𝑗󶀲󶀲

,

Recall𝑖𝑖 =
TP𝑖𝑖

󶀡󶀡TP𝑖𝑖 + FN𝑖𝑖󶀱󶀱
=

𝐶𝐶𝑖𝑖𝑖𝑖

∑𝑑𝑑
𝑗𝑗𝑗𝑗 𝐶𝐶𝑖𝑖𝑖𝑖

,

𝐹𝐹1Measure𝑖𝑖 =
2TP𝑖𝑖

TP𝑖𝑖 + FN𝑖𝑖 + TP𝑖𝑖 + FP𝑖𝑖

=
2𝐶𝐶𝑖𝑖𝑖𝑖

∑𝑑𝑑
𝑗𝑗𝑗𝑗 𝐶𝐶𝑖𝑖𝑖𝑖 + ∑

𝑑𝑑
𝑗𝑗𝑗𝑗 𝐶𝐶𝑗𝑗𝑗𝑗

.

(14)

We analyze the Precision-Recall for each class for all the
imbalanced class datasets. Due to limited space, the detailed
charts are given in the Appendix. e average Precision-
Recall values are described in Figures 9, and 10.

ese charts illustrate that the average precision of
OVFDTMC is worse than those of the other methods.
OVFDTAdaptive obtains the highest precision in homoge-
nous (nominal only and numeric only) datasets. All meth-
ods have the same average values of recall (the lines
appear to overlap). We then apply the F1-measure to
evaluate the experiment result. As the chart below shows,
the value ranges from 0 to 1; OVFDTMC again has the
lowest F1-measure value. However, because the datasets
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contained biased instances in imbalance classes, the aver-
age Precision-Recall analysis is not sufficient to determine
accuracy. We must consider the Precision-Recall for the
distributed class in every different data stream. From the

above experiments, we observe that OVFDTAdaptive always
achieves higher precision, recall, and F1-measure values than
OVFDTMC, but this was not the case for OVFDTNB and
OVFDTWNB.
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4. Conclusion

Imbalanced data classi�cation is a challenging problem that
generally refers to a learning model created for a dataset that
has far more samples in one class than in the others. In an

ubiquitous environment such as a wireless sensor network,
it is not uncommon for the data of interest to fall into a
small minority class. Previous researchers have tackled this
problem by using techniques that inevitably create additional
computation overheads. ese techniques usually include
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resampling the observations from a bounded archive so as
to balance the imbalance. Others may resort to postpruning
the decision tree and redistributing the classi�cation costs in a
backward-learning process. All of these proposed techniques
worked well in traditional data mining but might not suit a
real-time stream-mining scenario, where all the data arrive in
a single pass; at a sensor sink it is neither practical nor feasible
to archive a stationary set of data, let alone to resample.

In this paper, a novel solution is introduced at the
algorithmic level, which is based on a popular stream-mining
algorithm called the Very Fast Decision Tree (VFDT). ree
modi�cations are proposed for VFDT as a means to reduce
the e�ect of imbalanced class data. e modi�cations are
implemented at the training phase prior to expanding the
decision tree and at the testing phase, where prediction
accuracy is �ne-tuned by weighting the leaves of the decision
trees according to the probabilities of the arriving data. e
overall solution is called the Optimized VFDT with Func-
tional Tree Leaf (OVFDT + FL). e mechanism of Function
Tree Leaf is implemented by using weighted naïve Bayes
predictors, installed at the decision tree leaves of the OVFDT.
Speci�cally, perturbed datasets that include �biased� class

distribution are used for experiments for illustrating the
efficacy of the new algorithm. OVFDT + FL is shown to
outperform VFDT in a series of experiments where datasets
are deliberately biased by a custom-made data generator
soware program. In particular, two variants of FL called
adaptive and weighted naïve Bayes performed consistently
better than other techniques. OVFDT succeeded inminimiz-
ing the impacts of imbalanced class data, while maintaining
high accuracy and a compact decision tree size.is contrasts
with the known over-�tting problems of poor accuracy and
huge tree size usually caused by imbalanced class data. e
OVFDT + FL is validated as a good classi�cation model for
wireless sensor networks.

Appendix

A. Precision-Recall Charts for Each Dataset

A.1. Homogenous Data: Nominal Only. See Figure 11.

A.2. Homogenous Data: Numeric Only. See Figure 12.

A.3. Both Nominal and Numeric Attributes. See Figure 13.
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Facultad de Informática, Universidad Complutense de Madrid (UCM), Despacho 431, Calle Profesor José Garćıa Santesmases s/n,
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The design of routing protocols for mobile ad hoc networks (MANETs) is a complex task given the dynamic nature of such
networks. Particular types of routing protocols are known as bioinspired. This work presents a parallelization of AntOR-DNR,
a bioinspired routing protocol for mobile ad hoc networks based on the Ant Colony Optimization (ACO) algorithm. This new
protocol, called PantOR-MI, uses, as well as PAntOR, the thread programming based on shared memory. This new parallelization
is applied in route discovery phases, route local repair process, and link failure notification. The simulation results indicate that
PAntOR and PAntOR-MI improve performances of AntOR, whilst it is also noticed that PAntOR-MI is the most suitable for highly
dynamic environments.

1. Introduction

A mobile ad hoc network (MANET) [1] is a collection of
mobile devices, which form a network of communication
without predefined infrastructure. This fact determines the
design of routing protocols for this type of network to sup-
pose an arduous task. Particular types of routing protocols
are called bioinspired [2], taking into account the behavior
of some animals (insects, etc.) to obtain their food. Related
to theses, the algorithms based on Ant Colony Optimiza-
tion (ACO) [3], are particularly relevant. A representative
protocol of so-called bioinspired is AntOR [4], adaptive and
multihop routing protocol based on AntHocNet [5, 6]. The
specification of this protocol includes two versions: disjoint-
link routes (AntOR-DLR) and disjoint-node routes (AntOR-
DNR). A parallel approximation of AntOR-DNR is PAntOR
[7, 8] improving performances of AntOR-DNR through
thread programming based on shared memory in the phases
of routing information setup, route local repair, and link
failure notification. This paper presents a new parallel
approximation of AntOR-DNR, called PAntOR-Multiple

Interface (PAntOR-MI) which, as its name suggests, differs
essentially from PAntOR in the use of multiple interfaces.
This paper consists of 6 sections, with this introduction being
the first of them. The rest of the paper is structured as
follows: Section 2 briefly discusses the most representative
work on parallel techniques for bioinspired protocols based
on the behavior of ants. Section 3 briefly comments on
AntOR-DNR and PAntOR, also showing a comparison
between both. Section 4 presents PAntOR-MI, with emphasis
on differences from its predecessor, PAntOR. Section 5
shows a comparative study between AntOR-DNR, PAntOR,
and PAntOR-MI. Finally, the conclusions are exposed in
Section 6.

2. Related Works

In this section we present the most representative paralleliza-
tion techniques that make ACO more efficient. First of which,
introduced by [9], explains a method that can solve difficult
combinatorial optimization problems. Stützle [10] applies
an approximation master/slave to parallelize several different
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search methods of ACO solutions. Reference [11] shows
a hybrid system of parallelization which consists of eval-
uating the performance of communication multithreading
Message Passing Interface (MPI). This approach applies MPI
between nodes and multithreading within nodes. Finally,
[7, 8] presents PAntOR, an approximation parallel based
on programming by threads, which constitutes the starting
point of the present paper. The main idea of this protocol is
to replace each broadcast message by a message managed by
a thread that is addressed to each one-hop neighbour, that is,
launches a thread by each node in the neighbour table. This
is done in protocol phases: routing information setup, route
local repair, and link failure notification.

3. AntOR versus PAntOR

AntOR [4] has the following characteristics which are differ-
ent from AntHocNet [5, 6]:

(i) Disjoint-link and Disjoint-node protocol,

(ii) separation between the pheromone values in the
diffusion process, and

(iii) use distance metric in route proactive exploration.

PAntOR [7, 8] paralyze Disjoint-node version (AntOR-
DNR) that consists of nodes from routes which are not
shared. We have chosen this version because routes are more
difficult to get and maintain. To understand how P-AntOR
works, it is necessary to use three concepts well.

(a) Process. It is a program running which is managed by
the Operating System.

(b) Thread. It consists of the basic unit of execution, so
any program that executes has at least a thread.

(c) POSIX Thread. It is a Standard based in thread API
for C/C++.

We use POSIX Thread because it allows a new concurrent
process flow to expand, which is the most efficient multicore
systems, generating a flow of processes that can be scheduled
to run on another processor, thus speed through distributed
processing is achieved. Programming with threads carries
less overhead than expanding a new process, because the
system does not initialize a new environment and virtual
memory space for that process.

This version tries to replace each broadcast message by a
message managed by a thread that is addressed to each one-
hop neighbour.

This parallel technique, which launches a thread by each
node in the neighbour table, is used in the following phases
of AntOR.

3.1. Routing Information Setup. Figure 1 shows a flow chart
representing the parallelism in the route discovery process.
When a source node is ready to send data to the destination
node, it activates the route discovery process. This process
is parallelized using threads, so that it launches a Reactive
Forward Ant (RFA) reactive to the one-hop neighbours

YesNo

Route discovery
process

Send ant (thread)
according to number

of neighbours

Intermediate node
is destination

of session?

Send reactive
backward ant

to source

Figure 1: Parallelization of route discovery phase.
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Send reactive repair
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local node

Figure 2: Parallelization of local route repair phase.

through an independent thread. When an intermediate node
receives this ant repeats the process, but whether it is a
destination node, this node sends its corresponding Reactive
Backward Ant (RBA).

3.2. Route Local Repair. The operation is similar to route
discovery, unless it is done locally, as shown in Figure 2.

3.3. Link Failure Notification. This process updates the
routing table to link failures. It is required to be taken
promptly because of its importance. The nodes send ants
through independent threads until an intermediate node has
some alternative route to the destination after updating the
routing table, as shown Figure 3.

3.4. Results. Next we show a comparison between PAntOR
and AntOR. To this end, the metrics used in the simulations
were as follows.
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Figure 3: Parallelization of link failure notification phase.

(i) Throughput: consists of volume of work or informa-
tion flowing through a system. It is calculated by
dividing the total number of bits delivered to the
destination by the packet delivery time.

(ii) Delivered Data Packet Ratio: relationship between
number of packets sent and the number of packets
delivered successfully.

(iii) Overhead in number of packets: relationship between
the total numbers of transmitted control packets by
the nodes of network and the number of delivered
data packets to their destinations.

Experiments with the Network Simulator NS-3 have
been realized. Simulations parameters are as follows: we
have used 100 nodes configured according to the Standard
IEEE 802.11b, moving in a random scenario of dimensions
1200 m × 1200 m according to the mobility pattern Random
WayPoint (RWP). The application of data traffic is Constant
Bit Rate (CBR) with a rate of packet sending of 2048 bps
(4 packets of 64 bytes per second). We apply 5 random data
sessions, where mobility is variable from 0 m/s up to a
maximum of 10 m/s. Pause time is kept constant to a value of
30 s. Total simulation time is 120 s. In Figure 4 we can observe
how the Throughput is better at PAntOR at AntOR.

In Figure 5 see how overhead in number of packets is
better in the parallel version than in the original, because the
creation of routes is faster.

Figure 6 behaves similar to the representation in Figure 4,
but using another scale. It notes that the performance of the
packet delivery remains reasonably good even at high speeds.

4. PAntOR-Multiinterface

This variant of PAntOR consists of having more than
one interface, and to parallelize the sending of broadcast
messages by interface through threads. Each interface is
managed by a thread. The main idea of this parallelization
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is to be applied to systems with several multiinterfaces,
which launches an ant broadcast mode in an independent
thread for each interface that provides the node. The main
difference with PAntOR is that PAntOR-MI uses more than
one interface, parallelizing each interface by means of a
thread.

To understand this variant we provide Algorithm 1.
It can be seen that while running the routing information

setup, a reactive message is launched in a broadcast way for
each interface that have the node, and such an interface via a
thread is managed.
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while Routing Information Setup do
for Cont = 1 to Max Interfaces do

Send Broadcast Message by Thread (Cont);
end

end

Algorithm 1: Parallelization core in PAntOR-MI.
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5. PAntOR-MI versus AntOR and PAntOR

The performance metric analyzed in this comparison is
Delivered Data Packet Ratio, which consists of the relation-
ship between the number of packets sent and the number
of packets delivered correctly. To perform this comparison
Network Simulator NS-3 has been used with the following
parameters: a random scenario with dimensions of 1200 m
× 1200 m has been designed, where 100 nodes configured
according to the Standard IEEE 802.11b; they move accord-
ing to the mobility pattern Random WayPoint (RWP). The
application of data traffic is based on Constant Bit Rate
(CBR) with a packet sending rate of 2048 bps (4 packets
of 64 bytes per second). We apply 5 random data sessions,
where mobility is variable from 0 m/s up to a maximum of
10 m/s. Pause time is kept constant to a value of 30 s. Total
simulation time is 120 s. In this comparison PAntOR-MI use
nodes with two interfaces.

In Figure 7 we appreciate how the delivered packet ratio
is better in these two parallel versions than in AntOR. Also we
see how PAntOR-MI improves to AntOR and PAntOR. Also
a greater tolerance to the mobility of the nodes is observed,
behaving better in the more dynamic scenarios.

6. Conclusions

This work has presented a new bioinspired routing proto-
col for mobile ad hoc networks obtained thanks to new
parallelization techniques of a base protocol called AntOR
which has two versions, the so-called Disjoint-link (AntOR-
DLR) and Disjoint-node (AntOR-DNR). The new parallel
approach (PAntOR-MI) used the disjoint-node version of
AntOR (AntOR-DNR) as the main protocol, as well as the

existing (PAntOR). The parallelization technique employed
is a large-grained approach, in which a multicore machine
in a shared memory system has been used. The novelty of
PAntOR-MI is that we have more than one interface, and
we parallelize the sending of broadcast messages by interface
using threads. Each interface is managed by a thread.
The obtained simulation results indicate that PAntOR-MI
improves performances of PAntOR, with further observa-
tions showing that this improvement is most evident in most
dynamic environments.
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[10] T. Stützle, “Parallelization strategies for ant colony optimiza-
tion,” in Proceedings of the Parallel Problem Solving from
Nature, vol. 1498, 1998.

[11] R. Thakur and W. Gropp, “Test suite for evaluating per-
formance of multithreaded MPI communication,” Parallel
Computing, vol. 35, no. 12, pp. 608–617, 2009.



Hindawi Publishing Corporation
International Journal of Distributed Sensor Networks
Volume 2012, Article ID 818054, 6 pages
doi:10.1155/2012/818054

Review Article

Security Issues in Mobile Ad Hoc Networks

A. L. Sandoval Orozco,1 J. Garcı́a Matesanz,2 L. J. Garcı́a Villalba,1

J. D. Márquez Dı́az,3 and T.-H. Kim4

1 Grupo de Análisis, Seguridad y Sistemas (GASS), Departamento de Ingenieŕıa del Software e Inteligencia Artificial (DISIA),
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Ad hoc networks are built on the basis of a communication without infrastructure and major investigations have focused on the
routing and autoconfiguration problems. However, there is a little progress in solving the secure autoconfiguration problems in
mobile ad hoc networks (MANETs), which has led to the proliferation of threats given the vulnerabilities of MANETs. It is clear
that ad hoc networks have no centralized mechanism for defense against threats, such as a firewall, an intrusion detection system,
or a proxy. Therefore, it is necessary that the defense of interests of each of the ad hoc components is the responsibility of each
member node. This paper shows the most common threats to ad hoc networks and reviews several proposals that attempt to
minimize some of these threats, showing their protection ability and vulnerabilities in light of the threats that might arise.

1. Introduction

MANET technology is used to immediately provide secure
access between multiple mobile nodes without the need for a
preset communications infrastructure achieving a multihop
architecture. These networks are identified by two basic
principles: routing and autoconfiguration.

While there is already quite a lot of established work
undertaken on routing [1–4] and consequently those related
to secure routing [5–8], there is still a room for continuous
improvements on those which are still under construction,
notably those related to auto-configuration and in particular,
those in connection with secure MANET auto-configuration.
Thus, this paper shows the most important works carried out
concerning the latter.

Insertion of a node to the MANET involves imple-
menting initial configuration mechanisms [9, 10], such
as assigning an available IP address before this node can
participate actively in the network. There are three types of
solutions to carry out this assignment: stateful, stateless or
hybrid.

In stateful solutions, addresses are assigned by the
network; therefore the network should maintain the status
information of addresses that have been assigned and/or
released.

In stateless solutions, the addresses are assigned by the
same node that enters the MANET. This node should run
a test for duplicate address detection (DAD) in order to
determine the uniqueness of the assigned address.
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The hybrid solutions combine aspects of both previous
types of solutions to improve the scalability and reliability of
auto-configuration mechanisms.

All proposals have advantages and disadvantages in terms
of solving the following problems: uniqueness of addresses,
network initialization, node departure, network partitioning
and network merging. However, all lack a mechanism to
ensure the authenticity of the address owner at the time in
which the auto-configuration is carried out. As a result, a
malicious node can spoof any node already set up to hijack
its traffic, preventing other nodes from entering the network,
sending messages with false addresses, causing denial of
service by flooding the network with unsolicited messages
from fake addresses,rejecting the possibility that other nodes
can access the network, or causing the refusal to accept
the insertion of a new node, when the auto-configuration
mechanism requires that all nodes confirm the entry of a new
member to the MANET.

Although studies over the authenticity of the nodes
entering the MANET during auto-configuration have been
minimal, the aim of this paper is to show how they have
presented some solutions to this problem and show some of
its shortcomings from the perspective of the characteristics
to be evaluated for potential threats within the auto-
configuration process.

This piece of work, including the introduction, is
organized into four sections as follows. Section 2 shows
an overview of possible threats that may occur within a
MANET. In Section 3, the highlights of some proposed
solutions to secure MANET auto-configuration are reviewed
and analyzed. Finally, conclusions are presented in Section 4.

2. Threats in Autoconfiguration

In the processes applied during the execution of the
mechanisms of auto-configuration, predictable and reliable
behaviour from the nodes that compose the MANET is
expected, as much from those which enter as from those
already inside. However, this is not always the case, as
malicious nodes can potentially be causing some damage,
such as interference of messages, node impersonation, denial
of service, spoofing, and eavesdropping among others.

In this paper we use the classification proposed by Wang
et al. [11] and Buiati et al. [12] to specify the security threats.

(i) Address Spoofing Threat. A malicious node may
deliberately choose an assigned or a free IP address
for their attack. In the first case, the malicious node
teases any configured node as its victim and hijacks
its traffic, and in the second one, the node assigns
the free IP address to itself to participate in the
network, gathering important information necessary
to execute active attacks, such as denial of service.

(ii) Address Space Exhaustion Threat. A malicious node
can claim as many IP addresses as possible until
exhausting the address space. This node may request
the assignment of addresses to a ghost node (fake
nodes). This way the malicious node could prevent

other nodes from being configured and entering into
the MANET.

(iii) Address Conflict Threat. A malicious node can assign
a duplicate address to a requester from a possible set
of addresses already in use. Thus, it will create, in
the DAD process, a blackhole attack of address reply
messages (AREP) and lead to an address conflict in
the MANET.

(iv) False Address Conflict Threat. A malicious node might
answer in an unscrupulous way, during the DAD
process, using messages AREQ (address request) with
false addresses in messages AREP (address reply)
that cause conflict with the requester node. Since
the victim nodes cannot verify the authenticity of
the proposed address, it would have to give up their
address and find a new one. The malicious node may
change its IP address to execute its attack.

(v) Denial of Service Threat. A malicious node could,
in an autoconfiguration process, act as a requester
and send AREQ messages to multiple initiator nodes
simultaneously. Similarly, a malicious node may send
many fake DAD messages, causing an overload of
traffic.

(vi) Sybil (Multiples Identities) Threat. A node illegally
claims multiple identities (Sybil node). This node can
build a new identity or steal an existing legal node. In
general, a Sybil node could demand or assign itself
many IP addresses.

(vii) Negative Reply Threat. When assigning a new IP
address, the approval of all preconfigured nodes is
required and an attacker can send a negative response
to avoid the entry of the new node.

3. Secure Autoconfiguration

The following are currently the most significant proposals
that include secure IP address auto-configuration. The
operation of each protocol and what threats they are capable
of preventing are explained.

Wang et al. [11] propose a scheme of secure IP address
auto-configuration for MANETs, which binds each IP
address with a public key allowing each node to authenticate
itself into the network and thus prevent spoofing identity and
other attacks. The following are considered as the four main
security threats surrounding MANET auto-configuration:
address spoofing, false address conflict, address space exhaustion
and negative reply threats.

Identity authentication tries to avoid these threats and
this paper proposes to relate every IP address to a public key
by means of a one-way hash operation;therefore the owner
node of a IP address must use the correspondent key public
in order to be authenticated by the network of a unilateral
way.

It initiates from the following assumption: the MANET
is a network with completely private IP addresses. Therefore,
all 32 bits (IPv4) or 131 bits (IPv6) can be used to address
nodes in the MANET.
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In general, in the proposed scheme, node A, which wants
to participate in an existing MANET or start a new one,
must first randomly generate a key pair (one public and one
private) and one secret key. In the second instance, node A
calculates a hash of 32 bits for IPv4 or 131 bits for IPv6.

After calculating the hash value, the node in question
temporarily uses the resulting value as its IP address, starts
a timer, and broadcasts a duplicate address probe (DAP)
message [13] used to check duplicated addresses on the
network.

If a node (node B) configured within the MANET, where
Node A wants to enter, finds that the IP address contained
in the DAP message issued by node A is equal to it, then it
must verify the authenticity of the DAP message. First, node
B must check that the IP is equal to the resulting hash of the
received public key. Secondly, node B verifies the signature
of node A, if it finds that such a signature is correct, then
node B checks if public key of node A is equal to it and finally
verifies the decryption function. If at least one of the last
two checks is not fulfilled, it can be confirmed that there has
been an address spoofing attack and therefore node B sends
an address conflict notice (ACN) message via broadcast and
discards the received DAP message.

Node A, in turn, waits as long as configured in an internal
timer. If it does not receive an ACN message, it assumes that
the IP is not in use and permanently assigns the address. If
instead it receives an ACN message from some node, before
starting the process again, it must verify the authenticity of
the ACN message received and the signature of the node
issuing the ACN. If these checks are correct, node A is safe
that the IP address is assigned to another node and must start
the procedure to generate a new pair of public/private keys
and secret key; otherwise node A simply discards the ACN
message and thus prevents false address conflict and negative
reply attacks.

It is clear that the proposed methodology in the auto-
configuration process forces a potential attacker to find,
before launching an attack, the public key for which the hash
function result is equal to the IP address of the victim, since
the controls in the nodes include verification of the identity
of the sender node. This process must be applied for each
message sent; however the protocol clearly controls address
conflict, negative reply, and address spoofing attacks but does
not counteract the address exhaustion attack since it does not
have a way to specify which node is given which IP addresses,
allowing one node to repeat the process as often as desired.
This process should be subject to an ACN message which
certifies that the node will repeat the process because of IP
address duplication.

Buiati et al. [12] propose a secure model for auto-
configuration in MANET, based on a distributed and self-
organizing certificate system, and also include intrusion
detection techniques to improve its safety. The proposed
model is built on the protocol DCDP [14] with the improve-
ments proposed by Mohsin and Prakash [15], adopting
a collaborative trust model described as “K-out-of-N.” So
when a new node wants to enter the network, it must
earn the trust of K of the N total nodes in the network
in order to be accepted into it. To this end, nodes are

able to generate certificates with varying degrees of trust.
Thus, a distrusted node in the network cannot attack by
requesting multiple IP addresses to exhaust them or respond
to configuration requests in a malicious manner, as well as
allow the implementation of intrusion detection techniques
[16].

For the security model, an adversary is defined as
any node that produces messages with incorrect auto-
configuration protocol information. It then specifies that an
adversary can attack the network in two ways: request attacks,
where the adversary creates a great number of anomalous
messages requesting auto-configuration services, or server
attack, where the attacker responds maliciously to requests
made by other nodes in the network. In order to avoid these
types of attacks, the authors differentiate between trusted and
distrusted nodes, avoiding the participation of the latter in
the auto-configuration protocol.

Even though there is the possibility that a trusted node is
compromised the ability to detect reliable nodes that begin
to behave abnormally must be implemented as well. This
means that the auto-configuration protocol messages must
be authenticated so that an adversary cannot create messages
on behalf of another node in the network, being capable
of detecting and accusing the adversary nodes. In addition,
this detection and accusation system should be implemented
collaboratively to prevent an adversary of accusing correct
nodes of the network, using the same model “K-out-of-N”
explained above.

Authentication of auto-configuration protocol messages
is performed using digital signatures, which are built based
on digital certificates generated by a distributed certifying
authority. This is where the model “K-out-of-N” is applied
directly, since, even though every one of the nodes can
perform the functions of certifying entity, the entity’s private
key is split between any subset of K nodes in the MANET.
When a new node (one that has not been previously
connected to the network) wants to get a digital certificate
to identify itself to the MANET, it must take a temporary
IP address to request a digital certificate to his 1-hop
neighbours. When the MANET nodes receive this request,
they can issue a partly signed certificate, depending on the
policies established, and send it to the requesting node. After
receiving K different certificates, the new node has the ability
to build a full certificate and begin the auto-configuration
process, discarding the temporary IP. The use of a temporary
IP can cause collision problems if the IP is already in use in
the network, but it is proposed to use a range of dedicated
IPs for this purpose.

The biggest problem in the proposed model is the value
of K. A high K value increases security, but reduces the
availability of the system because members are less likely
to find enough nodes to retrieve the necessary key to the
CA. Conversely, if K is small, the availability of the auto-
configuration service increases, but the system becomes more
vulnerable to attacks by adversaries.

Cavalli and Orset [17] propose a secure auto-
configuration protocol adapted to the performance of
ad hoc networks, which includes the authentication of the
nodes within the network that they will be participating in.
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In general, it is intended to satisfy the following items with
their secure auto-configuration protocol.

(i) At any time a node must be able to enter or leave the
network quickly. Likewise, the network must be able
to securely and quickly deliver an IP address to a new
node. On the other hand, the abrupt departure of a
node must not cause chaos within the network.

(ii) To avoid duplicate IP address conflicts, the protocol
must ensure that under no circumstances a node
enters the network with its own IP address, but
instead the network must be able to deliver the right
address to join the MANET.

(iii) The protocol should allow each node to check the
veracity of the members of the network to which they
belong.

(iv) The protocol should be extremely careful with denial
of service. For example, it must not allow a malicious
node from monopolizing all IP addresses on the
network.

The protocol, in addition to satisfying the described
requirements above, wants to meet two broad objectives:
the first is to provide a mechanism for IP address auto-
configuration for nodes belonging to an ad hoc mobile net-
work, optimizing resources such as bandwidth and time, and
the second objective is to allow public key exchange between
nodes within the network to ensure the authentication.

The proposed protocol ensures safe IP address auto-
configuration including the management of public keys for
authentication, which allows avoiding the spoofing attack.
However one of its greatest failings is that it neither pro-
vides nor supports merging networks or prevents malicious
behaviour of network participants after these have been
authenticated; among these the denial of service attack is
worth mentioning since, for example, a malicious node can
authenticate n successive times with n different identities in
order to exhaust the available addresses; and another form
of attack is that the malicious node refuses to authenticate
incoming nodes.

According to Hu and Mitchell [18] the problem with
auto-configuration protocols is that their behaviour depends
on the correct behavior of all nodes involved. Three attacks
are then identified. In the first, a malicious node acts
as initiator, assigning duplicate addresses to the requester
and sending address assignment messages for nodes that
do not exist, effectively reducing the number of addresses
available for new valid nodes. The second attack consists of
a node acting as a requester, by sending requests for address
assignment to multiple initiators, collapsing the network due
to broadcast messages generated by the latter in search of a
valid IP address. For the third attack, a malicious node can
respond to all messages generated by an initiator that tries to
find an available IP address, denying access of new nodes to
the network.

The proposed solution involves the selection of a method
to calculate a “trust value” that is just the level of trust from
one node to another, which decreases or increases depending
on whether the behaviour of a node is malicious or not,

respectively. Then, each node must maintain a list of the
levels of trust it has for other nodes. It is possible that
different nodes can have different trust limits, depending on
security policies. In addition, each node must maintain a
blacklist, to which it adds the nodes that do not meet the trust
limit, in order to ignore all messages sent by them, except to
enable it to recalculate the trust values for these nodes.

When a new node joins the network, it broadcasts a
message looking for neighbours, including its trust limit. The
nodes receiving this message will respond with a message
containing a list of nodes that meet this level of trust, so the
new node is able to choose a reliable initiator node. For this
model to be fulfilled, the number of malicious nodes needs
to be less than the number of normal or valid nodes.

In this way, each time a node receives any information
from another node in the network, either as part of the
initialization of a new node, collision detection or another
process of the auto-configuration protocol, the node first
calculates the trust value for the node that sent the message.
If this value is below the threshold, the node is added to the
black list and a message of suspected malicious node is sent.
The nodes receiving this message will act in the same way as
the first node, and if they find that the node that sent the
message of suspected malicious node has a sufficient trust
level, the trust value will be calculated for the suspected node,
thus ensuring that only reliable nodes are part of the network.
Hu and Mitchell [18] propose a process for calculating the
trust level and mention other methods [19, 20].

In the analysis of the trust model, only nodes that consis-
tently behave maliciously are noted. That is, those malicious
nodes whose only interest is to affect the calculation of trust
values of other nodes are not taken into account and they
remain as a weakness in the proposal. Other weaknesses in
the proposal are caused by the lack of guarantees against Sybil
attacks, where a node uses multiple identities in a fraudulent
manner, and against identity theft attacks.

Taghiloo et al. [21] propose the Virtual Address Space
Mapping protocol (VASM), where nodes are classified into
four categories.

(i) Allocator: maintain the address space. They assign
new addresses to nodes that join the network.

(ii) Initiator: intermediate nodes between the Allocator
and the Requester node that exchange all messages
between them.

(iii) Requester: a new node that needs to get an IP address
in order to join the network.

(iv) Normal: all the other nodes.

According to this protocol, when a new node joins
the ad hoc network, it sends a single hop message called
INITIATOR SEARCH to find an Initiator node. If there is
no response for this message, the node assumes that it is the
only node in the network and begins the network creation
process. If the new node gets more than one answer, it selects
the sender of the first packet that arrives as an Initiator and
sends it an address request. The main task of the Initiator is
to get a new IP address from its Allocator and assign it to the
requesting node.
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In this protocol, each network has at least one Allocator.
Each Allocator contains an address space used to assign
unique addresses to new nodes as added. The method by
which nodes are chosen as an Allocator and how the address
space is assigned are the main tasks of the protocol. Similarly,
to generate a unique IP address, one Allocator can create
another Allocator on the network to balance traffic loads.
Each Allocator has a list of all Allocators defined in the
network.

The security mechanism for auto-configuration [22] is
based on an approach of zero knowledge. This approach only
requires a one-way hash function and a seed value, which
can be generated randomly. The proposal first establishes
a connection between two nodes A and B to exchange
information using a cryptographic function on a one-way
hash function applied on the seed and in conjunction with
a large random number and a secret cryptographic key
known by both nodes. Each of the protagonists of the
communication carries out the cryptographic operation only
the first time and sends the result of the operation and the
random number to the other, thus avoiding a man-in-the-
middle attack.

For subsequent authentications of both nodes, the value
of the seed is increased by one at a time, and the hash
function value is calculated on the original value of the seed
and the new value increased. The value returned by applying
the hash function is sent to the node pair that is being
communicated. A node applies the hash function. If the value
obtained is equal to the value received the first time, the node
is authenticated correctly. For the next communications, the
seed value must be incremented by one and the previously
explained steps are repeated.

Zhou et al. [23] propose a solution in order to manage the
public key of an incoming node, which must be distributed
while the secure auto-configuration takes place. Otherwise,
a malicious node can impersonate the new node that is
registered or that distributes the public key. The SA-PKD
achieves the goals of the uniqueness of address allocation and
the secure distribution of public key.

It is assumed that the work environment is a densely
connected MANET with multiple paths between nodes. If
there are malicious nodes in the path between the new node
and each of the members, the proposed scheme uses multi-
hop broadcast to distribute the information encrypted and
signed. Each node checks the forwarded packets to detect the
modification of messages.

When a malicious node is placed between a new node
and a member of the MANET, it is assumed that there is
another good node as a neighbour, and if the malicious node
modifies the control message, this node can move or increase
the transmission power, sending the message again to try to
reach the nodes that lie beyond the malicious one.

If the malicious node deletes the control message, the
good node will interpret that the malicious node has left
the network or moved away. If there is more than one path
between the new node and the MANET member, the message
can reach its destination through a different path. If there is a
single path, the MANET member will not receive the message
because the malicious one interposes and deletes it. The

proposal uses the HELLO messages in the routing protocols
to help the good node identify the malicious behaviour of
the attacker, allowing it to move or increase the transmission
power to forward the control message.

4. Conclusions

The insertion of new nodes in a MANET during the auto-
configuration process can generate new threats due to the
instabilities in the behaviour of these kinds of networks,
which would create a lack of trust in the transmission of
information through them. The current auto-configuration
protocols, with the presented vulnerabilities, have not
resolved, in their majority, the security problems found
during the insertion of new nodes, creating a necessity for
proposals that include this last component. However, the
research associated to security during auto-configuration of
ad hoc networks is a developing field and still needs much
work. In this work, a few existing proposals in the field of
secure auto-configuration in MANETs are presented, and
they were examined against seven of the most common
threats that can be found on these kind of networks to
determine how secure or vulnerable they are.
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eración Internacional para el Desarrollo (AECID, Spain)
through Acción Integrada MAEC-AECID Mediterráneo
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