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#e application of renewable energies such as wind and solar
has become an inevitable choice for many countries in order
to achieve sustainable and healthy economic development
[1]. However, due to the intermittent characteristics of re-
newable energy, the issue with integrating a larger pro-
portion of renewable energy into the grid becomes
prominent. Currently, an energy system with weak coor-
dination capability seriously affects the flexibility of power
system operation [2]. As a result, this has led to the de-
velopment of an effective way to integrate high-proportion
renewable energy by developing multienergy systems in-
cluding wind, solar, thermal, and energy storage to allow for
the integration and coordination of different energy re-
sources [3].#emajor challenge of the multienergy system is
its complexity with multispatial and multitemporal scales.
Compared with the traditional power system, control and
optimization of the complex energy system become more
difficult in terms of modeling, operation, and planning [4, 5].
#e main purpose of the complex energy system is to co-
ordinate the operation with various distributed energy re-
sources (DERs), energy storage systems, and power grids to
ensure its reliability, while reducing the operating costs and
achieving the optimal economic benefits. A total of 58 papers
were received from different research fields. After the review
process, 29 papers were accepted for publication (around
50% of acceptance ratio).

#ese papers can be organised in four groups. #e focus
of the first group of articles is control methods. #e paper
titled “Finite-Time Observer-Based Adaptive Control of
Switched System with Unknown Backlash-Like Hysteresis”
by G. Sun and Y. Xu investigates a finite-time observer
problem for a class of uncertain switched nonlinear systems

in strict-feedback form. #e paper by G. Wang et al. entitled
“A Decentralized Energy Flow Control Framework for
Regional Energy Internet” proposed a decentralized energy
flow control framework for regional energy internet. #e
paper “Finite Control Set Model Predictive Control for
Complex Energy System with Large-scale Wind Power” by
Y.-W. Shen et al. proposed a strategy to optimize a value
function with errors of current magnitudes to predict
switching status of the grid-side converter. #e paper
“Neural Network Identification and Sliding Mode Control
for Hysteresis Nonlinear System with Backlash-Like Model”
by R. Liu and X. Gao proposed a new neural network sliding
mode control for a backlash-like hysteresis nonlinear sys-
tem. #e paper “Tracking Control for Hydrogen Fuel Cell
Systems in Zero-Emission Ferry Ships” by M. Khooban et al.
proposed a newmodified backstepping controller to stabilize
the microgrid voltage and currents. #e paper “Steady-State
Analysis and Output Voltage Minimization Based Control
Strategy for Electric Springs in the Smart Grid with Multiple
Renewable Energy Sources” by Y. Zou et al. presented a
general steady-state analysis and minimal compensating
voltage control scheme for the second generation of electric
springs in the power system with substantial penetration of
intermittent renewable energy sources. #e paper “Boost
Converters’ Proximate Constrained Time-Optimal Sliding
Mode Control Based on Hybrid Switching Model” by A.
Taheri et al. proposed a proximate constrained time-optimal
sliding mode controller based on the hybrid dynamical
model of the converter and geometrical representation of its
corresponding vector fields. #e paper “Adaptive Fixed-
Time Sliding Mode Control for Uncertain Twin-Rotor
System with Experimental Validation” by L. Shen et al.
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proposed an adaptive fixed-time control scheme for twin-
rotor systems subject to the inertia uncertainties and ex-
ternal disturbances. #e paper “Frequency Regulation and
Coordinated Control for Complex Wind Power Systems” by
C. Guo et al. presented a variable coefficient coordinated
primary frequency regulation scheme for a synchronous
generator and doubly fed induction generator. #e paper
“Homeomorphism Mapping Based Neural Networks for
Finite Time Constraint Control of a Class of Nonaffine Pure-
Feedback Nonlinear Systems” by J. Zhang et al. proposed a
finite time adaptive law for training weights of neural
networks. #e paper “Variable Speed Pump Storage for the
Mitigation of SSR in Power System with Wind Generation”
by F. Ye et al. presented a new method of using a doubly fed
induction machine based system of a variable speed pumped
storage plant to mitigate SSR in the power system with high
penetration of wind generation.

#e second group of publications is about optimization
methods. #e paper “A Competitive Swarm Optimizer-Based
Technoeconomic Optimization with Appliance Scheduling in
Domestic PV-Battery Hybrid Systems” by B. Wang et al.
investigated a technoeconomic optimization problem to
minimize energy cost, maximize renewable energy penetra-
tion, and increase user satisfaction over a finite horizon. #e
paper “A Selection Hyper-Heuristic Algorithm for Multi-
objective Dynamic Economic and Environmental Load
Dispatch” by L. Yang et al. presented dynamic economic and
environmental load dispatch models for a system consisting
of thermal units, wind power generators, photovoltaic gen-
erators, and energy storage. #e paper “An Optimal Allo-
cation Strategy for Multienergy Networks Based on Double-
Layer Nondominated Sorting Genetic Algorithms” by M.
Mou et al. proposed an optimal allocation strategy to optimize
the allocation of distributed generation and improve the
system economy. #e paper “Complementary Configuration
and Optimal Energy Flow of CCHP-ORC Systems Using a
Matrix Modeling Approach” by W. Huang et al. presented a
matrix modeling approach to establish a mathematical model
of the CCHP-ORC system. #e paper “Joint Optimization of
Energy Conservation and Migration Cost for Complex Sys-
tems in Edge Computing” by X. Xu et al. designed a balanced
resource scheduling method for trade-offs between virtual
machine migration cost and energy consumption of virtual
machine migrations for edge server management. #e paper
“Convergence Time Calculation for Supertwisting Algorithm
and Application for Nonaffine Nonlinear Systems” by J.
Zhang et al. proposed an accurate convergence time of the
supertwisting algorithm to build up a framework for non-
affine nonlinear systems’ finite-time control. #e paper
“Metaheuristic Optimization of Fractional Order Incremental
Conductance (FO-INC) Maximum Power Point Tracking
(MPPT)” by H. Ammar et al. proposed a method named FO-
INC to control the output voltage of the PV arrays to obtain
maximum power point tracking. #e paper “A repeatable
Optimization for Kinematic Energy System with Its Mobile
Manipulator Application” by Y. Kong et al. proposed a special
kind of repeatable optimization for kinematic energy mini-
mization based on terminal-time Zhang neural network with
finite-time convergence. #e paper “A Survey on Optimal

Control and Operation of Integrated Energy Systems” by C.
Wei et al. reviewed the optimal control and operation be-
havior of the integrated energy system.

#e third group of publications is about performance
analysis.#e paper “Available Transfer Capability Calculation
Constrained with Small-Signal Stability Based on Adaptive
Gradient Sampling” by P. Li et al. proposed a sequential
quadratic programming method combined with gradient
sampling in a dual formulation. #e paper “Investigation of
Var Compensation Schemes in Unbalanced Distribution
Systems” by Y. Huang et al. demonstrated and analyzed the
limitation of traditional Var compensation methods in
voltage regulation with unbalanced PV power integration.
#e paper “Power Grid Fault Diagnosis Method Using
Intuitionistic Fuzzy Petri Nets Based on Time Series
Matching” by M. Tan et al. proposed a fault diagnosis method
using intuitionistic fuzzy petri nets to improve the reliability
of power grid fault diagnosis. #e paper “Performance
Analysis of Reheat Steam Temperature Control System of
#ermal Power Unit Based on Constrained Predictive
Control” by X. Li et al. analyzed the performance of the reheat
temperature control system according to the data obtained
based on the constrained predictive control algorithm. #e
paper “Performance Analysis for the Magnetically Coupled
Resonant Wireless Energy Transmission System” by J. Liu
et al. found the exact parameters of system optimization and
verified them by simulation and experiments. #e paper
“Harmonic Modeling and Experimental Validation of the
Converters of DFIG-Based Wind Generation System” by Y.
Shen et al. studied the relation between the output current and
the harmonic source at grid-side and rotor-side converters
based on their control features in the DFIG system.

#e last group of publications is related to planning,
prediction, and multiagent system. #e paper “Planning of
Cascade Hydropower Stations with the Consideration of
Long-Term Operations under Uncertainties” by C. Wang
et al. developed an effective approach that deals with the
long-term stochasticity due to the long-lasting effects of the
location selections. #e paper “Parallel LSTM-Based Re-
gional Integrated Energy System Multienergy Source-Load
Information Interactive Energy Prediction” by B.Wang et al.
proposed an energy prediction strategy for multienergy
information interaction in regional integrated energy sys-
tems from the perspective of horizontal interaction and
vertical interaction. #e paper “Sign-Consensus of Linear
Multiagent Systems under a State Observer Protocol” by W.
Diao et al. reconstructed the information of the agents’ states
and proposed a state observer-type sign-consensus protocol.
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Due to the nonsmoothness of the small-signal stability constraint, calculating the available transfer capability (ATC) limited by
small-signal stability rigorously through the nonlinear programming is quite difficult. To tackle this challenge, this paper proposes
a sequential quadratic programming (SQP) method combined with gradient sampling (GS) in a dual formulation.)e highlighted
feature is the sample size of the gradient changes dynamically in every iteration, yielding an adaptive gradient sampling (AGS)
process. )us, the computing efficiency is greatly improved owing to the decrease and the parallelization of gradient evaluation,
which dominates the computing time of the whole algorithm. Simulations on an IEEE 10-machine 39-bus system and an IEEE 54-
machine 118-bus system prove the effectiveness and high efficiency of the proposed method.

1. Introduction

ATC is determined by a number of operating limits such as
thermal limit, voltage limit, and transient stability limit
[1, 2]. As the power system interconnects sustainably and the
renewable energy sources penetrate increasingly, small-
signal stability becomes a more significant limiting factor of
determining power transfer capabilities, which may cause
the occurrence of low-frequency oscillation before reaching
the power transmission limit determined by traditional
constraints. )erefore, the calculation of ATC considering
small-signal stability is a problem to be solved urgently. Due
to the nonsmoothness of small-signal stability constraint, the
calculation of ATC with small-signal stability constraint
(SSSC-ATC) has become a challenge. For there is no
common solution to this kind of problem, a few people have
made some exploration of it.

Chung et al. [3] propose a numerical-sensitivity-based
rescheduling method to calculate the ATC subject to the
small-signal stability constraint under a set of contin-
gencies. )e method is easy to handle; however, it cannot
guarantee the convergency because it ignores the non-
smoothness of small-signal stability constraint calculation
essentially.

Othman and Busan [4] introduce a straightforward
approach based on a normalized participation factor to
identify critical generators for rescheduling so that a secure
power transfer during the outage of critical is calculated.
Compared with [3], its major contribution is that it for-
mulates a closed-form of eigenvalue sensitivity with respect
to power generation in terms of participation factors.
However, the formulation makes a significant approxima-
tion as the derivative for power generation with respect to
rotor angle is formulated based on a simplified two-order
machine model. Besides, it does not address the non-
smoothness of small-signal stability in ATC calculation.

Recently, Li et al. [5] propose an SQP method combined
with GS to solve the optimal power flow problem with a
nonsmooth small-signal stability constraint (SSSC-OPF).
)e GS procedure samples the gradients of the nonsmooth
constraint within the neighborhood to yield a subgradient,
thereby ensuring that good search directions are produced in
nonsmooth regions. It can guarantee the SSSC-OPF is
globally and efficiently convergent to stationary points.

Carrying on its idea, this paper makes a step forward in
SSSC-ATC calculation field with general applicability and
practical significance. )e main contributions of our work
includes three aspects. Firstly, an AGS process is proposed, in
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which the sample size of the gradient changes dynamically
during every iteration.)us, the quantity of gradient evaluation
is greatly decreased, which dominates the computing time of
the whole algorithm, showing the superiority in sampling
efficiency compared with SQP-GS [5]. Secondly, the use of a
dual formulation of the QP subproblem clearly reflects the idea
of gradient sampling when solving the nonsmooth constraints.
)irdly, as the sampling process is independent and random, a
process of parallel sampling is applied to the simulation, greatly
reducing the time-consumed by the algorithm which is shown
in the test of IEEE 54-machine 118-bus system.

Section 2 describes a model of the ATC calculation with a
small-signal stability constraint. )e SQP-AGS algorithm
applied to the proposed SSSC-ATC model is discussed in
Section 3 in detail. Section 4 is case studies, and the con-
clusion is drawn in Section 5.

2. The Model of ATC Calculation with a
Small-Signal Stability Constraint

Mathematically, ATC is defined as

ATC � TTC − TRM − CBM − ETC, (1)

where TTC is the total transfer capacity over the inter-
connected transmission network. TRM is the transmission
reliability margin. CBM is the capacity benefit margin, and
ETC is the existing transmission commitments. TRM and
CBM are usually considered as constants or a percentage of
TTC, and ETC can be easily obtained as the sum of the
existing commitments. )us, the calculation of TTC is the
key to obtain ATC. An optimal power flow (OPF) model is
formulated to the conventional ATC calculation [6]. Based
on the model, the SSSC-ATC includes the following.

(1) )e objective value:

minf(•) � − 􏽘
i,j∈Slink

Pij, (2)

where Slink is the set of tie lines between the source
side and the receiving side. Pij indicates the active
power of the tie line (i, j), which is defined as
Pij � V2

i Yij cos αij − ViYijVj cos δij. Vi represents
the voltage amplitude of the ith bus. Yij and αij are
the admittance amplitude and the phase angle of line
(i, j), respectively. δij � θi − θj − αij, in which θi is
the phase angle of the ith bus.

(2) For all buses in system denoted as collection SB, the
power flow equations for bus i ∈ SB is

PGi − PLi − 􏽘
j∈i

ViYijVj cos δij � 0,

QGi − QLi − 􏽘
j∈i

ViYijVj sin δij � 0,
(3)

where PGi is the active power output of the ith
generator, QGi is the reactive power output of the ith

generator correspondingly, and PLi and QLi are the
active power load and the reactive power load of the
ith bus, respectively.

(3) Technical constraints include

Vi ≤Vi ≤Vi, i ∈ SB,

PGi ≤PGi ≤PGi, i ∈ SG,

QGi
≤QGi ≤QGi, i ∈ SG,

S
2
ij ≤ S

2
ij, (i, j) ∈ Sline,

(4)

where SG is the collection of all the generator buses
and Sline is the collection of all lines. Sij represents the
apparent power of line (i, j), and (·) and (·) , re-
spectively, denote the upper and lower limits.

(4) Initial equations which link the variables of the
conventional ATC with the state and algebraic
variables of the small-signal stability model:

SI PG,QG,V, θ, x( 􏼁 � 0, (5)

where x is the state variable vector including the
rotor angle vector δ, the d-axis and q-axis compo-
nent vectors of the internal voltage are Ed

′ and Eq
′ , the

d-axis and q-axis component vectors of the internal
current are Id

′ and Iq
′ , and the excitation output

voltage vector is Efd.
(5) Small-signal stability constraint:

η PG,QG,V, θ, x( 􏼁≤ η, (6)

where η is the spectral abscissa of the system, which is the
largest one of the real parts of the system’s eigenvalues λ. η is
an upper limit of spectral abscissa to represent a stability
margin, which can be determined based on offline stability
studies.

)e spectral abscissa η in small-signal stability constraint
is a nonsmooth function [7]. )us, it failed to solve it by the
interior point method (IPM), which is the workhorse in
solving smooth constrained optimization problems. For-
tunately, the spectral abscissa function has been proved to be
locally Lipschitz and continuously differentiable on open
dense subsets D of Rn, which means that it is continuously
almost everywhere and its gradient can be easily obtained
where it is defined by calculating spectral abscissa derivative.

3. A Sequential Quadratic Programming
Algorithm Combined with
Gradient Sampling

)ere is no general method to solve the optimization
problem with nonsmooth nonlinear constraints these years.
Recently, a gradient sampling (GS) method is proposed for
minimizing an objective function that is locally Lipschitz
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continuous on an open dense subset of Rn, which makes a
step forward in nonsmooth optimization field [8]. Curtis and
Overton [9] further generalized this idea to the optimization
problems with nonsmooth nonlinear constraints or objec-
tive function by introducing the SQP algorithm framework.

3.1. (e Gradient Sampling (eory with Unconstrained
Minimization. )e GS is basically a stabilized steepest de-
scent algorithm. Considering an unconstrained optimiza-
tion problem of the form

min
x∈Rn

f(x), (7)

defined in an open, dense subset D ∈ Rn, the objective
function f is locally Lipschitz continuous which is non-
smooth and/or nonconvex.

As Figure 1 shows, the gradients of smooth points like x1
and x2 are easily obtained and unique. But it is unable to
obtain the gradient at a nonsmooth point x0. Moreover, the
subgradient of nonsmooth point exists and is not unique.
According to the definition,

zf ≔ u | f(x)≥f x0( 􏼁 + u⊤ x − x0( 􏼁, ∀x ∈ Rn⟶ R􏼈 􏼉,

(8)

u ∈ zf denotes the subgradient at the nonsmooth point x0.
)e set of subgradients u is called the subdifferential of f at x0.

)e GS technique approximates the subgradients of the
objective function through the gradients sampled randomly
near x0 as

zf x0( 􏼁 ≈ 􏽘
i∈P

yki∇f xki( 􏼁 ∀i: yki > 0( 􏼁
􏼌􏼌􏼌􏼌 ∧ 􏽘

i∈P
yki � 1

⎧⎨

⎩

⎫⎬

⎭,

(9)

where P is the amount of the sampled gradients. Defining
that Gk ≔ ∇f(xk0),∇f(xk1), . . . , ∇f(xkp)􏽮 􏽯 is a set of
sampled gradients evaluating from a set of random and
independent sampling points Xk ≔ xk0, xk1, . . . , xkp􏽮 􏽯

⊂ Bϵ(x)∩D near x0, where

Bϵ x0( 􏼁 ≔ x | x − x0
����

����≤ ϵ􏽮 􏽯, (10)

is the closed ball with a sample radius ϵ centered at x0. )e
function f is locally Lipschitz and almost continuously
differentiable.

)e expression of zf(x0) is actually a convex hull of
sampled gradients, which is the set of all convex combi-
nations of the gradients. In the convex combination, each
sampled gradient ∇f(xki) in Gk is assigned a nonnegative
weight or coefficient yki that all of them are summed to one.
In such a way, the set of subgradients of x0 is derived by
changing yki into different values.

It is known that the conventional way to find the sta-
tionary point of a smooth function f is to find the point
whose gradient values are zero, and the gradient value is
generally taken as a key criterion to decide the descent
direction of a smooth optimization problem. Corresponding
to it, the Clarke stationarity is a criterion for determining the

stationary point in a nonsmooth function, which points out
that a point x0 is Clarke stationary if

0 ∈ zf(x). (11)

Figure 1 marks out a zero-valued subgradient u1 deter-
mining that x0 is a Clarke stationary point. )e Clarke sta-
tionarity is the key to the approach of finding a descent direction.

Hence, the descent direction of nonsmooth optimization
can be determined as the subgradient which has the shortest
distance to origin among all the subgradients. To find the
subgradient uk at the kth iteration, a following quadratic
programming (QP) model is established:

min
y∈Rp+1

Gkyk

����
����
2
2,

s.t. eTyk � 1, yk ≥ 0,

(12)

where yk is the coefficient vector at the kth iteration.)e 2-
norm in the objective function (12) represents the shortest
distance from the set of subgradients to the origin. Solving
this model, the coefficient vector yk can be obtained. )en,
the subgradient uk can be calculated according to (9). )e
vector dk � − uk/‖uk‖ is defined as an approximate steepest
descent direction. If ‖uk‖ � 0, the stationary point is
found.

3.2. Sequential Quadratic Programming AlgorithmCombined
with Gradient Sampling for Nonsmoothly Constrained
Optimization. Similar to the QP model used in the GS al-
gorithm to calculate a search direction, a sequential qua-
dratic programming algorithm (SQP) framework is built by
centering on a QP subproblem to determine a search di-
rection of nonsmooth constraint optimization problems.
Generally, the limitation of the wide-used SQP algorithm lies
in that it can only solve the smooth optimization problems
but fail for nonsmooth optimization problems. However,
combined with the GS algorithm, the SQP-GS algorithm can
be used in in many nonsmooth problems even if the ob-
jective function is not locally Lipschitz continuous, which is
basically in the following form:

x1 x0 x2

u1 = 0
u2
u3

Figure 1: )e subgradients of a nonsmooth point.
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min
x

f(x),

s.t. h(x) � 0,

g(x)≤ 0.

(13)

)e SQP-GS algorithm solves the model above in each
iteration mainly by determining a search direction dk

centering on solving a regularized QP dual subproblem with
the following form:

min
dk,yo,yh,yg

− f xk( 􏼁

− h xk( 􏼁

h xk( 􏼁

− g xk( 􏼁

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⊤

yf

yh

yg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ d⊤k , y⊤f, y⊤h , y⊤g􏽨 􏽩Hk

dk

yf

yh

yg

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(14)

s.t. Hkdk + ∇f xf
􏼐 􏼑

T
yf +

∇h xh( 􏼁

− ∇h xh( 􏼁

∇g xg( )

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

⊤

yh

yg

􏼢 􏼣 � 0,

∀xf ∈Bf

ϵ,k,∀xh ∈Bh
ϵ,k,∀xg ∈Bg

ϵ,k,

(15)

eTyf � ρ, (16)

eTyh � 1, (17)

eTyg � 1, (18)

yf ≥ 0, (19)

yh ≥ 0, (20)

yg ≥ 0, (21)

where ρ is a penalty parameter and Hk is the approximate
Hessian of the Lagrangian optimization model. Incorpo-
rating the ideas from the GS algorithm,Bf

ϵ,k,B
h
ϵ,k, andB

g

ϵ,k
are sets of independent and identically distributed
random points uniformly sampled from (10) with a sample
size of p:

B
f

ϵ,k ≔ xf

k,0, x
f

k,1, . . . , xf

k,p􏼚 􏼛, where xf

k,0 ≔ xk, (22)

B
hi

ϵ,k ≔ xhi

k,0, x
hi

k,1, . . . , xhi

k,p􏼚 􏼛, where xhi

k,0 ≔ xk, (23)

B
gj

ϵ,k ≔ xgj

k,0, x
gj

k,1, . . . , xgj

k,p􏼚 􏼛, where xgj

k,0 ≔ xk. (24)

Consistent with the GS strategy, yf � (y
f

k,0, y
f

k,1, . . . ,

y
f

k,p), yh � (yhi

k,0, yhi

k,1, . . . , yhi

k,p), and yg � (y
gj

k,0, y
gj

k,1, . . . ,

y
gj

k,p) are approximated minimum-norm elements of the
subdifferential for objective function, equality and inequality
constraints, respectively, which are obtained by solving the
subproblem (14)–(21) at xk.

As a significant step to update Hk during each iteration,
we introduce the limited-memory Broyden–Fletcher–
Goldfrab–Shanno (L-BFGS) method which is an attempt to
achieve fast convergence. We define

Gk ≔ 􏽘

p

n�1
y

f

k,n∇f x
f

k,n􏼐 􏼑 + 􏽘

j

m�1
􏽘

p

n�1
y

hm

k,n∇h x
hm

k,n􏼐 􏼑

+ 􏽘

j

m�1
􏽘

p

n�1
y

gm

k,n∇g x
gm

k,n􏼐 􏼑,

(25)

as the approximation of the minimum-norm element of the
differential of (13) Lagrange function, relating to the choice
of Hk made during each iteration. We initialize H1⟵I at
the 1th iteration and perform the update as

Hl⟵Hl− 1 −
Hl− 1sls

⊤
l H
⊤
l− 1

s⊤l Hl− 1sl

+
yly
⊤
l

s⊤l yl

, (26)

for l � 2, . . . , k. Here, sl ≔ xl − xl− 1 and yl ≔ Gl − Gl− 1 are
the displacements in x and in the approximations of the
minimum-norm elements of the differential of (13) Lagrange
function.

In order to reflect the iteration process, consider the
penalty function with the penalty parameter ρ as the fol-
lowing form:

ϕρ(x) ≔ ρf(x) + σ(x), (27)

where σ(x) is an infeasibility vector at the kth iteration
defined as

σk xk( 􏼁 ≔
h xk( 􏼁

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

max g xk( 􏼁, 0( 􏼁
⎛⎝ ⎞⎠, (28)

which is also an indicator in the step of parameter update.
Furthermore, let us define the local model

qρ dk; xk,Bϵ,k,Hk􏼐 􏼑 ≔ ρ max
x∈Bf

ϵ,k

f xk( 􏼁 + ∇f(x)
⊤dk􏼈 􏼉

+ 􏽘
i�1

mh

max
x∈Bhi

ϵ,k

h
i xk( 􏼁 + ∇hi

(x)
⊤dk

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

+ 􏽘
i�1

mg

max
x∈Bgi

ϵ,k

max g
i xk( 􏼁 + ∇gi

(x)
⊤dk, 0􏽮 􏽯􏽮 􏽯

+
1
2
d⊤k Hkdk.

(29)

For a computed dk, the model reduction is defined to
be △qρ(dk; xk,Bϵ,k,Hk) ≔ qρ(0; xk,Bϵ,k,Hk) − qρ(dk; xk,

Bϵ,k,Hk), which values

△qρ dk; xk,Bϵ,k,Hk􏼐 􏼑 � ϕρ(x) − qρ dk; xk,Bϵ,k,Hk􏼐 􏼑.

(30)

)e model reduction is nonnegative because dk � 0
yields an objective value, and △qρ(dk; xk,Bϵ,k,Hk) can be
zero only if xk is ϵ-stationary. So a sufficiently small
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reduction in△qρ(·; xk,Bϵ,k,Hk) indicates that a decrease in
ϵ is appropriate.

However, GS produces the approximate ϵ-steepest
descent directions by evaluating gradients of the objective
function and constraint functions at p randomly generated
points during each iteration, resulting in a high compu-
tational cost. As the QP subproblem data are computed
afresh for every iteration, the computational effort required
to solve each of these subproblems can be significant for the
large-scale problem [10]. As a more time-saving way to
reduce the computation, a generic adaptive gradient
sampling (AGS) algorithm is introduced here in which GS
is a special case.

)e difference between GS and AGS is mainly in the
process of sample points xk,p ∈Bϵ,k. Initialize a sampling
size value p at first, which is the total number of sample
points in every iteration. For Xk ≔ xk,1, . . . , xk,p􏽮 􏽯 (with
xk,i � xk for some i and Bk ≔ Bϵ(xk)∩D, AGS sets

Xk⟵ Xk− 1 ∩ Bk( 􏼁∪ xk ∪ Xk, (31)

where the sample set Xk ≔ xk,1, . . . , xk,p􏽮 􏽯 is composed of
p points generated uniformly in Bk. Denote the number of
points selected by (Xk− 1 ∩Bk) is pre.)e actual sampling size
of kth iteration changes to p � p − pre, equaling to the
number of points in Xk.

It is apparent to see that AGS needs only to compute the
unknown gradients at the updating sample points in Xk and
change the sample size p adaptively, which cut down some of
the workloads in computing the gradients and renewing the
QP data at the kth iteration. )e complete SQP-AGS al-
gorithm is presented in Algorithm 1.

What is worth mentioning is that the sample size p can
be chosen as zero when solving a smooth function for it is
unnecessary to sample the function’s gradients at nearby
points, in which case the SQP-AGS algorithm reduces to the
general SQP algorithm. Especially in a model with smooth
and nonsmooth functions, the algorithm samples points of
the nonsmooth part only, cutting down a lot of work in the
process of sample points and evaluating gradients of the
smooth part.

3.3. Solving SSSC-ATC by SQP-AGS. Combined the char-
acteristic of the proposed SSSC-ATC model, we discuss the
SQP-AGS in the specific solution process.

Firstly, the AGS technique is only applied to the small-
signal stability constraint for it is the only the nonsmooth
constraint in the proposed SSSC-ATC model. )erefore,
the sample size of the SQP-AGS algorithm reduces to zero
in solving the objective function and other smooth
constraints.

Secondly, considering the different characteristics and
capacity range of variables in the model, the sampling ra-
diuses of variables are also specified. In detail, for active
power PG and reactive power QG, the sample radiuses ϵPG
and ϵQG

are stipulated as 20% of the capacity range. For
voltage-type variables (per-unit value) like V and E, the
sample radiuses ϵV and ϵE are chosen as 0.03 p.u. For angle
variables like θ, the sample radius ϵθ is chosen as 3∘.

)irdly, owing to the sample points are independent and
randomly sampled, a multicore parallel computing tech-
nology is applied to solve the gradient calculation which
occupies the majority of computing work of the whole
process. )e application of parallel computing technology
will further improve the efficiency of SQP-AGS.

4. Case Studies

)e proposed SQP-AGS method is applied to the IEEE 10-
machine 39-bus system and the modified IEEE 54-machine
118-bus system to illustrate the effectiveness in solving
SSSC-ATC. )e full dynamic data of these two systems is
extracted from [11, 12], respectively. For both systems, the
generators are described by the two-axis model with an IEEE
type-I exciter. )e loads are modeled as constant power. All
the simulations are performed on a workstation with the
Intel(R) Xeon(R) E5-2667 v2 processor, which includes 16
cores with the base frequency of 3.30GHz.

)e SQP-AGS method is implemented in MATLAB by
using the function quadprog as the QP solver for the sub-
problem. )e eigenvalues and eigenvectors are computed by
QR decomposition using the MATLAB function eig. A flat
start is used for which all voltage angles are set to be zero,
and all the voltage magnitudes are set to be 1.0 p.u., PG �

(PG + PG)/2 and QG � (QG + Q
G

)/2. )e parameters of
SQP-AGS are chosen as ρ � 2 × 10− 4 and μρ � 0.05. )e
selection of sample radius ϵ depends on the characteristics of
the dependent variables as described in Subsection 3.3. Set
μϵ � 1 × 10− 3, τ � 0.1, μτ � 0.8, ϖ � 1, and c � 0.8 from [9].
)e tolerances ]in and ]s are set to be 5 × 10− 3 and 2 × 10− 3,
respectively.

4.1. Comparison of Results under Different Small-Signal Sta-
bility Constraints Run from IEEE 10-Machine 39-Bus System.
)e IEEE 10-machine 39-bus system is used for stability
analysis with different small-signal stability constraints,
which are three different spectral abscissa constrained values
in the SSSC-ATC calculation model above. )e specific
regional division is shown in Figure 2. )e generators G2,
G3, and G10 which, respectively, correspond to bus 31, 32,
and 39 are selected to locate at the receiving side, while the
other generators are located at the source side.

For the voltage magnitude limits, we choose V � 1.1 p.u.
and V � 0.9 p.u. for all buses. )e results under different
spectral abscissa constraints are listed in Table 1. In order to
reflect the effect on the SQP-AGS algorithm applied on
SSSC-ATC, we set the sample size as p � 30 and make a
comparison of the following cases:

(1) Case 0: base case, which is a standard ATC calcu-
lation without any small-signal stability constraint

(2) Case 1: SSSC-ATC with an abscissa spectrum con-
straint of η≤ − 0.10

(3) Case 2: SSSC-ATC with an abscissa spectrum con-
straint of η≤ − 0.192

(i) Case 0: the classic IPM is used to solve the ATC
problem without any small-signal stability
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constraint. )e results are listed in the second
column of Table 1, which shows the TTC is obtained
as 1704.99MW and the spectral abscissa is calcu-
lated to be 2.15, indicating the TTC is overoptimistic
due to the fact that the system is not small-signal
stable in this operation state. )is further indicates
that the influence of small-signal stability on ATC
calculation needs to be considered. Extracting in-
formation from Table 1, it can be seen that the active
generation of generators G2 and G3 which are lo-
cated in the receiving side all reach the lower limit of
the active power output in order to ensure the
maximum of TTC.

(ii) Case 1: a spectral abscissa constraint η≤ − 0.10 is
added to the ATCmodel as the small-signal stability
constraint and SQP-AGS algorithm is run to solve
it. )e results are listed in the third column of
Table 1, which shows the TTC is obtained as
498.62MW, and the system is small-signal stable in
this operation state. )e result also shows that the
generation in the receiving side is greatly increased
compared with Case 0, especially as generator G3,
possibly due to the larger time inertia coefficient of
it, resulting in the reduction of TTC. It reflects that
the small-signal stability does constrain the regional
transmission directly.

(iii) Case 2: the spectral abscissa constraint is further
reduced to η≤ − 0.192 in the SSSC-ATCmodel. )e
results run from the SQP-AGS algorithm shows that
the calculation is still convergent and the TTC is
reduced to 465.73MW.

Comparing Case 0, Case 1, and Case 2 will find out a rule
that TTC value reduces as the spectral abscissa decreases,
which means the stricter restriction effect on ATC calcu-
lation when a spectral abscissa constraint gets smaller. )e
results under spectral abscissa constraints are more rea-
sonable than the one without any small-signal stability
constraint so that the ATC in this situation can be a guide to
avoid the power oscillation caused by small-signal stability in
the system.

4.2. Comparison of Different Methods in Calculating SSSC-
ATC. Here, we compare the SQP-AGS’s calculation effect
on the same problem with a sensitivity method [3] and a
participation factor method [4] for IEEE 39-bus system.
)e results run by the three methods are all restricted to a
spectral abscissa constraint as η≤ − 0.1 and detailedly
listed in Table 2.

)e TTC calculated by SQP-AGS is 498.60MW, while
the TTC calculated by the sensitivity method and the par-
ticipation factor method is 289.94MW, and the one cal-
culated by the participation factor method is 262.78MW. All
the three methods obtain a TTC value much smaller than
which is calculated from the ATC model without small-
signal stability constraint. In addition, compared with the
result calculated by SQP-AGS, the other two methods’ re-
sults are relatively conservative. In other words, it is to say
that SQP-AGS can evaluate the SSSC-ATC problem in an
optimization way. It further means this ATC result may
bring more economic benefits that are more acceptable to
the power industry in practice.

On the other hand, it is worth mentioning that when
the spectral abscissa constraint decreases as η ≤ − 0.15, the
sensitivity method and the participation method both
cannot converge to obtain a result, while the SQP-AGS can
still effectively reduce the spectral abscissa of the system
and achieve a good convergent result, as is shown in Ta-
ble 1. )is reveals the superiority of SQP-AGS in solving
the SSSC-ATC problem compared with the other two
mentioned methods.

4.3. Efficiency Tested in IEEE 54-Machine 118-Bus System.
To test the efficiency of SQP-AGS, we make some com-
parisons on a modified version of the IEEE 54-machine 118-
bus benchmark system which has 54 synchronous machines
with IEEE type-1 exciters, 20 of which are synchronous
compensators used only for reactive power support and 15 of
which are motors.)e specific regional division of IEEE 118-
bus system is as follows:

(i) Receiving side: the region includes buses of 1, 4, 6, 8,
10, 12, 15, 18, 19, 24, 25, 26, 27, 31, 32, 34, 36, 40, 42,

(1) Initialization: choose a sample radius ϵ> 0, penalty parameter ρ> 0, constraint violation tolerance τ > 0, sample size p, line search
constant ϖ ∈ (0, 1), backtracking constant c ∈ (0, 1), sample radius reduction factor μϵ ∈ (0, 1), penalty parameter reduction
factor μρ ∈ (0, 1), constraint violation tolerance reduction factor μτ ∈ (0, 1), infeasibility tolerance ]in > 0, and stationarity
tolerance parameter ]s > 0. Choose an initial iterate x0 ∈ D and set k � 1 and kmax � 200.

(2) Termination conditions check: while k< kmax, if ‖dk‖< ]s and max(σk)< ]in, output solution and stop.
(3) Adaptive gradient sampling: generate B

f

ϵ,k, B
h
ϵ,k, and B

g

ϵ,k by (22)–(24) and (31).
(4) Search direction calculation: choose Hk ≻ 0, solve (14)–(21) to get (dk, yo, yh, yg).
(5) L-BFGS update: update Hk by (26) for next iteration.
(6) Parameter update: if dk > ]sϵ2, then go to step 9. Otherwise, if max(σk)≤ τ, set τ⟵ μττ, but if max(σk)> τ, set ρ⟵ μρρ. )en,

set ϵ⟵ μϵϵ, βk⟵ 0, and go to step 8.
(7) Line search: set βk as the largest value in the sequence 1, c, c2, . . .􏼈 􏼉 such that xk+1⟵ xk + βkdk satisfies:ϕρ(xk+1)≤ϕρ(xk) −

ϖβk‖dk‖ and ‖xk + βkdk − xk+1‖≤min βk, ϵ􏼈 􏼉‖dk‖

(8) Iteration increment: set k⟵k + 1 and go to step 3.
(9) end do

ALGORITHM 1: SQP-AGS algorithm.
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46, 49, 54, 55, 56, 59, 61, 62, 65, 66, 69, 70, 72, 73, 113,
and 116.

(ii) Source side: the region includes buses of 74, 76, 77,
80, 85, 87, 89, 90, 91, 92, 99, 100, 103, 104, 105, 107,
110, 111, and 112.

Lines 74–70, 75–70, 75–69, 77–69, and 81–68 are the tie
lines between the two regions. For an ATC model without

any small-signal stability constraint, the TTC is obtained as
1410.20MW and the spectral abscissa is η � 1.1, which also
means the calculated ATC is overoptimistic, and power
oscillation will occur before the transmission between re-
gions reaches this value. Applying SQP-AGS to solve an
SSSC-ATC problem with a spectral abscissa constraint
η≤ − 0.1, the spectral abscissa is decreased meeting the
constraint requirement after 17 iterations and the result is
convergent, obtaining the TTC as 446.08MW. )e spectral
abscissa changing with iterations is shown in Figure 3. It is
easy to find that the descending trend of spectral abscissa is
stable. Moreover, Figure 4 reflects the changes in the ter-
mination conditions with the iteration increases. As the
trend shows, the infeasibility defined in (28) and the model
reduction calculated by (30) both decrease to an acceptable
tolerance.

In order to test the efficiency of SQP-AGS, the algorithm
is going with a sample size of p � 50. Under the serial
computing condition, we make a comparison between SQP-
GS and SQP-AGS dealing with the same SSSC-ATC
problem.)e computing time of them is listed in second and
third columns of Table 3.

It is clear to see that, for the 118-bus system, applying the
serial SQP-GS method to solve an SSSC-ATC problem
consumes 173.48s and 18 iterations while applying the serial

Table 1: Active output of generators and TTC in IEEE 39-bus
system.

Active output (MW) Active output
range (MW)Case 0 Case 1 Case 2

G1 590.13 1102.59 1106.74 100∼1380
G2 50.00 105.35 136.58 50∼747.5
G3 50.00 677.18 676.12 50∼920.0
G4 862.50 665.66 639.15 50∼862.5
G5 747.50 529.28 564.18 50∼747.5
G6 862.50 671.67 667.62 50∼862.5
G7 862.50 581.69 603.44 50∼862.5
G8 805.00 597.35 513.94 100∼805.0
G9 1035.00 899.08 898.57 100∼1035
G10 402.50 318.83 346.63 50∼402.5
TTC (MW) 1704.99 498.62 465.73 —
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Figure 2: )e regional division of the IEEE 39-bus system.

Complexity 7



SQP-AGS needs only 66.29s and 17 iterations, cutting down
a lot of time in solving the same model. Particularly, the
time-consuming of gradient calculating accounts for the vast
majority of the total time because of the repeating calculating
processes of small-signal stability calculation and the sam-
pling gradient calculation of nonsmooth constraint. Com-
pared with SQP-GS, SQP-AGS spends much less time on
gradient calculation due to the adaptive identification of
sampling points which are within the sampling neighbor-
hood of the current iteration point. In each iteration, SQP-
AGS effectively utilizes the historical sampling data in the
previous iteration and saves a lot of time for gradient cal-
culation at current iteration, which greatly improves the
efficiency of calculation. )e intuitive sample point changes
are shown in Figure 5.

Moreover, notice that the sample points for gradient
calculation in each iteration are random and independent,
we adopt the multicore parallel computing technology of
MATLAB to carry out the gradient calculation when ap-
plying SQP-AGS. Parallel computing opens the parallel
computing pool of specified number of workers through the
parpool instruction in MATLAB and uses parfor statement
to execute the operation process of the loop body. Testing it
on the IEEE 118-bus system and comparing the efficiency
with serial computing, we can obtain the result of calculation
time, as shown in the fourth to the sixth columns of Table 3.

It shows that the time-consuming of SQP-AGS using
parallel computing is much less than the one under the serial
computing process, while the iterations of both of them are
the same. )e time-consuming is reduced with the number
of increasing workers as well. On this basis, we calculate the
speedup ratio and the efficiency of parallel computing with
different numbers of workers running. )e speedup ratio of
parallel computing is defined as Sn � T1/Tn, in which n is the
number of parallel workers and T1 is the computing time
with only one worker. )e efficiency of parallel computing is
defined as En � Sn/n. Table 3 separately lists the speedup
ratios of 2, 4, and 8 workers, respectively, which are
S2 � 1.71, S4 � 2.86, and S8 � 4.05. )e efficiencies are
E2 � 0.86, E4 � 0.72, and E8 � 0.51, correspondingly. Due to
the characteristic of sampled points, multicore parallel
computing plays an important role in shortening the cal-
culation time. Compared with the SQP-GS which is used in
[5], the SQP-AGS with the multicore parallel computing
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Number of iterations
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Figure 4:)e termination conditions change with iterations for the
118-bus system.
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Figure 3: Spectral abscissa changes with iterations for the 118-bus
system.

Table 2: Comparison of different methods for the 39-bus system.

SQP-AGS (MW) Sensitivity method (MW) Participation factor method (MW)
G1 1102.59 1210.27 1357.84
G2 105.35 556.43 150.46
G3 677.18 407.27 704.98
G4 665.66 732.91 680.85
G5 529.28 599.08 673.28
G6 671.67 416.40 862.50
G7 581.69 764.68 50.00
G8 597.35 715.46 733.05
G9 899.08 790.18 627.21
G10 318.83 50.00 402.50
TTC (MW) 498.60 289.94 262.78
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technique greatly improves the computing efficiency of the
SSSC-ATC problem of a large-scale power system, which has
absolute advantages and more practical application pros-
pects in practical engineering applications.

5. Conclusion

In this paper, we propose an SSSC-ATC calculating
model with a spectral abscissa constraint which directly
and fully considers the impact of small-signal stability on
ATC calculation. An SQP-AGS method is adopted to
solve the proposed SSSC-ATC problem, which is a
nonsmooth optimization problem due to the property of
the spectral abscissa function. )e closed-form eigen-
value sensitivity is used to calculate the gradient of the
spectral abscissa. In SQP-AGS, an AGS theory is adopted
to evaluate the gradients around the current iteration
points adaptively to make the search direction compu-
tation effective in the nonsmooth regions and practically
improve the efficiency of calculation. )e multicore
computing technology further improves the effect on
calculation efficiency. Simulation results on two test
systems show that the proposed method solves the SSSC-
ATC problem effectively without any convergence
problem. Comparison of other two methods proves that
the proposed method is more effective in calculating the
SSSC-ATC problem.

Data Availability

)e 10-machine 39-bus system and 54-machine 118-bus
system data that support the findings of this study are
available in the thesis [11] and at http://www.kios.ucy.ac.cy/
testsystems/index.php/dynamicieee-test-systems/ieee-118-
bus-modified-test-system [12].
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Dynamic economic and environmental load dispatch (DEED) aims to determine the amount of electricity generated from power
plants during the planning period to meet load demand while minimizing energy consumption costs and environmental pollution
emission indicators subject to the operation requirements. �is planning problem is usually expressed using a nonsmooth cost
function, taking into account various equality and inequality constraints such as valve-point e�ects, operational limits, power balance,
and ramp rate limits. �is paper presents DEED models developed for a system consisting of thermal units, wind power generators,
photovoltaic (PV) generators, and energy storage (ES). A selection hyper-heuristic algorithm is proposed to solve the problems.�ree
heuristic mutation operators formed a low-level operator pool to direct search the solution space of DEED.�e high level of SHHA
evaluates the performances of the low-level operators and dynamically adjusts the chosen probability of each operator. Simulation
experiments were carried out on four systems of di�erent types or sizes.�e results veri�ed the e�ectiveness of the proposedmethod.

1. Introduction

With the rapid growth of modern industry and global
economy, people’s demand for electricity in production and
life is constantly increasing. �erefore, how to dispatch
power production according to the forecasted load demand
and improve the generation e�ciency of generating units
has always been an important research issue in power system
operational planning. Traditional economic load dispatch
aims to determine the operation status of each unit in a
power plant within the planned time and minimize the
energy consumption cost while meeting the demand for
power load and the operational requirements of generating
units. With the gradual attention of human beings to the
ecological environment, the harmful substances such as
sulfur oxides, nitrogen oxides, and carbon dioxide emitted
from fossil fuels to the atmosphere in the combustion
process have gradually attracted attention. While reducing
energy consumption costs, further reducing environmental
pollution emission indicators has become a new require-
ment for optimizing load dispatch.

For dispatching tasks, energy consumption cost and
environmental pollution emissions are two key indicators
and minor improvements can bring signi�cant economic
and environmental bene�ts [1]. �e optimization of these
two indicators is essentially contradictory. Economic and
emission load dispatch (EED) is a multiobjective optimi-
zation problem that considers these two con�icting indi-
cators at the same time [2]. In addition, because the
mathematical expressions of the two indexes are nonconvex
and nonsmooth objective functions, it is di�cult to solve the
optimization problem. �e energy crisis caused by the long-
term consumption of fossil energy and the global demand
for clean energy promotes the development of renewable
energy. Wind power, solar power, and plug-in electric ve-
hicles have been widely developed in the last decade and
might become the main alternatives in the power system in
the near future [3, 4]. But at the same time, the introduction
of these renewable energy sources will bring more complex
planning and uncertainty to the power grid production [5].

Heuristic optimization algorithms are widely used to
solve nonsmooth optimization problems with high

Hindawi
Complexity
Volume 2020, Article ID 4939268, 18 pages
https://doi.org/10.1155/2020/4939268

mailto:hedakuo@ise.neu.edu.cn
https://orcid.org/0000-0002-6678-1781
https://orcid.org/0000-0001-8303-529X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/4939268


nonlinearity and discontinuity of input and output, such as
the economic and environmental dispatch problem, due to
their strong global search ability and low requirements for
some mathematical properties of the objective function.
An improved bacterial foraging algorithm with a param-
eter automation strategy and crossover operation is pro-
posed to improve computational efficiency and solve the
static/dynamic EED [6]. In [7], an improved particle
swarm optimization algorithm is applied to EED including
solar photovoltaic generation. In [8], a bilevel dynamic
economic emission dispatch model is proposed consid-
ering wind power integration. Also, robust optimization
and a nested solution method are proposed for EED
considering wind power uncertainty. A dispatch model
combining environmental awareness and risk perception is
proposed in [9], and nondominated sorting genetic algo-
rithm-II embedded constraints handling techniques are
devised for the problem. In [10], an enhanced multi-
objective bee colony optimization algorithm is proposed
for solving short-term hydro-thermal-wind complemen-
tary scheduling considering the uncertainty of wind power.
In [2], a dynamic economic emission dispatch (DEED)
incorporating renewable energy and energy storage is
formulated and an adaptive robust method is proposed to
solve the problem.

.ere are many differences in EED models that have
been solved in the existing research. Some scholars focus on
the dynamic economic emission dispatch (DEED) problems
which consider only thermal generation, single-objective
DEED with renewable energy generation (REG), and the
multiobjective static DEEDwith REG..is paper formulates
a DEED model including thermal generation, wind energy
generation, solar photovoltaic (PV) generation, and energy
storage (ES). A selection hyper-heuristic algorithm is pro-
posed to solve the Pareto optimal solution of the problem.
.ree operators formed a low-level operator pool to directly
search the solution space. .e high-level structure is re-
sponsible for managing low-level operators. .e operators
are evaluated and ranked by analyzing the results of the
nondominated solutions. .en, the chosen probability of
each low-level operator is determined by the selection
mechanism, which is provided for the next call. .e effec-
tiveness of the optimization strategy is validated through a
series of simulations. .e results are compared with those of
existing state-of-the-art optimization techniques.

.e rest of this paper is organized as follows. Section 2
presents the DEED mathematical model. .e application of
the proposed hyper-heuristic method is described in Section
3. To illustrate its effectiveness, the proposed method was
tested on a series of systems in Section 4. Conclusions and
future research are discussed in Section 5.

2. Problem Formulation

In this section, we will discuss themathematical model of the
DEED problem, which is used to distribute the output power
of all generators economically and environmentally during
the dispatching period and satisfies a series of equality and
inequality constraints.

2.1. Objective Function. Compared with the static EED,
which is scheduled at a certain hour, DEED adopts dynamic
scheduling for a load cycle of 24 hours. Consider a power
system with NG thermal power generators, NW wind power
generators, and NPV PV generators over time intervals. .e
basic objective function of the DEED problem can be for-
mulated as the following optimal function:

minF � 􏽘

NT

t�1
􏽘

NG

i�1
Fi Pi,t􏼐 􏼑 + 􏽘

Nw

i�1
Fi wi,t􏼐 􏼑 + 􏽘

NPV

i�1
Fi PVi,t􏼐 􏼑⎛⎝ ⎞⎠,

minE � αiP
2
i,t + βiPi,t + ci + ηi exp δiPi,t􏼐 􏼑,

(1)

where i and t are the number of generator and time interval,
respectively. F denotes the total fuel costs over the dispatch
period. Fi(Pi,t), Fi(wi,t), and Fi(PVi,t) are cost functions of
the thermal power generator, wind power generator, and
solar power generator, respectively. NT is the time horizon.
Pi,t, Wi,t, and PVi,t are the power output of thermal power
generator, wind power generator, and PV generator, re-
spectively. αi, βi, ci, ηi, and δi are environmental cost
coefficients.

When the valve-point effect (VPE) is considered, the
total fuel costs of thermal power generators can be written as
follows:

Fi Pi,t􏼐 􏼑 � aiP
2
i,t + biPi,t + ci + ei sin fi P

min
i − Pi,t􏼐 􏼑􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

(2)

where Pi,min is the minimum power outputs of generator i.
ai, bi, and ci are the fuel cost coefficients of generator i. ei and
fi are the coefficients of generator i reflecting the valve-point
effects. Valve-point effect is the phenomenon of rapid in-
crease consumption caused by valve drawing effects during
start-up of thermal power generators.

.e total economic costs of wind power generators can
be written as follows:

Fi wi,t􏼐 􏼑 � cw,i wi,t􏼐 􏼑 + cp,w,i Wit,av − wi,t􏼐 􏼑 + cr,w,i wi,t − Wit,av􏼐 􏼑,

cwi wi,t􏼐 􏼑 � diwi,t,

cp,wi � kp,i Wij,av − wi,t􏼐 􏼑 � kp,i 􏽚
wri

wi

w − wi,t􏼐 􏼑fw(w)dw,

cr,wi � kr,i wi,t − Wij,av􏼐 􏼑 � kr,i 􏽚
wi

0
wi,t − w􏼐 􏼑fw(w)dw,

(3)

where wi,t and Wit,av are the schedule and actual power of
wind generator i at time interval t. cw,i denotes the cost
function of generator i (payment to wind farm operators for
actual use of wind power), which can be calculated by the
cost coefficients and the wind probability density function.
di is the direct cost coefficient of generator i. cp,w,i denotes
the penalty cost function for not using all available power of
generator i, which has a linear correlation with the difference
between available power and actual power. kp,i is the
underestimating penalty cost coefficient. fw(w) is the
probability distribution function of wind power. cr,w,i de-
notes the reserve costs associated with wind power

2 Complexity



uncertainty (penalties for estimating available wind power).
wri is the rated power of generator i, and kr,i is the reserve
cost coefficient.

.e total economic costs of solar power generators can
be written as follows:

Fi wi,t􏼐 􏼑 � cpvi pvi,t􏼐 􏼑 + cp,pvi PVit,av − pvi,t􏼐 􏼑

+ cr,pvi pvi,t − PVit,av􏼐 􏼑,

cpvi pvi,t􏼐 􏼑 � hifpv(pv)pvi,t,

cp,pvi � kp,pvi PVij,av − pvi,t􏼐 􏼑

� kp,pvi 􏽚
pv kmax( )

pvi

pv − pvi,t􏼐 􏼑fpv(pv)dpv,

cr,pvi � kr,pvi pvi,t − PVij,av􏼐 􏼑

� er,pvi 􏽚
pvri

0
pvi,t − pv􏼐 􏼑fpv(pv)dpv,

(4)

where pvi,t and PVit,av are the schedule and actual power of
solar generator i at time interval t. cpvi denotes the weighted

cost of generator i based on solar irradiance, which can be
calculated by the cost coefficients and the solar probability
density function. cp,pvi and cr,pvi are the penalty cost function
for not using all available power of generator and the reserve
costs associated with power uncertainty, respectively. hi is
the operating cost coefficient of solar power operator. pvri is
the rated power of generator i, and pv(kmax) is the upper
limit of output of the corresponding operator. kp,pvi and
kr,pvi are the underestimating penalty cost coefficient and the
reserve cost coefficient, respectively. fpv(pv) is the proba-
bility distribution function of solar power.

2.2. Constraints

(1) Real Power Balance Constrains
In order to ensure the safe and stable operation of
generators, each generator needs to run in a specified
power range:

􏽘

NG

i�1
Pi,t + 􏽘

Nw

i�1
wi,t + 􏽘

NPV

i�1
PVi,t + 􏽘

NES

i�1
ESi,t � PD,t + PL,t, t ∈ NT,

PL,t � 􏽘
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where Pi,min and Pi,max are the minimum and
maximum power outputs of thermal generator i,
respectively. ESch,i and ESdis,i denote the charge and
discharge power of the ith ES unit. ESi,cap is the
power capacity of ith ES unit.

(2) Power Operating Constrains
In order to ensure the safe and stable operation of
generators, each generator needs to run in a specified
power range:

Pi,min ≤Pi,t ≤Pi,max, i ∈ NG t ∈ NT,

0≤wi,t ≤wri, i ∈ Nw t ∈ NT,

0≤ pvi,t ≤ pv kmax( 􏼁, i ∈ Npv t ∈ NT,

− ESi,cap ≤ESch,i ≤ 0, i ∈ NES,

0≤ESdis,i ≤ESi,cap, i ∈ NES,

(6)

where Pi,min and Pi,max are the minimum and
maximum power outputs of thermal generator i,
respectively. ESch,i and ESdis,i denote the charge and
discharge power of the ith ES unit. ESi,cap is the
power capacity of the ith ES unit.

(3) Generator Ramp Rate Constrains
.e power output of the generators should not
fluctuate too much during the interval time interval.
Ramp rate constraints are used to restrict the
adjusting range of the generator power:

Pi,t− 1 − DRi ≤Pi,t ≤Pi,t− 1 + URi, i ∈ NG, (7)

where URi and DRi are the ramp-up and ramp-down
rate constraints of generator i, respectively.

(4) Spinning Reserve Requirements
Spinning reserve requirements (SRRs) refer to the
readily available capacity, which can compensate for
the generation gap caused by generator faults or
power fluctuation in a short time. SRR constraints are
frequently applied in the unit commitment problem
and economic dispatch problem [11–13]. It can be
employed to provide the operating reserves to balance
the influence brought by the renewables uncertainty
and forecast error [14].
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(8)

where SRt and SRt
′ are the spinning reserves for the

one-hour and 10-minute compensation time.
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(5) Energy Storage SOC Constraints
.e state of charge (SOC) denotes an ES’s real-
time power state, which is the variable that ac-
tually operates in the scheduling process. It is
calculated according to the state at the previous
time interval:

SOCmin ≤ SOCi,t ≤ SOCmax, (9)

where SOCi,t is the SOC of the ith ES at time interval t which
lies between 0 and 1. SOCmin and SOCmin are the minimum
and maximum limits of SOC, respectively.

3. Multiobjective Selection Hyper-
Heuristic Algorithm

In this paper, a selection hyper-heuristic algorithm is used to
solve the Pareto optimal solution of the DEED problem..e
method consists of two levels, and the low-level structure
contains an algorithm pool, which is composed of three
heuristic operators to directly search the solution space. In
the management of the high-level structure, the low-level
operators are evaluated and ranked by calculating the results
of nondominated solutions. .en, the chosen probability of
each low-level operator is calculated through the selection
mechanism, which is provided for the next call.

3.1. .e Framework of Selection Hyper-Heuristic Algorithm.
Hyper-heuristic algorithms are widely used in the field of
automatic algorithm design [15]. Hyper-heuristics can be
defined as “automated methods for selecting or generating
heuristics to solve hard computing search problems.” [16]
.is is different from most implementations of meta-
heuristic methods that operate directly on solution spaces. It
was originally used in 1997 to describe a protocol that
combines several AI methods in the context of automatic
theorem proving. .e proposed multiobjective selection
hyper-heuristic algorithm is shown in Figure 1. .e low-
level operator pool consists of three heuristic operators, and
the high level of the proposed algorithm consists of an
evaluation strategy and a selection mechanism.

.e low-level operator pool plays an important role in
searching the problem space effectively. Amutation operator
pool composed of three different mutation operators is built
in this section. .ese operators will be implemented under
the guidance of an adaptive selection mechanism at different
stages of the search. .e operators are as follows:

H1: GA/derived from NSGA-II

ck � pk + p
u
k − p

l
k􏼐 􏼑δk. (10)

H2: DE/rand/2
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r5􏼐 􏼑. (11)

H3: DE/current-to-best/1 derived from PSO

v
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i + F x

G
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G
r2􏼐 􏼑, (12)

where ck is the offspring and pk is the parent with pu
k being

the upper bound on the parent component, pu
k is the lower

bound, and δk is small variation which is calculated from a
polynomial distribution [17].

Instead of operating directly on a solution space, the high
level of the hyper-heuristics evaluates and grades the historical
performance of the low-level operators during a given stage. A
selectionmechanism is devised to manage the calls of the low-
level operators at different stages in the searching process..e
underlying assumption is that each low-level operator has
different performance in different regions of search space or at
different stages of the whole searching process [15]. In fact,
due to the function landscapes of the problems and the
characteristics of the operators, it is difficult for the operator
to keep stable optimization capability in different regions of
the whole search area. It is common that some operators
perform well in the early stage of iteration, but lack opti-
mization capability in the later stage. Here, we introduce a
sliding time window (STW) to dynamically evaluate the
historical performance of the low-level operators. .e length
of the STW is much smaller than the maximum number of
iteration. .e uniformity of the nondominated solution and
the dominated relationship between parent and offspring
individuals are used as the evaluation indexes.

.e specific steps of the evaluation and selection
mechanism are as follows:

Step 1 (evaluation): compute the spatial measure
(uniformity) of nondominated solutions, sp.
Step 2: calculate the number of the parent dominated by
the offspring domo,p, and the number of the parent and
the offspring does not dominate each other, dom.
Step 3: calculate FIR score:

Problem domain barrier

Information
feedback 

Problem domain
Low-level

heuristic pool 

Evaluation
strategy

Hyper-heuristic domain
(i) Interact with heuristics

(ii) Evaluation index based on the historical performance

Selection
mechanism

of each heuristic

Solution
space H1 H2

H3

Search

Figure 1: Framework of the proposed selection hyper-heuristic
algorithm.
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FIR � 1∗ domo,p + 0.5∗ dom. (13)

Step 4: update the sliding window time, SWT(FIR, sp),
and the historical information, history(FIR, sp).
Step 5 (selection): collect the number of call frequency
of each operator, Cntotal � sum(Cn).
Step 6: determine the chosen probability based on
historical information:

Pn � FIR +
C1 ∗ Cn

Cntotal
+ C2 ∗ sp + C3 ∗ history(FIR)

+ C4 ∗ history(sp).

(14)

Step 7: select the low-level operator using the roulette
method.

3.2. Elitist Nondominated Sorting Mechanism. In different
periods of iteration, the crowding distance between indi-
viduals is used as an index to guide the selection of parent
individuals. In the early stage of iteration, the combination of
nondominated sorting and crowding distance is used to select
individuals. Firstly, the nondominated sorting of solutions is
performed to obtain different Pareto frontiers of solutions.
.en, the individuals are sorted in descending order of
crowding distance in each Pareto frontier. Finally, 75% of the
larger crowding distance in each Pareto frontier is selected as
the paternal individuals until the total number of parent
individuals is satisfied. At the later stage of the iteration, the
population converges gradually and the density of solutions in
the population is high. .is paper combines nondominated
sorting, crowding distance, and hypercube grid to select
parent individuals. Individuals will be screened in two ways.
One is nondominated sorting. .e other is a combination of
nondominated sorting, crowding distance, and hypercube
grid. A parameter λ is introduced to decide which way to
choose. First, individuals are screened using the same steps as
in the early stage. .en, the selected individuals are put into
the grid, and the grid with larger individual density is
screened. In each selected grid, some individuals are ran-
domly selected for deletion to guarantee the uniform dis-
tribution of individuals. By introducing crowding distance
and hypercube grid, not only the diversity of the population is
guaranteed but also the individuals are evenly distributed in
the solution space. .is helps to improve the diversity of the
algorithm and maintain its search capability (Algorithm 1).

3.3.ConstraintHandling. DEED involves a number of equality
and inequality constraints. We cannot guarantee every gener-
ated solution will satisfy all constraints, especially real power
balance and ramp rate constraints. Penalty-based methods are
the most commonly used methods to deal with these complex
constraints, but it has some shortcomings in the calculation
efficiency. Furthermore, how to determine the punishment
degree is also a challenge. In this section, we devised a heuristic
process to deal with the constraints. Compared with [18], our

method can avoid the situation that the output power of the
adjacent hour violates the power balance constraints, especially
at the later stage of the adjustment process. Handling of the
SRRs in this chapter is referenced from Ref. [19].

Step 1: randomly select an hour t ∈ NT.
Step 2: calculate the corresponding feasible region of
the adjustable output:

P
min
i,t �

max Pi,min, Pi,t+1 − URi􏼐 􏼑, t � 1,

max Pi,min, Pi,t− 1 − DRi􏼐 􏼑, t � NT,

max max Pi,min, Pi,t− 1 − DRi􏼐 􏼑, Pi,t+1 − URi􏼐 􏼑,

1< t<NT,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(15)

P
max
i,t �

min Pi,max, Pi,t+1 + DRi􏼐 􏼑, t � 1,

min Pi,max, Pi,t− 1 + URi􏼐 􏼑, t � NT,

min min Pi,max, Pi,t+1 + DRi􏼐 􏼑, Pi,t− 1 + URi􏼐 􏼑,

1< t<NT.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(16)

Step 3: adjust the output of each generator at the
current hour to satisfy (15) and (16) using (17):

Pi,t �

Pmin
i,t , Pi,t <Pmin

i,t ,

Pi,t, Pmin
i,t ≤Pi,t ≤Pmax

i,t ,

Pmax
i,t , Pi,t >Pmax

i,t .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(17)

Step 4: tackle the SRR constraints: check if SRRs is
satisfied and then go to Step 5; otherwise, calculate the
violation of SRRs ΔSRRs,t and set t � t − 1. Subtract
ΔSRRs,t from Pmax

i,t which are equal to their upper limits.
.en, generate a new feasible individual at hour t − 1.
Calculate ΔSRRs,t− 1 and repeat the adjust process until
the SRR constraints are satisfied at an hour.
Step 5: tackle the demand-supply constraint by the
following steps:

(1) Calculate the system transmission loss using (5).
(2) Calculate the difference between the power demand

and the power grid output:

Dif � PD,t + PL,t

− 􏽘

NG

i�1
Pi,t + 􏽘

Nw

i�1
wi,t + 􏽘

NPV

i�1
PVi,t + 􏽘

NES

i�1
ESi,t

⎛⎝ ⎞⎠.
(18)

Check if Dif ≤ ε0 and then go to Step 2 with the next
randomly selected hour; otherwise, go to the next step.
Here, ε0 is a tolerance variable which decreases from
early stages of the evolutionary process and is decreased
gradually to a small value [20].

(3) Generate a random sequence R � [r1, r2, . . . , rNG
].

Select Pr,t as the first slack generator and adjust its
power as

Complexity 5



Pr,t �
Pr,t + Dif ∗Δ, if Dif > 0,

Pr,t − Dif ∗Δ, if Dif < 0.
􏼨 (19)

(4) Adjust Pr,t using (17) to satisfy the feasible region
limit. Update Dif and select the next slack generator
in turn according toR.Δ is a random value which lies
between [0.2, 1].
Step 6: repeat the previous steps until a feasible
solution is found.

3.4. Selection Hyper-Heuristic Algorithm for DEED. .e
detailed procedure of the proposed method for DEED is
presented as follows:

Step 1: initialize the setting parameters of the algorithm,
such as population size, the maximum number of it-
eration, number of objective, and parameters of low-
level operators.
Step 2: generate the initial population, perform the
nondominated sorting, and calculate the crowding
distance.
Step 3: select individuals to build up the parent pop-
ulation using the tournament selection, and then
generate the initial offspring population by calling the
low-level operators.
Step 4: memorize the current iteration number and
start the evolution process.
Step 5: combine the parent population and the off-
spring population, conduct the nondominated sorting
strategy, and update the crowding distance.
Step 6: select the parent individuals using the proposed
nondominated sorting strategy mentioned in the
previous section, and then generate the offspring
individuals.
Step 7: grade and rank the low-level operators using the
evaluation method presented in the previous section.
Step 8: choose the low-level operator using the selection
mechanism presented in the previous section.

Step 9: memorize the optimal solution and check
whether the current iteration is greater than the
maximum iteration number. If not, continue the cycle;
otherwise, output the global optima solution.

.e flowchart of the proposed method is presented as
follows.

4. Results and Discussion

For the experimental study, four test cases are studied to
evaluate the performance of the proposed algorithm. .e
scheduling time NT of all cases is selected as one day with
24 hours, and the valve-point effect and the ramp rate
constraints are taken into account. Case 1 and Case 2 are
classic DEEDs with 5 thermal units and 10 thermal units
without considering wind and PV generation, respectively.
We use these two cases to verify the effectiveness of our
proposed method by comparing them with the existing
algorithms. Case 3 comes from an IEEE 57 bus system;
three PV and two wind generators are incorporated into
this system. Case 4 considers the ES unit on the basis of
Case 3. We use this case to study the impact of ES on the
system operation and its role in peak shaving and valley
filling in the power supply.

Wind power output depends on wind speed, type of
wind turbine, and parameters of its power performance
curve. Wind speed is a random variable that needs to be

Input: τ, λ, iterMax
Output: Screened individuals

(1) initialize: Set τ � 0.5
(2) if iter< τ ∗ iterMax then
(3) Screen using a combination of nondominated sorting and crowding distance
(4) else
(5) λ � τ + (1 − τ)∗ (iter/iterMax)

(6) if rand< λ then
(7) Screen using the nondominated sorting
(8) else
(9) Screen using a combination of nondominated sorting and crowding distance and hypercube grid
(10) end if
(11) end if

ALGORITHM 1: Elitist nondominated sorting strategy.

Table 1: Related parameters for case study.
Population
size 150

Maximum
iteration 250

Parameters
for ES SOCmin � 0.2, SOCmax � 1, Emax � 300WM, Δt � 0.92

Parameters
for high
level

SWT � 15, C1 � C2 � 0.4, C3 � C4 � 0.1

Parameters
for low level

Fmin � 0.2, Fmax � 0.8, Gr,min � 0.3, Gr,max � 0.8,
F � rand(Fmin, Fmax)

Operators Gr � Gr,min + (Gr,max − Gr,min) ∗ exp(− 2∗ (iterMax −

iter))/iter
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predicted and has uncertainty. .e previous study has
proved that the wind speed at a given location closely
follows a Weibull distribution over time [21]. .e output
power of wind turbines can be predicted by the PDF of
wind speed and the wind speed-power curve. .e detailed
calculation steps and parameters can be found in [22]. .e
output power of the PV can be calculated by predicting
solar radiation. However, the solar radiation reaching the
Earth’s surface depends upon the climatic conditions of a
location [23]. .e calculation steps of power of PV are
detailed in [24]. .e parameters used for solving DEED in
this study are shown in Table 1. For each case, 20 inde-
pendent trials were conducted to compare the solution
quality and convergence characteristics. All experiments
were executed in the MATLAB 2016a computational en-
vironment on a Pentium-core 3.2 GHz personal computer
with 8 GB of RAM.

4.1. Case Study

4.1.1. Case 1: Classic 5-Generator System. .is test system
consists of five thermal generators with considering the
transmission loss. .e generating system data and B coef-
ficients to compute transmission line losses are adapted from
[25]. .e best cost and emission solutions are given in
Tables 2 and 3, respectively. .e compromise solution
considering economic and emission is presented in Table 4.
H represents the dispatch hour, and Pi denotes the output
power allocated to the ith thermal generator. PL is the
transmission line losses. Ec and Em are the fuel cost and
emission, respectively. .e optimal cost and emission

solutions are 44132 $/day and 17852 lb/day, respectively..e
minimum cost and emission of the best compromise so-
lution are 47503 $/day and 18066 lb/day, respectively. Ta-
ble 5 gives the comparison among different methods, such as
SA, MSL, EP, PS, PSO, MODE, and AGB-MOCDE. It is
obvious that the proposed method can obtain solutions with
lower total economic costs and emission than other reported
methods.

4.1.2. Case 2: Classic 10-Generator System. .is case consists
of ten thermal generators with considering the trans-
mission loss. .e generating system data and B coefficients
can be obtained in [26]. .e best cost and emission so-
lutions are given in Tables 6 and 7, respectively. .e
compromise solution considering economic and emission
is presented in Table 8. .e optimal cost and emission
solutions are 2471526 $/day and 291988 lb/day, respec-
tively. .e minimum cost and emission of the best
compromise solution are 2514885 $/day and 299585 lb/
day, respectively. .e simulation results of the proposed
methods are compared in Table 5 with NSGA-II, EP, PSO,
SQP, HMO-DE-PSO, RCGA, MADM, IBFA, and MODE.
It is obvious that the proposed method can obtain solu-
tions with lower total economic costs and emission than
other reported methods.

To test the convergence characteristics of the proposed
method, we conducted a comparison experiment in the same
experiment situation for Case 2. Two typical methods,
NSGA-II and MODE, are used to compare with SHHA. 20
independent trials were conducted to compare the con-
vergence characteristics. Figure 1 shows the convergence

Table 2: Optimal results for Case 1 (optimal cost).

H P1 P2 P3 P4 P5 PL Ec ($) Em (lb)
1 20.24 98.62 30.00 125.04 139.91 3.82 1250.56 546.67
2 10.00 97.91 66.84 124.79 139.63 4.13 1425.15 534.83
3 10.00 98.41 106.83 124.89 139.76 4.78 1392.40 558.72
4 25.80 98.53 112.78 124.91 173.81 5.91 1732.18 682.12
5 19.31 98.51 112.68 124.84 209.36 6.63 1721.24 845.55
6 49.31 99.20 112.71 124.94 229.59 7.85 1785.23 977.50
7 68.80 98.43 112.66 124.89 229.52 8.31 1799.13 1002.70
8 74.99 98.51 112.67 147.37 229.53 9.05 1980.10 1053.38
9 62.16 98.45 112.65 197.37 229.53 10.12 2046.26 1152.18
10 63.96 98.57 112.71 209.81 229.51 10.56 1997.11 1194.64
11 74.51 98.50 112.67 209.81 235.47 11.04 2050.82 1251.31
12 74.98 98.52 112.67 180.08 285.45 11.77 2412.73 1570.83
13 73.53 98.54 112.67 130.08 300.00 10.77 2150.49 1624.19
14 64.27 98.51 112.67 124.90 300.00 10.37 2106.36 1599.32
15 34.27 98.52 112.68 124.89 292.92 9.34 2047.42 1486.71
16 10.00 96.91 112.65 124.90 242.92 7.28 1711.12 1046.39
17 10.00 92.79 107.59 124.88 229.52 6.71 1618.85 943.40
18 35.87 98.57 113.09 138.69 229.56 7.86 1854.71 987.96
19 34.05 98.48 112.50 188.67 229.52 9.14 1998.32 1098.70
20 64.05 98.54 112.67 209.74 229.51 10.56 1996.98 1194.40
21 39.29 98.59 112.68 209.79 229.53 9.90 1944.92 1166.62
22 10.00 96.86 112.61 209.82 183.54 7.91 1874.26 920.06
23 10.00 66.86 106.92 209.74 139.59 6.01 1651.80 693.75
24 10.02 36.86 71.38 209.82 139.76 4.80 1584.27 641.47
Total 194.61 44132 24773
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comparison when aiming to optimize the fuel cost. .e
figure indicates that the SHHA converges faster than other
methods. In addition, the statistical results of the 20 trails
are given in Table 9. It can be seen that the SHHA

outperforms the other methods regardless of minimum
cost, average cost, and maximum cost. .e SHHA has a
lower standard deviation which also shows a better ro-
bustness (Figures 2 and 3).

Table 4: Optimal compromise results for Case 1.

H P1 P2 P3 P4 P5 PL Ec ($) Em (lb)
1 60.68 65.18 112.89 124.70 50.07 3.51 1461.20 362.60
2 63.25 78.87 112.39 125.02 59.42 3.95 1538.25 396.97
3 72.17 81.73 117.52 124.93 83.33 4.67 1738.45 453.15
4 75.00 90.54 127.86 126.08 116.32 5.80 1838.91 557.48
5 74.99 97.06 132.76 126.87 132.76 6.43 1798.62 624.45
6 74.99 98.37 160.99 141.66 139.61 7.62 2000.13 730.30
7 75.00 98.21 160.02 169.65 131.22 8.11 2178.50 761.97
8 75.00 98.51 163.85 187.80 137.71 8.87 2144.33 837.33
9 75.00 100.43 174.97 209.76 139.77 9.91 2062.54 945.48
10 75.00 114.67 175.00 209.79 139.90 10.36 2172.01 986.93
11 75.00 125.00 175.00 210.00 145.86 10.86 2292.06 1040.11
12 75.00 125.00 175.00 214.67 161.79 11.46 2467.32 1109.97
13 75.00 114.34 174.98 209.80 140.24 10.36 2172.79 986.88
14 75.00 100.26 175.00 209.82 139.84 9.91 2061.54 945.54
15 75.00 98.40 165.56 184.52 139.39 8.86 2143.03 837.42
16 75.00 98.43 145.18 134.52 133.82 6.94 1926.89 665.95
17 74.81 97.49 134.45 125.36 132.33 6.43 1797.18 624.51
18 74.98 98.53 162.28 140.16 139.67 7.62 1988.62 731.37
19 75.00 98.48 166.20 185.63 137.55 8.86 2149.55 836.91
20 75.00 114.74 175.00 209.85 139.76 10.36 2171.44 986.96
21 74.39 98.34 174.96 202.34 139.58 9.61 2080.14 914.34
22 74.99 98.50 146.73 152.80 139.54 7.56 2039.88 719.77
23 74.91 98.19 114.13 125.80 119.74 5.77 1691.22 564.86
24 67.58 92.99 112.66 124.32 69.93 4.49 1588.60 444.58
Total 188.35 47503 18066

Table 3: Optimal results for Case 1 (optimal emission).

TH P1 P2 P3 P4 P5 PL Ec ($) Em (lb)
1 54.70 58.19 116.56 110.45 73.53 3.45 1725.14 352.44
2 58.08 62.25 121.85 118.38 78.31 3.89 1780.62 385.95
3 63.38 69.20 129.91 129.92 87.22 4.64 1911.96 446.63
4 71.45 78.37 141.62 145.50 98.84 5.79 2133.65 544.63
5 75.00 83.35 147.28 153.69 105.10 6.43 2202.49 601.19
6 75.00 93.80 158.96 170.11 117.76 7.65 2243.16 715.00
7 75.00 97.29 163.13 175.88 122.81 8.12 2224.83 760.33
8 75.00 103.27 169.13 185.29 130.17 8.88 2220.35 835.62
9 75.00 111.46 175.00 197.50 140.94 9.91 2208.04 941.41
10 75.00 115.23 175.00 203.39 145.70 10.34 2255.86 985.83
11 75.00 119.96 175.00 209.65 151.21 10.83 2309.83 1039.14
12 75.00 125.00 175.00 217.44 159.02 11.47 2471.19 1109.73
13 75.00 115.47 175.00 203.26 145.60 10.34 2257.14 985.83
14 75.00 111.45 175.00 197.75 140.71 9.91 2204.96 941.40
15 75.00 103.10 169.04 185.62 130.10 8.88 2218.84 835.62
16 75.00 87.67 152.34 160.92 111.02 6.95 2237.17 649.10
17 75.00 83.06 147.41 154.03 104.91 6.43 2205.58 601.19
18 75.00 93.38 158.92 170.34 118.01 7.65 2244.08 714.99
19 75.00 103.32 169.05 185.41 130.09 8.88 2220.96 835.62
20 75.00 115.41 175.00 203.31 145.61 10.34 2256.62 985.83
21 75.00 108.69 174.99 193.68 137.25 9.62 2201.34 910.92
22 75.00 92.86 158.27 169.19 117.25 7.58 2244.93 707.67
23 70.84 77.94 141.08 144.61 98.25 5.73 2124.57 538.84
24 61.83 67.19 127.45 126.28 84.65 4.41 1849.31 427.50
Total 188.13 51953 17852
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4.1.3. Case 3: IEEE 57 Bus System (Seven .ermal Units,
.ree Wind Generators, and Two PV). In this case, the
proposed method is used to solve a DEED on an IEEE 57 bus
system. .ree PV and two wind generators are incorporated
into this system..e data and information of this system can

be obtained from [34]. .e transmission loss coefficients
were taken from [24]. .e predictive wind power and PV
power for the 24 hours of the next day are shown in Figure 4.

.e optimal load allocation scheme considering the wind
and solar power unit is given in Table 10. .e cost and

Table 5: Comparison of the results for Case 1 and Case 2.

Method
Minimum cost Minimum emission Compromise result

Computational time (min)
Ec ($) Em ($) Ec ($) Em ($) Ec ($) Em (lb)

Case 1
SA [25] 47356 — — — — — NA
MSL [27] 49216.81 — — — — — NA
EP [28] 46777 — — 17966 48628 21154 NA
PS [28] 46530 — — 18192 47911 18927 4.91
PSO [29] 47852 22405 — — 50893 20163 NA
MODE [30] 46934 18194 48841 18008 47714 18084 15
MOHDE-SAT [31] 46478 18208 50684 17884 48214 18011 14.55
AGB-MOCDE [25] 46230 18295 49866 17927 47589 18075 NA
.is paper 44711 22000 51953 17852 47503 18066 9.33
Case 2
NSGA-II [26] — — — — 2522600 309940 20.11
EP [32] 2585000 — — — — — NA
PSO [14] 2572000 — — — — — NA
SQP [14] 2519000 343400 2628000 308000 2535000 329300
MOHDE-SAT [31] 2,508,195 334100 2606000 295900 2525000 303900 16.17
RCGA [26] 2516800 317400 2656300 304120 2525100 312460 18
MADM [33] — — — — 2590500 291960 15
IBFA [6] 2481733 327501 2614341 295833 2517116 299036 5.2
MODE [30] 2512327 301130 2543560 296387 2525841 298344 16.76
.is paper 2471526 332300 2598103 291988 2517013 299005 10.85
NA denotes that the value was not available in the literature.

Table 6: Optimal results for Case 2 (optimal cost).

H P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 PL Ec ($) Em (lb)
1 150.00 135.00 75.14 120.50 172.79 122.55 129.58 120.00 20.01 10.00 19.57 60798.58 4485.67
2 150.00 135.00 73.00 117.92 222.60 122.44 129.57 120.00 22.03 40.00 22.57 64487.08 4918.49
3 150.00 135.00 153.00 120.66 222.64 159.94 129.83 120.00 52.03 43.42 28.52 71950.58 5760.26
4 150.00 135.00 209.67 170.66 243.00 160.00 129.77 120.00 80.00 43.42 35.52 80147.32 7479.89
5 150.00 135.00 286.36 220.46 222.60 159.98 129.59 120.00 52.05 43.41 39.46 84063.33 9712.09
6 150.00 135.00 340.00 270.46 243.00 160.00 130.00 120.00 80.00 47.64 48.10 93405.09 12978.59
7 150.00 176.95 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 52.95 99401.53 14135.31
8 177.00 229.55 340.00 300.00 243.00 160.00 130.00 120.00 80.00 54.86 58.41 106426.87 14930.24
9 257.00 309.55 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 70.55 122936.13 17298.48
10 284.06 389.55 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 79.60 135865.95 20609.76
11 303.25 462.82 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 88.07 148255.42 28462.03
12 344.53 470.00 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 92.53 155284.18 30916.87
13 331.62 396.80 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 84.42 143039.98 22128.58
14 251.62 316.80 340.00 300.00 243.00 160.00 130.00 120.00 80.00 53.16 70.58 123104.17 17386.73
15 178.45 236.80 340.00 291.24 243.00 160.00 130.00 120.00 80.00 55.00 58.49 107011.89 14778.29
16 150.00 156.80 294.04 241.24 222.60 160.00 129.61 120.00 80.00 43.42 43.71 89056.97 10573.98
17 150.00 135.00 297.38 191.48 240.65 159.98 129.59 120.00 52.07 43.41 39.56 84053.15 9763.75
18 150.00 156.80 340.00 241.48 243.00 160.00 130.00 120.00 80.00 54.98 48.26 94201.12 12445.67
19 222.06 236.80 308.04 291.48 243.00 160.00 129.99 120.00 80.00 43.42 58.79 108008.17 14093.97
20 302.06 316.80 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 74.87 129078.05 18306.48
21 226.63 371.79 308.69 300.00 243.00 160.00 130.00 120.00 80.00 55.00 71.11 124899.03 17709.46
22 150.00 291.79 229.80 250.00 222.72 160.00 129.59 120.00 80.00 43.42 49.32 98973.23 10940.48
23 150.00 211.79 163.00 200.02 172.74 122.45 129.59 120.00 51.54 43.41 32.54 78934.42 6807.68
24 150.00 135.00 84.04 180.84 222.61 122.46 129.60 120.00 21.54 43.42 25.51 68144.37 5678.15
Total 1293 2471526 332301
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emission are 111203.2 $/day and 115221.2 lb/day, respec-
tively. MODE and NSGA-II were used for comparison. It
can be seen that the proposed method has better

performance both in cost and emission. Moreover, we
studied the impact of the introduction of RES on the system.
Figure 5 shows that both cost and emission have improved.

Table 8: Optimal compromise results for Case 2.

H P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 PL Ec ($) Em (lb)
1 150.00 135.00 83.14 105.81 122.78 122.41 93.08 120.00 79.99 43.47 19.68 61883.02 3834.71
2 150.00 135.00 93.59 118.72 129.38 127.92 123.08 120.00 80.00 54.79 22.47 65850.56 4238.58
3 150.04 135.00 151.59 130.32 174.85 160.00 129.71 120.00 80.00 55.00 28.51 72937.12 5402.22
4 151.03 165.75 176.80 180.32 222.82 160.00 130.00 120.00 80.00 55.00 35.71 81513.33 7057.05
5 150.77 214.81 185.63 180.84 243.00 160.00 130.00 120.00 80.00 55.00 40.05 86940.85 7951.01
6 225.74 222.30 210.98 230.26 243.00 159.98 130.00 120.00 80.00 55.00 49.27 98933.28 10070.42
7 226.84 224.58 274.93 241.60 243.00 159.95 130.00 120.00 80.00 55.00 53.89 103218.06 11766.89
8 227.09 245.31 287.77 286.75 243.00 160.00 130.00 120.00 80.00 55.00 58.92 109001.40 13533.34
9 298.28 309.59 299.19 300.00 243.00 160.00 130.00 120.00 80.00 55.00 71.06 125030.20 16622.95
10 327.06 346.48 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 79.55 136668.76 19755.86
11 377.53 388.34 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 87.88 148487.46 23312.06
12 393.65 420.79 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 92.45 155752.75 26388.10
13 352.11 376.30 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 84.43 143741.53 21683.51
14 298.74 309.52 298.81 300.00 243.00 160.00 130.00 120.00 80.00 55.00 71.07 125046.92 16619.27
15 230.58 282.70 276.52 257.58 243.00 160.00 130.00 120.00 80.00 55.00 59.39 111102.30 13124.72
16 150.58 215.75 202.69 241.08 243.00 160.00 130.00 120.00 79.99 55.00 44.10 91219.05 9331.48
17 150.05 142.50 198.41 240.44 243.00 160.00 130.00 120.00 80.00 55.00 39.41 84745.32 8567.45
18 164.97 222.36 259.72 241.58 243.00 160.00 130.00 120.00 80.00 55.00 48.63 96388.38 10708.27
19 234.65 244.68 286.27 281.39 243.00 160.00 130.00 120.00 80.00 55.00 59.00 109550.71 13431.70
20 307.82 320.50 330.66 300.00 243.00 160.00 130.00 120.00 80.00 55.00 74.99 129799.15 18164.80
21 303.25 348.25 265.30 290.89 243.00 160.00 130.00 120.00 80.00 55.00 71.71 128557.39 16591.91
22 223.25 268.25 185.39 240.89 222.65 160.00 129.62 120.00 80.00 47.70 49.76 100925.52 10228.10
23 150.00 188.25 129.33 190.89 172.74 160.00 129.60 120.00 80.00 43.43 32.24 78684.55 6327.54
24 150.00 135.00 98.73 140.89 172.61 139.05 129.56 120.00 79.99 43.55 25.37 68907.17 4873.13
Total 1300 2514885 299585

Table 7: Optimal results for Case 2 (optimal emission).

H P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 PL Ec ($) Em (lb)
1 150.00 135.00 90.81 91.17 129.66 129.75 97.28 97.03 80.00 55.00 19.70 63031.92 3738.78
2 150.00 137.31 101.55 101.68 144.89 144.64 108.79 108.60 80.00 55.00 22.46 66989.68 4183.90
3 165.26 165.63 120.06 120.31 171.21 160.00 129.47 120.00 80.00 55.00 28.94 75201.36 5305.11
4 200.58 201.30 145.02 145.42 205.31 160.00 130.00 120.00 80.00 55.00 36.63 85948.84 6787.74
5 218.53 218.68 158.35 158.45 221.86 160.00 130.00 120.00 80.00 55.00 40.87 90504.17 7689.93
6 254.62 255.12 190.13 190.24 243.00 160.00 130.00 120.00 80.00 55.00 50.11 102891.69 9858.75
7 274.14 274.72 210.16 210.13 243.00 160.00 130.00 120.00 80.00 55.00 55.15 109619.52 11181.43
8 292.22 292.83 231.49 231.88 243.00 160.00 130.00 120.00 80.00 55.00 60.42 115611.53 12698.72
9 325.25 325.45 278.26 278.78 243.00 160.00 130.00 120.00 80.00 55.00 71.73 128950.53 16441.33
10 348.67 348.94 316.32 300.00 243.00 160.00 130.00 120.00 80.00 55.00 79.93 138563.29 19611.66
11 382.81 383.08 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 87.90 148746.87 23294.05
12 407.11 407.37 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 92.49 156050.30 26196.89
13 364.12 364.34 340.00 300.00 243.00 160.00 130.00 120.00 80.00 55.00 84.46 144035.67 21616.38
14 325.22 325.51 278.29 278.71 243.00 160.00 130.00 120.00 80.00 55.00 71.73 128951.79 16441.32
15 292.11 292.88 231.27 232.16 243.00 160.00 130.00 120.00 80.00 55.00 60.42 115603.52 12698.75
16 232.50 233.23 170.38 182.16 235.98 160.00 130.00 120.00 80.00 55.00 45.25 95810.32 8713.92
17 218.50 218.70 158.23 158.78 221.66 160.00 130.00 120.00 80.00 55.00 40.87 90506.53 7689.94
18 254.91 255.20 189.95 190.05 243.00 160.00 130.00 120.00 80.00 55.00 50.11 102913.73 9858.75
19 291.73 292.27 231.17 233.24 243.00 160.00 130.00 120.00 80.00 55.00 60.41 115546.07 12698.93
20 338.32 338.54 299.65 283.24 243.00 160.00 130.00 120.00 80.00 55.00 75.74 133883.72 17921.35
21 345.82 346.08 257.43 259.11 243.00 160.00 130.00 120.00 80.00 55.00 72.46 132421.73 16620.31
22 265.82 266.08 177.43 209.11 214.92 160.00 130.00 120.00 80.00 55.00 50.38 104485.09 9979.33
23 185.83 186.08 119.55 159.11 170.60 160.00 128.51 120.00 80.00 55.00 32.68 81076.04 6054.37
24 150.44 150.67 110.52 110.42 157.77 157.85 118.51 118.33 80.00 55.00 25.51 70760.05 4707.21
Total 1316 2598104 291989
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.e cost and emission before introducing wind power and
PV generators are 119305.6 $/day and 127416.7 lb/day,
which means the introduction of RES will save about

8102.4 $ per day (approximately 2,957,376 $ per year) and
reduce emissions 12195.5 lb per day (approximately
4,451,357 lb per year) (Table 11).

Yes

Combine the parent population and child population, 
perform the nondominated sort and calculate the 

crowding distance

Set (population size, max iteration, 
sliding window length)

Initialize the population, perform the nondominated 
sort and calculate the crowing distance

Select a low-level operator using the selection 
mechanism described in Section 3.2 

Memorize the solutions

Yes

No

Start

End

Select the parent population and child population using 
the tournament selection

Rank the low-level operators using the evaluation 
method described in Section 3.2

iter = 1

iter = iter + 1

iter > IterMax

Select the parent population using the nondominated 
sorting mechanism of elite strategy described in Section 

3.1. Generate the child individuals by calling the low-
level operators

Figure 2: Flowchart of the proposed SHHA for DEED.

Table 9: Comparison with MODE and NSGA-II for Case 2.

Method
Minimum cost Minimum emission

Minimum
cost ($)

Mean
cost ($)

Maximum
cost ($)

Standard
deviation

Minimum
emission (lb)

Mean
emission (lb)

Maximum
emission (lb)

Standard
deviation

NSGA-
II 2520648 2521741 2522085 1307 298464 299157 300146 237

MODE 2512327 2515319 2519422 1876 296453 297150 298607 423
SHHA 2471526 2473890 2478533 757 291988 292013 292475 157

Complexity 11



4.1.4. Case 4: Case 3 with Energy Storage. In this case, the ES
unit is considered on the basis of Case 3. Relevant pa-
rameters of thermal units, wind power generators, PV
generators, and transmission loss coe�cient are consistent
with Case 3. Parameters of ES can be found in Table 1. �e
initial value of SOC is set to 0.5, and the SOC at each hour
can be accessed by

SOCi(t + 1) � SOCi(t) −
ηcESi,tΔt
Emax

, ESi,t < 0,

SOCi(t + 1) � SOCi(t) −
ESi,t Δt/ηd( )
Emax

, ESi,t > 0,

(20)

where ηc is the charge e�ciency, ηd is the discharge e�-
ciency, and Emax is the ES energy capacity. Table 12 lists the

optimal compromise solution. �e optimal compromise
solution corresponding to the cost is 111317.6 $/day and
the emission is 14565.4 lb/day. At the beginning of the day,
the power load is in the low stage, at which time the power
demand is less and the ES is in charge mode to store energy
for future peak shaving. It is assumed that the initial SOC is
0.5 and the total charge power per hour should meet the
upper limit. In the peak load stage, the ES is in the discharge
mode to reduce the power generation of the grid. Finally,
the ES state will be restored to 0.5 SOC at the end of the day.
Figure 6 shows the e�ect of ES on load peak shaving and
valley �lling. Figure 6 re�ects the impact of the intro-
duction of ES on the Pareto optimal solution set. It can be
seen that ES is bene�cial to both cost and emission
(Figure 7).
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Figure 4: Predictive wind power and solar power for the 24 hours, next day t.
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4.2. Effect of High-Level Strategy. In the hyper-heuristic
method, the high-level strategy is used to evaluate each low-

level operator and then determine the chosen probability of
each operator for the following searching iterations. Fig-
ure 8 shows the change of the chosen probability of each
low-level operator and it can be seen that the operators are
adapting to the whole iteration. .e operators show a
significant difference in chosen probability at different
iterations, which means that they have a different searching
performance at different stages of the evolution process.
Here, we only discuss the role of high-level strategy,
without regard to the effect of the parameter setting of low-
level operators.

Table 10: Optimal compromise results for Case 3.

H P1 P2 P3 P4 P5 P6 P7 Pw1 Pw2 Pw3 Pv1 Pv2 PL Ec ($) Em (lb)

1 207.88 10.00 20.00 10.13 211.59 10.00 133.89 20.25 20.25 20.25 0.00 0.00 28.22 1722.8 1136.3
2 238.85 10.00 20.00 10.01 244.37 10.00 162.03 13.95 13.95 13.95 0.00 0.00 27.19 1970.3 1561.3
3 279.80 10.00 37.58 10.00 284.31 10.23 219.74 12.75 12.75 12.75 0.00 0.00 31.93 2516.1 2349.5
4 304.15 10.00 59.53 14.39 331.87 11.53 246.27 23.70 23.70 23.70 0.00 0.00 42.80 3050.7 3067.4
5 334.69 10.00 64.90 25.97 346.52 25.01 265.61 16.50 16.50 16.50 0.00 0.00 42.21 3552.5 3572.3
6 350.87 10.00 87.43 36.21 380.16 37.74 296.46 28.56 28.56 28.56 0.00 0.00 56.52 4252.1 4327.5
7 368.85 10.00 88.43 46.29 399.99 54.77 319.05 23.25 23.25 23.25 0.00 0.00 55.19 4762.5 4910.6
8 383.13 10.00 105.47 61.15 428.97 57.41 327.55 17.70 17.70 17.70 2.45 2.45 55.71 5272.2 5506.9
9 401.92 10.00 120.06 75.48 457.63 66.99 355.61 30.00 30.00 30.00 11.66 11.66 77.02 5941.2 6387.6
10 418.77 10.00 126.24 80.87 481.89 90.01 388.38 23.24 28.39 13.20 20.33 20.33 79.65 6862.5 7296.9
11 440.30 10.00 133.99 93.99 501.18 97.35 396.75 25.95 25.95 25.95 24.03 24.03 93.44 7088.3 7954.9
12 459.87 10.00 140.00 100.00 520.44 100.00 410.00 16.80 16.81 16.80 24.88 24.88 90.59 7436.2 8625.0
13 435.72 10.00 135.06 95.59 493.95 88.81 391.27 19.80 19.80 19.80 24.38 24.38 86.56 6950.3 7735.7
14 403.63 10.00 111.03 68.33 443.94 75.62 361.05 30.00 30.00 30.00 22.62 22.62 84.85 5859.9 6269.7
15 363.52 10.00 95.44 53.02 417.99 52.94 320.31 30.00 30.00 30.00 24.66 24.66 76.56 4922.9 5093.0
16 330.46 10.00 69.90 26.19 350.08 28.12 279.02 30.00 30.00 30.00 15.11 15.11 60.01 3679.4 3687.2
17 320.59 10.00 64.76 15.07 341.61 23.47 261.00 25.50 25.50 25.50 13.17 1.78 47.94 3469.3 3383.8
18 347.91 10.00 73.77 37.41 388.39 46.65 290.09 30.00 30.00 30.00 0.00 0.00 56.18 4240.5 4306.7
19 382.46 10.00 101.22 52.52 423.75 59.35 327.42 30.00 30.00 20.90 0.00 0.00 61.71 5521.6 5413.1
20 416.53 10.00 122.12 79.00 469.79 82.42 377.39 30.00 30.00 30.00 0.00 0.00 75.27 6355.6 6959.6
21 413.07 10.00 130.99 76.35 463.05 71.49 365.92 19.50 19.50 19.50 0.00 0.00 65.44 6196.3 6726.0
22 357.03 10.00 88.89 45.99 387.16 46.49 296.83 13.88 15.35 12.90 0.00 0.00 46.51 4537.3 4481.3
23 286.36 10.00 54.33 10.00 303.20 21.49 226.77 18.90 18.90 18.90 0.00 0.00 36.88 2862.5 2598.8
24 257.14 10.00 24.54 10.00 259.24 10.00 188.25 18.90 18.90 18.90 0.00 0.00 31.93 2180.4 1870.0
Total 1410 111203 115221

Table 11: Comparison with MODE and NSGA-II.

Method
Compromise result

Ec ($) Em (lb)
MODE 115067 118513
NSGA-II 113847 115854
With RES (this paper) 111203 115221
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Figure 5: .e impact of PV and wind power generation on cost and emission.
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4.3. Effect of Elitist Nondominated Sorting Strategy.
Population diversity is an important indicator to evaluate
convergence and search performance of algorithms, es-
pecially in dealing with optimization problems with
nonlinear and multipeak characteristics. To demonstrate
the effectiveness of the proposed nondominated sorting
strategy, we recorded the results of individual selection

with and without the elite sorting strategy. Figure 9
shows the comparison results, where the red points
represent the distribution of individuals screened by
using the elite strategy. We can find from the figure that
the population has better performance in individual
distribution. .e elite strategy effectively keeps the
population diversity.

Table 12: Optimal compromise results for Case 4.

H P1 P2 P3 P4 P5 P6 P7 Pw1 Pw2 Pw3 Pv1 Pv2 ES PL Ec ($) Em (lb)

1 210.58 10.00 20.90 10.00 239.23 16.59 148.29 20.25 20.25 20.25 0.00 0.00 − 51.84 28.48 1919.73 1346.75
2 227.56 10.00 23.66 10.08 285.41 12.60 169.08 13.95 13.95 13.95 0.00 0.00 − 43.85 26.40 2132.58 1796.30
3 268.86 10.00 39.37 13.95 293.68 36.57 219.14 12.75 12.75 12.75 0.00 0.00 − 30.80 31.02 2841.36 2372.17
4 329.83 10.00 62.87 15.25 323.36 13.60 246.87 23.70 23.70 23.70 0.00 0.00 − 20.88 46.01 3156.58 3194.41
5 324.13 10.06 72.78 23.25 345.15 38.60 271.18 16.50 16.50 16.50 0.00 0.00 − 12.65 42.00 3719.48 3557.49
6 361.42 10.18 82.90 41.83 366.08 40.23 300.99 28.56 28.56 28.56 0.00 0.00 − 3.02 58.28 4307.78 4319.56
7 372.49 10.00 97.98 41.66 399.17 48.63 313.33 23.25 23.25 23.25 0.00 0.00 5.26 56.27 4710.99 4894.39
8 388.33 10.16 96.26 63.62 421.02 51.54 329.52 17.70 17.70 17.70 2.45 2.45 13.50 55.96 5154.90 5446.31
9 403.47 10.02 119.39 52.14 451.51 73.59 354.87 30.00 30.00 30.00 11.66 11.66 22.39 76.71 5728.31 6280.64
10 398.89 10.00 122.71 80.82 489.11 86.33 371.36 23.24 28.39 13.20 20.33 20.33 32.56 75.28 6678.22 6984.72
11 436.48 10.02 136.19 94.10 463.90 97.06 396.79 25.95 25.95 25.95 24.03 24.03 38.66 93.11 6962.08 7475.63
12 460.44 10.00 138.15 98.88 520.67 97.33 367.71 16.80 16.81 16.80 24.88 24.88 45.36 88.71 7194.52 8141.38
13 434.34 10.00 106.95 96.23 480.78 95.11 386.01 19.80 19.80 19.80 24.38 24.38 37.10 82.67 6709.36 7402.29
14 399.84 10.01 116.52 50.93 444.04 71.10 360.40 30.00 30.00 30.00 22.62 22.62 20.29 84.39 5647.54 6197.23
15 367.02 10.34 100.54 46.35 410.98 49.86 324.18 30.00 30.00 30.00 24.66 24.66 5.69 78.27 4865.17 5083.80
16 328.66 10.00 75.10 66.49 357.86 34.55 302.90 30.00 30.00 30.00 15.11 15.11 − 80.00 61.78 4341.00 4030.14
17 306.08 10.01 78.12 23.07 405.77 30.02 262.76 25.50 25.50 25.50 13.17 1.78 − 80.00 47.27 3898.79 3931.54
18 354.33 10.05 113.64 49.75 376.57 41.42 335.07 30.00 30.00 30.00 0.00 0.00 − 80.00 62.82 4814.52 4788.80
19 339.83 10.00 99.48 54.99 421.26 60.38 324.08 30.00 30.00 20.90 0.00 0.00 40.76 55.69 5397.64 5008.34
20 400.81 10.01 130.39 45.46 464.70 60.33 362.39 30.00 30.00 30.00 0.00 0.00 80.00 72.08 5669.78 6485.53
21 405.26 10.00 93.05 81.18 462.29 41.22 351.87 19.50 19.50 19.50 0.00 0.00 80.00 59.37 5498.55 6290.76
22 353.10 10.21 85.54 46.98 387.28 47.03 299.69 13.88 15.35 12.90 0.00 0.00 2.38 46.34 4528.08 4466.87
23 285.78 10.32 54.28 10.36 301.81 22.10 269.04 18.90 18.90 18.90 0.00 0.00 − 39.29 39.10 3023.24 2872.09
24 306.56 10.00 36.01 10.21 261.75 11.13 187.17 18.90 18.90 18.90 0.00 0.00 − 58.54 37.00 2417.43 2198.29
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Figure 6: Effect of ES on load demand.
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4.4. E�ect of Constraint Handling. Constraint handling pre-
sented in Section 3 aims to transform the infeasible individuals
into high-quality feasible individuals. To demonstrate its ef-
fectiveness, we record the average cost with and without the
handling procedure in the same experiment situation. A
constraint handling method in [35] is used for comparison,
and we have further improved it on the basis of this method.
�e di�erence in power demand Dif is no longer added di-
rectly to the adjusted operator but multiplied with a random

factor Δ. �is will make the adjustment of power balance
constraints more balanced without losing the characteristics of
random allocation. Table 13 shows that each case with the
proposed constraint handling can �nd a better solution.When
a feasible solution Pt is obtained at the current hour, it may
make it impossible for Pt+1 to meet the power balance and
ramp rate constraints at the next hour. Failure times refer to
the number of times of the situation that the constraints
cannot be met. Lower failure times mean an e�ective
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constraint-handling strategy. We record the reduction per-
centage in the number of failures. It can be seen from Table 12
that the cost and emission are all improved and the number of
failure times has been further reduced.

5. Conclusions

Building a low-carbon future has been an important and
urgent task under Paris Global Agreement. Dynamic eco-
nomic emission dispatch has long been a complex problem
which aims to effectively save the fossil fuel cost, relief energy
waste, and reduce environmental pollution. Moreover, as
renewable energy is considered, the complexity of the DEED
is further enhanced. In this paper, a mathematical model of
the multiobjective dynamic economic and environmental
load distribution problem including wind energy, solar
power generation units, and ES is established. A multi-
objective hyper-heuristic algorithm is proposed to solve the
problem. Four test cases in 24-hour time period are tested to
verify the effectiveness of the proposed algorithm.

.e main contributions of this study can be summarized
as follows: (1) we provide a new way of solving such coupled
spatial-temporal scheduling problems in the power system.
.e hyper-heuristic algorithm is used to solve multiobjective
DEED problems. Researchers can replace the low-level
operators of our algorithm with their own methods to
further improve the search capability. (2) For improving
search capability and diversity distribution of Pareto front,

an elitist nondominated sorting strategy is adopted to guide
the screen of parent individuals. (3) An effective strategy is
introduced to transform infeasible solutions towards feasible
ones to enhance the quality of solutions and the convergence
rate of the proposed algorithm.

In future work, we plan to further study the high level of
the hyper-heuristics. .e proposed algorithm is a selection
hyper-heuristic algorithm, in which the low-level operators
need to be pregiven. Further work will explore the gener-
ation hyper-heuristics to automatically designed operators.
On the other hand, a renewable energy source such as
electric vehicles will be integrated into the system dispatch to
comprehensively study the power system.
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At present, the transformation of energy structure is at a critical stage, and emerging renewable energy technologies and multienergy 
equipment have been widely used. How to improve the energy e�ciency of integrated energy system (IES) and promote large-scale 
absorption of renewable energy is of great signi�cance to the application forms of energy in the future. �e development of new 
internet technology and sensor technology provides strong technical support for the optimal operation and coordinated control of 
IES. In recent years, the IES is experiencing unprecedented changes, which has attracted great attention from academia and industry. 
In this paper, the optimal control and operation behavior of IES are reviewed. Firstly, the research status of IES in recent years is 
summarized. �en, the modeling methods of di�erent equipment in IES are analyzed in detail. �e optimal operation of user, 
regional, and cross-regional IES are taken as typical research objects and the research status of optimization problems and operation 
modes, energy management planning, and power market allocation are summarized and analyzed. Finally, the key scienti�c issues 
and related frontier technologies in the IES are concluded, and the future research directions are prospected.

1. Introduction

�e environmental pollution in the process of energy conver-
sion and transmission and the requirement of sustainable 
development of energy urge human beings to seek diverse 
supply and e�cient use of green energy. It is di�cult to main-
tain the long-term development of human society due to the 
exponential growth of energy consumption and the insu�-
cient reserves of nonrenewable energy. �e development of 
renewable energy, such as solar energy, wind energy, hydro-
power, geothermal energy, and biomass energy, makes it pos-
sible for sustainable use of energy [1].

Although the renewable energy-related technology has 
developed rapidly, the most important issue for power system 
is to ensure the reliable and secure operation. Due to the inher-
ent intermittence and �uctuation of renewable energy, direct 
connection to power system will impact the voltage and fre-
quency of the power grid [2]. Most of the renewable energy is 
connected to the power grid through power electronics 
devices. However, power electronics device itself is one of the 
main sources of harmonics in the power grid during the treat-
ment of the power grid pollution. Although energy storage 
technology can directly solve the problem of renewable energy 
absorption, large-scale commercial application of energy 

storage in power grid cannot be carried out for the time being 
due to the high cost, low e�ciency of energy storage technol-
ogy, and special requirements for engineering application sites 
[3]. �e renewable energy is also facing the problem of e�ec-
tive connection with external power grid, the economic prob-
lems in long-distance transmission such as high cost of 
infrastructure construction and wheeling cost of power �ow, 
and the lack of market competition, which is not conducive 
to the development and promotion of renewable energy tech-
nology. In order to solve these problems, the concept of inte-
grated energy system (IES) has been proposed. IES is a highly 
abstract classi�cation of energy supply and energy demand, 
which integrates multifunctional collaborative technologies 
such as P2G (power to gas) and CCHP (combined cooling, 
heating and power supply) in the process of planning, con-
struction, and operation of energy systems, thus achieving 
multienergy conversion, scheduling, and storage.

As an important component of the energy internet and 
the main carrier of social energy, IES integrates power, natural 
gas, hot and cold system, instead of a single energy system in 
traditional energy supply form, which is an e�ective way to 
solve the problem of low energy e�ciency and the coupling 
of various types of energy [4]. As a multisupply system, IES 
can alleviate or eliminate the ine�ciency of energy equipment 
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through the coordination of subsystems [5]. It can also reduce 
the cost of system maintenance, realize the peak-valley inter-
leaving of multienergy system, and fully absorb renewable 
energy through P2G technology [6]. IES can make full use of 
potential synergistic bene�ts, fully tap the potential of inter-
connected data and information networks, and achieve coor-
dination, optimal scheduling, and synergistic utilization 
among di�erent energy supply systems [7, 8].

�e electricity, gas, heat, and other energy sources are 
complementary in IES to achieve time-sharing utilization of 
energy and improve the scope of renewable energy consump-
tion, improve the utilization of social infrastructure and the 
�exibility of energy supply [9]. In the aspect of comprehensive 
use of energy, IES is regarded as one of the important devel-
opment directions of the energy industry by all countries 
because of its advantages such as high energy e�ciency and 
economy. IES can solve the shortcomings of traditional power 
system that cannot meet the energy demand under the new 
situation because of the one-way transmission of power load, 
and achieve the optimal allocation of resources through mul-
tienergy collaboration.

Many detailed researches on IES have been carried out in 
di�erent countries, including modeling and planning for var-
ious scenarios, optimal operation, security assessment, and 
steady-state analysis of IES. �is paper mainly reviews the 
related technologies of optimal operation and control of IES. 
Section 2 brie�y introduces the main forms and development 
status of IES. Section 3 reviews the commonly used modeling 
methods of IES. Section 4 discusses the optimal operation and 
control methods of IES, Section 5 concludes the whole paper 
and summarizes the key scienti�c issues in IES research, and 
proposes future challenges and development trends of IES.

2. Brief Introduction of IES

2.1. Structure and Characteristic of IES. �e inputs of IES 
are a variety of energy sources and the outputs are electricity, 
heat and cold energy, to meet the energy demand of di�erent 
users. With the existence of electricity and gas distribution 
system, heating and water supply pipelines, and other related 
energy supply network, a coupling system is formed. �e 

coupling between gas and electricity distribution system 
and the complementation of various energy sources result 
in the complexity of energy combination and the diversity 
of energy utilization. According to the size of geographical 
area and energy characteristics, IES can be divided into three 
types: park (building) level, city level, and cross-regional level 
[10]. Figure 1 illustrates the typical open interconnection of 
multienergy systems.

IES of building level mainly considers the coordination 
and complementation of multiple energies of buildings or 
users, and takes demand response, forecasting of demand load, 
electric vehicles, and cloud computing as the core technolo-
gies. �ere is a deep coupling relationship among energy net-
works [11]. IES of park level covers energy systems with 
various forms and characteristics [12], including underlying 
equipment, energy system units and systems with multienergy 
coupling, which has the characteristics of complementary uti-
lization of energy, deep integration of physical information 
and coordinated interaction of source, network and storage. 
Regional IES mainly plays a connecting role of energy trans-
mission, distribution, conversion and balance [13]. It takes 
hybrid energy storage system, energy conversion and active 
distribution network as the core technologies, and there is a 
strong coupling among energy systems. Cross-regional IES 
takes power electronics technology, information physics sys-
tem, transmission, and energy router as its core technologies 
[14]. It mainly considers such factors as management, opera-
tion, scheduling (transmission) time between cross-regional 
energy systems.

Based on the energy management and control platform, 
IES in the park (building) level covers many controllable 
resources, such as cold, heat, electricity, gas, and water, so as 
to realize the complementation of multiple energies. Based on 
the interaction between multiple decision makers, regional 
IES and cross-regional IES study the operational e�ciency 
and economic cost of distributed and centralized decision 
makers (joint dispatching center). At the same time, the opti-
mal power �ow problem in the process of multienergy �ow 
transmission should be considered to ensure the safe and sta-
ble transmission of energy. Electric power system, natural gas 
system and thermal system are composed of di�erent stake-
holders. It is necessary to analyze the economic distribution 
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Figure 1: Open interconnection of multienergy systems.
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among di�erent stakeholders, focusing on game theory and 
other related theories, so as to enhance the coupling relation-
ship between multienergy �ows.

2.2. Current Development Status of IES. Energy Internet is the 
product of the deep integration of traditional energy system 
and internet thinking. In the book “�e �ird Industrial 
Revolution”, Jeremy Ri±in, a famous American scholar, �rst 
put forward the vision of energy internet, and believed that 
the third industrial revolution with energy internet as its 
core would subvert the use of traditional energy [15]. IES, as 
an important physical carrier of energy internet, focuses on 
collaborative optimization among di�erent energy sources. 
Energy Internet emphasizes the deep integration of energy 
systems and the ICT (information and communication 
technology), which is marked by the technologies of internet, 
computer, automatic control, communication, data processing 
and network [16]. IES is not a new concept. In the �eld of 
energy integration, there are long-term cooperative optimal 
operation among energy sources, such as CHP system and 
CCHP system, which use heat energy in di�erent levels to 
reduce energy waste; P2G technology uses wind power and 
solar energy to generate Hydrogen by electrolyzing water, 
which is then supplied to the existing gas pipeline network, or 
to produce methane by utilizing water and CO2 in atmosphere 
to provide gas, so as to solve the problem of renewable energy 
absorption [17, 18].

IES has been extensively studied and developed based 
on the needs of energy strategies of various countries. In 
2007, the U.S. incorporated IES into the energy sector, and 
promoted the construction of IES by means of additional 
funds, uni�ed energy production, and distribution suppli-
ers; in 2013, the National Renewable Energy Laboratory 
established the “Energy System Integration Research Group” 
[19], and IBM established “Smart City” and other projects. 
In 2014, the EU adopted the target of “40-27-27” in 2030. 
By 2030, greenhouse gas emissions will be reduced by 40% 
compared with 1990, 27% of energy consumption comes 
from renewable energy sources, and energy e�ciency will 
be improved by 27% [20]. Since 2015, China has issued a 
number of IES-related policies and carried out a series of 
demonstration and practical projects, such as the demon-
stration project of Shanghai Disneyland Resort, which uses 
centralized energy control to make the primary energy uti-
lization rate above 80%. �e Chongming Island demonstra-
tion project in Shanghai builds a three-tier energy utilization 
framework for renewable energy, which realizes the joint 
optimization of wind farm running independently and meg-
awatt container energy storage system in distribution net-
work [21].

2.3. IES Related Technology. �e development of IES needs 
the support of related technical �elds such as renewable 
energy generation, energy storage, power electronics, new 
transmission, stability analysis and control of multienergy 
�ow system, and arti�cial intelligence.

Renewable energy power generation has triggered the 
energy revolution, led to the large-scale development of 
emerging ecological industries, laid the foundation for the 

promotion and application of IES. �e development of power 
storage, heat storage, cold storage, and hydrogen storage 
plays an important role in the absorption of renewable 
energy. �e development of power electronics technology 
has improved the security and controllability of energy trans-
mission and distribution, and promoted energy intercon-
nection. Power �ow calculation of multienergy �ow system 
is the basis of the research of multienergy �ow system and 
the premise of the related control technology research. Faced 
with the uncertainties, randomness and complexity of energy 
systems, the new generation of arti�cial intelligence tech-
nology needs to carry out a lot of research work in such areas 
as comprehensive perception, reliable transmission and 
intelligent processing of data information, machine learning 
algorithms, and arti�cial intelligence platform for power and 
energy applications.

3. Modeling of IES

IES is composed of power system, natural gas system and ther-
modynamic system and the basic physical equipment of these 
systems is modeled in this section, which includes the equip-
ment in the process of production, transmission, storage, and 
consumption of various energy sources such as electricity, 
heat, cold and gas. �e basic physical structure of IES is shown 
in Figure 2.

3.1. Modeling of Independent Power Equipment. �e traditional 
power equipment in IES mainly include PV, transmission 
and distribution network, energy storage battery, and electric 
vehicle, which are the core components of IES.

3.1.1. Model of PV Power Generation. PV power generation 
is the direct use of photovoltaic e�ect of semiconductor 
materials to convert solar energy into electricity. PV power 
generation system has short construction cycle, �exible 
installation, and wide application scenarios and will not 
cause disturbance to human living environment. �e 
mathematical model of PV power generation is generally 
shown as follows [22]:

�ermal
storage tank

Heat
recovery deviceNatural gas

Main grid

Gas turbine

Boiler

RES
Power energy storage

Heat exchanger

Electric chiller

Absorption
chiller Cooling

Power

Heating

Nature gas
Electricity energy
�ermal energy

Cooling energy

Figure 2: Basic structure of IES.
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where ��(�) represents the remaining electricity of the energy 
storage system in t period; �� is the energy consumption rate 
in the energy storage process; �in�  and �out�  are the charging and 
discharging power, respectively.

3.1.5. Charging Pile. �e typical model of charging pile is 
expressed as [26]:

where ��cp is the total charging capacity of charging piles in 
area I; n represents the total number of charging piles in area 
I; �ta(�) is the charging state of �th charging pile, whose value 
is 1 when charging and 0 when discharging; ��cha is the output 
power of �th charging piles.

3.2. Modeling of Equipment with Electro-�ermal Coupling

3.2.1. Model of Gas Turbine. As the core equipment in 
electro-thermal coupling, Gas Turbine converts natural gas 
into electric energy and recovers waste heat for heating and 
refrigeration. �e mathematical model of gas turbine is as 
follows [27]:

where ��gt, Qt
gt, and ��gas are the output power, recovery power 

of waste heat, and natural gas consumption of gas turbines 
in t period, respectively; �gt is the gas consumption rate of 
gas turbines; �gt, �rec, and �loss are the e�ciency of power 
generation, recovery e�ciency of waste heat, and energy loss 
rate of gas turbines, respectively; �gas is the calori�c value of 
natural gas.

3.2.2. Model of Heat Pump. Heat pump is mainly composed 
of heat exchan ger, compressor, throttling device, hot water 
storage tank and temperature acquisition device, which can 
convert low-grade heat energy into high-grade heat energy by 
using a small amount of electricity. �e typical model of heat 
pump is as follows [28]:

where ��HP is the heating power of heat pump in � period; �HP

is speci�c heat of heat pump �uids; �HP is the density of hot 
water; ��HP is the temperature di�erence of �uids before and 
a·er a cycle.

3.3. Modeling of Equipment with Electro-Gas Coupling. �e 
main coupling parts between power system and natural gas 
system are gas turbine and P2G, which realizes a bidirectional 
coupling of electro-gas system.

P2G equipment is mainly composed of electrolytic water 
device, methanation reaction device, and pressure-adding 
device [29].  

(6)��cp =
�
∑
�=1
�ta(�)��cha,

(7)
��gt = ��gas�gt�gt�gas,
��gt = F�gas�gas(1 − �gt − �loss)�rec,

(8)��HP = �HP�HPΔ�HP,

where � and � are the voltage and current of a single PV 
module respectively; �sc, �oc, ��, and �� represent short-circuit 
current, open-circuit voltage, current and voltage at maximum 
power point, which are provided by PV cell manufacturers; �1
and �2 are intermediate variables. �ese parameters will vary 
with the environment and need to be determined according 
to the actual light intensity and temperature.

�en the output power of PV array in � period can be 
expressed as:

where �� and �� are the voltage and current of a single PV 
module in � period, respectively; �� is the number of PV mod-
ules in series; �� is the number of PV modules in parallel; �pv
is the loss factor.

3.1.2. Model of Wind Power Generation. Wind power 
generation is the conversion of kinetic energy of wind into 
electricity through wind turbines. Wind energy is proportional 
to the cubic of wind speed and the mathematical model of 
wind power output is as follows [23]:

where �� is the actual wind speed in � period; �ci, �co, and �R
are cut-in, cut-out and rated wind speed, respectively; �r is the 
rated power of wind turbine.

3.1.3. Model of Transmission and Distribution Network. �e 
power model of transmission and distribution networks is 
usually expressed by [24]:

where �� and �Lin are the output and input power of the 
transmission and distribution network, respectively; �in
and �iL are the input and output voltage of the transmission  
and distribution network; � is the operation current; �line and 
�sub are the tie-line loss of the transmission and distribution 
network and the substation loss, respectively.

3.1.4. Energy Storage Battery. �e typical model of energy 
storage battery is expressed as [25]:

(1)

� = �sc − �sc�1{exp(
�
�2�se
) − 1}

{{{
{{{
{

�1 = (1 −
��
�sc
)exp(− ���2�oc

),

�2 = (
��
�oc
− 1)[ln(1 − ���sc

)]
−1
,

(2)��PV = �� × �� × �� × �� × �pv,

(3)�
wt
=

{{{{{
{{{{{
{

0, v� < vci or v� ≥ vco,

�� v
3
� − (vci)

3

v
3
� − (vci)

3 , v
ci ≤ v� ≤ v�,

��, v
� ≤ v� ≤ vco,

(4)�� = ��� = �Lin(1 − �line − �sub) = �Lin�(1 − �line − �sub),

(5)

��(�) = (1 − ��) ⋅ ��(� − 1) + �in� ⋅ �� ⋅ �in� ,
��(�) = (1 − ��) ⋅ ��(� − 1) −

�out
B
⋅ ��
�out�
,
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of the electric-heating system is the electric-heating boiler. 
�e details of these modeling can be found in [27].

3.5. Modeling Based on Energy Hub. Geidl and Andersson 
from Zurich Federal Institute of Technology �rstly proposed 
the energy hub, which represents the interface between 
di�erent energy infrastructures or loads [32]. It uses 
cogeneration technology, transformer, power electronic 
equipment, heat exchanger, and other equipment to convert 
and adjust the output of energy. In this model, the internal 
equipment is highly abstract, the static relationship of energy 
in the transmission and conversion process is considered, 
so it plays an important role in the planning and operation 
research of IES [33, 34]. Figure 3 shows a typical model of 
energy hub.

�e energy hub represents the input and output of energy, 
which are connected by an energy coupling matrix as follows 
[35]:

where �in is the original energy input to the energy hub; �out
is the energy output a·er the energy hub; ��� is the coupling 
matrix between input and output energy of the system to char-
acterize the coupling relationship between energy.

�e advantages of energy hub are as follows: (1) It highly 
abstracts energy transmission, conversion, and scheduling 
processes, which are only related to energy input and output, 
and has good practicability and scalability. (2) It simpli�es 
complex problems and provides a new way of thinking for the 
optimization of joint operation and scheduling of cross- 
regional and city-level IES, and for market trading mechanism, 
bene�t distribution and other issues.

Disadvantages: (1) It cannot describe the dynamic behavior 
of the system well, and only considers the static analysis of energy. 
(2) When the coupling matrix is singular, the model cannot be 
solved. (3) With the development of various energy storage tech-
nologies, renewable energy technologies, demand response, and 
P2G technologies, the expansion of energy hub is required.

4. Optimal Operation of IES

At present, according to the size of geographical areas and 
energy characteristics, the research objects on optimal oper-
ation of IES are divided into three categories: park, region and 

(12)
[[[[
[

��out
��out
...
��out

]]]]
]
=
[[[[
[

��� ��� ⋅ ⋅ ⋅ ���
��� ��� ⋅ ⋅ ⋅ ���
...

...
. . .

...
��� ��� ⋅ ⋅ ⋅ ���

]]]]
]
[[[[
[

��in
��in
...
��in

]]]]
]
,

3.3.1. Model of Electrolytic Cell. At present, there are three 
main electrolytic technologies, which are alkaline electrolysis, 
proton exchange membrane (PEM) electrolysis, and solid 
oxide electrolysis. �e alkaline electrolysis technology is 
mature, but its e�ciency is low. High temperature electrolysis 
has strict environmental requirements, which needs to work in 
environment with high temperature and pressure, so the high 
cost is high. At present, the PEM technology has attracted wide 
attention because of its �exibility, better mechanical strength 
and chemical stability [30].

�e PEM electrolysis model is:

where ��eh2 is the amount of hydrogen produced by the elec-
trolyzer in t period �(�eh2) is the e�ciency function of the 
electrolyzer; �

eh2
 is the operational e�ciency of the electro-

lyzer; ��eh2 is the input power of the electrolyzer in � period; 
�ratedeh2

 is the rated input power of the electrolyzer; �eh2, �eh2, and 
�eh2 are three coe�cients of e�ciency function of the 
electrolyzer.  

3.3.2. Model of Methane Reactor. �e hydrogen generated by 
P2G is sent to the methane reactor. �e operating e�ciency 
of the reactor is a�ected by the composition of syngas, the 
ratio of hydrogen, working temperature and pressure [31]. �e 
methane reactor model is expressed as follows:

where ��,�,� is the natural gas power generated by methane 
reactor in t period; ��,ℎ2 ,� is quantity of hydrogen injected 
into methane reactor at t period; �� is operational e�ciency 
of methane reactor; �gas is calori�c value of natural gas; �
is quality of gas corresponding to each m3 of natural gas 
pipeline.

3.4. Modeling of Equipment with Other Coupling. Electric 
refrigerator is a typical electro-cooling coupling device; electric 
heating boiler is a typical electro-thermal coupling device; gas 
boiler is a typical gas-thermal coupling device; and adsorption 
refrigerator is a typical thermal-cold coupling device.

When the heating of gas turbine is insu�cient, the gas 
boiler supplements the heating. �e mathematical model of a 
gas boiler is expressed as [29]:

where ��gb and ��gb are the output heat power and consumption 
of natural gas of gas boiler in t period, respectively; �gb is the 
operating e�ciency of gas boiler.

�e main coupler of the thermal-cooling system is the 
adsorption refrigerator, the main coupler of the electric- 
cooling system is the electric refrigerator, and the main coupler 

(9)
{{{{{
{{{{{
{

��
eh2
= �(�

eh2
)�

eh2 ,rated,
�(�

eh2
) = �

eh2
�2
eh2
+ �

eh2
�
eh2
+ �

eh2
,

��
eh2
= �
�
eh2

�rated
eh2

,

(10)��,�,� =
����,ℎ2 ,��gas ∗ 4
� ,

(11)��gb = ��gb�gb�gas,
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Figure 3: Basic model of energy hub.
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transmission network, and thermal transmission network. �e 
overall optimal dispatch of IES is mainly a problem of optimal 
hybrid power �ow of multienergy.

Appropriate interconnection can reduce consumption 
and reserve capacity of generation, and make full use of 
power generation equipment, which is a method that can 
make the energy equipment the most e�ective in any region. 
�ere will be various forms of energy exchange between IES 
[44–47] and the concept of energy hub is constructed. Each 
energy hub is regarded as a generalized node in the network, 
and the energy �ow on the transmission line is similar to 
the optimal power �ow of the power system, which is called 
the optimal power �ow of multienergy system [48]. Figure 
4 shows a typical cross-regional IES schematic.

On the basis of the optimal hybrid power �ow, the problem 
of IES at the regional and cross-regional levels is to calculate 
the optimal hybrid power �ow of the system, thus revealing 
the operation mechanism of multiple IES, and providing the-
oretical guidance for the optimal operation and energy dis-
patch of IES at regional and cross-regional levels. Moreover, 
the optimal hybrid power �ow calculation generally chooses 
the system operation economy as the optimization objective, 
and its constraints are energy �ow equation constraints of IES, 
energy production and consumption constraints, conversion 
and energy storage equipment constraints, while considering 
the energy constraints of multienergy coupling equipment of 
IES [49–53].

�e basic optimization model is shown as follows:

where �(��,��)   the function related to energy input and 
power �ow of energy network; the �rst and second constraints 
are energy �ow equation constraints in energy networks and 
upper and lower limits in networks.  

4.1.2. Optimal Operating Constraints of IES. In the research 
of optimizing constraints, besides the independent units of 
conventional power system, natural gas system and thermal 
system [54], the coupling system has also been discussed in 
previous studies [55]. �e speci�c constraints are shown in 
Figure 5.  

4.2. Optimal Operation of IES considering Electro-�ermal 
Coupling. As an important part of IES, electro-thermal 
coupling system connects power system and thermodynamic 
system through coupling elements such as CHP units and 
electric boilers to realize the conversion between electric 
energy and thermal energy. However, there are mutual 
restrictions between electric output and thermal output 
among electro-thermal units, which in some cases will a�ect 
the peak regulation of power system and absorption capacity 
of wind power, so some research introduces heat pumps and 
heat storage devices to increase the �exibility of the electro-
thermal coupling system.

(14)

{{{{{{
{{{{{{
{

min �(��,��)
s.t. � � = ����
��(��) = 0,
�min

� ≤ �� ≤ �max

�
�min

� ≤ �� ≤ �min

�

cross-region. Regional IES is mainly aimed at a certain region, 
which can be a part of a city or a region; cross-regional IES 
mainly refers to multiple cities or regions.

Park-level IES is mainly aimed at energy management of 
industrial parks and large buildings. �e core research con-
tents are energy equivalence and optimal allocation. �e com-
plementary forms and optimal coordination methods of IES 
are explored so as to realize �exible scheduling of the whole 
process of “source-network-load”.

Optimization problems of regional and cross-regional IES 
mainly focus on energy interaction analysis with hybrid opti-
mization of power �ow as the core, exploring coordination 
and optimization among multiple IES. �e optimization 
results provide theoretical guidance for large-scale optimiza-
tion and transaction operation of IES.  

�e research related to optimal operation of IES in the 
park, region and cross-region will be reviewed in the following 
sections.

4.1. Optimization Objectives and Optimal Operating Constraints 
of IES  

4.1.1. Optimization Objectives of IES. In park-level IES, there 
is only one IES that generates, transmits and distributes energy 
in a certain area. �e optimal operation problem of IES is 
generally expressed as follows:

where �(�, �, �) is the objective function related to energy 
input �, energy storage system � and energy allocation coef-
�cient �; the constraint is the balance of energy input and 
output; �min and �max are lower and upper limits of energy 
input; �min and �max are lower and upper limits of energy stor-
age system output; � is the energy allocation coe�cient of IES, 
which generally refers to the proportion of a certain energy 
output to total energy output.

�e optimization objectives of a single IES can be sum-
marized as follows:

(1)  Most of the optimization objectives of IES are to min-
imize the total operating cost of the system or maxi-
mize social welfare [36–39].

(2)  �ere are also some studies whose optimization 
objectives are optimal carbon emissions or environ-
mental bene�ts, to achieve the proportion of green 
energy in the operation of IES system [40–42]. �ere 
are still a few studies whose optimization objective is 
maximal absorption of renewable energy, to improve 
the proportion of energy supply from renewable 
energy in IES, so as to achieve better environmental 
bene�ts [43].

For regional and cross-regional IES, multiple IES are con-
nected by power transmission network, natural gas 

(13)

min �(�, �, �),

�.�.
{{{
{{{
{

�
out
= (� �)[�� ],

�
min
≤ � ≤ �

max
,

�
min
≤ � ≤ �

max
,

0 ≤ � ≤ 1,
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scholars have re�ned the loss model in the process of heat 
energy transmission, and the thermal energy storage (TES) 
device is proposed in [60], which proves that TES device can 
provide �exibility for the electro-thermal coupling system. 
Sauter et al. [61] analyzes the impact of electro-thermal storage 
(ETS) system on the operation of community microgrid in 
northern China, and proved that ETS can signi�cantly reduce 
the operating cost of the system and better absorb wind and 
solar energy. Pan et al. [62] develops an integrated quasi- 
dynamic model of integrated electricity and heating systems, 
a simulation method is proposed and quasi-dynamic interac-
tions between electricity systems and heating systems are 
quanti�ed with the highlights of transport delay, results show 
that both the transport delay and control strategies have sig-
ni�cant in�uences on the quasi-dynamic interactions.

Some researches focus on demand response technology. �e 
energy consumption behavior of users is in�uenced by demand 
response technology in [63], which shows that demand response 
can improve the regional wind power consumption. In [64], the 
Energy PLAN is used to model IES, and analyses the application 
of heat pump, heat storage equipment, and demand response 
technology in di�erent scenarios. Results show that the total 
operating cost and carbon dioxide emissions of the system can 
be minimized, and the introduction of heat pump improves the 
operating e�ciency of the system.

Park-level IES mainly considers the optimal dispatch of 
cogeneration units. Good et al. [56] chooses the optimal oper-
ation strategy for CHP system considering energy demand 
and integrated performance criterion under two operating 
modes of “electricity by heat” and “heat by electricity”. �e 
emergence of heat pumps and heat storage devices provides a 
powerful support for the �exibility of electro-thermal coupling 
systems. Fang et al. [57] presents a physics-based model which 
is applicable to both electricity generating ETTs (aggregated 
residential electro-thermal technology), the presented model 
determines the expected energy and discomfort costs for a 
variety of cases.

Research on CHP and CCHP has been mature. Power 
cycle that e�ciently converts low-grade thermal energy into 
power combining organic Rankine cycle (ORC) has become 
a hot research topic. In [58], the ORC turbogenerator is used 
in cement industry to improve economy and energy e�ciency 
by recycling heat.

�e researches considering the characteristics of heat net-
work and temperature variation of heat medium, and the con-
nections of heat pump and heat storage into systems have also 
attracted extensive attention. Wang et al. [59] proposes an IES 
with solar energy heat pump, which shows that increasing 
solar energy heat pump can e�ectively reduce the cost of cen-
tral heating supply of cogeneration unit. In addition, some 
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Figure 4: Schematic of cross-regional IES.
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or incorrect operation of protective device caused by power 
generation of high-penetration renewable energy. �is study 
reveals the application of bidirectional converter in integrated 
electric-gas system, and proposes a new real-time algorithm, 
which is veri�ed e�ectively by simulation with real data. He 
and Shahidehpour [71] proposes a robust security-constrained 
unit commitment model to enhance the operating reliability 
of integrated electro-gas system against possible transmission 
lines outages. Zhang et al. [72] considers the N-1 accident of 
natural gas system and power system, a mixed integer linear 
programming (MILP) method is developed, and the experi-
mental results show that the proposed method has good com-
putational performance.

4.4. Optimal Operation of IES considering Electro-Gas-�ermal 
Coupling. IES with electricity, gas, and heat is composed of 
power system, thermal system, and natural gas system with 
various coupling units such as CHP, gas turbine and gas boiler. 
Energy hub is the key to the coupling of multienergy. �e 
optimal operation and power �ow with energy hubs as the 
core have attracted wide attention.

�e coordinated optimization objectives of multienergy 
hubs are generally the optimal economy of own system, opti-
mal overall economy or the least carbon emissions. Zhong 
et al. [73] establishes a multiobjective model for scheduling 
optimization of IES with the objective of minimizing the oper-
ating cost and pollutant emission. �e improved bacterial 
population chemotaxis algorithm is used to optimize the com-
prehensive energy system scheduling model. �e simulation 
veri�es the e�ectiveness of the optimized scheduling model 
and the improved algorithm. Zhong and Yang [74] proposes 
a distributed auction mechanism with multienergy control. 
�e energy hub uses dual consensus ADMM algorithm to 
distribute energy for users with the objective of maximizing 
social welfare. Finally, it organizes and builds load data, anal-
yses and evaluates the performance of energy scheduling and 
veri�es the compatibility of incentive mechanism.

Cooperative optimal operation of power system and ther-
mal system can break the traditional mode of “electricity by 
heat” and improve the level of energy utilization. Relevant 
research has proved that large-scale thermal storage system 
can e�ectively improve the �exible dispatching ability of the 
system. However, new materials such as thermal storage or 
phase-change thermal storage need to be further studied [65]. 
At present, the related research of solar thermal power gener-
ation technology [66] has attracted wide attention. However, 
due to the high cost of power generation, related technologies 
need to be further studied.

4.3. Optimal Operation of IES considering Electro-Gas 
Coupling. �e coupling relationship between power system 
and natural gas system is mainly caused by P2G equipment 
and gas turbine. For power system, P2G equipment is a load, 
and for natural gas system, it can be used as a gas source 
for transmission. �e coupling between power system and 
natural gas system can make these two systems stand by each 
other and improve the �exibility of the system [67]. One-way 
transmission of energy between natural gas network and 
power grid is carried out by gas turbine. P2G device makes 
the power grid and natural gas network interconnected, 
and energy �ow becomes bidirectional. As for the coupling 
relationship between power grid and natural gas system, the 
following literatures make positive exploration.

Clegg and Mancarella [68] evaluates multienergy systems 
considering the short-term �exibility provided by natural gas 
power generation. Chen et al. [69] considers the problem of 
optimal energy �ow, gives the method of solving the optimal 
power �ow, measuring the feasibility margin and the infeasi-
bility of energy �ow. It also proposes three models to solve the 
optimal energy �ow, studies the identi�cation method of solv-
ability of optimal multienergy �ow, and veri�es the e�ective-
ness of the proposed models through case studies.

Khani and EI-Taweel [70] considers the problems of 
reverse power �ow of feeder, additional heating of transformer 
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Figure 5: �e speci�c constraints of IES.
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where � and � are the active power and reactive power of the 
node, respectively; �� is the current injected into node �; �� and 
�� are the voltage of node � and node �, respectively; �� is the 
number of nodes; “∗” is the conjugation of complex numbers; 
� is admittance matrix of the node and �   is voltage vector 
of the node.  

  
�ermal Network. �ermal network is composed of hydraulic 
model and thermal model. Generalized Kirchho� ’s law should 
be satis�ed at each node, i.e. injected �ow should be equal to 
outgoing �ow [77–80], that is

where �ℎ is the node-branch correlation matrix of heating 
network; � is �ow of each pipeline; �� is outgoing �ow of each 
node, i.e., consumption �ow of heat load node; �ℎ is the loop-
branch correlation matrix of heating network; ℎ� is loss vector 
of pressure head; � is the resistance coe�cient vector of 
pipeline.  
�e thermodynamic model is used to calculate the heating 
and regeneration temperature of heating network nodes. 
Heating equipment converts energy into heat energy through 
natural gas and other fuels, and transmits energy through heat 
network. For each heat load node, the thermal power and node 
temperature are expressed as follows:

where � is the thermal power of the thermal network node; 
�start and �end are the temperature vectors at the beginning and 
end of the pipeline; � is the length of the pipeline; �shc is the 
speci�c heat capacity of water; �� is the environmental tem-
perature; �pipe is the heat conductivity of the pipeline; �

out
 and 

�in are the out�ow and in�ow of hot water, respectively; �out
and �in   are the temperature of out�ow and in�ow of hot water.  

Natural Gas Network. �e air �ow through the pipeline 
depends on the pressure at both ends of the pipeline and is 
expressed as follows:

where �� is the �ow value of natural gas pipeline from node m 
to node n; Δ� is the pressure di�erence between node � and 
�; sgn(Δ�) is the �ow direction in pipeline; “1” means from 
node � to node �; “−1” means from node � to node �; �� is 
the constant of pipeline, and generally calculated by

(17)
{
{
{

�ℎ� = ���ℎℎ� = 0ℎ� = ��|�|,

(18)

Φ = �shc��(�strat − �end),
�end = (�start − �g) exp(−

�pipe�
�shc�
) + �

g
,

(∑�out)�out = ∑ (�in�in),

(19)
{{{
{{{
{

�� = sgn(Δ�) ⋅ �� ⋅ √sgn(Δ�) ⋅ (�2� − �2�)
Δ� = �� − ��
sgn(Δ�) = {+1, �� > ��,−1, �� < ��,

(20)�� = 7.57 × 10−4����
√ �5�
�� ������

,

Li et al. [67] uses cooperative game theory to optimize mul-
tiple IES systems by adjusting the existing IES control algo-
rithm, and proves that the cooperative game has a balanced 
distribution point of economic bene�t. Clegg and Mancarella 
[68] proposes an optimal operating framework for intelligent 
areas with multienergy devices and integrated energy networks. 
�e framework is based on two-stage iterative modeling, 
involving linear approximation of MILP and nonlinear network 
equations. Practical cases in England prove that the proposed 
model can eliminate uncertainty to a certain level and has 
important reference value for evaluation of system �exibility.  

4.5. Optimal Control and Operation of IES. Power �ow 
calculation of multienergy �ow in IES is to determine the 
power �ow distribution of each subsystem, which is an 
important prerequisite for exploring coupling characteristics 
and optimizing scheduling.

Power �ow calculation of multienergy �ow in IES is 
expressed as followers:

where ��, ��, �ℎ, and ��ℎ are variables of power system, natural 
gas system, thermal system, and energy hub; �(⋅) is the equa-
tion of power �ow; �(⋅) is algebraic equation of natural gas 
system, including equations of gas pipeline and compressor; 
�(⋅) is the equation of thermal system, including equations of 
heat �ow continuity, pressure loop, node �ow and node mixed 
temperature; �� is the input-output conversion equations of 
energy hub.

�e gas distribution system mainly includes two parts: 
node and branch. Nodes are divided into pressure-known 
nodes and �ow-known nodes [75], in which the pres-
sure-known node is generally the gas source point with the 
pressure known and the �ow to be calculated; the �ow-known 
node is generally the load node with the pressure to be calcu-
lated. Because of the pressure drop at both ends of the pipeline, 
especially in the medium and high pressure gas transmission 
network with long distance and large capacity, it is necessary 
to con�gure a compressor to increase the pressure of the gas 
transmission pipeline [76].  

�e steady-state model of IES mainly includes AC power 
�ow model of power system, natural gas pipeline model with 
compressor and steady-state model of thermodynamic system.  

4.5.1. Energy Flow Analysis

Electric Power Network. Similar to the power �ow model of 
traditional power system, the classical AC power �ow model 
is generally used for IES. �e power equation of the node is 
expressed as follows:

(15)

{{{{
{{{{
{

0 = �(��, �g , �ℎ, ��ℎ)
0 = �(��, �g , �ℎ, ��ℎ)
0 = �(��, �g , �ℎ, ��ℎ)
0 = ��(��, �g , �ℎ, ��ℎ),

(16)�� = �� + ��� = �̇��∗� = �̇�
��
∑
�=1
�∗���∗�� ,
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consumer satisfaction. �e results show that the proposed 
method can signi�cantly reduce the system operation 
economy.

4.6. Research Status and Existing Problems. In view of the 
current research status of electro-gas coupling system, there 
are mainly the following di�culties.

Firstly, the transform of the original system on the basis 
of the existing equipment of power system or natural gas sys-
tem, and the correctness and economy of selected scheme 
considering the coupling relationship need to be further ana-
lyzed. Because the existing system construction is di�cult to 
come up with a set of extendable and applicable expansion 
scheme, it is easy to have problems such as large investment 
and small income. Secondly, the analysis and calculation of 
multienergy �ow of electro-gas coupling system is still in the 
initial stage of research, lacking fast, accurate and practical 
methods.

Because the power system and natural gas system are dom-
inated by di�erent subjects, whether there are con�icts of 
interest and how to distribute interests need to be studied by 
game theory and other methods. It also has problems whether 
di�erent subjects will implement scheme according to the 
scheduled. In addition, the price of hydrogen or methane gen-
erated by excess power or renewable energy in power system 
through P2G technology and whether hydrogen or methane 
is allowed directly into gas transmission and distribution pipe-
lines by the main body of natural gas still need relevant 
research and investigation.

�e reliability of natural gas supply and power system sup-
ply still needs further study. �e reliability of single natural 
gas supply is mainly a�ected by pipeline capacity and gas stor-
age capacity. �e reliability of power system mainly consists 
of the reliability of power generation system, transmission 
system, distribution system, and main electrical connection 
of power plant/substation.

Generally, the operation of IES needs to consider the 
dynamic characteristics of the system, such as the delay of 
pipeline transmission, the nonlinearity of equipment conver-
sion e�ciency, and power �ow constraints, which are nonlin-
ear programming problems [4]. Traditional algorithms such 
as sequential quadratic programming (SQP) and primal dual 
interior point or intelligent algorithms, such as particle swarm 
optimization (PSO), genetic algorithm (GA), evolutionary 
algorithm (EO), and reinforcement learning (RL), are used to 
solve nonlinear programming problems [85, 86].

5. Conclusion

�is paper �rst describes the basic structure and formal char-
acteristics of integrated energy system, and introduces the 
related technologies. �is paper systematically summarizes 
the theory of multienergy coupling, economic analysis, oper-
ation optimization and optimal control operation, and pays 
attention to the problems concerned by academia and industry 
at present. �e methods of physical equipment modeling, 
energy hub modeling, multienergy �ow calculation, economic 
analysis, coupling relationship, and multienergy �ow optimal 

where �� and �� are the temperature and pressure under the 
standard condition; �� and � � are the diameter and length; F 
is the undirected friction coe�cient; �� is the average temper-
ature of natural gas; �� is the average compressibility coe�-
cient; �   is the relative density. Both (19) and (20) do not 
consider the temperature change of natural gas during 
transmission.         

4.5.2. Solution of Optimal Power Flow of Multienergy. At 
present, Newton-Raphson method is mainly used to solve 
the problem, which can be divided into uni�ed solution 
method and decomposition solution method [81–83]. Based 
on the power �ow calculation of power system, the uni�ed 
solution method takes the variables of natural gas system and 
thermal system as extended variables, and solves the problem 
in a uni�ed way. �e iterative process of solving the uni�ed 
power �ow model by Newton-Raphson method is expressed 
as follows:

where Δ� is the deviation value of power �ow equations; � is 
the Jacobian matrix; � is the number of iterations; �(�) and Δ�(�)
are the state variables of the system and its deviation value in 
�th iteration, respectively; � is expressed as follows:

where the diagonal elements �ee,  �gg, and �ehh represent the 
relationship between the energy �ow and the state variables 
of individual electrical, gas, and thermal systems, and nondi-
agonal elements represent the coupling relationship between 
di�erent systems.

�e decomposition method, also known as sequential 
solution method, solves the power �ow equation separately 
from the natural gas system. In the current power �ow pro-
gram, the coupling nodes of natural gas system and thermal 
system are represented by PV nodes or PQ nodes. When solv-
ing natural gas system or thermodynamic system, the nodes 
coupled with other systems are equivalent to source nodes or 
load nodes.

To solve the hybrid power �ow problem of multienergy 
�ow in IES, the corresponding coupling model is �rst estab-
lished, and di�erent solving methods are adopted according 
to di�erent application scenarios. In [15], a collaborative opti-
mization method of adaptive robust day-ahead energy reserve 
for urban energy systems is proposed, which proves the eco-
nomic bene�ts of the proposed adaptive robust framework. 
Cesena and Mancarella [4] introduces an optimal operation 
model of intelligent multienergy region constrained by inter-
nal energy network, and considers the relevant uncertainties. 
�e results show that the physical constraints of the integrated 
network and the uncertainty of speci�c energy sources (such 
as PV) reduce the �exibility of the region. Nistor and Antunes 
[84] proposes an integrated energy management method using 
Markov process to reduce energy costs while maintaining 

(21){Δ�(�+1) = (�(�))−1Δ�(�)�(�+1) = �(�) − Δ�(�+1),

(22)� = [
[

�ee �eg �eh�ge �gg �gh�he �hg �hh
]
]
,
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need to be further studied. According to the actual 
situation, the way to adjust the interest relationship 
between integrated energy supply and integrated 
energy services, and to establish the trading struc-
ture and operation model of the future energy market 
remain to be further explored.
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Subsynchronous resonance (SSR) can bring signi�cant negative e�ects on the grid system like stability, security, and even generator 
sha� damage. �is work presents a new method of using a doubly-fed induction machine (DFIM) based system of variable speed 
pumped storage plant (VSPS) to mitigate SSR in the power system with high penetration of wind generation. �e mitigation is 
reached based on the principle of balanced sha� mechanical input power and electromagnetic power. �e fundamental concepts 
and phenomena of SSR with wind farm are discussed in brief in this work. For the sake of analysis and veri�cation of performance 
of the proposed system, the network model including wind farm, VSPS, HVDC, and synchronous machine is built based on Ningxia 
grid for the SSR study using PSCAD platform. �e result shows that VSPS brings signi�cant e�ect to dampen the SSR in the power 
system with high penetration of wind generation.

1. Introduction

Subsynchronous resonance (SSR) in a power system is an 
electromechanical instability occurrence when the interaction 
exists between the torsional modes of generator sha�s and 
e�ect of series-compensated transmission line running with 
less than the nominal grid frequency [1]. �e studies have also 
con�rmed that the wind farms constructed with doubly-fed 
induction generator (DFIG) and connected to series capacitor 
compensated transmission lines are quite vulnerable to 
subsynchronous interaction (SSI) and cause the escalation of 
SSR in the power system. SSR brings signi�cant negative 
e�ects on the grid system like stability, security, and even 
generator sha� damage [2, 3]. So, the analysis and mitigation 
for SSR is imperative.

�ere are two categories in practice to mitigate SSR: one 
is primary machine parameters modi�cation and the other 
one is the secondary control loop [4, 5]. �e typical examples 
for the �rst one are pole-face amortisseur windings at the 
generator rotor, blocking �lter, TCSC, NGH damper, phase 
shi�ers, static var compensator (SVC), etc. �e most typical 

example of the second one is using generator excitation 
regulator. In addition, di�erent supplementary damping 
measures of FACTS have been put forward in [6–8]. Besides, 
to mitigate SSR, a new method of using a doubly-fed 
induction machine (DFIM) based system of variable speed 
pumped storage plant (VSPS) is proposed based on the 
principle of balanced sha� mechanical input power and 
electromagnetic power. Electromagnetic power can be 
calculated by the power ¥ow of DFIM terminal to the grid, 
and thus controlled by the converters connected to the 
DFIM. By regulating injecting or absorbing active power of 
DFIM according to the generator speed deviation, the 
balance of the sha� power will be maintained smooth; 
therefore, VSPS can provide damping for SSR and suppress 
transient torque ampli�cation e�ect. Regulating the 
absorbing or generating reactive power by the converters of 
the VSPS also keeps the AC voltage oscillations damped 
quickly. To analyse SSR and validate the performance of the 
proposed system, the network model including wind farm, 
VSPS, HVDC, and synchronous machine is built based on 
Ningxia grid for the study of SSR using PSCAD platform.
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2. Problem Description Associated with Wind 
Generation

�e SSR of DFIG originates from the resonance of the 
inductance-capacitance (L-C) of the components, but is 
reinforced by the converter control of DFIG. �e latter, by 
greatly enlarging the negative resistance at the slip frequency, 
serves as the primary reason for the self-excitation of SSR, 
even under the context of a very low series compensation. 
�is has been explained by theoretical analysis and con�rmed 
by �eld observations [6]. It would signi�cantly increase the 
absolute value of the negative resistance and thus contribute 
a lot to an unstable oscillation [2]. Consequently, DFIG is 
made much more vulnerable to the subsynchronous control 
interaction (SSCI)-type SSR. SSCI is emerged that there is a 
growing risk of SSR caused by the interaction between DFIGs 
and series compensated transmission line due to the 
increasing applications of wind power energy and series 
compensation.

In the SSR event, the frequency at di�erent locations is 
identical, meaning all wind turbine generators (WTGs) and 
the network are engaged in the same SSR mode. But its value 
is not �xed and keeps changing over time as well as the vari-
ation of the factors such as the network topology and number 
of online generators [6].

According to the study of [7], many SSR phenomena have 
been detected in Guyuan, Hebei in 2010. �e current of both 
DFIG of the wind farm and transmission line oscillates with 
large magnitude at the subsynchronous frequency.

�e proposed system in this paper is designed based on 
the IEEE second benchmark model of SSR so that the SSR can 
be well analysed. �is wind generator model is shown in 
(Figure 1). An equivalent lumped machine is provided to rep-
resent a behaviour of a group of wind turbines. As many stud-
ies [11, 12] support this assumption, the aggregation of a wind 
farm provides a reasonable approximation for system inter-
connection studies. According to system studies [13–16], sim-
ulations of bulk system dynamics using a single machine 
equivalent is adequate for most planning studies.

Based on this lumped wind machine model, the system 
shown in (Figure 2) is considered for the case study for Ningxia 
grid that consists of large penetration of wind and PV gener-
ation with HVDC sending out. �e synchronous machine 
mechanical system of the model consists of exciter, generator, 
low-pressure (LP) and high-pressure (HP) turbine sections. 
PSCAD model is built for Figure 2 for the case study and the 
detailed analysis is presented in the following section.

�e e�ect of SSR is also distributed into the grid. �e fol-
lowing Figures including Figures 3–5 show the e�ect of SSR 
on the voltage, power ¥ow and speed responses of wind farm, 
and HVDC operations.

While the synchronous generator is connected to the 
in�nite bus AC-source, the operation is responding very well. 
But, when the in�nite bus AC-source is shunted by RL com-
ponents, the SSR starts due to the dominant e�ect of the series 
capacitor which is interacted with the torsional sha� mode of 
operation of the generator.

�e transition time is made at � = 1.5 seconds. �e RL 
remains connected for 0.2 s. However, even if the RL is 

 disconnected, the resonance and the disturbance continue as 
in Figure 4.

�e e�ects of SSR in the power grid considered in Figure 5 
are presented in the simulated waveforms shown in the 
following Figures.

It can be concluded that the SSR has signi�cant e�ect on 
the quality of voltage and power ¥ow of the grid. It is more 
pronounced on the proximity where SSR is emerged. It leads 
to system failure and is a threat of power security. �us, it needs 
to be suppressed by the appropriate method or technique. Some 
methods used so far have been presented in the introduction 
section in this paper. Besides, a new method of using a dou-
bly-fed induction machine (DFIM) based system of variable 
speed pumped storage plant (VSPS) to mitigate SSR is proposed 
in this paper and discussed in the following section.

3. VSPS for the Mitigation of the SSR

�e VSPS plays important roles in the power grid for its energy 
management, stability control and renewable energy resources 
smoothening. If it deploys a DFIM topology, it is very suitable 
in independent and fast active and reactive power controls. 
Another advantage includes that the speed of the machine is 
no longer locked to system frequency. �us, in the steady state, 
the controls select the optimum relationship between gate 
position and speed to get the desired power. Hence, the e©-
ciency and the operation ¥exibility of the conventional 
pumped storage running at constant speed can be noticeably 
increased by using variable speed groups. �e VSPS, in gen-
eral, has an immense advantages and bene�ts for wind power 
¥uctuation compensation and other renewable energy 
smoothening, stability control, frequency control, and AC 
voltage control among others. �us, it is suitable and veri�ed 
that this new method of using a doubly-fed induction machine 
(DFIM) based system of variable speed pumped storage 
(VSPS) is capable of mitigating the SSR based on the principle 
of power balance between the machine sha� power and elec-
tromagnetic power, which is regulated by the VSPS control 
strategy. �e electromagnetic power can be calculated by the 
equivalent power ¥ow of the VSPS in to the grid, and thus 
regulated by the converters connected to in the DFIM. �e 
structure of the recommended system is illustrated with a 
single-line diagram shown in (Figure 6). �e VSPS power is 
de�ned by (1) under �−� frame.

where ��, ��, v��� and ����, are, respectively, active power, reac-
tive power, ��-axis voltages, and ��-axis currents of the stator 
terminal of the DFIM.

According to [12], the VSPS is very e�ective for regulating 
grid frequency and AC voltage, stability control and wind 
power compensation as it is proved and veri�ed with the case 
study end experimental results. By regulating injecting or 
absorbing active power of DFIM, the balance of the power in 
the grid will be maintained. Regulating the absorbing or 

(1)
�� = 32(v����� + v�����),
�� = 32(v����� − v�����),
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generating reactive power by the converters of the VSPS also 
keeps the AC voltage oscillations damped quickly. �erefore, 
this principle brings a balanced sha� mechanical input power 
and electromagnetic power, which is able to suppress the SSR 
very quickly. Hence, VSPS can provide damping for SSR and 
suppress transient torque ampli�cation e�ect. To analyse SSR 
and validate the performance of the proposed system, IEEE 
second benchmark model of SSR is used.

Based on the basic theoretical description of the VSPS 
DFIM presented in (1), (2), and (3), ¥exible and fast control 
strategy is likely possible to design for mitigating the SSR in 
the power system. Since VSC allows the DFIM more versatile 
and ¥exible for controlling, the VSC system is a preferable 

option and used in this study. Basically, two main methods 
including voltage-mode control and current-mode control 
exist for controlling active and reactive power in the VSC sys-
tem. In a voltage-mode control, there is no control loop closed 
on the VSC line current. As a result, the VSC is not protected 
against over-currents, whereas, in the current-mode control, 
the VSC line current is tightly regulated by a dedicated cur-
rent-control scheme. In this study, thus, current-mode control 
strategy is employed for controlling the real and reactive power 
that each VSC system exchanges with the corresponding AC 
system. �e VSC also allows to adopt the droop control 
mounted on the PQ-control. �e control design is presented 
in the following section.
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Figure 1: �e PSCAD circuit diagram model of wind farm built based on IEEE second benchmark circuit model.

692.6 MW

4830 MW

Synchronous 
generators

1000 [MVA]
13.8 [kV]/363 [kV]

1000 [MVA]
121 [kV]/363 [kV]

450 [MVA]
121 [kV]/363 [kV]

1000 [MVA]
363 [kV]/735 [kV]

1000 [MVA]
735 [kV]/345 [kV]

HVDC

Synchronous 
generators

Wind farm

PV farm

2000 MW

1000 [MVA]
735 [kV]/20 [kV]380 MW

3320 MW

Figure 2: �e structure of the power grid to study SSR, its e�ect, characteristics.
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4.2. Control of RSC. Starting with the dynamics model of the 
three-phase induction machine based on the synchronous 
reference frame, the electrical equations of the DFIM are 
expressed by.

where; Ψ���: ��-axis rotor ¥uxes, Ψ���: ��-axis stator ¥uxes, ����:  ��-axis rotor currents, ����: ��-axis stator currents, ����: ��-axis 
stator voltages, ����: ��-axis rotor voltages, ��: magnetizing 
reactance, � ��: rotor leakage reactance, � ��: stator leakage reac-
tance, ��: rotor resistance, ��: stator resistance, ��: electrical 
angular speed, ��: synchronous angular speed.

(2)

����
�� = ��� − ����� + �����,����
�� = ��� − ����� − �����,����
�� = ��� − ����� + (�� − ��)���,����
�� = ��� − ����� − (�� − ��)���,

(3)

��� = � ���� + �����,
��� = � ���� + �����,
��� = � ���� + �����,
��� = � ���� + �����,
� � = � �� + ��,
� � = � �� + ��,

4. Control Design of the VSPS

4.1. VSC Based DFIM Control. �e hierarchical control 
structure (the current controllers in the inner loops and the 
active/reactive power control in the outer loops) of VSC based 
DFIM topology is implemented in this study for its e�ectiveness. 
To minimize the excursions of the grid frequency and AC 
voltage deviations caused by the contingencies, the outer 
loop control of the rotor side converter (RSC) is supported by 
the droop control. (Figure 7) illustrates the control structure 
proposed in this study. �e droop control scheme is vested 
on the control strategy. Direct power control is an extension 
of direct torque control, which is a vector control family. In 
the implementation of direct power control, control of the 
instantaneous real and reactive power is independent, simple, 
and direct. In the application of VSPS, this type of control scheme 
attempts to assure having lower computational complexity and 
machine model dependency, direct controllability of active 
and reactive powers, very good transitory response, and lower 
overall implementation complexity than �eld-oriented control 
scheme. It is also characterized by its fast-dynamic response 
against parameter variations and it does not utilize a rotor 
current control loop. �e estimation of active and reactive 
powers is carried out using current measurements, and directly 
controlled with hysteresis controllers and a switching table. 
However, the frequency and voltage control are considered as 
open loop control. �us, they need feedback signals to track the 
frequency and voltage ¥uctuations very quickly for damping 
accordingly. �e parameters determined and used in the VSPS 
plant are listed in Appendix.
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substituting these and the values of ��� = 0, and i�� in (4) to (1), 
the following hold.

Equation (5) explains that the active power and reactive power 
are independently controlled. �is reveals that RSC o�ers a 
proper AC excitation for the windings of the rotor that pro-
vides the stator windings proper active power and used for 
controlling the turbine output power and the reactive power 
which is measured at the terminals of the stator of the machine 

(5)

�� = 32��(
��
� � )���,

�� = 32��[(
Ψ�
� �) − (

��
� � )���].

Based on [13], with the implementation of the vector con-
trol method, the stator ¥ux is aligned with the d-axis. Taking 
the stator ¥ux equations in (3), one can deduce that 
Ψ�� = 0, andΨ�� = Ψ�. �us, from equations in (3), the follow-
ing are obtained.

Taking the assumption that the voltage drop across stator 
resistor is very small compared to the grid voltage, stator resist-
ance can be neglected. �us, v�� = 0, and v�� = v�. Hence, 

(4)
��� = Ψ�� � −

��
� � ���,

��� = −��� � ���.
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Figure 6: Structure of the proposed system to mitigate the e�ects of SSR in the power system.
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�us, the rotor electrical dynamics model is determined and 
representing two decoupled, �rst-order subsystems.

�e plant transfer function is given by

�ese subsystems are the rotor-current control loops. 
Feedforward terms predicting ��� and ��� are provided on both 
inner loops. �e loops can now control ��� and ��� with the PI 
compensators. �e PI compensator with ���� as proportional gain 
and ����  as integral gain of the compensator is de�ned by

Based on these mathematical models of (12) and (13), the 
control structure is built and illustrated in Figure 8.

�e outer loops are developed to generate the reference 
current ����−��� to the inner loops. From Figure 8, the closed 
loop transfer function of �-axis current can be de�ned by

Based on (5) and substituting the value of ���(�) in (14) to it 
(5), the active power is expressed by (15).

�erefore, the plant function of active power in (15) can 
be controlled by PI compensator. �e control structure is 
shown in Figure 9.

Where the PI-control is denoted by.

with ����  and ����  are, respectively, proportional and integral 
gains of the controller. �e refence value of ��−��� is determined 
from the optimization of the hydraulic turbine.

Moreover, controlling of active power can ensure con-
trolling of grid frequency. But, in the above model, frequency 
is controlled in a mode of open loop scheme. �us, the fre-
quency could not be fully regulated and leads to more excur-
sions. Hence, the frequency needs to be designed in such a 
way that the frequency closed loop circuit is added to the above 
active power control loop as a concept of droop control. �e 
droop control can compensate if some excursions of a grid 
frequency occur due to contingencies including SSR. �e con-
trol structure is illustrated in (Figure 10). �e droop constant 
�� is computed by (17).

(11)
��� = �∗� ������ + �����,
��� = �∗� ������ + �����.

(12)���(�) = ����(�)����(�) =
1
�∗�� + �� .

(13)���(�) = �
��
� � + ����
� .

(14)���(�) = ������1 + ������ ���−���(�).

(15)�� = 32
��
� � ��
������
1 + ������ ���−���(�) = ���(�)���−���(�).

(16)���(�) = �
��
� � + ����
� ,

(17)�� = −Δ�/�Δ�/� ,

[12]. �e active power is regulated so as to follow a relationship 
of power and speed of the turbine of the DFIM.

�e model used to control the currents is presented as 
under.

Taking the equation of (4) and di�erentiating the rotor 
¥ux leakage equation of the �-axis component with respect to 
time, the equation (6) holds.

Substituting the derivative value of ��� in (4) to (2), equation 
(7) is derived.

Substituting the value of  �Ψ��/�� in (7) to the �-axis rotor 
equation of (2), equation (8) is derived.

Following the same procedures to the q-axis, equation (9) holds.

where �∗� = � � − (�2�/� �).
Equations of (8) and (9) are helpful to develop the inner 

current control loops. But, due to the presence of � �(�� − ��)
terms in (8) and (9), the dynamics of ��� and i�� are coupled. 
To decouple the dynamics, one can determine ��� and m��. 
Taking into account the theory of VSC, ����/2 is the gain of 
the VSC. �us, the computed signals ��� and ��� are divided 
by ���/2 to give, respectively, ��� and ��� signals. �e mod-
ulated signals of ��� and ��� are de�ned by

�e two new control inputs are de�ned as

(6)
�Ψ��
�� = � �

����
�� + ��

����
�� .

(7)
�Ψ��
�� = � �

����
�� + ��

−��
� �
����
�� .

(8)��� = ����� + �∗� ������ − (�� − ��)(� ���� + �����).

(9)��� = ����� + �∗� ������ + (�� − ��)(� ���� + �����),

(10)
��� = ( 2���)[��� − (�� − ��)(� ���� + �����)],
��� = ( 2���)[��� − (�� − ��)(� ���� + �����)].
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power is controlled by controlling the DC voltage that ensures 
the converter operation at unity power factor. �e VSC based 
model also allows the GSC to absorb or generate reactive 
power. So, since there is no reactive power exchange initially, 
the reactive power control can be handled only by inner loop of 
current control. �e control design is presented in the following.

Based on Figure 14, the voltage equations across the cou-
pling inductor in ��-frame are determined. �e same proce-
dure as done in the RSC is followed for developing the inner 
loops (current controllers). �e equations are expressed by

where � and � are resistance and inductance of the coupling 
inductor.

(20)��g = ���� + ������� − ������ + ���,

(21)��g = ���� + ������� − ������ + ���,

where, Δ� is allowable deviation of grid frequency, Δ� is and 
� is the maximum power carried by the converter.

�e reactive power control design is presented as follow. 
From (5) and Figure 8, the equation (18) holds.

�us, the dynamics of (18) can be controlled by applying PI 
control and the control structure is depicted in Figure 11.

In this model, the AC voltage is controlled through con-
trolling reactive power but the reference of reactive is set to a 
�xed value. �is leads to deviations and instability when con-
tingencies occur. �e reference value of the reactive value 
should be determined through the proportional value of 
change of AC voltage. �is process is e�ective by providing 
the droop control loop to add with the above reactive power 
control loop. �e control structure of this new idea is shown 
in the Figure 12.

�e constant of the droop loop is determined based on the 
concept emerged from Figure 13.

From Figure 13, we can have (19).

Equation (19) states that with the voltage control units con-
nected in parallel, the load compensation is likely made.

4.3. Control of GSC. �e objective of the active/reactive power 
controller of the VSC system is to regulate the active/reactive 
power exchange between the converter and the AC grid. Active 

(18)

�� = −32
��
� � ��
������
1 + ������ ���−���(�) +

3
2
Ψ�
� �

�� = ���(�)���−���(�) + 32
Ψ�
� ���.

(19)
��−�� = ��� + ���(��� + ����)���,
��−�� = ��� + ���(��� + ����)���.
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�e �-axis is, for control design purposes, supposed to be 
set in phase with the voltage across the resistor, and neglecting 
the harmonics and losses due to switching in the converter, 
the active power balance equation is given by:

and on the output side, the �� current is 

where ��� and ��� are dc output voltage and current respectively.
�us, the d-component of the voltages in � − � coordinates 

becomes v�g and zero that of v�g. So, the active and reactive 
power equations are deduced by (30) and (31) respectively.

�ese equations prevail that active power is likely controlled 
by ��g and reactive power by ��g. Based on (32), the real power 
balance equation on the grid side can be given by:

Equation (32) implies that the active power can be controlled 
by controlling the DC-bus voltage and in such a way that inde-
pendently the DC voltage is controlled by controlling the �-
axis current ��g. In this controller, for the sake of mathematical 
formulation, it is supposed to be the DC side of the VSC is 
connected to an ideal DC voltage source that dictates the 
DC-bus voltage as shown in Figure 14. �us, the DC-voltage 
��� of the grid port requires proper regulation.

�e current controller as described earlier is ensured that 
the output current tracks the reference values generated by an 
additional external control loop, which performs the output 
active power regulation. �is power regulation is con�rmed 
by implementing the dc voltage control. �e DC link dynamics 
of Figure 14 is given by

�e minimum value of required DC side voltage [15] is given 
by the inverter output voltage as,

(28)
������ = 1.5v�g ��g = ��,
∵ v�g = 0,

(29)��� = ��v���� + ��,

(30)�
g
= 1.5v�g ��g ,

(31)�
g
= −1.5v�g ��g .

(32)�
g
= 1.5v�g ��g = ������.

(33)��v���� =
3
2
��g
��� ��g − ��.

To decouple the dynamics of ��g and ��g, the modulated 
signals of ��g and ��g are determined as.

�us, the two new control inputs for the inner current loops 
are de�ned in (24) and (25) and supported by feed forward 
terms predicting ��g and ��g.

�e compensator can be a simple proportional-integral (PI) 
compensator, �

g �(�) to enable tracking of a respective reference 
signal. �e compensator is de�ned by

�us, based on the plant function, �
g �(�) = 1/(�� + �) and 

considering the compensator �
g �(�) in (26), the closed-loop 

desired transfer function becomes

if and only if �g �� = �/�g � and �g �� = �/�g �.
Where �g ��  and �g ��  are proportional and integral gains. �e 

gains are determined and then tuned based on the control 
stability theory until the better result is achieved. �e control 
loop is illustrated in Figure 15.

(22)��g = ( 2���)[��g − ��(���g + �����)],

(23)��g = ( 2���)[��g − ��(���g + �����)].

(24)��g = ����g�� + ���g ,

(25)��g = ����g�� + ���g .

(26)�
g �(�) = �

g �
� � + �g ��
� .

(27)
���g (�)
���g−���(�) = �g �(�) =

1
�
g �� + 1 ,

IdcI

Ceq

Vas

Vd

c

LRVag

Vbg

Vcg

Ia

Ib

Ic

Ideal
three-level 

VSC

Vbs

Vcs

Figure 14: A simpli�ed GSC equivalent circuit.

idqg-ref Gig(s)Kig(s)+
–

idqg-meas

PI-control

Inductor coupling 
dynamics model

ei Vdqg

Figure 15: �e control structure for the GSC current control (inner 
loops).



9Complexity

�e capacitor current in dc link is controlled by the DC 
voltage controller to maintain the power balance between the 
grid and the converter. �us, in balanced conditions, �� = 0
and ��� = ��. Hence, the current reference value of ��g should 
ensure exact compensation for load variation. �e complete 
block diagram of dc-link voltage controller is represented as 
in Figure 10 as the system equations are analysed in per unit 
[14], where ���� and ���� are PI controller parameters, and �
is per unit capacitance of DC link.

�e load variation can be greatly reduced if feed-forward 
method is used. Otherwise, to reduce the large error, the large 
gain of voltage controller which is important from stability 
viewpoint is not necessarily deployed.

5. Simulation Results and Discussion

Figures 17–19 show the responses of the proposed system and 
the analysis is compared with the simulated results presented 
in chapter two. �e time duration for the case study is set as 
the same duration as the above discussion and description 
shown in Figures 3–5. �is is for arguing and verifying the 
hypothesis of the proposed system.

Figures 17 and 18 show the response of machine terminal 
voltage and torque characteristics where the SSR model is in 
e�ect on the wind farm. Comparing with the responses shown 
in Figure 5, the oscillations in the torque characteristics are 
signi�cantly reduced. �is is because the control strategy 
designed on the VSPS is capable of balancing the mismatch 

where �����,�ℎ is peak phase voltage at the ac side and ���,���
is the line-line ��� voltage.

Since the DC-link dynamics of (33) is a nonlinear equa-
tion, the PI control parameters are to be determined by line-
arizing the operating point of the system model. For 
linearization of the system model, the input value ���−��� is 
speci�ed as a reference and it yields the transfer function as.

To analyse this control loop, the inner current control closed 
loop is approximately de�ned as �rst order system with time 
constant ��� which is about to be 2�� [14]. �� is the time 
constant of the inner current loop plant function. �us, the 
control structure of the DC voltage control is depicted in 
(Figure 16).

(34)V�� = 2√23 V��,��� = 2�����,�ℎ.

(35)
Δ���(�)
Δ��g (�)

= 32
��g ,0
���−ref
1
�� .
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–
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.

Figure 16: �e control structure of the DC voltage control of the 
DC link in the VSCs.
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by the VSPS reactive power control strategy. �e VSPS is capable 
of generating and absorbing the reactive power and hence reg-
ulating the AC voltage oscillations based on the required and 
given reference voltage value using the AC droop controller.

Additionally, because of the SSR e�ects on the system fre-
quency and power ¥ow, the e�ects were elongated on the power 
¥ow in to HVDC system. However, due to the SSR reduction 
by the VSPS with its control strategy, the oscillation e�ects on 
the wind farm, HVDC and synchronous hydropower plant are 
being minimal. �ese results are shown in Figure 19.

6. Conclusion

�is paper presents a study on the mitigation method of SSR in 
the power system using VSPS plant. �is new method is deployed 
to mitigate the e�ects of SSR with the implementation of VSPS 
plant based on the principle of balanced sha� mechanical input 
power and electromagnetic power of the VSPS. �e droop-based 
direct power control strategy on the bases of ��-coordinate tech-
nique is designed. For the sake of implementation, IEEE second 
benchmark model is used and its e�ect by simulation with the 
PSCAD platform discussed. A case of Ningxia power grid area 
is taken for the realization of the proposed system.

�e results show that the proposed VSPS system along with 
its appropriate control strategy achieves well-regulated power 
¥ow and AC voltage so as to reduce the e�ects of SSR spreading 
in the power system. Hence, VSPS plant ensures to mitigate SSR 
which causes instability and security problem in the power grid.

Appendix

Table 1 includes the parameters of the VSPS in the proposed system 
studied in this paper.        
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By means of the complex systems, multiple renewable energy sources are integrated to provide energy supply for users. Considering 
that there are massive services needed to process in complex systems, the mobile services are o�oaded from mobile devices to edge 
servers for e�cient implementation. In spite of the bene�ts of complex systems and edge servers, massive resource requirements for 
implementing the increasing resource requests decrease the execution e�ciency and a�ect the whole resource usage of edge servers. 
�erefore, it remains an issue to achieve dynamic scheduling of the computing resources across edge servers. With the consideration 
of this issue, a Balanced Resource Scheduling Method, named BRSM, for trade-o�s between virtual machine (VM) migration cost 
and energy consumption of VM migrations for edge server management, named BRSM, is designed in this paper. Technically, we 
analyze the load conditions of edge servers and formulate the energy consumption of VM migrations and VM migration cost as a 
multi-objective optimization problem. �en, we propose a dynamic resource scheduling method for WMAN to deal with the multi-
objective optimization problem. In addition, nondominated sorting genetic algorithm III (NSGA-III) is adopted to generate optimal 
resource scheduling strategies. Finally, we conduct experiment simulations to testify the e�ciency of the proposed method BRSM.

1. Introduction

In recent years, fossil fuels are adopted in most energy systems, 
which generate a lot of harmful substances and pollute the 
environment [1, 2]. In order to save fuel and reduce pollution 
to the environment, renewable energy gradually replaces the 
fossil energy. Nevertheless, renewable energy is intermittent 
and di�cult to control. For example, provided that the wind 
stops, wind power generation is di�cult to continue. With the 
intermittent nature of renewable energy, one type of renewable 
energy cannot meet the balance between supply and demand 
of current energy systems [3]. �erefore, it is of urgency to 
develop complex systems that integrate multiple renewable 
energy sources. Complex systems are systems of intelligent, 
adaptive subjects with a medium number of actions based on 
local information, which are de�ned by attributes like feed-
back and adaptation. Considering the intermittent nature of 
renewable energy, a large number of mobile devices are used 
in complex systems. �e mobile devices are arranged to collect 

real-time environmental parameters to provide reliable refer-
ences for strategy formulation.

Although the environmental information is valuable, in 
view of the huge volume of data in complex systems, the resource 
consumption of mobile devices rises sharply [4]. Constrained 
by numerous factors such as limited battery life and limited 
capacity, mobile devices gradually fail to meet the requirements 
of mobile services and application execution is of less e�ciency 
in local mobile devices. �erefore, it is suitable to o�oad the 
computing applications or services to the cloud platform, con-
sidering that the resources in the cloud are accessed conven-
iently [5]. In the cloud platform, physical resources are provided 
in the form of multiple virtual machines (VMs) and each mobile 
device corresponds to a cloud clone which is deployed on a VM. 
Users are able to access the con�gurable computing resources 
shared pool in the cloud and use the required cloud clone to 
perform the o�oaded mobile services [6].

Nevertheless, the transmission delay is unneglectable in 
terms of the long distance between mobile devices and the 
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remote cloud. Besides, transmitting mobile services to the 
cloud consumes massive energy in complex systems, violating 
the concept of green cloud computing [7]. Edge server, which 
is co-located with access point (AP), is proposed to be a sub-
stitute for the cloud. Mobile users access computing resources 
of edge servers through APs. Compared to the cloud, edge 
servers are in close proximity with mobile devices, reducing 
the data transmission delay [8]. Furthermore, the virtualiza-
tion technology is used in edge computing as well. By means 
of the virtualization technology, hardware resources in edge 
servers are decoupled from so§ware and the same type of VM 
can run in di�erent physical devices [9]. Consequently, mobile 
so§ware is enabled to execute on multiple hardware, increas-
ing the utilization of hardware resources as well as achieving 
the energy conservation.

Despite the advantages, the adoption of edge servers in 
complex systems has several shortcomings. In fact, compared 
to remote cloud clusters, the computing resources of edge serv-
ers are limited. In densely populated areas, as the number of 
mobile devices increases dramatically, there is a high possibility 
that a mass of users intends to o�oad the computation-inten-
sive services or applications to edge servers nearby. Hence, the 
edge servers need to response the resource requirements from 
a large number of mobile devices. As edge servers cannot pro-
vision su�cient computing resources for abundant services 
simultaneously, the computing resources of edge servers run 
out, resulting in the rejection of new service requests [10, 11]. 
�e applications whose requests are rejected are queued in the 
edge server until the previous application is completed and the 
needed resources are available again. Especially, provided that 
the waiting applications are latency-sensitive, unexpected con-
sequences take place and the quality of experience (QoE) for 
users greatly drops o�. �us, it is necessary to o�oad the 
queued service quests to the edge servers with unoccupied com-
puting resources through VM migration.

Apart from the waiting time, energy consumption is a key 
criterion for resource management in complex systems. With 
the explosive growth of consumed energy for information and 
communication technology (ICT), numerous greenhouse 
gases are emitted into the atmosphere [12]. �us, energy con-
servation plays a signi�cant role in the implementation of 
future wireless communication. Considering that edge com-
puting is of great use in wireless communication, the energy 
consumption of edge computing is a research hotspot for bet-
ter communication modes [13]. In complex systems, the 
energy consumption of computation o�oading includes two 
parts. �e �rst part is the energy used for information trans-
mission across edge servers. With the virtualization technol-
ogy, the transmission is in the form of VM migrations. �at 
is to say, the �rst part of energy consumption is the energy 
consumption of VM migrations. Moreover, the other part is 
the energy consumption of infrastructures, including the 
energy caused by data processing in edge servers and the 
energy caused by sending and receiving data in APs. As the 
con�guration of each edge server is the same and, the energy 
consumption of data processing is the same for a service. With 
the consideration of time consumption and energy consump-
tion, it is of utmost signi�cance to develop a strategy to achieve 

the joint optimization of migration cost and energy 
consumption.

�e main contributions of this paper are summarized as 
follows:

(i)  We present the basic concepts and de�nitions to 
analyze the VM migration cost and the energy con-
sumption of VM migrations in complex systems.

(ii)  We design a Balanced Resource Scheduling Method 
for trade-o�s between VM migration cost and energy 
consumption of VM migrations for edge server man-
agement, named BRSM, to dynamically provision 
resource management in complex systems by live 
VM migration technique.

(iii)  We adopt nondominated sorting genetic algo-
rithm III (NSGA-III) [14] to bring about the 
multi- objective optimization. Multi-criteria deci-
sion-making (MCDM) and simple additive weight-
ing (SAW) are employed to select the optimal VM 
migration strategy.

(iv)  We conduct simulations to verify the e�ciency of 
our proposed method BRSM.

�e remainder of this paper is organized as follows. 
Section 2 introduces the basic concepts and the completed 
modeling as well as formulation. Section 3 elaborates the pro-
posed dynamic resource management method. Section 4 
shows the comparison analysis of the simulation experiments. 
Section 5 reviews the related work. Finally, Section 6 outlines 
the conclusions and future work.

2. System Model and Problem Formulation

In this section, basic concepts and de�nitions for complex sys-
tems in edge computing are introduced. Besides, VM migration 
cost and energy consumption of VM migrations are also ana-
lyzed. Key terms and the descriptions are listed in Table 1.

Table 1: Key terms and descriptions.

Terms Descriptions
� �e number of edge servers
� �e set of edge servers, � = {�1, �2, . . . , ��}
�� �e �-th edge server in �
�� �e capacity of the �-th edge server ��
� �e number of APs
� �e set of APs, � = {�1, �2, . . . , ��}
�� �e �-th AP in W
� �e number of mobile services
� �e set of mobile services, � = {�1, �2, . . . , ��}
�� �e �-th mobile service in �
��� �e occupied start time of ��
��� �e duration time of ��
��� �e amount of VMs of ��
��� �e packaged VM to perform ��
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2.1. Basic Concepts and De�nitions. In complex systems, the 
experience of mobile users are promoted continuously and 
edge servers provide computing services which are in close 
proximity to mobile terminals, increasing the QoE for mobile 
users. �ere is an AP which is located with an edge server, 
forming an edge computing device (ECD). Mobile users are 
able to access the resources in the edge server through the co-
located AP. Assume that there are � edge servers in complex 
systems, which are denoted as � = {�1, �2, . . . , ��}.

Due to the loss of generality, there is a physical machine 
(PM) in each edge server to provide mobile services. As the 
virtualized technique plays a critical role in the resource man-
agement for infrastructure, it is appropriate to adopt the vir-
tualized technique in complex systems. �e physical resources 
in an edge server are provided in the form of virtual machines 
(VMs). By means of the virtualized technique, the physical 
resources in the edge server are abstracted as several resource 
units, which are known as VM instances, to accommodate 
mobile services. Aiming to measure the capacity of each edge 
server, let �� be the number of VM instances in the �-th 
(� = {1, 2, . . . , �}) edge server ��. Considering that there are 
separate access points, we assume that there are � access 
points, denoted as � = {�1, �2, . . . , ��}, and the �-th 
(� = {1, 2, . . . , �}) access point is denoted as ��.

�e mobile service set o�oaded to VMs is denoted as 
� = {�1, �2, . . . , ��} and � represents the number of mobile 
services. For resource provisioning, the mobile service ��
(� = {1, 2, . . . , �}) in � requires multiple VMs which are in the 
requirements of desired execution time.

De�nition 1 (VM occupation requirement of sz). A 3-tuple, 
which is denoted as �� = (nvz, osz, odz), is used to de�ne the 
VM occupation requirement of ��, ���, ��� and ��� are the 
number of VMs of ��, the occupied start time, the duration 
time respectively.

To avoid the unnecessary transmission delay, the VMs 
which host the same mobile service are deployed in the same 
edge server, decreasing the communication cost.

De�nition 2 (packaged VM for ��). Let ��� represent the packaged 
VM for the mobile service ��. �e packaged VM ��� contains all 
VMs to host the mobile service ��, whose number is ���.

Figure 1 presents an instance of mobile service o�oading 
in the form of VM migration. �e AP which is deployed next 
to the source edge server is named as APsour and the AP 
deployed next to the destination edge server is named as 
APdest. �ere are several APs between the APsour and APdest, 
each of which is named as APmid. In a VM migration strategy, 
the VM image and the dirty pages caused by migrations are 
transmitted from the APsour to the APdest across APmids.

2.2. Migration Cost Analysis of VM Migrations. Considering 
that VM migration takes a lot of time and it is not always 
possible to be done, it is necessary to calculate the cost caused by 
the VM migrations during the whole execution period [��, ��].  
�e migration cost, which also represents VM downtime, 
consists of the access time of the log �le and the switch time of 
the VMs [18]. Suppose the transmission times of the memory 
image is ��(�) during the migration process of ��� from �� to ���.

At the time instant �, ��� (�) is a binary variable to judge 
whether ��� is deployed on ��, which is de�ned by

��,�
�

� (�) is a binary variable to judge whether ��� is migrated 
from �� to ���, which is de�ned by

When the dirty page transfers at ℎ�(�) time, let ��ℎ�� (�) be the 
access time of all log �les which contains �ℎ�����(�) and �ℎ����(�)
[18]. When ��� needs to be migrated between the edge server 
and the AP which is located next to the edge server, the time 
consumption is de�ned as

(1)��� (�) = {
1, if ��� is deployed on ��,
0, otherwise.

(2)��,�
�

� (�) = {
1, if ��� is migrated from �� to ��� ,
0, otherwise.

(3)�ℎ�����(�) =
�
∑
�=1

�
∑
��=1
��� (�) ⋅ ��,�

�

� (�) ⋅
�ℎ�� (�)
� ,

APSOUR

APmid

APmid

APdest

MAN Conenection
Connections in ECD

Dirty page in migration

Figure 1: An instance of VM migration in ECD-based complex systems.
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of data processing is the same for a service whatever the 
o�oading strategy is. �erefore, the energy consumption of 
data processing is not calculated in this paper.

At the time instant �, the energy consumption of running 
VMs in edge servers is calculated by

where �� is the energy consumption rate of each running VM.
�e edge server keeps running until all VMs in this edge 

server have �nished the hosted tasks. �erefore, the running 
time of the �-th edge server �� is calculated by

�e energy consumption of idle VMs in edge servers is calcu-
lated by

where �� is the energy consumption rate of VMs in idle mode.
�e basic energy consumption of edge servers is calculated by

where �� is the basic energy consumption rate of ��.
During the VM migrations, APs frequently receive and 

send data, contributing to the energy consumption in com-
plex systems. The energy consumption rate of �� is calcu-
lated by

(10)�������(�) =
�
∑
�=1

�
∑
�=1
��� (�) ⋅ ��� ⋅ ��� ⋅ ��,

(11)��(�) =
�

max
�=1
{��� (�) ⋅ ���}.

(12)
�����(�) =

�
∑
�=1

�
∑
�=1
��� (�) ⋅ ��� ⋅ (��(�) − ���) ⋅ ��

+ (�� − ��� (�) ⋅ ���) ⋅ ��(�) ⋅ ��,

(13)�����(�) =
�
∑
�=1
�� ⋅ ��(�),

(14)��(�) = �� + ��� ⋅ ��� ⋅ ∑
�∈�

���
����
,

where �ℎ�� (�) is the size of dirty page produced by the migration 
of ��� at ℎ�(�) time, and � is the bandwidth between the edge 
server and its corresponding AP.

Suppose ��,�� is the total number of APs between �� and ���,  
including a APsour, a APdest and several APmids. �e APsour is 
located next to �� and the APdest is located next to ���. �us, the 
time consumption caused by the migration of ��� from APsour
to APdest is calculated by

where � is the bandwidth between APs.
�e process of VM migration is divided to into multiple 

rounds. In the �rst round, the VM image would be sent to the 
destination PM while a§er that the dirty page produced in the 
previous round is sent to the destination PM in each subse-
quent round. �erefore, the size of dirty page is calculated by

where ��(�) refers to the size of the image memory of ��� and 
��(�) is the producing rate of the dirty page.

�e switch time of ��� in the migration operation is cal-
culated by

where ��(�) represents the switch time of the packaged VM ���.

De�nition 3 (migration cost of a packaged VM in��). �e 
migration cost represents the time consumption of a VM 
migration. When ��� is migrated from �� to ���, the migration 
cost is calculated by

�e average migration cost is calculated by

During the whole execution period [��, ��], the migration cost 
is calculated by

2.3. Energy Consumption Analysis of VM Migrations. Apart from 
the VM migration cost, we consider the energy consumption in 
complex systems during the whole execution period [��, ��]. 
Generally, we calculate the energy consumption of edge servers 
and APs. With the adoption of virtualized technique, the energy 
consumption of edge servers mainly includes the energy 
consumption of VMs in edge servers. Considering that each 
edge server con�guration is the same, the energy consumption 

(4)�ℎ����(�) =
�
∑
�=1

�
∑
��=1
��� (�) ⋅ ��,�

�

� (�) ⋅
�ℎ�� (�)
� ⋅ (��,�� − 1),

(5)�ℎ�� (�) = {
��(�), if ℎ = 0,
��(�) ⋅ (2�

ℎ�−1
���� (�) + �

ℎ�−1
��� (�)), otherwise,

(6)���(�) =
�
∑
�=1

�
∑
��=1
��� (�) ⋅ ��,�

�

� (�) ⋅ 2��(�),

(7)��(�) = 2�
ℎ�
����(�) + �

ℎ�
���(�) + ���(�).

(8)�(�) = 1�
�
∑
�=1
(2�ℎ�����(�) + �

ℎ�
���(�) + ���(�)).

(9)� = 1�� − ��
∫
��

��
�(�)��.

Input: A, t, cn

Output: ist,n

1: ist,n =  φn

2: for m = 1 to M do
3: if acm = = cn then
4:   if � > = asm then
5:      	z = asm + adm

6:      if t < 	z then
7:       ist,n  = ist,n -1
8:      end if
9:      end if
10:   end if
11: end for
12: Return ist,n

Algorithm 1: Edge server idle space acquisition
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De�nition 5 (allocation record ��). �e �-th 
(� = {1, 2, . . . ,�}) allocation record, which is denoted as 
�� = (���, ���, ���, ���, ���), preserves the distribution for 
the packaged VM. In the �-th allocation record, aem, acm, 
avm, asm and adm represent the allocated mobile service, the 
occupied edge server, the employed VM, the requested start 
time and the duration time respectively.

According to the number of VM instances for a mobile 
service, the same number of allocation records are generated. 
By means of the allocation records, the idle space of each edge 
server is presented dynamically, considering that the allocation 
record combines the elapsed time of an edge server.

Algorithm 1 speci�es the key idea for edge server idle 
space acquisition. �rough identifying the occupied VM 
instances, the key idea is to acquire the number of idle VM 
instances. We input the allocation record collection �, the 
scheduling instant � and the edge server ��. �e output is the 
spare space ist,n for the edge server �� at �.

On the other hand, since the mobile services are o�oaded 
almost continuously, the load distribution of the edge servers 
changes dynamically. �erefore, migrating the VMs from the 
overload edge servers to the underload edge servers is urgent.

Due to the real holding time of VMs, when a VM is migrated 
from one edge server to another, the original allocation record 
needs to be updated and revised. Moreover, the migration leads 
to a generation of new allocation records for the referred VM 
instance. In this new allocation record, the migration time is 
the start occupation time while the duration time is determined 
by the rest hosting time of the mobile service.

In Algorithm 2, the allocation record updating is speci-
�ed. We input the scheduling instant �, the processed objective 
edge server ��, the destination edge server dc and the desti-
nation VM dv. �e output is the updated allocation record 

where ��, ���, ���, ���, ��� respectively represents the baseline 
power of ��, the signal transmission power factor of ��, the 
signal transceiver power factor of ��, the tra�c demand of ��
and the link rate between �� and ��.

Based on the energy consumption rate of APs, the energy 
consumption of APs is calculated by

Besides, the energy consumption of the switch operation of 
VMs is calculated by

De�nition 4 (energy consumption of VM migrations). �e 
energy consumption of VM represents the consumed 
amount of energy a§er a VM migration. �e total energy 
consumption is calculated by

During the whole execution period [��, ��], the energy con-
sumption is calculated by

2.4. Problem De�nition. From the foregoing, the migration cost 
of VMs and the energy consumption of VM migrations are 
analyzed and quanti�ed. In this paper, we aim to achieve the goal 
of minimizing the migration cost presented in (9) and reducing 
the energy consumption presented in (18) while meeting the 
capacity constraints of ECDs. �e problem is formulated by

3. BRSM: A Balanced Resource Scheduling 
Method

In this section, the occupation conditions of edge servers are 
detected and updated during the dynamic resource scheduling 
process. �en NSGA-III is adopted to generate resource sched-
uling strategies to select. Finally, SAW and MCDM are 
employed to evaluate the resource scheduling strategies and 
select the appropriate resource scheduling strategy.

3.1. Edge Server Status Detecting and Updating. As the 
formulation of the resource scheduling strategies largely 
depends on the load of edge servers, it is necessary to detect 
the resource usage of each edge server. In this section, the 
analysis of the allocation record is utilized to preserve the 
resource usage of edge servers. Assume that there are �
allocation records during the execution period, which are 
denoted as � = {�1, �2, . . . , ��}.

(15)���(�) =
�
∑
�=1
��(�).

(16)������ℎ(�) =
�
∑
�=1

�
∑
�=1

�
∑
��=1
2��(�) ⋅ ��� (�) ⋅ ��,�

�

� (�) ⋅ ��.

(17)
����(�) = �������(�) + �����(�) + �����(�) + ���(�) + ������ℎ(�).

(18)� = 1�� − ��
∫
��

��
����(�)��.

(19)min �, min �.

(20)�.�.
�
∑
�=1
��� ⋅ ��� ⋅ ��� (�) ≤ ��.

Input: t, ��, dc, dv
Output: �
1: � = −1, �� = 0
2: for � = 1 to |�| do
// Migrating a VM to a destination VM
3:     if aem  ==sz then
4:       if t >= asm && t < asm + adm then
5:         � = �, 	 = asm + adm

6:         adm = t - asm

7:         Update �� according with adm

8:       end if
9:    end if
10: end for
11: M=|A|+1
12: aeM=aex, acM=dc, avM=dv, asM = t, adM=	−t
13: Generate the record ��
14: Add �� to �
15: Return �

Algorithm 2: Allocation record updating.
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adopted to solve the optimization problem while satisfying 
the constraints simultaneously.

3.2.3. Initialization. In the initialization, the parameters of GA 
are �rstly determined, including the population size �, the 
maximum times of iteration �, the probability of crossover ��
and the probability of mutation ��.

In GA, each chromosome represents the computation  
o�oading strategies of the services or VMs in the same schedule. 
Besides, the o�oading strategy of the �-th mobile service in the 
ℎ-th chromosome is denoted as �ℎ,� and the ℎ-th chromosome is 
represented as �ℎ,� = (�ℎ,1, �ℎ,2, . . . , �ℎ,�)(ℎ = 1, 2, . . . , �).
3.2.4. Crossover and Mutation. �e crossover operation, which 
combines two chromosomes, is the single-point crossover in 
this paper. Figure 2 shows the crossover operation for two 
chromosomes in one schedule. In this instance, we select a 
crossover point and swap the genes which are around the 
selected crossover point. In particular, the crossover operation 
starts at �3 and the swap creates two new chromosomes.

Aiming to enhance the �tness values, the mutation oper-
ation is taken to modify genes to create new chromosomes. 
Each gene has the same probability of being modi�ed. Figure 
3 illustrates an instance of the mutation operation. In this 
instance, the code of �3 is mutated from 6 to 1.

3.2.5. Selection Operation for the Next Generation. For better 
solutions, the individuals are selected to generate the next 
population in this subsection. A§er the operation of crossover 
and mutation, the size of population is 2H. �e migration 
cost and the energy consumption of each scheduling strategy 
are calculated respectively to judge whether the scheduling 
strategy is optimal. According to �tness values, the scheduling 
strategies, which are also known as solutions, are sorted by 
the usual domination principle. �erefore, the nondominated 
fronts are successfully generated.

As the preparation is completed, the selection operation of 
chromosomes is conducted. Each time one solution is selected 
from the highest nondominated front until there are � selected 
solutions. We de�ne that the last added solution is in the �-th 
nondominated front. Provided that all of the solutions in the 
�-th nondominated front are selected, the selection operation 
�n�shes and the � selected solutions form the next generation. 
�is kind of selection is called primary selection.

Whereas in reality, all solutions in the �-th nondominated 
front are not be selected. As the solutions in the �-th nondom-
inated front are not all included, further selection needs to be 
conducted. Consider the number of selected solutions in the 
�-th nondominated front is �. We need a series of operations 
to ensure that the selected � solutions are better. �is kind of 
selection is called further selection.

First, we normalize the 2Z �tness values of individuals in the 
population. We search the minimum values of the VM migration 
cost and the energy consumption, which are denoted as �� and 
��. �us, the �tness values for the solutions are updated as

(21)�� = � − ��,

(22)�� = � − ��.

collection �. At the migration instant �, the allocation record 
is updated for the objective mobile service �� (Lines 1–10). 
Besides, a new allocation record with the VM instance �� is 
produced at the destination edge server �� and the new allo-
cation record is added to the allocation record collection �
(Lines 11–16).

3.2. Resource Scheduling Method Using NSGA-III. As the VM 
instances are migrated from the overload edge server to the 
underload edge server, the resource scheduling problem is 
de�ned as a multi-objective optimization problem to minimize 
the VM migration cost and the energy consumption of VM 
migrations. Compared with traditional genetic algorithms, 
NSGA-III reduces the complexity of the noninferior sorting 
genetic algorithm and expands the sampling space, thus 
greatly improving the convergence speed [14]. Considering 
that NSGA-III solves multi-objective optimization problem 
e�ciently, NSGA-III is employed to solve the optimization 
problem.

3.2.1. Encoding. In this subsection, each packaged VM has 
a scheduling strategy and we encode for the VM scheduling 
strategies. In the genetic algorithm (GA), a gene represents a 
migration strategy of a packaged VM and a chromosome, which 
is composed of a set of genes, represents a hybrid migration 
strategy of VMs in the same schedule. �e destination edge 
server of VM migrations is encoded, depending on the edge 
server set � = {�1, �2, . . . , ��}.

3.2.2. Fitness Functions and Constraints. A chromosome 
represents the o�oading strategies of all packaged VMs which 
are in the same schedule. In the population, each chromosome 
con�rms a solution in the aspect of the resource allocation 
optimization problem. �erefore, �tness functions emerge 
as standards to measure the superiority of possible solutions. 
In this paper, the �tness functions include two categories: 
the VM migration cost and the energy consumption of VM 
migrations, presented respectively in (9) and (18). As shown 
in (19) and (20), the design intent of the method is to select an 
appropriate resource allocation strategy for trade-o�s between 
the two �tness functions as well as satisfying the potential 
constraints. With e�ciency and e�ectiveness, NSGA-III is 

3 2 6 ... 0
s1 s2 s3 ... sz

1 2 1 ... 4
s1 s2 s3 ... sz

3 2 1 ... 4
s1 s2 s3 ... sz

1 2 6 ... 0
s1 s2 s3 ... sz

Figure 2: An instance of crossover operation.

3 2 6 ... 0
s1 s2 s3 ... sz

3 2 1 ... 0
s1 s2 s3 ... sz

Figure 3: An instance of mutation operation.
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approximately equal to the number of solutions �, which is 
calculated by

According to the number of reference points that each 
solution associates with, the solutions in the �-th nondomi-
nated front are sorted and one of the solutions is randomly 
selected. �is process repeats until � solutions are selected.

Algorithm 3 represents the selection operation for the 
next generation. In this algorithm, we input the �-th genera-
tion population �� and a set of reference point � while the 
output is the (� + 1)-th generation population ��+1. In each 
iteration, the �tness values of every solution are calculated 
(Lines 1–4). With the operation of crossover and mutation, 
there are 2H solutions to be chosen (Lines 5–6). �en the 2H 
solutions are sorted according to the nondominated principle 
(Lines 7–9). Finally, by means of the reference points, � solu-
tions are selected as the next generation (Lines 10–17). �e 
process of Algorithm3 would repeat until the maximum 
iteration.

3.3. Scheduling Strategy Based on SAW and MCDM. In a 
population, there are � chromosomes which are also called 
solutions. Each chromosome represents a feasible hybrid 
scheduling strategy. For the chromosomes, our designed 
method is to achieve the trade-o�s between reducing the VM 
migration cost as well as optimizing the energy consumption 
of VM migrations. For the generated solutions, SAW and 
MCDM are employed to select the relatively optimal 
solutions.

As the criterions are divided into positive criterions and 
negative criterions, the migration cost is a negative criterion, 
which means that the lower the migration cost is, the better 
the solution is. Similarly, the energy consumption is also a 
negative criterion.

�e migration cost is normalized as

where �max and �min represent the maximum and minimum 
of the migration cost in the population respectively. Moreover, 
the energy consumption is normalized as

where �max and �min represent the maximum and minimum 
of the energy consumption in the population respectively.

�ere is no feasible way how to minimize both latency and 
energy at the same time, it is rather a trade-o� between these 
two objectives. Consequently, each of the two objectives is 
given a weight. �rough di�erent values of the two weights, 
the impact of each objective on the o�oading strategy changes 
accordingly and the trade-o� can be realized. Let �1, �2 be the 
weight of the migration cost and the energy consumption 
respectively. For the comprehensive utility values evaluation 
of the solutions, the optimization of the VM migration cost 

(27)� = ( 2� + � − 1� ).

(28)�(�) =
{
{
{

�max − �
�max − �min

, �max − �min ̸= 0,
1, �max − �min = 0,

(29)�(�) =
{
{
{

�max − �
�max − �min

, �max − �min ̸= 0,
1, �max − �min = 0,

Based on the �tness values, the extreme values of the VM 
migration cost and the energy consumption of VM migrations, 
which are denoted as ��� and ���, are calculated by

where �� and �� is the weight vector of the two �tness func-
tions respectively.

We use each �tness function as a measure of an axis. In 
the hyperplane, the intercept of each axis is calculated respec-
tively. �e 2Z �tness values of individuals in the population 
are normalized as

A§er the normalization process, the two �tness values are 
put in the domain [0, 1). �en the distributed reference points 
are connected with selected solutions, which improves the 
diversity of solutions. With the normalization, the intercept 
of each axis is 1 and each axis is divided into � parts. Besides, 
the number of the reference points is denoted as �. To ensure 
that every solution is associated with a reference point, � is 

(23)��� = max
��
��
,

(24)��� = max
��
��
,

(25)��� = �
�

���
,

(26)��� = �
�

���
.

Input: Pt, R
Output: Pt+1

1: Qt =Crossover and mutation (Pt)
2: Rt= Pt ∪ Qt

3: for the solutions in Rt do
4:     Calculate B by formula (8)
5:     Calculate D by formula (16)
6: end for
7: for the 2H solutions in Rt do
8:        Non-dominant sorting the solutions
9: end for
10: Do primary selection
11: if partial solutions in the u-th front are included do
12:     Do further selection
13:     Normalize solutions by formulas (19)–(24)
14:     Generate the reference points
15:       Associate solutions with the closest reference 

points
16:     Do the selection of w solutions
17: end if
18: return Pt+1

Algorithm 3: Selecting using NSGA-III.
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4.1. Simulation Setup. In the experiment, we select LENOVO 
TS250 as the edge server, which consists Intel Xeon-E3-
1225V6, Quad-Processor clocked at 3.4 GHz and 4 GB of RAM. 
To conduct the experiment evaluation, 5 datasets of di�erent 
scales are generated, whose number of mobile services are 
1000, 2000, 3000, 4000, 5000 respectively. Additionally, the 
concrete parameter settings in the experiment are presented 
in Table 2 [18]. Speci�cally, datasets can be downloaded at 
https://pan.baidu.com/s/1coXNu8B5_YdXAWTBJSn6uQ.

�e VM migration cost and the energy consumption of 
VM migrations are the two criteria to judge whether the 
method BRSM is e�cient. Aiming to represent the superiority 
of BRSM intuitively, we adopt comparative methods to con-
duct the experiment evaluation. �e comparative methods are 
speci�cally described as follows.

(i)  First Fit (FF). In the order of starting addresses of 
edge servers, the resources in each edge server are 
checked and the mobile services are respectively 
assigned to the �rst edge server encountered with 
enough resources.

(ii)  Best Fit (BF). �e mobile services are o�oaded to the 
edge server with enough resources respectively while 
the destination edge server has the least resources 
among all edge servers.

and energy consumption of VM migrations are both taken 
into consideration. Since the two objectives have the same 
degree of inÉuence on the selection of the o�oading strategy, 
the weights of the �tness function are set equal in this paper. 
�erefore, the utility value of the ℎ-th solution is calculated by

Based on the utility value of the ℎ-th solution, the optimal 
solution, which is denoted as V(C), is calculated by

At this point, the optimal solutions with maximum utility 
value have been selected from the population.

3.4. Method Overview. In this paper, we aim to minimize 
the migration cost and the energy consumption of each 
service o�oading strategy. �e resource scheduling problem 
is quanti�ed as a multi-objective optimization problem. 
NSGA-III is utilized to generate the resource scheduling 
strategies. First, we specify the real-time conditions of edge 
servers and build the resource allocation record collection. 
�en the randomly generated resource scheduling strategies 
are encoded. Besides, the �tness functions and potential 
constraints are proposed to judge each solution. In order 
to generate new solutions, the operation of crossover and 
mutation are taken, leading to a total of 2H solutions. For 
the next generation, the usual domination principle and the 
reference points are used to select the relatively appropriate 
� solutions. Finally, in spite of SAW and MCDM, the optimal 
solutions are selected from the population.

Algorithm 4 shows the overview of the proposed method 
BRSM. �e input includes the initialized population �, the 
allocation record set � and the maximum iteration times �. 
�e output is the new allocation record set �. In this algo-
rithm, we �rst update the running mobile service collection �
and obtain the spare space of edge servers (Lines 3–6). �en 
we formulate the initial resource scheduling strategies ran-
domly and conduct crossover and mutation operation to gen-
erate 2H solutions (Line 9). Aiming to select the appropriate 
� solutions, we calculate the �tness functions for each solution 
and do the selection operation according to Algorithm 3 
(Lines 10–13). �is process would repeat until the number of 
iterations reached �. Based on the utility value of each solution, 
the alternative solutions are sorted and we select the optimal 
solution which has the highest utility value (Lines 16–20). �e 
Éow chart of selecting the optimal strategy is shown in 
Figure 4. Finally, the resource allocation records are updated 
and output (Line 21).

4. Experimental Results and Analysis

In this section, simulations and experiments are conducted to 
evaluate the performance of the proposed method BRSM. 
First, the parameter settings are introduced. �en, the perfor-
mance evaluation on BRSM is presented.

(30)�(�ℎ) = �1�(�) + �2�(�) (�1 = �2 = 0.5).

(31)�(�) = �max
ℎ=1
�(�ℎ) (1 ≤ ℎ ≤ �).

Input: X, A, I, S
Output: A
1: t = Ts

2: While t< Te do
3:             Update the running mobile service collection S
4:             for n = 1 to N do
5:                   Obtain ist,n by Algorithm 1
6:             end for
7:              i = 1
8:             While i≤I do
9:                          Conduct crossover and mutation
10:                        for the solutions in X do
11:                              Calculate �tness values
12:                        end for
13:                        Conduct selection by Algorithm 3
14:                        i = i+1
15:           end while
16:           for h = 1 to H do
17:                      Calculate utility values by formulas (26)–(28)
18:           end for
19:           Sort the solutions according to the utility values
20:           Select the optimal strategy by formula (29)
21:          Update A by Algorithm 2
22: end while
23: return A

Algorithm 4: Balanced resource scheduling method BRSM.

https://pan.baidu.com/s/1coXNu8B5_YdXAWTBJSn6uQ.
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of solutions at di�erent mobile service scales is presented. 
As can be seen from the �gures, regardless of the number 
of mobile services, there are always 3 solutions generated by 
BRSM. Among the generated solutions, the most balanced 
service o�oading strategy is acquired, depending on the utility 
value in (30). �e service o�oading strategy with maximum 
utility value is selected as the most optimal o�oading strategy. 
For instance, in Figure 4(a), the �nal service o�oading strategy 
is solution 2 as it has the highest utility value.

4.2.2. Evaluation on the Amount of Employed Edge Servers. In 
the edge server-based WMAN, the number of employed edge 
servers is a key factor to measure the resource utilization of 
edge servers. �erefore, it is necessary to evaluate the number 
of employed edge servers. Given the 5 di�erent scale datasets 
employed in FF, BF, FFD, BFD, and BRSM, the number of 
employed edge servers di�ers from each other a§er VM 
migrations, which is illustrated in Figure 6. In Figure 6, it 
is obvious that FF and BF utilize the same number of edge 
servers. FFD as well as BFD also utilizes the same number of 
edge servers. However, BRSM employs fewer edge servers than 
the other four methods.

4.2.3. Evaluation on Resource Utilization. Resource utilization 
of edge servers is of great signi�cance, which is calculated by 
virtue of the number of running VMs in each edge server. 
High resource utilization represents the rational utilization 
of resources.

In Figure 7, the comparison of average resource utilization 
by FF, BF, FFD, BFD, and BRSM is presented. FF and BF have 
the same resource utilization, while FFD and BFD likewise 
achieve the same utilization. Distinctly, compared with FF, BF, 
FFD and BFD, BRSM has the highest resource utilization 
value, proving the superiority of the proposed method BRSM 
in the respect of resource utilization.

In the process of dynamic VM migrations, the resource 
utilization of edge servers, which changes with time instants, 
is taken into consideration. To monitor resource usage in 
real time, we track the resource utilization of edge servers 
when there are 5000 mobile services during the execution 
period. Figure 8 illustrates the comparison of real-time 
resource utilization by FF, BF, FFD, BFD, and BRSM. 
According to the analysis, the resource utilization of edge 
servers exceeds 80% during the execution period. Besides, 
BRSM achieves better resource utilization than FF, BF, FFD, 
and BFD in almost every instant, guaranteeing the good per-
formance of BRSM.

4.2.4. Evaluation on Migration Cost. �e migration cost 
represents the time consumption of VM migrations across 
edge servers. However, the migration cost is divided into two 
parts, which are the cost between AP and edge server as well 
as the cost between APs.

Moreover, the transmission time of dirty pages caused by 
last round of data transmission is considered. Figure 9 shows 
the comparison of migration cost by FF, BF, FFD, BFD, and 
BRSM, using 5 di�erent scales datasets. It is intuitive that FF 
and BF own the same migration cost while FFD and BFD also 
own the same migration cost. Nevertheless, our proposed 

(iii)  First Fit Decreasing (FFD). �e mobile services are 
sorted in descending order according to the amount 
of required resources. �en the �rst mobile service 
is o�oaded to the �rst edge server encountered with 
enough resources. �is procedure continues until all 
mobile services are o�oaded to edge servers.

(iv)  Best Fit Decreasing (BFD). �e mobile services are 
sorted in descending order according to the amount 
of required resources. �en the �rst mobile service 
is o�oaded to the edge server which has the least 
resources among all edge servers but enough for the 
mobile service. �is procedure is repeated until all 
mobile services are o�oaded to edge servers.

4.2. Performance Evaluation of BRSM. In this section, we 
evaluate the number of employed edge servers, the resource 
utilization of edge servers, the VM migration cost and the 
energy consumption of VM migrations. �e corresponding 
evaluation results are shown as follows.

4.2.1. Evaluation on the Utility Value of the Solutions. In the 
�ve sub-�gures in Figure 5, the comparison of the utility value 

Start

Input the initial population Pt

t = 1

t < T Evaluate the individuals in Rt
using SAW and MCDM

No

Select the optimal strategy 
Carry out the crossover and 

mutation operation

Evaluate the �tness function of Qt and Pt

Non-dominated solutions from Qt and Pt

Generate the next archive set Rt

Select individuals from Rt 

t = t + 1

Acquire the idle space of ESs 
and update the allocation record 

Stop

Figure 4: �e Éow chart of selecting the optimal strategy.

Table 2: Parameter settings.

Parameter description Value
�e number of VMs in each edge server 11
�e number of running VMs in each edge server [1, 7]
�e transmission rate between Aps 540 Mb/s
�e transmission rate between AP and edge server 1200 Mb/s
�e duration time of VM [1, 3]
�e transmission data of VM (G) [0.5, 0.8]
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and BRSM are compared in Figure 10. Under the di�erent 
scales of mobile services, the energy consumption of VM 
migrations are di�erent. It is obvious that FF and BF has the 
same energy consumption during the VM migrations, and 
FFD, as well as BFD, also has the same energy consumption. 
Moreover, the energy consumption of BRSM is lower than the 
energy consumption of FF, BF, FFD, and BFD, which draws 
the conclusion that BRSM achieves better energy conservation 
than the 4 comparative methods.

method BRSM has the least migration cost when compared 
with the other 4 methods.

4.2.5. Evaluation on Energy Consumption. As mentioned in 
section 2, the energy consumption of VM migrations is an 
important criterion to judge whether the o�oading situation 
of the o�oading strategy is suitable. �e lower the energy 
consumption is, the more e�cient the o�oading strategy 
becomes. �us, the energy consumption of FF, BF, FFD, BFD, 
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Figure 5: Comparison of the utility value of solutions at di�erent mobile service scales.
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mobile stations [25], QoE and operation cost of users move-
ment [26], security problems of data transmission [27], load 
balance of the network [28].

Zhou et al. [24] formulated a heterogeneous networks 
framework to support computing and content caching. Sheu 
et al. [25] proposed an advanced power saving mechanism 
named A-PSM, which uses the average packet inter-arrival 
time to adjust the sleep window to get command of power 
usage. Guan et al. [26] divided a metropolitan area into di�er-
ent clusters to minimize the sum of handovers between MEC 
regions, increasing the QoE and reducing the operation cost 
in WMAN. Baskaran et al. [27] presented an enhanced scheme 
compared with Privacy Key Management Protocol Version 2 
(e-PKMv2). By feat of a new technique named Blind Key 
Distribution (BKD), the security and reliability problems 
could be improved. Jakimoski et al. [28] designed a vertical 
handover decision algorithm to optimize the load of WMAN, 
relying on the velocity of the mobile devices and load of the 
whole network.

Generally, the applications would be more 
computation-intensive as various requirements would be 
added to them for resource response [5, 29]. �erefore, the 
transmission delay during the process of connecting the 
mobile users and servers is costly in complex systems [5, 30, 
31]. O�oading tasks to edge servers is a suitable way to reduce 
the delay of applications. Edge servers are reliable server clus-
ters and the physical resources of edge servers are provided in 
the form of di�erent kinds of VMs. �us, users could resort 
VMs to deal with computing tasks through establishing wire-
less communication with nearby edge servers.

Cui et al. [32] devised a so§ware-de�ned cooperative o�-
loading model based on the regularities of distribution of 
users and used an online task scheduling algorithm to reason-
ably distribute energy among devices. Similarly, Chen et al. 
[33] studied the edge server deploy problem as well, aiming 
to minimize the access delay of users and decrease the total 
cost which is represented by the number of edge servers. To 
achieve the goals, heuristic and clustering algorithms were 
designed for reducing delay while an integer linear program-
ming is formulated to lessen the used edge servers. Panigrahi 
et al. [34] proposed an energy e�cient o�oading approach to 
increase the resource utilization of edge servers for better 
energy usage. Analogously, Gai et al. [35] designed a dynamic 
energy-aware edge server-based mobile cloud computing 
model for energy saving according to dynamic edge servers 
(DCL)-based model.

When the scale of mobile users expands rapidly, they 
access the edge servers frequently and the resources run out 
rapidly. Consequently, the new requests from mobile devices 
could be rejected and a large number of users are queued. As 
the access delay caused by waiting is nonnegligible, negative 
e�ects would be brought about and the QoE for users would 
drop dramatically [36, 37]. Di�erent aspects of researches on 
edge servers are conducted to reduce the transmission delay 
[36–38].

Jia et al. [36] devised an algorithm to optimize the edge 
server placement problem in WMAN. �e algorithm could 
assign mobile users to edge servers which have been placed to 
balance the workload. On the other hand, a novel model is 

5. Related Work

With the adoption of fossil fuels, various problems such as air 
pollution and rapid resource consumption have aroused, jeop-
ardizing the sustainable development of environment [1, 15]. 
To improve the environment, renewable energy is used as a 
substitute for fossil fuels [15, 16]. However, the supply of 
renewable energy depends on many uncontrollable natural 
factors, which is intermittent. Consequently, complex systems 
are utilized to integrate kinds of renewable energy to achieve 
continuous supply of stable energy [17, 18]. With the large-
scale data in complex systems, cloud computing emerges as 
an applied paradigm [19, 20]. �e mobile devices transmit the 
data to the cloud platform while the long distance between 
mobile devices and the cloud leads to unneglectable transmis-
sion delay. �us, the data are transmitted to the edge servers 
which are close to mobile devices, reducing the transmission 
time consumption [21–23]. Edge computing has been studied 
thoroughly in many aspects, including virtual resource allo-
cation strategy formulation [24], energy consumption of 
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o�oading requests, the proposed method allows the system 
to formulate appropriate service o�oading strategies to relieve 
the load on the overload edge servers and realize e�cient 
application execution. With the increasing service requests 
sent from mobile users, the cloud services are guaranteed not 
to be greatly inÉuenced through o�oading the services in the 
overload edge servers to other edge servers which have idle 
computing resources and storage. First, the o�oading problem 
is de�ned as a multi-objective optimization problem to reduce 
the VM migration cost and achieve energy conservation dur-
ing the o�oading process. �en, NSGA-III is adopted to deal 
with the multi-objective optimization problem. Finally, rela-
tive experiments are conducted to evaluate the performance 
of the proposed method BRSM.

In future work, the proposed method BRSM would be 
extended to the real-world scenario of WMAN. Besides, exe-
cution time limits are speci�ed for computing tasks to identify 
a computation o�oading scheme to reduce the migration cost 
as well as the energy consumption.
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introduced to calculate the response delay of o�oading tasks 
and utilized two algorithms to solve the optimization problem 
which could minimize the maximum response time [39]. Ma 
et al. [40] presented a new heuristic algorithm (NHA) and 
particle swarm optimization (PSO) algorithm for reducing 
delay which are more e�ective than existing methods. 
Rodrigues et.al. [41] designed a scheme to minimize service 
delay with two edge server servers, focusing on communica-
tion and computation elements and using VM migration to 
control processing delay and transmission delay.

6. Conclusion and Future Work

�e ability to provide multifarious cloud services is signi�cant 
for the modern WMAN system. In this paper, a balanced 
resource scheduling method, named BRSM, is developed for 
trade-o�s between VM migration cost and energy consump-
tion for edge server management. In terms of the real-time 
load conditions of edge servers and the number of the 
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In the location-related planning of a hydropower system, the consideration of future operations under uncertainties can make
the decisions sustainable and robust. �en, it is of great importance to develop an e�ective approach that deals with the long-
term stochasticity due to the long-lasting e�ects of the location selections. �us, we propose a multistage stochastic pro-
gramming model to optimize the planning decisions of cascade hydropower stations and the long-term stochastic operations in
an integrated way. �e �rst stage (i.e., the planning stage) in the model deals with the location and capacity decisions of the
hydropower stations, while the subsequent stages implement the scheduling decisions under each stagewise stochastic scenario.
To address the curse of dimensionality caused by the long-term stochastic operations, we further propose a novel di-
mensionality reduction approach based on dual equilibrium to transform the multistage model into a tractable two-stage
stochastic program.�e applicability of our approach is validated by a case study based on a basin of Yangtze River, China, and
corresponding sensitivity analysis.

1. Introduction

Given a basin, the hydropower stations to-be-built usually
could be multiple. Even only a hydropower station in the
current timetable, it is still necessary to consider the impacts
of other possible hydropower stations in the future because
of their interdependence. Moreover, such a plan that in-
volves major capital investments must be made for a
longstanding future. Hence, subsequent operations of all the
stations, which in�uence the e�ect of the planning decisions,
should be considered. Such an integrated way can help to get
the global optimum in disasters mitigation, irrigation water
supply, and clean power production [1, 2]. However, in the
long-term operations, natural or social uncertainties, such as
water in�ows and demands, are inevitable and in�uence the
performance of the hydropower system signi�cantly [3].
�us, the problem faced by the decision-maker is long-term
stochastic optimization.�e “long-term” wementioned here

is far beyond the long-term scale considered in previous
works, such as 3–5 years in Gjelsvik et al. [4] or 12-period
used in Cheng et al. [5], Wang et al. [6], and Xu and Mei [7],
because of the long-lasting e�ects of the location decisions.
Hence, the challenge is how to handle such overlong sto-
chastic nature.

In previous works, the decisions on locations and
operations of a hydropower system have been extensively,
but separately, studied. Speci�cally, when a decision-
maker plans a hydropower station, advanced technolo-
gies, such as geographical information system (GIS), are
often utilized to obtain geological, climatic, and topo-
graphical information in most recent studies. Based on
this information, di�erent mathematical methods are
further utilized for spotting site by synthesizing natural,
engineering, and social criteria. For example, Larentis
et al. [8] propose a GIS-based DEM (digital elevation
model) composed of the preidenti�cation of promising
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sites and the multicriteria feasibility assessment of the
final set, in which energy, technical, and environmental
factors are considered together. Another GIS-based DEM
is proposed by Kusre et al. [9] which use a hydrologic
model to assess water resource utilization under different
site candidates. Similar works can be referred to Serpoush
et al. [10], Zaidi and Khan [11], etc. Besides the above
assessment models, the optimization technique becomes
another alternative in recent years. For example, Hosnar
and Kovač-Kralj [12] identify the optimal installation
locations by maximizing an ecoprofit objective at tech-
nological, economic, environmental, and social con-
straints. To identify the appropriate hydropower dam
location, Loannidou and O’Hanley [13] develop a mixed-
integer linear programming model to optimize the hy-
dropower potential with the consideration of river con-
nectivity. In these studies, the future power generation
and hydrologic dynamics are described by the empirical
formulas in the cumulative form. )us, time-varying
operations under uncertainties are ignored in the setting
of location-related planning.

)e optimization of the multistage operational ac-
tivities, such as water storage, supply, and power gen-
eration, is an important issue which has drawn lots of
studies. Most of them focus on a given hydropower
system involving a single hydropower plant (e.g., Vieira
et al. [14]) or multistations. For the multistation oper-
ations in the deterministic setting, two main stream of
approaches have been applied. At first, to pursue the
optimality, mathematical programming methods, espe-
cially dynamic programming (DP), are often used but
also suffer from the computational challenge due to the
number of stages and stations. )us, Cheng et al. [15]
reduce the scale of the problem by limiting their work in
the “short-term” horizon. Li et al. [16] consider a de-
composition-coordination mechanism to reduce di-
mensionality. Li et al. [17] and Cheng et al. [5] propose to
parallelize the DP algorithm to reduce the computation
time. )e former uses the distributed memory archi-
tecture and the message passing interface protocol, while
the latter considers the Fork/Join parallel framework in a
multicore environment. Feng et al. [18] and Feng et al.
[19] focus on the simplification of state set to accelerate
the implementation of DP. Cheng et al. [20] and Feng
et al. [21] adopt progressive optimality algorithm to
modify the conventional DP by dividing the multistage
problem into a sequence of subproblems and thus reduce
the computational burden. Second, in order to address
the computational complexity, numerous heuristic al-
gorithms have been considered by sacrificing some op-
timality in recent years. Typical methods used in this
stream include particle swarm optimization [22, 23, 24],
electromagnetism-like mechanism [25, 26], genetic al-
gorithm [27], water cycle algorithm [7], and artificial
intelligence algorithms [28]. However, all these studies
focus on the deterministic setting.

Uncertainties extensively exist in hydropower systems.
For example, water inflows usually vary and cannot be
accurately predicted since long-term meteorological fore-
casts are unreliable [29, 30]. )us, the optimization of
hydropower operations under uncertainties is basically a
risk-based decision-making problem [31]. )e stagewise
stochastic process can be represented as a scenario tree;
hence, the multistage stochastic programming (MSSP)
model, which optimizes the expected value based on the
scenario set, has been popularly used. For example, Fleten
and Kristoffersen [32] develop an MSSP model to make the
decisions on power generation, in which uncertain water
inflows and electricity market prices are considered, with
the optimization of the expected benefit. Chazarra et al.
[33] propose an MSSP model for a hydropower system,
taking uncertain water inflows and electricity market prices
into account, to simultaneously maximize the expected
profit in both energy and regulation reserve markets. To
deal with uncertain streamflow, a multiobjective MSSP
model is presented by Xu et al. [34] to optimize scheduling
strategies. )e first objective is to maximize direct revenue
from energy production, and the second one is to minimize
the expected energy shortfall percentage. Séguin et al. [35]
address the stochastic hydropower unit commitment and
loading problem under the uncertain inflows. However, all
these works only consider the short-term horizon. )us,
off-the-shelf solvers can be applied to solve these models
directly.

With the increase of the number of decision stages, the
size of the MSSP grows dramatically which often requires
decomposition methods [36]. A state-of-the-art one is the
stochastic dual DP algorithm which is a sampling-based
variant of nested Benders decomposition. Hjelmeland et al.
[37] use it to handle a medium-term scheduling issue for a
single producer under uncertain inflows and prices within
one to three-year horizon. Most related works consider the
medium-term setting as Gjelsvik et al. [4]; Helseth et al. [38];
Hjelmeland et al. [39]; and Poorsepahy-Samian et al. [40].
However, as indicated by Hjelmeland et al. [39], although
decomposition methods can help to alleviate the solving
complexity, the computation would significantly become
slow with the increase of system size and decision stages. It
shows the difficulty of multistage stochastic optimization
with high dimensions of uncertainty.

In summary, a considerable amount of research has
been conducted for the hydropower system design and
operation. However, to the best of our knowledge, the
location decisions in existing studies have not taken
multistage operations into account. In terms of operations,
numerous studies focus on developing efficient exact or
heuristic algorithms for the deterministic setting, whereas
many endeavors utilize the MSSP to address the stochastic
operations. However, the high dimensionality character-
istic has become the main bottleneck limiting the appli-
cation of optimization approaches [41]. Even in the
deterministic setting, the computation of the hydropower
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system operation problem is highly complex when the
number of operational stages is big [19]. With the con-
sideration of randomness, the optimization of the MSSP
should be implemented on all the stagewise stochastic
realizations, which further increase the solving burden.
Hence, most existing works only focus on short- or me-
dium-term stochasticity. However, the location selection is
the planning decision that involves major capital in-
vestments and has an overlong effect. )us, such a decision
should be made from the long-lasting perspective, in which
uncertainties would occur inevitably. Hence, the long-term
stochasticity should be considered in the hydropower
design, which is a difficult task.

We contribute to the existing literature by planning a
cascade hydropower system with the consideration of
long-term stochastic operations. Most mainstream algo-
rithms, including DP for the deterministic setting and the
decomposition methods for the stochastic setting, suffer
from the number of stages. Few papers have looked spe-
cifically into long-term stochastic models. Considering
that the purpose of our work is the location decisions
rather than providing accurate schedules, in order to
address the dimensionality issue, an intuitive idea is to
keep the influence of stochastic operations while reducing
the number of stages. )us, applying the method of
dual equilibrium (DE) [42, 43], we propose a novel di-
mensionality reduction approach which aggregates the
long-term operational impacts on the present and thus
simplifies the MSSP model to a two-stage one. Our method
can handle the stochastic problem regardless of the
number of stages and provide an alternative approach for
the overlong setting.

)e remainder of the study is presented as follows. In
Section 2, the MSSP model is developed. )e di-
mensionality reduction approach based on DE is presented
in Section 3. Specifically, Section 3.1 focuses on the re-
duction of the scenario tree while Section 3.2 implements
the transformation of the MSSP model accordingly. In
Section 4, the application in one section of Yangtze River,
China, is displayed and analyzed. )e last section presents
conclusions and remarks about some directions for future
research.

2. Problem Definition and
Mathematical Formulation

2.1. Problem Statement. Consider a basin, where a govern-
ment prepares a construction plan of cascade hydropower
stations to control flood or drought, satisfy irrigation, and
pursue profits from power generation. )us, the location and
capacity decision-making problem of cascade hydropower
stations is studied here, in which the long-term stochastic
operations should be taken into account. )e integrated
MSSP model is formulated to optimize the total performance
which involves the construction costs in the planning stage, as
well as operational costs, penalty costs, and profits of power
generation in the subsequent multiple stages.

Six decisions of the model can be divided into two
groups.)e first group should bemade in the planning stage,
including (1) the final selection of hydropower stations from
the candidates; (2) the capacity of each selected hydropower
station. )e decisions in the second group are in each op-
erational stage. )ey are (3) water storage of each selected
hydropower station in each stage; (4) loss flow of each se-
lected hydropower station in each stage; (5) water discharge
to downstream from each hydropower station in each stage;
and (6) water discharge of power generation in each selected
hydropower station each stage. During these operational
stages, we consider uncertain water inflows (including
precipitation and inflows from tributaries) and water de-
mands (from residents, agriculture, and industry). )e
number of stages, defined as T, could be extremely large.

As shown in Figure 1, given the locations of cascade
hydropower stations, three scheduling activities: water
discharge of power generation, abandoned water spill (go
downstream directly without passing generator units) and
loss flow should be periodically made. )e water storage of
each hydropower station is determined by its scheduling
activities and randomwater inflows. Notice that the loss flow
mentioned is discharged to local areas, rather than down-
stream. When the loss flow is larger than the actual demand,
it would incur corresponding penalties. Moreover, the
physical limits on the levels of water discharge, loss flow, and
power generation of each hydropower station should be
satisfied in each operational stage.

Station i

Capacity
i

Station i + 1

Water demand i Loss flow i

Water discharge i

Water for power 
generation i

Abandoned 
water i

Water storage
i

Capacity
i + 1

Loss flow i + 1

Outside water 
inflow i

... ...

Outside water 
inflow i + 1

Water demand i + 1

Water discharge i + 1
Water storage

i + 1

Figure 1: Illustration of operational activities.
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2.2. Model Formulation. Sets, exogenous deterministic and
stochastic variables are given in Table 1. Table 2 displays the
decision variables in all stages.

)e MSSP model which integrates the planning de-
cisions and stochastic operational impacts is proposed as
follows:

Table 2: Decision variables.

Types of variables Symbol Description

)e planning stage
xi 1 if hydropower station i is chosen, 0 otherwise

Capi
)e maximum capacity of hydropower station

candidate i

)e operational stages

ys
i (t)

Water storage of candidate i at stage t under scenario
s (m3)

QLs
i (t)

Loss flow of candidate i at stage t under scenario s
(m3/h)

Qs
i (t)

Water discharge to downstream in candidate i at
stage t under scenario s (m3/h)

QEs
i (t)

Water discharge of power generation in candidate i at
stage t under scenario s (m3/h)

QAs
i (t)

Water spill in candidate i at stage t under scenario s
(m3/h)

Table 1: Model variables.

Types of variables Symbol Description

Sets R Set of hydropower station candidates
S Set of scenarios of the operational stages

Deterministic variables

T )e planning horizon is composed of T operational
stages

Rmin
)e minimum required number of hydropower

stations in the plan
e Unit construction fee (RMB/m3)
f Unit profit of power generation (RMB/KWh)

Δt Time interval of each operational stage (h, which is
the abbreviation of hour)

ci
Penalty coefficient per unit in hydropower station

candidate i (RMB/m3)
Ki Coefficient of output of candidate i (kg/(m2·s2))

Nimin )e minimum output of candidate i (kW)
Nimax )e maximum output of candidate i (kW)
Hi Water head of candidate i (m)

Vimin
)e minimum required water storage of candidate i

when it is selected (m3)

Qimax
)e maximum discharge limit of local area around

candidate i (m3/h)
QFimax )e upper limit water discharge of candidate i (m3/h)
QFimin )e lower limit water discharge of candidate i (m3/h)

ri(t)
Unit operational cost of candidate i at stage t (RMB/

(m3·h))

Stochastic variables

ps )e probability of stagewise scenario s

εs
i (t)

Outside water inflows in candidate i at stage t under
scenario s (m3/h)

Qs
imin(t)

Water demands in candidate i at stage t under
scenario s (m3/h)

Q′simin(t)

Acceptance level of water discharge in local area
surrounding candidate i at stage t under scenario s

(m3/h)
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min 􏽘
i∈R

e · Capi + 􏽘

T

t�1
Δt · 􏽘

i∈R
ri(t) · Capi

⎛⎝ ⎞⎠

+ 􏽘
T

t�1
􏽘
s∈S

p
s

· 􏽘
i∈R
Δt · ci · xi · QL

s
i (t) − Q

′s
imin(t)􏼒 􏼓 − f · Ki · QE

s
i (t) · Hi􏼒 􏼓􏼔 􏼕⎡⎣ ⎤⎦,

(1a)

s.t.

Rmin ≤ 􏽘
i∈R

xi ≤R, (1b)

Capi ≤MM · xi, i ∈ R, (1c)

QE
s
i (t)≤MM · xi, t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1d)

xi · Nimin ≤Ki · QE
s
i (t) · Hi ≤Nimax, t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1e)

Vimin · xi ≤y
s
i (t)≤Capi, t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1f)

y
s
i (t) − y

s
i (t − 1) � Δt · Q

s
i− 1(t) + εs

i (t) − Q
s
i (t) − QL

s
i (t)􏼂 􏼃, t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1g)

Q
s
i (t) � QE

s
i (t) + QA

s
i (t), t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1h)

QFimin ≤QE
s
i (t) + QA

s
i (t)≤QFimax, t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1i)

Q
s
imin(t)≤QL

s
i (t)≤xi · Qimax + 1 − xi( 􏼁 · Q

s
imin(t), t � 1, 2, . . . , T; i ∈ R; s ∈ S, (1j)

Capi, y
s
i (t), QL

s
i (t), QE

s
i (t), Q

s
i (t), QA

s
i (t)≥ 0, xi ∈ 0, 1{ }, t � 1, 2, . . . , T; i ∈ R; s ∈ S. (1k)

)e objective function (1a) is composed of the con-
struction costs of all selected hydropower stations and the
expected value of the operational costs, the environmental
penalty costs, and the benefits of power generation under all
the stagewise scenarios.

Constraint (1b) limits the number of hydropower sta-
tions to be chosen. )us, Constraints (1c) and (1d) ensure
that the corresponding maximum capacity and water dis-
charge of unselected hydropower stations are zero in which
MM is a number big enough. Constraint (1e) gives the power
generation limits. Constraint (1f ) ensures that the water
storage of the selected hydropower station is between the
minimum required water storage and maximum capacity.
Constraint (1g) gives water balance equations. Constraint
(1h) shows the relationship between water discharge to
downstream and water discharge of power generation, as
well as water spill in each hydropower station candidate.
Constraint (1i) presents the upper and lower limits of water
discharge between two adjacent selected hydropower sta-
tions. Constraint (1j) guarantees that if the candidate is
chosen, its loss flow should meet the local demand and
cannot exceed the maximum discharge limit. And if a
candidate is not selected, its loss flow is equal to the water
demands. Constraint (1k) specifies the domains of the de-
cision variables.

3. Model Transformation

Even the deterministic version of the proposed MSSP
model is NP-hard. Besides, the dimension of stochastic
scenarios in the MSSP model increases with the number of
stages exponentially. It would further increase the solving
difficulty. DE is a useful approach to handle the dimension
problem of the large-scale setting [44]. It was first proposed
in [42] to simplify the multistage deterministic convex
optimization problem and then was applied to a multistage
stochastic production-inventory programming model in
[43]. )e essence of DE is going to add up all the influence
after a time point in the future by a so-called discount factor
to compress stages. Hence, it coincides with our idea of
aggregating the operational impacts on the planning
decisions.

Next, we proposed a DE-based dimensionality reduction
approach to address the above MSSP model. Specifically,
because the size of the scenario tree is one of the main causes
resulting in the computational difficulty, we first show how
to compress the stages of the scenario tree at first (see Section
3.1). Along with the simplification of the scenario tree, we
further show how to aggregate the operational decision
variables and the deterministic parameters. With the
compression of all these variables, the proposed MSSP
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model would be integrated into a two-stage one which is
tractable (see Section 3.2).

3.1. Scenarios Generation and Simplification. Because the
acceptance level of water discharge includes the quantity
of water demands, we assume these two factors have a
deterministic linear relationship. )us, we focus on
random water inflows and water demands here. Before we
give the dimensionality reduction approach, we first show
the generation and simplification procedures of sto-
chastic scenarios by taking uncertain water inflows as an
example. Uncertain water demands can be handled
similarly.

We match each operational stage with a season. At
seasonal stage t� 1, 2, . . ., T, assume that ξ � 1, 2, and 3
correspond to three levels of random inflows: high, medium,
and low, with the corresponding probability of p1H, p1M, and
p1L, respectively. )e quantities of water inflows in hydro-
power station candidate i at stage t with level ξ can be
represented as εξi (t), i ∈R. )ere are multiple stages con-
sidered in this study. Hence, each stagewise scenario of
inflows, defined as s1 (∈S1), can be represented as a branch
from t� 0∼T of the scenario tree, in which t� 0 represents
the planning stage.)e corresponding probability p(s1) is the
product of occurrence probabilities of all the nodes on this
branch. Figure 2 gives the scenario tree faced by hydropower
station candidate 1.

As can be seen, the number of inflow scenarios of one
candidate is up to 3T in T seasonal stages. For example, if
we consider a 10 year horizon, the scenario size of inflows
of one candidate would be 340(≈1.049 ×1019). Obviously, a
simplification way is required. Here, we can remain the
scenarios in early stages, while inflows in subsequent
stages are replaced by corresponding constant estimated
values. We do this for two reasons. )e first is that the
stochastic scenarios in subsequent stages are harder to give
than these of early stages due to forecasting difficulty.
Second, random inflows have intrinsic periodicity which
means inflows in subsequent stages can be offset. Hence,
an approximated way is to use the corresponding esti-
mated values to replace the seasonal inflows in subsequent
stages.

)us, the scenario tree in Figure 2 is simplified to that in
Figure 3 in which the uncertainties of t� 1∼4 remain. Denote
the stagewise scenario in Figure 3 as 􏽢s1 and the corre-
sponding scenario set as 􏽢S1. After simplification, the number
of the decision variables is still large because of the big T.
Hence, the dimensionality reduction approach is proposed
to address this issue.

3.1.1. Step 1 of Dimensionality Reduction—Stages Reduction
by Aggregating the Random Factors of the Same Season.
)e dimensionality reduction approach includes two steps.
We focus on the first one in this section.

Due to the seasonal periodicity of inflows, we propose
to aggregate the inflows of the same season together (see

Figure 4). Specifically, take the inflows of candidate 1 in the
first stage (t � 1), i.e., εξ1(1), as an example. Without loss of
generality, assume that T is the multiple of four. )e
subsequent water inflows with the same season, i.e., stage
4τ + 1 (τ �1, 2, . . ., (T/4)–1), have the same value, denoted
as ε1(1). Similarly, ε1(2), ε1(3), and ε1(4) represent other
three seasonal values of water inflows at candidate 1.
Referring to the concept of present value, we use factor δ
(0 < δ < 1) to discount the impacts of subsequent stages.
)us, the corresponding aggregated water inflows of
candidate 1 in the first stage (t � 1) under the case of ξ,
denoted as ε∗ξ1 (1), are the discounted value which can be
expressed as

ε∗ξ1 (1) � εξ1(1) + δ4 · ε1(1) + · · · + δ4τ · ε1(1) + · · · + δT− 4
· ε1(1)

� εξ1(1) + ε1(1) ·
1 − δT

1 − δ4
, τ � 1, 2, . . . ,

T

4
− 1.

(2)

)en, ε∗ξ1 (2), ε∗ξ1 (3), and ε∗ξ1 (4) can be obtained simi-
larly. )us, the scenario tree in Figure 3 is compressed into
Figure 5, in which the value associated with each node is a
discounted value now. However, the number of branches
(􏽢s1) and their corresponding occurrence probabilities (p(􏽢s1))
remain unchanged.

3.1.2. Step 2 of Dimensionality Reduction—Stages Reduction
Across Seasons. It is worth recalling that this study focuses
on the planning problem with the consideration of future
operational activities under uncertainties. )us, the second
step of the dimensionality reduction approach is to im-
plement the further aggregation of the impacts of opera-
tional stages together. In other words, the random variables
(t� 2, 3, 4) on a branch in Figure 5 will be integrated into the
first operational stage (t� 1). For the example that the in-
flows of candidate 1 under stagewise scenario 􏽢s1 which is
composed of four high-level stages (i.e., ξ � 1), its present
value can be given as

ε∗∗􏽢s11 � ε∗11 (1) + δ · ε∗11 (2) + δ2 · ε∗11 (3) + δ3 · ε∗11 (4). (3)

Although the impacts of scenario 􏽢s1 is aggregated now,
such process would not change the number of scenario 􏽢s1
and its probability p(􏽢s1).

)e stochastic scenario of random water demands could
be handled similarly, and the corresponding final scenario
set is denoted as 􏽢S2 which is composed by scenario 􏽢s2 with
the probability p(􏽢s2). Hence, the set of total scenarios S used
in the proposed MSSP model is simplified to 􏽢S, which is the
Cartesian product of 􏽢S1 and 􏽢S2:

􏽢S � 􏽢S1 × 􏽢S2 � 􏽢s1,􏽢s2( 􏼁
􏼌􏼌􏼌􏼌 􏽢s1 ∈ 􏽢S1,􏽢s2 ∈ 􏽢S2􏽮 􏽯. (4)

)e corresponding probability of new scenario 􏽢s (∈􏽢S),
which is the union of 􏽢s1 and 􏽢s2, can be calculated as

p(􏽢s) � p 􏽢s1( 􏼁 × p 􏽢s2( 􏼁. (5)
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Till now, the stagewise scenario tree is compressed into a
one-stage scenario set 􏽢S.

3.2. Transformation of the MSSP Model. )e above work
simplifies the scenario tree by discounting the random

variables. Accordingly, with the compression of the scenario
tree, the deterministic parameters and the decision variables
should also be aggregated, and thus, the MSSP model would
be simplified. )e transformation process also includes two
steps.

Candidate 1

t = 1 t = 2t = 0 t = 3 t = 4 t = 5 ... t = T

...

...

...

...

...

...

...

...

...

Figure 2: Original multistage scenario tree (random inflows of candidate 1).

Candidate 1

t = 1 t = 2t = 0 t = 3 t = 4 t = 5 ... t = T

...

...

...

...

Constant predicted value

Figure 3: Simplified multistage scenario tree (random inflows of candidate 1).
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4τ + 1
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4τ + 2
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4τ + 3
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4τ + 4

... ...

The first year The second year The τ – 1 year
...

t = T

Figure 4: Illustration of stage reduction by aggregating the random factors of the same season.
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3.2.1. Step 1 of Dimensionality Reduction. At first, we de-
compose the operational stages of MSSP model into
multiple submodels according to each stagewise scenario s
(∈S). )en, such submodel is not only multistage but also
deterministic because it is given based on the independent

scenario. For the submodel, we show how to simplify the
variables and the model along with the reduction of the
stages.

To facilitate the implementation of DE, we first refor-
mulate the submodel as the following equivalent:

min 􏽘
4

j�1
􏽘

(T/4)− 1

τ�0
􏽘
i∈R
Δt · ci · xi · QLi(4τ + j) − Qimin′ (4τ + j)( 􏼁 − f · Ki · QEi(4τ + j) · Hi􏼂 􏼃

⎧⎨

⎩

⎫⎬

⎭, (6a)

s.t.

QEi(4τ + j)≤MM · xi, i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4,

(6b)

xi · Nimin ≤Ki · QEi(4τ + j) · Hi ≤Nimax, i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4, (6c)

Vimin · xi ≤yi(4τ + j)≤Capi, i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4, (6d)

Candidate 1

t = 0

t = 4

Part of 
Set S1

t = 1

ε1
∗1(1)

ε1
∗2(1)

ε1
∗3(1)

t = 2

t = 3

...

...

...

...

...

...

...

...

...

ε1
∗1(2)

ε1
∗1(3)

ε1
∗1(4)

ε1
∗2(4)

ε1
∗3(4)ε1

∗2(3)

ε1
∗3(3)

ε1
∗1(3)

ε1
∗1(4)

ε1
∗2(4)

ε1
∗3(4)

ε1
∗2(3)

ε1
∗3(3)

ε1
∗2(2)

ε1
∗3(2)

ε1
∗1(2)

ε1
∗2(2)

ε1
∗3(2)

p 1H

p 1H

p 1H

p 1H

p 1H

p 1H

p 1H

p1M

p1M

p1M

p1M

p1M

p1M

p1M

p
1L

p
1L

p
1L

p
1L

p
1L

p
1L

p
1L

Figure 5: Scenario tree (random inflows of candidate 1).
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yi(4τ + j) − yi(4τ + j − 1) � Δt · Qi− 1(4τ + j) + εi(4τ + j) − Qi(4τ + j) − QLi(4τ + j)􏼂 􏼃,

i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4,

(6e)

Qi(4τ + j) � QEi(4τ + j) + QAi(4τ + j), i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4, (6f)

QFimin ≤QEi(4τ + j) + QAi(4τ + j)≤QFimax, i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4, (6g)

Qimin(4τ + j)≤QLi(4τ + j)≤xi · Qimax + 1 − xi( 􏼁 · Qimin(4τ + j),

i ∈ R; τ � 0, . . . ,
T

4
− 1; j � 1, 2, 3, 4.

(6h)

Step 1. Here, we focus on the objective. Specifically,
similar to formula (2), the objective values at stage 4τ + j
(τ � 0, 1, . . ., (T/4)–1, j � 1, 2, 3, 4) also should be

compressed into the corresponding stage j. )us, with the
introduction of the discount factor δ, (6a) can be
reformulated as (7):

min􏽘
4

j�1
􏽘

(T/4)− 1

τ�0

⎧⎨

⎩δ4τ · 􏽘
i∈R
Δt · 􏼂ci · xi · ( QLi(4τ + j) − Qimin′ (4τ + j)􏼁 − f · Ki · QEi(4τ + j) · Hi􏼃

⎫⎬

⎭. (7)

Step 2. Along with simplification of the scenario tree, the
decision variables and the deterministic parameters should
also be aggregated. Because they exist in both the objective
and the constraints, to facilitate our transformation, we
integrate the constraints into the objective. Specifically, we

use dual multipliers βk,4τ+j (k� 1, . . ., 7) to relax the k-th one
of Constraints (6b)∼(6h) of stage 4τ + j (τ � 0, 1, . . ., (T/4)–1,
j� 1, 2, 3, 4). )en, the optimization problem ((6b)∼(6h),
(7)) can be transformed into the unconstrainted problem
(8):

min􏽘
4

j�1
􏽘

(T/4)− 1

τ�0
􏼨δ4τ · 􏽘

i∈R
Δt · ci · xi · QLi(4τ + j) − Qimin′ (4τ + j)( 􏼁 − f · Ki · QEi(4τ + j) · Hi􏼂 􏼃

+ β+
1,4τ+j · QEi(4τ + j) − MM · xi( 􏼁 + β+

2,4τ+j · Ki · QEi(4τ + j) · Hi − Nimax( 􏼁 + β−
2,4τ+j

· Ki · QEi(4τ + j) · Hi − xi · Nimin( 􏼁 + β+
3,4τ+j · yi(4τ + j) − Capi( 􏼁 + β−

3,4τ+j(j) · yi(4τ + j) − Vimin · xi( 􏼁

+ β4,4τ+j · yi(4τ + j) − yi(4τ + j − 1) − Δt · Qi− 1(4τ + j) + εi(4τ + j) − Qi(4τ + j) − QLi(4τ + j)( 􏼁( 􏼁

+ β5,4τ+j · Qi(4τ + j) − QEi(4τ + j) − QAi(4τ + j)( 􏼁 + β+
6,4τ+j · QEi(4τ + j) + QAi(4τ + j) − QFimax( 􏼁

+ β−
6,4τ+j · QEi(4τ + j) + QAi(4τ + j) − QFimin( 􏼁 + β+

7,4τ+j · QLi(4τ + j) − xi · Qimax − 1 − xi( 􏼁 · Qimin(4τ + j)( 􏼁

+ β−
7,4τ+j · QLi(4τ + j) − Qimin(4τ + j)( 􏼁􏼩.

(8)

)e DE approach assumes the dual multipliers have the
linear relationship with the discount factor δ [42]. )us, let

the dual multipliers here take the form βk,4τ+j � δ4τ·βk(j).
)en, problem (8) can further be reformulated as
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min􏽘
4

j�1
􏽘

(T/4)− 1

τ�0
δ4τ · 􏼨 􏽘

i∈R
Δt · ci · xi · QLi(4τ + j) − Qimin′(4τ + j)( 􏼁 − f · Ki · QEi(4τ + j) · Hi􏼂 􏼃 + β+

1(j) · QEi(4τ + j) − MM · xi( 􏼁

+ β+
2(j) · Ki · QEi(4τ + j) · Hi − Nimax( 􏼁 + β−

2(j) · Ki · QEi(4τ + j) · Hi − xi · Nimin( 􏼁 + β+
3(j) · yi(4τ + j) − Capi( 􏼁

+ β−
3(j) · yi(4τ + j) − Vimin · xi( 􏼁 + β4(j) · 􏼠yi(4τ + j) − yi(4τ + j − 1) − Δt · 􏼠Qi− 1(4τ + j) + εi(4τ + j)

− Qi(4τ + j) − QLi(4τ + j)􏼡􏼡 + β5(j) · Qi(4τ + j) − QEi(4τ + j) − QAi(4τ + j)( 􏼁 + β+
6(j) · 􏼠QEi(4τ + j)

+ QAi(4τ + j) − QFimax􏼡 + β−
6(j) · QEi(4τ + j) + QAi(4τ + j) − QFimin( 􏼁

+ β+
7(j) · QLi(4τ + j) − xi · Qimax − 1 − xi( 􏼁 · Qimin(4τ + j)( 􏼁 + β−

7(j) · QLi(4τ + j) − Qimin(4τ + j)( 􏼁􏼩.

(9)

Step 3. )us, similar to the discounting way of the random
variables in Section 3.1.1, we can integrate the decision
variables and the parameters under the same season together
by δ. To make the above model concise, the so-called ‘in-
tegrated’ primal variables are introduced to replace the
corresponding discounted values. For example,

QL
∗
i (j) � 􏽘

(T/4)− 1

τ�0
δ4τ · QLi(4τ + j), j � 1, 2, 3, 4; i ∈ R,

(10a)

Q
∗
imax � 􏽘

(T/4)− 1

τ�0
δ4τ · Qimax, i ∈ R. (10b)

Other integrated primal variables can be given similarly,
and all of them take an asterisk at their top right corner.
)us, with the introduction of the ‘integrated’ primal var-
iables, the symbol 􏽐

(T/4)− 1
τ�0 (·) in Objective (9) could be re-

moved, and then, the operational stages 5∼T in the submodel
could be compressed into the stages 1∼4, respectively. )us,
we have

min􏽘
4

j�1
􏼨 􏽘

i∈R
Δt · ci · xi · QL

∗
i (j) − Q

′∗
imin(j)􏼒 􏼓 − f · Ki · QE

∗
i (j) · Hi􏼔 􏼕

+ β+
1(j) · QE

∗
i (j) − MM · xi( 􏼁 + β+

2(j) · Ki · QE
∗
i (j) · Hi − N

∗
imax( 􏼁 + β−

2(j) · Ki · QE
∗
i (j) · Hi − xi · N

∗
imin( 􏼁

+ β+
3(j) · y

∗
i (j) − Cap

∗
i( 􏼁 + β−

3(j) · y
∗
i (j) − V

∗
imin · xi( 􏼁

+ β4(j) · y
∗
i (j)−( y

∗
i (j − 1)− Δt · Q

∗
i− 1(j) + ε∗i (j) − Q

∗
i (j) − QL

∗
i (j)( 􏼁􏼁 + β5(j) · Q

∗
i (j) − QE

∗
i (j) − QA

∗
i (j)( 􏼁

+ β+
6(j) · QE

∗
i (j) + QA

∗
i (j) − QF

∗
imax( 􏼁 + β−

6(j) · QE
∗
i (j) + QA

∗
i (j) − QF

∗
imin( 􏼁

+ β+
7(j) · QL

∗
i (j) − xi · Q

∗
imax − 1 − xi( 􏼁 · Q

∗
imin(j)( 􏼁 + β−

7(j) · QL
∗
i (j) − Q

∗
imin(j)( 􏼁􏼩.

(11)

Step 4. Notice that the above transformation is for the
submodel which is under a specific scenario. Specifically,
Step 2 relaxes the constraints to get a unconstrainted model,
and then, Step 3 aggregates the multistage for this model.

Here, we need to extract the relaxed constraints back at first
and then combine the model with each scenario 􏽢s (∈􏽢S) (see
Figure 5) and the planning stage. )us, we can get the
following intermediate model:
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min 􏽘
i∈R

e · Capi + 􏽘

4

j�1
Δt · 􏽘

i∈R
r
∗
i (j) · Capi

⎛⎝ ⎞⎠

+ 􏽘

􏽢s∈􏽢S

p􏽢s · 􏽘
4

j�1
􏽘
i∈R
Δt · ci · xi · QL

∗􏽢s
i (j) − Q

′∗􏽢s
imin(j)􏼒 􏼓 − f · Ki · QE

∗􏽢s
i (j) · Hi􏼔 􏼕,

(12a)

s.t.

Rmin ≤ 􏽘
i∈R

xi ≤R, (12b)

Capi ≤MM · xi, i ∈ R, (12c)

QE
∗􏽢s
i (j)≤MM · xi, i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12d)

xi · N
∗
imin ≤Ki · QE

∗􏽢s
i (j) · Hi ≤N

∗
imax, i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12e)

V
∗
imin · xi ≤y

∗􏽢s
i (j)≤Cap∗i , i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12f)

y
∗􏽢s
i (j) − y

∗􏽢s
i (j − 1) � Δt · Q

∗􏽢s
i− 1(j) + ε∗􏽢si (j) − Q

∗􏽢s
i (j) − QL

∗􏽢s
i (j)􏼔 􏼕,

i ∈ R,􏽢s ∈ 􏽢S; j � 1, 2, 3, 4,

(12g)

Q
∗􏽢s
i (j) � QE

∗􏽢s
i (j) + QA

∗􏽢s
i (j), i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12h)

QF
∗
imin ≤QE

∗􏽢s
i (j) + QA

∗􏽢s
i (j)≤QF

∗
imax, i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12i)

Q
∗􏽢s
imin(j)≤QL

∗􏽢s
i (j)≤ xi · Q

∗
imax + 1 − xi( 􏼁 · Q

∗􏽢s
imin(j), i ∈ R;􏽢s ∈ 􏽢S; j � 1, 2, 3, 4, (12j)

xi ∈ 0, 1{ },Capi ≥ 0, i ∈ R, (12k)

in which the primal variables Cap∗i can be given as follows:

Cap∗i � 􏽘

(T/4)− 1

τ�0
δ4τ · Capi � Capi · δ0 + δ4 + δ8 + · · · + δT− 8

+ δT− 4
􏼐 􏼑

� Capi ·
1 − δT

1 − δ4
≈ Capi ·

1
1 − δ4

; i ∈ R,

(12l)
in which δTcan be approximated as zero when the number of
stages T is large enough. Similarly, the parameters r∗i (j)

could be given as

r
∗
i (j) � 􏽘

(T/4)− 1

τ�0
δ4τ · ri(4τ + j), j � 1, 2, 3, 4; i ∈ R.

(12m)

We can assume the unit operational cost of candidate i at
each stage t is the same, i.e., ri. )en, (12m) can be further
represented as

r
∗
i (j) � ri ·

1 − δT

1 − δ4
≈ ri ·

1
1 − δ4

, i ∈ R. (12n)

Moreover, it is easy to know that Cap∗i , y∗􏽢si (j), QL∗􏽢si (j),
QE∗􏽢si (j), Q∗􏽢si (j), an dQA∗􏽢si (j) are all nonnegative.

Till now, along with the stage reduction as shown in
Section 3.1.1, the T-stage operations of the MSSP model is
integrated into a four-stage model. )e corresponding
scenario tree of this intermediate model is shown in
Figure 5.

3.2.2. Step 2 of Dimensionality Reduction. Further model
transformation is required due to the stage reduction in
Section 3.1.2. Notice that j (�1, 2, 3, 4) in the intermediate
model (12) refers to the first four operational stages. Here, we
use symbol t to replace the corresponding j and then in-
tegrate stage t� 2, 3, 4 into the first stage (t� 1) as illustrated
in Section 3.1.2. )e way how to transform is similar to that
in Section 3.2.1.

We still focus on the operational stage under a specific
stagewise scenario. )us, the corresponding submodel can
be described as follows:
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min 􏽘
4

t�1
􏽘
i∈R
Δt · ci · xi · QL

∗
i (t) − Q

′∗
imin(t)􏼒 􏼓 − f · Ki · QE

∗
i (t) · Hi􏼔 􏼕􏼚 􏼛, (13a)

s.t.
QE
∗
i (t)≤MM · xi, i ∈ R; t � 1, 2, 3, 4,

(13b)

xi · N
∗
imin ≤Ki · QE

∗
i (t) · Hi ≤N

∗
imax, i ∈ R; t � 1, 2, 3, 4, (13c)

V
∗
imin · xi ≤y

∗
i (t)≤

1
1 − δ4

· Capi, i ∈ R; t � 1, 2, 3, 4, (13d)

y
∗
i (t) − y

∗
i (t − 1) � Δt · Q

∗
i− 1(t) + ε∗i (t) − Q

∗
i (t) − QL

∗
i (t)􏼂 􏼃,

i ∈ R, t � 1, 2, 3, 4,
(13e)

Q
∗
i (t) � QE

∗
i (t) + QA

∗
i (t), i ∈ R; t � 1, 2, 3, 4, (13f)

QF
∗
imin ≤QE

∗
i (t) + QA

∗
i (t)≤QF

∗
imax, i ∈ R; t � 1, 2, 3, 4, (13g)

Q
∗
imin(t)≤QL

∗
i (t)≤ xi · Q

∗
imax + 1 − xi( 􏼁 · Q

∗
imin(t), i ∈ R; t � 1, 2, 3, 4, (13h)

Step 5. )e discount factor δ is still used to aggregate the
value of the objective function at stage t (�2, 3, 4). )en, the
objective function (13a) is transformed as

min􏽘
4

t�1
δt− 1

· 􏽘
i∈R
Δt · ci · xi · QLi(t) − Qimin′ (t)( 􏼁 − f · Ki · QEi(t) · Hi􏼂 􏼃

⎧⎨

⎩

⎫⎬

⎭. (14)

Step 6. Similar to Step 2, use dual multipliers β7+k,t (k� 1,
. . ., 7), to relax the k-th one of Constraints (13b)∼(13h) of
stage t. )us, the operational optimization problem under

stage t� 1∼4 ((13b)∼(13h), (14)) can be transformed to an
unconstrainted one:

min􏽘
4

t�1
􏼨δt− 1

· 􏽘
i∈R
Δt · ci · xi · QL

∗
i (t) − Q

′∗
imin(t)􏼒 􏼓 − f · Ki · QE

∗
i (t) · Hi􏼔 􏼕

+ β+
8,t · QE

∗
i (t) − MM · xi( 􏼁

+ β+
9,t · Ki · QE

∗
i (t) · Hi − N

∗
imax( 􏼁 + β−

9,t · Ki · QE
∗
i (t) · Hi − xi · N

∗
imin( 􏼁

+ β+
10,t · y

∗
i (t) −

1
1 − δ4

· Capi􏼒 􏼓 + β−
10,t · y

∗
i (t) − V

∗
imin · xi( 􏼁

+ β11,t · y
∗
i (t) − y

∗
i (t − 1) − Δt · Q

∗
i− 1(t) + ε∗i (t) − Q

∗
i (t) − QL

∗
i (t)( 􏼁( 􏼁

+ β12,t · Q
∗
i (t) − QE

∗
i (t) − QA

∗
i (t)( 􏼁

+ β+
13,t · QE

∗
i (t) + QA

∗
i (t) − QF

∗
imax( 􏼁

+ β−
13,t · QE

∗
i (t) + QA

∗
i (t) − QF

∗
imin( 􏼁

+ β+
14,t · QL

∗
i (t) − xi · Q

∗
imax − 1 − xi( 􏼁 · Q

∗
imin(t)( 􏼁 + β−

14,t · QL
∗
i (t) − Q

∗
imin(t)( 􏼁􏼩,

(15)
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in which the dual multipliers follow the form
β7+k,t � δt− 1·β7+k. Hence, problem (15) can further be
expressed as

min􏽘
4

t�1
δt− 1

· 􏼨 􏽘
i∈R
Δt · ci · xi · QL

∗
i (t) − Q

′∗
imin(t)􏼒 􏼓 − f · Ki · QE

∗
i (t) · Hi􏼔 􏼕

+ β+
8 · QE

∗
i (t) − MM · xi( 􏼁

+ β+
9 · Ki · QE

∗
i (t) · Hi − N

∗
imax( 􏼁 + β−

9 · Ki · QE
∗
i (t) · Hi − xi · N

∗
imin( 􏼁

+ β+
10 · y

∗
i (t) −

1
1 − δ4

· Capi􏼒 􏼓 + β−
10 · y

∗
i (t) − V

∗
imin · xi( 􏼁

+ β11 · y
∗
i (t) − y

∗
i (t − 1) − Δt · Q

∗
i− 1(t) + ε∗i (t) − Q

∗
i (t) − QL

∗
i (t)( 􏼁( 􏼁

+ β12 · Q
∗
i (t) − QE

∗
i (t) − QA

∗
i (t)( 􏼁 + β+

13 · QE
∗
i (t) + QA

∗
i (t) − QF

∗
imax( 􏼁

+ β−
13 · QE

∗
i (t) + QA

∗
i (t) − QF

∗
imin( 􏼁

+ β+
14 · QL

∗
i (t) − xi · Q

∗
imax − 1 − xi( 􏼁 · Q

∗
imin(t)( 􏼁 + β−

14 · QL
∗
i (t) − Q

∗
imin(t)( 􏼁􏼩.

(16)

Step 7. Similar to Step 3, the “integrated” primal variables
are introduced to replace the corresponding discounted
values, respectively. TakingQLi(t) andQimax as examples, we
have:

QL
∗∗
i � 􏽘

4

t�1
δt− 1

· QL
∗
i (t), i ∈ R, (17a)

Q
∗∗
imax � 􏽘

4

t�1
δt− 1

· Q
∗
imax, i ∈ R. (17b)

Here, all the primal variables have double asterisks in
their top right corner. )us,

min􏽘
i∈R

􏼨Δt · ci · xi · QL
∗∗
i − Q

′∗∗
imin􏼒 􏼓 − f · Ki · QE

∗∗
i · Hi􏼔 􏼕 + β+

8 · QE
∗∗
i − MM · xi( 􏼁

+ β+
9 · Ki · QE

∗∗
i · Hi − N

∗∗
imax( 􏼁 + β−

9 · Ki · QE
∗∗
i · Hi − xi · N

∗∗
imin( 􏼁

+ β+
10 · y

∗∗
i −

1
1 − δ4

· Cap∗i􏼒 􏼓 + β−
10 · y

∗∗
i − V

∗∗
imin · xi( 􏼁 + β11 · y

∗∗
i − y

∗∗
i (0)( − Δt · Q

∗∗
i− 1 + ε∗∗i − Q

∗∗
i − QL

∗∗
i( 􏼁􏼁

+ β12 · Q
∗∗
i − QE

∗∗
i − QA

∗∗
i( 􏼁 + β+

13 · QE
∗∗
i + QA

∗∗
i − QF

∗∗
imax( 􏼁 + β−

13 · QE
∗∗
i + QA

∗∗
i − QF

∗∗
imin( 􏼁

+ β+
14 · QL

∗∗
i − xi · Q

∗∗
imax − 1 − xi( 􏼁 · Q

∗∗
imin( 􏼁 + β−

14 · QL
∗∗
i − Q

∗∗
imin( 􏼁􏼩,

(18)

in which

Cap∗i � 􏽘
4

t�1
δt− 1

· Capi �
1 − δ4

1 − δ
· Capi, i ∈ R, (19)

and for each i (∈R), y∗∗i is a discounted value that can be
expressed as

y
∗∗
i � 􏽘

4

t�1
δt− 1

· y
∗
i (t) � 􏽘

4

t�1
δt− 1

· 􏽘

(T/4)− 1

τ�0
δ4τ · yi(4τ + t).

(20)

From (20), we have
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δ · y
∗∗
i � 􏽘

4

t�1
δt

· 􏽘

(T/4)− 1

τ�0
δ4τ · yi(4τ + t). (21)

Refer to (20), the discounted value y∗∗i (0) can be
denoted as

y
∗∗
i (0) � 􏽘

4

t�1
δt− 1

· y
∗
i (t − 1) � 􏽘

4

t�1
δt− 1

· 􏽘

(T/4)− 1

τ�0
δ4τ · yi(4τ + t − 1).

(22)

From (21) and (22), we have

y
∗∗
i (0) � δ · y

∗∗
i + δ0 · yi(0) − δT

· yi(T). (23)

Using (23) to replace y∗∗i (0) in (18), we have the dis-
counted objective as follows:

min􏽘
i∈R

􏼨Δt · ci · xi · QL
∗∗
i − Q

’∗∗
imin􏼐 􏼑 − f · Ki · QE

∗∗
i · Hi􏽨 􏽩

+ β+
8 · QE

∗∗
i − MM · xi( 􏼁

+ β+
9 · Ki · QE

∗∗
i · Hi − N

∗∗
imax( 􏼁 + β−

9 · Ki · QE
∗∗
i · Hi − xi · N

∗∗
imin( 􏼁

+ β+
10 · y

∗∗
i −

1
1 − δ4

·
1 − δ4

1 − δ
· Capi􏼠 􏼡 + β−

10 · y
∗∗
i − V

∗∗
imin · xi( 􏼁

+ β11 · y
∗∗
i − δ · y

∗∗
i − yi(0) + δT

·􏼐 yi(T)− Δt · Q
∗∗
i− 1 + ε∗∗i − Q

∗∗
i − QL

∗∗
i( 􏼁􏼁

+ β12 · Q
∗∗
i − QE

∗∗
i − QA

∗∗
i( 􏼁

+ β+
13 · QE

∗∗
i + QA

∗∗
i − QF

∗∗
imax( 􏼁 + β−

13 · QE
∗∗
i + QA

∗∗
i − QF

∗∗
imin( 􏼁

+ β+
14 · QL

∗∗
i − xi · Q

∗∗
imax − 1 − xi( 􏼁 · Q

∗∗
imin( 􏼁 + β−

14 · QL
∗∗
i − Q

∗∗
imin( 􏼁􏼩.

(24)

Similarly, δT in (24) can be approximated as zero due to
the large T. )en, by extracting the relaxed constraints from
the above objective function, we have

min 􏽘
i∈R
Δt · ci · xi · QL

∗∗
i − Q

’∗∗
imin􏼐 􏼑 − f · Ki · QE

∗∗
i · Hi􏽨 􏽩,

(25a)

s.t.
QE
∗∗
i ≤MM · xi, i ∈ R,

(25b)

xi · N
∗∗
imin ≤Ki · QE

∗∗
i · Hi ≤N

∗∗
imax, i ∈ R, (25c)

V
∗∗
imin · xi ≤y

∗∗
i ≤

1
1 − δ

· Capi, i ∈ R, (25d)

(1 − δ)y
∗∗
i − yi(0) � Δt · Q

∗∗
i− 1 + ε∗∗i − Q

∗∗
i − QL

∗∗
i( 􏼁,

i ∈ R,

(25e)

Q
∗∗
i � QE

∗∗
i + QA

∗∗
i , i ∈ R (25f)

QF
∗∗
imin ≤QE

∗∗
i + QA

∗∗
i ≤QF

∗∗
imax, i ∈ R, (25g)

Q
∗∗
imin ≤QL

∗∗
i ≤ xi · Q

∗∗
imax + 1 − xi( 􏼁 · Q

∗∗
imin, i ∈ R.

(25h)

Step 8. Combine the above model with each scenario 􏽢s (∈􏽢S),
which is given in Section 3.1.2 and then integrate with the
planning stage of the original MSSP model. )us, the final
DE model, which is a two-stage stochastic program, is de-
veloped as (26a)∼(26k).
min􏽘

i∈R
e · Capi + Δt · 􏽘

i∈R
r
∗∗
i · Capi( 􏼁

+ 􏽘

􏽢s∈􏽢S

p
􏽢s

· 􏽘
i∈R
Δt · ci · xi · QL

􏽢s
i − Q
′∗∗􏽢s
imin􏼒 􏼓 − f · Ki · QE

􏽢s
i · Hi􏼔 􏼕

⎧⎨

⎩

⎫⎬

⎭,

(26a)

s.t.

Rmin ≤ 􏽘
i∈R

xi ≤R, (26b)

Capi ≤MM · xi, i ∈ R, (26c)
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QE
􏽢s
i ≤MM · xi, 􏽢s ∈ 􏽢S; i ∈ R, (26d)

xi · N
∗∗
imin ≤Ki · QE

􏽢s
i · Hi ≤N

∗∗
imax, 􏽢s ∈ 􏽢S; i ∈ R,

(26e)

V
∗∗
imin · xi ≤y

􏽢s
i ≤

1
1 − δ

· Capi, 􏽢s ∈ 􏽢S; i ∈ R, (26f)

(1 − δ)y
􏽢s
i − yi
′ � Δt · Q

􏽢s
i− 1 + ε∗∗􏽢si − Q

􏽢s
i − QL

􏽢s
i􏼔 􏼕 ,􏽢s ∈ 􏽢S; i ∈ R

(26g)

Q
􏽢s
i � QE

􏽢s
i + QA

􏽢s
i , 􏽢s ∈ 􏽢S; i ∈ R, (26h)

QF
∗∗
imin ≤QE

􏽢s
i + QA

􏽢s
i ≤QF

∗∗
imax, 􏽢s ∈ 􏽢S; i ∈ R, (26i)

Candidate 1
Candidate 2

Candidate 3

Candidate 4

Candidate 5

The basin in upstream 
of Yangtze River

Tributary 1

Tributary 2

Tributary 4

Tributary 3

Demand area

Figure 6: Illustration of hydropower station candidate in upstream of Yangtze river.

Table 3: Related parameters of hydropower station candidates.

Candidate i Ki (kg/(m2·s2)) Nimin (KW) Nimax (KW) Hi (m) ci (RMB/m3) ri (RMB/(m3·year)) Qimax (m3 ×108/h)
1 8.4 2546250 5092500 105 0.1 0.06 0.4676
2 8.4 1506750 3013500 93 0.125 0.072 0.8550
3 8.4 1500000 3000000 90 0.15 0.05 0.5177
4 8.4 3742500 7485000 110 0.175 0.08 0.4662
5 8.4 2625000 5250000 112 0.2 0.1 0.3301

Table 4: Minimum storage and limitation of water flows of hy-
dropower station candidates.

Candidate
i

Vimin
(m3 ×108)

QFimin (m3 ×108/
h)

QFimax (m3 ×108/
h)

1 0.0311 0.0648 1.5732
2 0.0213 0.0468 1.7928
3 0.0131 0.0432 0.4248
4 0.0420 0.1620 3.5568
5 0.0115 0.0396 0.6912

Table 5: Random water inflows in each seasonal stage of each
hydropower station candidate.

Candidate i Inflows level
Water inflows (m3 ×107/h)

Spring Summer Autumn Winter

1 H 1.2846 5.7276 2.2020 0.2031
L 0.9867 4.3995 1.6914 0.1560

2 H 0.5932 1.6312 0.6677 0.0985
L 0.4589 1.2617 0.5165 0.0762

3 H 0.5653 1.2849 0.6739 0.0969
L 0.4441 1.0093 0.5294 0.0762

4 H 0.3645 0.5958 0.3356 0.0930
L 0.2575 0.4209 0.2371 0.0657

5 H 0.6900 1.1642 0.5710 0.1515
L 0.6482 1.0936 0.5363 0.1423

Probability H 0.4 0.7 0.55 0.25
L 0.6 0.3 0.45 0.75

Table 6: Predicted water inflows in each seasonal stage.

Candidate
i

Stage (t� 1, 2, 3, 4)
Spring Summer Autumn Winter

Water inflows
εi(t) (m3 ×107/
h)

1 1.1059 5.3292 1.9722 0.1678
2 0.5126 1.5203 0.5997 0.0817
3 0.4926 1.2202 0.6089 0.0813
4 0.3003 0.5433 0.2912 0.0725
5 0.6649 1.1431 0.5554 0.1446
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Q
∗∗􏽢s
imin ≤QL

􏽢s
i ≤xi · Q

∗∗
imax + 1 − xi( 􏼁 · Q

∗∗􏽢s
imin, 􏽢s ∈ 􏽢S; i ∈ R,

(26j)

Capi, y
􏽢s
i , QL

􏽢s
i , QE

􏽢s
i , Q

􏽢s
i , QA

􏽢s
i ≥ 0, xi ∈ 0, 1{ }, i ∈ R;􏽢s ∈ 􏽢S,

(26k)

in which the discounted value of water inflows and demands
ε∗∗􏽢si and Q∗∗􏽢simin (i ∈R) can be obtained similar to the way used
in formula (3). Besides, r∗∗i in (26a) is an integrated variable:

r
∗∗
i � 􏽘

4

t�1
δt− 1

· r
∗
i (t), i ∈ R. (26l)

Moreover, for simplicity, the double asterisks of the
decision variables are omitted.

After transformation, the planning decisions xi and Capi
remain unchanged, while the operational stages are aggre-
gated. )erefore, the proposed approach not only keeps the
future impacts but also reduces the solving complexity.

4. Experimental Study

To validate the applicability of our proposed approach, we
give the data of a case in Section 4.1 at first. )en, based on
this case, we compare our approach with the MSSP model in
the small-scale setting in Section 4.2. Furthermore, we apply
our approach to an overlong-term case in Section 4.3 and
finally implement sensitivity analysis in Section 4.4.

4.1. Description of the Case. Yangtze River flows through 11
provinces in China with a drainage area of 1.8 million square
kilometers. )e whole river can be divided into the up-
stream, midstream, and downstream, among which the
basin with a length of 1030 km in upstream is studied here.
According to Wang et al. [45], five hydropower station
candidates could be considered in this basin. Its schema-
tization is shown in Figure 6 which also involves the main
tributaries.

Among the five hydropower station candidates, at least
two of them should be chosen in the plan. Unit construction
fee (e) and unit profit of power generation (f ) in Table 1 are
set to be 5.09 (RMB/m3) and 0.25 (RMB/KWh), respectively
[46]. Related parameters regarding five candidates are dis-
played in Table 3. Once the hydropower station candidate is
chosen, the planned lowest water storage and upper and
lower limit of water discharge are shown in Table 4. )e
initial water flows from upstream to each hydropower
station candidate is set to be 0.2141, 0.0988, 0.0942, 0.0429,
and 0.1080 (m3 ×108/h), respectively. And the initial water
storage of each chosen hydropower station is assumed as the
twice of the lowest water storage.

4.2. Comparison with the MSSP Model by Small-Scale Cases.
)e developed DE model is an approximate version of the
MSSP model (1). In this section, we aim to evaluate the
performance of our approach by comparing the planning
decisions as well as the operational performance with these
of the MSSP model. Due to the curse of dimensionality faced
by the MSSP model, we consider small-scale cases based on
Section 4.1.

4.2.1. Parameters in Small-Scale Experiments. To limit the
dimensionality here, we set the planning horizon as 1, 2, and
3 years, respectively. According to the seasonal features of
which, one year is divided into four stages: spring (March to
May), summer (June to August), autumn (September to
November), and winter (December to February). )en, each
stage has 2160 (h) (i.e., Δt). )us, the number of operational
stages T is 4, 8, and 12, respectively. Besides, we merely
consider the uncertainty caused by water inflows. Two kinds
of stochastic outside water inflows (H, L), as well as the

Table 8: Estimation gaps of the DE model.

Discount factor δ
Planning stages

T� 4 T� 8 T�12
0.99 25.53% 22.51% 19.94%
0.95 17.89% 6.71% − 2.99%
0.90 8.72% − 9.76% − 24.32%
0.85 − 0.51% − 23.20% − 39.73%
0.80 − 9.16% − 34.34% − 50.97%
0.75 − 17.29% − 43.92% − 59.59%
0.70 − 24.72% − 51.99% − 66.37%
0.65 − 31.44% − 58.62% − 71.61%
0.60 − 37.53% − 64.02% − 75.64%

Table 9: Average computational time (ms) of both models.

Model T� 4 T� 8 T�12
DE model 1224.00 1206.44 1170.22
MSSP model 300.22 3095.56 159373.22

Table 10: Probabilistic distributions of water inflows and demands
in each seasonal stage.

Stage Water inflows (p1H, p1M,
p1L)

Water demands (p2H,
p2L)

Spring (0.2, 0.4, 0.4) (0.5, 0.5)
Summer (0.5, 0.4, 0.1) (0.65, 0.35)
Autumn (0.3, 0.5, 0.2) (0.6, 0.4)
Winter (0.1, 0.3, 0.6) (0.3, 0.7)

Table 7: Predicted water demands in each seasonal stage.

Candidate
i

Stage (t� 1, 2, 3, 4)
Spring Summer Autumn Winter

Water
demands
Qimin(t)

(m3 ×106/h)

1 0.1871 0.2299 0.2196 0.1218
2 0.3420 0.4204 0.4016 0.2228
3 0.2071 0.2546 0.2432 0.1349
4 0.1865 0.2292 0.2189 0.1215
5 0.1321 0.1623 0.1551 0.0860
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corresponding probabilities (p1H, p1L), in each seasonal stage
are given in Table 5. )e constant water inflows and water
demands used in the simplification are displayed in Tables 6
and 7, respectively. )e acceptance level of the water spill is
assumed as twice of the demands.

Because the random inflows fluctuate with seasons, we
assume the water inflows of each candidate take the same
uncertain level in each season. )us, for the MSSP model,
16(�24), 256(�28), and 4096(�212) stagewise scenarios are
constructed, respectively. Furthermore, according to the
generation and simplification process of the scenario set
displayed in Section 3.1, 16 scenarios are generated for the
two-stage DE model. Assume that spring is the first oper-
ational season.)e discount factor δ used in the DEmodel is
set to be 0.99, 0.95, . . ., 0.60, respectively.

4.2.2. Computational Results. We optimally solve the DE
model and the MSSP model by IBM ILOG CPLEX 12.6.3 on
a PC with 8GB memory and a CPU at 2.5GHz.

It is found that the DE model can generate the same
planning results with the MSSP model for all these small-
scale cases. Besides, in terms of the operations, the DE
model considers the multistage operational impacts by the
aggregated way. Hence, it is interesting to observe how
accurate the DE model is in the estimation of the future
operational performance of the cascade hydropower
system. We use DE_2nd and MSSP_2nd to denote the
operational performance generated by the DE model and
the MSSP model, respectively. Table 8 displays the esti-
mation gap (�(DE_2nd-MSSP_2nd)/MSSP_2nd) under
different discount factors.

High Middle Low

Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn Winter

Pr
ec

ip
ita

tio
n 

(m
3  ×

 1
07 /h

)

4

3.5

3

2.5

2

1.5

1

0.5

0

1 0.8675
0.5468
0.5412
0.4292
0.3378

3.8679
1.5035
1.2302
0.7015

0.57

1.487
0.6155
0.6452
0.3951
0.2795

0.1372
0.0908
0.0928
0.1095
0.0742

0.5451
0.3702
0.3724
0.3968
0.2912

2.4303
1.0181
0.8464
0.6487
0.4913

Stage

0.9343
0.4168
0.4439
0.3654
0.2409

0.0862
0.0615
0.0639
0.1013
0.0639

0.2226
0.1937
0.2035
0.3645
0.2445

0.9927
0.5327
0.4625
0.5958
0.4126

0.3816
0.2181
0.2426
0.3356
0.2023

0.0352
0.0322
0.0349
0.093

0.0537

2
3
4
5

Figure 7: High, middle, low-level precipitation in each seasonal stage of each hydropower station candidate.

Spring Summer Autumn Winter Spring Summer Autumn Winter Spring Summer Autumn Winter

1 1.2735 5.6781 2.183 0.2014 1.0188 4.5425 1.7464 0.1611 0.7641 3.4068 1.3098 0.1208
2 0.4419 1.2151 0.4974 0.0734 0.3535 0.9721 0.3979 0.0587 0.2651 0.7291 0.2984 0.044
3 0.401 0.9113 0.478 0.0688 0.3208 0.7291 0.3824 0.055 0.2406 0.5468 0.2868 0.0413
4 0 0 0 0 0 0 0 0 0 0 0 0
5 0.7425 1.2527 0.6144 0.163 0.594 1.0022 0.4915 0.1304 0.4455 0.7516 0.3686 0.0978
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Figure 8: High, middle, low-level tributary in each seasonal stage of each hydropower station candidate.

Complexity 17



Table 11: Predicted water inflows and demands in each seasonal stage.

Candidate i
Stage (t� 1, 2, 3, 4)

Spring Summer Autumn Winter

Water inflows εi(t) (m3 ×107/h)

1 1.4484 8.0021 2.7796 0.2017
2 0.6708 2.2816 0.8445 0.0982
3 0.6433 1.8019 0.8559 0.0975
4 0.3904 0.6698 0.3683 0.0971
5 0.8462 1.6252 0.7486 0.1729

Water demands Qimin(t) (m3 ×106/h)

1 0.1871 0.2299 0.2196 0.1218
2 0.3420 0.4204 0.4016 0.2228
3 0.2071 0.2546 0.2432 0.1349
4 0.1865 0.2292 0.2189 0.1215
5 0.1321 0.1623 0.1551 0.0860

Table 12: Planning decisions and the cost/benefit.

Candidate i Capi (m3 ×108) Operational cost (RMB× 108) Penalty cost (RMB× 108) Benefit (RMB× 108)
1 0.214 0.063 347.191 550.002
4 0.043 0.017 0 808.401
5 0.108 0.053 0 567.013

Table 13: Operational decisions under scenario 16.

Candidate i 1 2 3 4 5
QL16

i (m3 ×108/h) 2.154 0.066 0.040 0.036 0.026
QE16

i (m3/h) 115476 0 0 162013 111607
QA16

i (m3 ×108/h) 4.690 6.714 8.496 9.246 11.014
y16

i (m3 ×108) 4.282 0 0 0.858 2.161
Q16

i (m3 ×108/h) 4.691 6.714 8.496 9.248 11.015

Table 14: Operational decisions under scenario 1281.

Candidate i 1 2 3 4 5
QL1281

i (m3 ×108/h) 0.874 0.073 0.044 0.040 0.028
QE1281

i (m3/h) 115476 0 0 162013 111607
QA1281

i (m3 ×108/h) 5.171 6.936 8.496 9.219 10.847
y1281

i (m3 ×108) 4.282 0 0 0.858 0.230
Q1281

i (m3 ×108/h) 5.172 6.936 8.496 9.221 10.848

Spring Summer Autumn Winter Spring Summer Autumn Winter
1 0.2368 0.2703 0.2644 0.1722 0.1433 0.1634 0.1599 0.1045
2 0.4275 0.4888 0.4781 0.3094 0.2565 0.2933 0.2868 0.1856
3 0.2589 0.296 0.2895 0.1873 0.1553 0.1776 0.1737 0.1124
4 0.2331 0.2665 0.2606 0.1687 0.1399 0.1599 0.1564 0.1012
5 0.1651 0.1887 0.1846 0.1195 0.099 0.1132 0.1107 0.0717
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Figure 9: High, low-level water demand in each seasonal stage of each hydropower station candidate.
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It is found that the operational performance gener-
ated by the DE model significantly varies with the dis-
count factors. Specifically, when δ is large, more future
impacts would be taken into account which results in the
overestimation. Hence, the estimation gap is positive.
With the decrease of δ, less future performance would be
discounted. )us, the estimation gap tends to be negative
gradually. It also means that the DE model can generate
accurate estimation of the future operational perfor-
mance by choosing the appropriate discount factor.

Moreover, the computational time of the DP model
outperforms that of the MSSP model greatly especially when
the horizon is large, as shown in Table 9.

In summary, the DP model can yield the same location
decisions with the MSSP model and the accurate estimation

of the future operational performance by choosing a suitable
discount factor, while less calculational time is required.

4.3.RealCase Study. Section 4.2 validates the effectiveness of
our proposed DE model in the small-scale setting. In this
section, we further apply our approach to a large-scale case
to illustrate its applicability.

4.3.1. Parameters in the Large-Scale Case. Based on the case
given in Section 4.1, we consider the 40-year planning
horizon (i.e., T�160). )ree kinds of stochastic water in-
flows (H, M, and L) and two kinds of stochastic water de-
mands (H, L) are taken into account in each seasonal stage.
)e corresponding probabilities of two random variables are
(p1H, p1M, p1L) and (p2H, p2L) as shown in Table 10. Refer to

Table 15: Corresponding cost terms and benefit.

Operational
stages

Candidate
i

Total performance
(RMB× 108)

Operational cost
(RMB× 108)

Penalty cost
(RMB× 108)

Power generation
(RMB× 108)

T� 40

1 471.396 0.063 77.453 550.002
4 808.165 0.017 0 808.401
5 566.410 0.053 0 567.013

Total 1845.971 0.134 77.453 1925.416

T� 80

1 236.358 0.063 312.491 550.002
4 808.165 0.017 0 808.401
5 566.410 0.053 0 567.013

Total 1610.933 0.134 312.491 1925.416

T�120

1 205.604 0.063 343.245 550.002
4 808.165 0.017 0 808.401
5 566.410 0.053 0 567.013

Total 1580.179 0.134 343.245 1925.416

T�160

1 201.653 0.063 347.196 550.002
4 808.165 0.017 0 808.401
5 566.410 0.053 0 567.013

Total 1576.228 0.134 347.196 1925.416

T� 200

1 201.150 0.063 347.699 550.002
4 808.165 0.017 0 808.401
5 566.410 0.053 0 567.013

Total 1575.725 0.134 347.699 1925.416
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Figure 10: Cost and profit of power generation under the different
discount factors.
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Wang et al. [47] and Yang and Zhang [48]. Uncertain water
inflows which mainly include precipitation and water from
main tributaries (drainage areas larger than ten thousand
square kilometers) are given in Figures 7 (precipitation) and
8 (tributary), respectively. Random demands are given in
Figure 9. Besides, the predicted water inflows and demands
used in the DEmodel are shown in Table 11, and the random
acceptance level of water spill is also assumed as twice of the
corresponding demands.

)us, the number of stagewise scenarios in the MSSP
model is up to 6160(≈3.193×10124), which is impossible to
handle exactly. By the DE model, the number of scenarios is
reduced to 1296. )e discount factor δ is set to be 0.95 here.

4.3.2. Computational Results of the DE Model. )e optimal
solution of the DE model can be obtained by within 2047
(ms) by IBM ILOG CPLEX 12.6.3, in which Candidates 1, 4,
and 5 are selected. Table 12 shows the capacity decisions and
the operational performance, including the operational cost,
the penalty cost, and the profit of power generation, of each
selected candidate. )e total performance value including
the planning stage and the operational stages is 1.576×1011
(RMB).

We further observe two extreme scenarios. One is sce-
nario 16 (high-level inflows and low-level demands in all
four seasons), and another scenario is 1281 (low-level in-
flows and high-level demands in all four seasons). )e
corresponding scenario-dependent operational results of
five hydropower station candidates under two scenarios are
shown in Tables 13 and 14, respectively.

As shown in Tables 13 and 14, the daily scheduling
strategies would be adjusted according to different scenarios.
First, in terms of loss flow (QL), when scenario 16 happens,
the value is relatively high in hydropower station 1 to
prevent the flood (see Table 13). While if scenario 1281
occurs, the loss flow merely satisfies demand (see Table 14).
)en, regarding water storage (y), the value is high in hy-
dropower station 5 under scenario 16 due to the high-level
inflows and the low-level demands. However, scenario 1281,

which represents the low-level inflows and the high-level
demands, requires hydropower stations to utilize their
storage efficiently and then results in low water storage.
Furthermore, in the computational results, the scheduling
strategies would ensure that the values of water discharge
(Q) are between the upper and lower limits in both scenarios,
making it capable of preventing flood and drainage. Notice
that the water discharges of power generation under two
scenarios are the same and the upper limit of output has
been reached under both scenarios. )us, the scheduling
strategies can always pursue maximum benefits of power
generation under different scenarios. In such a way, the
proposed DE model can optimize the global performance in
the uncertain setting.

4.4. Sensitivity Analysis. In this section, we carry out the
sensitivity analysis to reveal how critical parameters influ-
ence the strategic decisions and the performance of the
cascade hydropower stations. Because one of the merits is to
handle overlong stochasticity by the idea of aggregation, two
natural concerns are how long and how much are dis-
counted. Here, we focus on the planning horizon (T) and the
discount factor (δ).

4.4.1. Sensitivity Analysis of the Planning Horizon. )e
planning horizon (T) is one of the main factors causing the
curse of dimensionality [19, 41]. )e DE model aggregates
the multiple operational stages, but T would influence the
results of the model transformation. Hence, we focus on the
length of the planning horizon here. Considering the long-
lasting effects of the location decisions, we set the length of
the planning horizon as 10, 20, 30, 40, and 50 years, re-
spectively. )at is, we consider T� 40, 80, 120, 160, and 200.
Other parameters are the same as those in Section 4.3.

After calculation, it is found that the decisions of location
and capacity under different T, which are the planning
results we care about in our study, are the same as these of
T�160 (see Table 12). It means these planning horizons
would not alter the strategic decisions of the DE model.

Furthermore, the cost terms and the profit of power
generation are displayed in Table 15. It is found that the
operational cost and the profit of power generation remain
unchanged while the penalty approaches to be stable with
the increase of T. Specifically, the operational cost is the
capacity-related cost within the planning horizon. In the DE
model, the impacts of the capacity-related cost are aggre-
gated by δT, respectively. When T is extremely large, δT can
be approximated as zero, see (12l) and (12n). Hence, the
operational cost keeps unchanged. Besides, to calculate the
benefit of the power generation, it is found that the maxi-
mum output is reached in our cases. )us, after aggregation
by δT, the benefit of the power generation also remains
constant. Moreover, the penalty of hydropower station 4 and
5 are zero because the loss flows are smaller than the cor-
responding penalty thresholds. However, Twould influence
y∗∗i (see (20)) at first and then the loss flow by constraints
(25e). Hence, the penalty of hydropower station 1 would
increase gradually until coming to be stable.
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Figure 12: Total performance under the different discount factors
and planning horizons.

20 Complexity



Based on the above three terms, with the increase of T,
the total performance also shows a trend of increasing first
and then approaches to be stable. )is result coincides with
the essence of the DE model. Specifically, the farther the
future is, the fewer the impacts would be taken into account.
)us, the results would close to be stable finally. It is also in
accord with the decision-making in the real-world, i.e., the
coming future would be put more emphasis than the
superfar future. Hence, when T is large enough, the calcu-
lational results of the DE model would tend to be stable. It
means that the DEmodel could describe the steady results of
long-term stochastic operations. )us, for the decision-
makers (DMs), it is not necessary to increase the planning
horizon infinitely.

4.4.2. Sensitivity Analysis of the Discount Factor.
Discount factor (δ) is an exogenous variable introduced by
the DE model to help to reduce dimensionality. In Section
4.2, we have shown that the DE model can generate accurate
operational performance estimation by selecting appropriate
δ. In this section, we further explore the impacts of the
discount factor in the large-scale setting. We vary it as 0.99,
0.98, . . ., 0.88. Other parameters are the same as those of
Section 4.3.

)e calculational results show the discount factors in the
value range above will not influence the final strategic de-
cisions. Besides, the operational cost, the penalty cost, the
profit of power generation, and the total performance under
different discount factors are shown in Figure 10. Firstly, it is
shown that, with the decrease of the discount factor, both the
operational cost and the profit decline with a decreasing
speed since they are discounted more. Moreover, in terms of
the penalty cost, it remains zero when δ is large (0.99).)is is
because the discounted penalty threshold also decreases but
is still larger than the loss flow. )en, the penalty cost in-
creases significantly with the decline of δ to 0.98. )e reason
is that the discounted penalty threshold begins to be smaller
than the loss flow, leading to the larger penalty. Finally, with
its continuous decrease (less than 0.98), δ dominates the
penalty term which makes the aggregated penalty smaller.

)ese results indicate different discount factors will not
influence the location decisions but result in the variation of
the operational performance. Hence, the DMs should
carefully choose the discount factor if they want to get an
accurate estimation of the operational performance.

4.4.3. Mutual Effects of Two Factors. We further investigate
the mutual impacts of two factors on decisions and objective
terms. We set T as 40, 80, 120, 160, and 200 and δ as 0.99,
0.98, . . ., 0.88 and then calculate the model under each
combination of two kinds of parameters.

From the calculational results, we find that the locations
and capacities of hydropower stations remain unchanged
under the different combinations of planning horizon and
discount factor. Given a δ, the operational cost and the profit
of power generation will not be influenced by the change of
T, which is similar to Table 15. Hence, we focus on the
penalty and the total operational performance.

Figure 11 shows the varying pattern of the penalty with
the decrease of δ under each T. Specifically, the penalty
increases first and then decreases. )e reason is the same as
that in Figure 10. However, with the increase of T, the peak
point would appear earlier. It is because bigger T can bring
significant discounting effects due to δT.

Furthermore, we show the change of the total perfor-
mance in Figure 12.)e variations under different Tare very
similar. Specifically, with the decline of δ, the total perfor-
mance gradually decreases and finally tends to be stable.
Besides, as δ becomes smaller, the total performance would
reach its steady state within a shorter planning horizon,
specifically, around 120 periods when δ � 0.96 and around
merely 40 periods when δ � 0.90. )us, we conclude that
when the low δ is considered, the DMs could only consider a
relatively shorter planning horizon since the impacts in the
long-term future would be significantly discounted.

5. Conclusions and Future Research Directions

)e integrated planning of cascade hydropower stations,
which takes the operational strategies under future un-
certainty into account, can bring global benefit. An MSSP
model is developed to deal with the location and capacity
decisions of cascade hydropower stations with the consid-
eration of the expected long-term performance. To address
the computational issue caused by the overlong stochasticity,
a dimensionality reduction approach based on DE is
designed to transform the MSSP model into a two-stage
stochastic programming model, in which future impacts
remain by aggregating the operational stages together. )us,
the optimization of the large-scale hydropower stations
could be addressed regardless of the number of operational
stages.

Experiments based on Yangtze River in China are
implemented. First, by the comparison with the MSSP
model under the small-sized cases, it is found that our
approach can obtain the same planning results and accurate
estimation for future operational performance with a short
computational time. )en, a large-scale case is studied to
show how the approach is applied to solve a practical
problem. Moreover, to evaluate the influence of critical
parameters in the proposed DE model, sensitivity analysis is
conducted based on the planning horizon and the discount
factor.)e results reveal that our model is robust to different
parameter settings to obtain stable location-related planning
results, while the estimation of the future performance
would be influenced by the planning horizon and the dis-
count factor. )e corresponding observations and impli-
cations are also obtained from the results.

In the future, we can extend our study in the following
aspects. First, the discount factor plays an important role in
our study. Specifically, it not only discounts the future
impacts to get the so-called net present value but also has the
internal relationship between the dual multipliers. )us, it
influences the accuracy of the future estimation of the DE
model. In this paper, we follow the way of Grinold [42] and
King and Wallace [43] to give the discount factor directly.
But, how to select the appropriate discount factor to get
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better performance estimation should be considered in the
future study. It is a hard issue but deserves further effort.
Second, the minimum installed power and the nonlinearity,
like the stage-storage curve, are ignored in this paper. )e
consideration of these requirements and constraints could
help to improve the applicability of our approach to practical
problems, which leaves certain spaces for future study. Fi-
nally, in this paper, the impacts of time-varying stochastic
operations are considered in the form of expected value.
Another popular way is to formulate the objective of Value-
at-Risk or Conditional Value-at-Risk to incorporate the
DMs’ risk attitudes. )en, is it possible to utilize the
characteristics of Value-at-Risk or Conditional Value-at-
Risk to facilitate our scenario tree reduction? It is another
interesting research direction.
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­is paper seeks to improve the photovoltaic (PV) system e�ciency using metaheuristic, optimized fractional order incremental
conductance (FO-INC) control. ­e proposed FO-INC controls the output voltage of the PV arrays to obtain maximum power point
tracking (MPPT). Due to its simplicity and e�ciency, the incremental conductance MPPT (INC-MPPT) is one of the most popular
algorithms used in the PV scheme. However, owing to the nonlinearity and fractional order (FO) nature of both PV and DC-DC
converters, the conventional INC algorithm provides a trade-o� betweenmonitoring velocity and tracking precision. Fractional calculus
is used to provide an enhanced dynamical model of the PV system to describe nonlinear characteristics. Moreover, three metaheuristic
optimization techniques are applied; Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), and AntLion Optimizer
(ALO) are used for tuning the FO parameters of the proposed INC-MPPT. A MATLAB-Simulink-based model of the PV and
optimization have been developed and simulated for di�erent INC-MPPTtechniques. Di�erent techniques aim to control the boostDC-
DC converter towards the MPP.­e proposed optimization algorithms are, also, developed and implemented in MATLAB to tune the
target parameters. Four performance indices are also introduced in this research to show the reliability of the comparative analysis of the
proposed FO-INC with metaheuristic optimization and the conventional INC-MPPT algorithms when applied to a dynamical PV
system under rapidly changingweather conditions.­e simulation results show the e�ective performance of the proposedmetaheuristic
optimized FO-INC as a MPPT control for di�erent climatic conditions with disturbance rejection and robustness analysis.

1. Introduction

Green energy sources are the primary research goal
nowadays as they are viable, ecological, and cost-e�ective
energy sources. Solar, wind, tidal, and biomass energy have
penetrated the electric power production market in recent
years due to the diverse methods and their renewable
nature.­e bene�ts of developing renewable power include
reducing fossil fuel usage, mitigating the greenhouse im-
pact, and reducing air pollution [1]. In addition, control
approaches and optimization have shown that the per-
formance of photovoltaic devices depends upon climate

conditions (sunlight and temperature) and load impedance
[2]. However, its low energy conversion e�ectiveness
(especially in low radiation and temperatures) is the pri-
mary disadvantage of PV systems. ­e MPPT needs to be
operated for ideal e�ciency and operation as mentioned
[3]. One of the pioneering challenges of the PV devices is
their nonlinear current-voltage I-V relationship dynamic
which generates a distinctive MPP in the power-voltage
P-V relationship as noted [4]. Because of the P-V re-
lationship with climate and load circumstances, the MPPT
method becomes complex. MPPT methods do not only
enhance the power performance of PV and energy
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delivered to the load, but they also increase the operating
life of the PV system [5]. Previous studies have suggested
several MPPT methods; most MPPT techniques demon-
strate higher efficiency under stable weather [6]. MPPT
algorithms are usually used as electronic power conversion
devices and the control signal is a duty cycle for peak load
energy [7]. A wide variety of methods for solving the MPPT
issue have been implemented, such as the perturb and
observe (P&O) method, incremental conductance (INC)
algorithm, and artificial intelligence includes fuzzy logic,
neural networks, and metaheuristic techniques. -e P&O
and INC are the most common algorithms used for PV-
MPPT systems [8]. -e P&O technique is frugal and very
easy to execute; its operation is based on the iterative
measurement of the voltage and current of the PV system to
obtain the duty cycle and consequently the MPP. Its main
disadvantage, however, is that it provides an oscillatory
power around the MPP and is also unable to manipulate PV
power variations due to climatic effects or inherent dis-
turbances of the MPPT. -e INC approach is based on the
behavior of PV, given that a MPP is reached by zero in a
pitch of the PV curve, positive to the left and negative to the
right of the PV curve. On the basis of this, the technique
calculates the DC-DC converter duty cycle by relating it-
erative conductivity to the incremental conductivity. -e
primary drawback in the INC technique is that the system’s
reaction to the MPP may be slow under some conditions.
However, the INC technique exhibits less oscillatory be-
havior around the MPP compared to the P&O method [9].
Fractional calculus introduces the nonintegral order/
fractional of derivatives and integrals. Many of the real
systems show a nonlinear and fractional order dynamical
behavior, such as heat conduction in solids, electrical be-
havior in R-L transportation lines, mass diffusion, and
electromagnetic waves [10]. -e nonlinear characteristics
of the current-voltage of a PV cell occur because the PV
cells are manufactured from semiconducting materials
(crystalline silicon, c-Si). -e power of PV cell depends on
the inherent voltage drop across the p-n junction (energy
band) which produces a photoelectric current (current
source).-e light and ambient temperature interaction also
shows anomalous diffusion which can be described as
fractional order diffusion [11]. -erefore, Grunwald–
Letnikov fractional approximation [12] is introduced to
control the fractional order differentiation for current and
voltage nonlinear dynamical behavior. To improve dy-
namic performance, FO-INC based on the nonlinear and
fractional order changes of the PV voltage and current has
been proposed to track the maximum output power [13]. It
is very important to select the proper converter [14] to
enhance the MPPT performance. -e MPPT techniques
have been compared using MATLAB and Simulink tools
created by MathWorks, considering all the design and
implementation specs [15]. -erefore, metaheuristic op-
timization techniques’ robustness and ability to find the
optimal solution in different nonlinear systems have
demonstrated itself in numerous past research studies.
Metaheuristic abilities are powerful techniques of resolving
optimization problems for nonlinear and fractional order

systems [15]. In power systems, different optimization tech-
niques have been utilized. Considering the different constraints
in PV systems and difference in the nature of DC-DC converter
system, the ACO algorithm has been used [16]. It has been
proved to be very robust, consistent, and performs better than
conventional optimization techniques (e.g., PSO and GA) [16].
-e experiments show computational effectiveness and time
decrease in monitoring for a small PV Systems. -e AntLion
optimizer (ALO) is a recent metaheuristic algorithm that
replicates the hunting scheme of antlions in catching ants [17].
ALO also gives a good performance results in PV-MPPT
systems [18].-is research aims to extract maximum power
from PV systems by using FO-INC and metaheuristic opti-
mization technique. -is enhanced system efficiency in dif-
ferent climatic conditions using fixed and variable-step FO-
INC with PSO, ACO, and ALO optimization techniques. -is
paper is organized as follows: Section 2 addresses the modeling
of the complete PV system, and Section 3 describes the MPPT
algorithm design and operation. Section 4 gives the operation
of metaheuristic optimization algorithms. Sections 5 and 6
illustrate the experimental results and conclusions to show the
efficiency of the proposed technique.

2. Photovoltaic (PV) System Modeling
and Simulation

-e proposed PV system is constituted by a PV module, the
Buck–Boost converter as a DC-DC converter between the
PV panel and the DC load, and the MPPT controller to
achieve maximum power point of the PV panels. -e model
of the solar panels used in the proposed system will be il-
lustrated, and the PV system is introduced [19]. -e inputs
to MPPT are the PV voltage and current which are used to
calculate and deliver the control signal (duty cycle) to the
Buck–Boost converter, as shown in Figure 1. -e main
function of the MPPTalgorithm is to automatically track the
voltage/current change of the PV panel and feed the
Buck–Boost converter with the appropriate duty cycle to get
the MPP under specific climatic conditions.

2.1. Modeling of PV Panel. -e nonlinear equations of
the PV system which describe the relationships between the
different PV model parameters are developed and solved via
MATLAB and Simulink tools where the PV cell electric
circuit model is shown in Figure 2. -e PV output current
IPV can be obtained using equation (1) where Np and Ns are
the number of parallel and series cells, respectively:

IPV � Np × IG − ID − Ish( 􏼁. (1)

-e nonlinear equation of I-V characteristics of one-
diode PV model was expressed by Milici et al. [9] as follows:

IPV � Np × IG − Ns × Io e
q/ηkTk( )× VPV/Ns( )+ IPV/Np( )Rs( )− 1( )􏼔 􏼕

−
Np

Rsh
×

VPV

Ns
+

IPVRs

Np
􏼠 􏼡,

(2)
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where VPV and IPV are the PV terminal voltage and current,
respectively, Rs and Rsh are the series and shunt resistance,
respectively, η is the ideality factor, the Boltzmann’s constant
is k, q is the electron charge, Tk is the temperature degree in
Kelvin, IG is photo-generated current, and the diode satu-
ration current is Io. -e PV panel parameters are shown in
Table 1.

-e I-V and P-V nonlinear characteristic curves of the
PV array simulated using MATLAB at different climatic
conditions (temperature and irradiance) are shown in
Figure 3.

2.2. DC-DC Converter. Simulink and Simscape tools have
been selected as platforms for modeling, implementa-
tion, and testing the Buck–Boost converter. -e state
space modeling is primarily represented by equation (3),
where A, B, C, and D are the system matrices, x is the state
variable vector, x′ is the state variable derivative vector
with respect to time, u is the input, and y is the output
[14]:

x′ � Ax + Bu,

y � Cx + Du.
(3)

Figure 4 shows the Buck–Boost model using Simscape
which is simulated at different duty cycles and fixed load

according to the state space model represented in equation
(4), where x1 � IL, x2 � VCout, and d� duty cycle. -e simu-
lation results at different duty cycles are shown in Figure 5:
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Figure 1: Complete PV system model using MATLAB and Simscape.
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Figure 2: PV cell equivalent electric circuit model.

Table 1: PV panel parameters.

Parameter value Value
Max power Pmax 735.72W
Open circuit voltage Voc 65.9V
Short circuit current Ish 15.21 A
Temperature coefficient of VOC –1.23×10e− 1 V/C
Temperature coefficient of Ish 3.18×10e− 3 A/C

PV at fixed T = 25°C

200 W\m2

400 W\m2

600 W\m2

800 W\m2

1000 W\m2

PV at fixed G = 1000 W\m2

25°C
40°C

55°C
70°C

0

5

10

15

PV
 cu

rr
en

t

7020 30 40 50 60100
PV voltage

0

200

400

600

800

PV
 p

ow
er

0

5

10

15

PV
 cu

rr
en

t

10 20 30 40 50 600 70
PV voltage

0

200

400

600

800

PV
 p

ow
er

Figure 3: P-V and I-V characteristic curves at different climatic
conditions.
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-e proposed Buck–Boost has been designed and sim-
ulated using the parameters illustrated in Table 2.

3. Design and Implementation of MPPT

-e primary feature of the PV system is the total energy
monitoring in which the power of the PV modules can be
extracted in a certain climatic situation. As shown in the
literature, the most commonly usedMPPTalgorithm is INC.
-e INC algorithm is based on the reality that the PV output
energy derivative for the output voltage at the MPP is zero
(dP/dV � 0), positive on the left side of MPP (dP/dV> 0)
and negative on the right side of MPP (dP/dV< 0) [5].

3.1. Fixed-step INC Method. -e INC algorithm is used to
detect the condition of MPP via the conductance (dI/dV)
behavior of the PV system. -e INC-MPPT can be executed
through the following sequence [20]:

(1) -e voltage and current of the PV module are sensed
by the MPPT controller

(2) If (dI/dV < − I/V) is satisfied, the duty cycle of the
converter needs to be decreased and vice versa

(3) No change in the duty cycle occurs if I + V(dI/dv) �

0 is satisfied

-e duty cycle (PV reference voltage (Vref )) increasing or
decreasing occurs with fixed step.

3.2. Variable-Step INC Method. -e INC variable step size
algorithm proposed by Motahhir et al. [5] can improve the
MPPT controller’s tracking effectiveness. -e algorithm
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Figure 5: Buck–Boost output voltage at different duty cycles.

Table 2: Buck–Boost design parameters.

Parameter value Value
Load resistance 4.5Ω
Filter inductance 1mH
Output filter capacitance 4700 μF
Input filter capacitance 47 μF
Switching frequency 25000Hz
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sequences are mostly comparable to the standard in-
crements; the only distinction is the calculation of the step
size. Step � N∗ abs(dP/dV) is used in the variable step size
algorithm to change the duty cycle step size, where N is the
scaling factor.

3.3. Fractional Order INC Method (FO-INC). Many com-
putational requests for fractional order derivatives according
to the definition have been suggested by Riemann–Liouville
and Grunwald–Letnikov, [9]. -e general form of fractional
order differentiator can be expressed by Kamal and Ibrahim
[21]; supposed that fm(t) � tm and m� 1, 2, 3, . . . , is
demonstrated at

D
t
αt

m ≈
Γ(m + 1)

Γ((m + 1) − α)
t
(m− α)

, (5)

where Γ(·) represents Eular’s gamma function and α is the
order number of derivative, when its value is 0< α< 1,
representing physical phenomenon of fractional order [9].
-e FO-INC MPPT main criteria can be expressed by
equations (7) and (8):

dαI(V)

dVα � lim
ΔV⟶0

I(V) − α(V − ΔV)

ΔVα
, (6)

dαI

dVα ≈
I − αI0

V − V0( 􏼁
α, (7)

dα

dVα
− I0

V0
􏼠 􏼡 �

− 1
V

􏼒 􏼓
Γ(2)

Γ(2 − α)
􏼠 􏼡 I0( 􏼁

1− α
− I0
Γ(0)

Γ(− α)
V

1− α
0 .

(8)

-e control procedure of the FO-INC algorithm can be
expressed by the flowchart depicted in Figure 6. -e pro-
cedure starts with measuring the PV’s voltage and current to
determine the MPPT action according to the following
conditions:

Condition 1. If (ΔVα ≠ 0&(dαI/dVα) � (dα/dVα)

(− I0/V0)) or (ΔVα � 0&ΔI � 0), keep the current duty
cycle, fix the duty cycle
Condition 2. If (ΔVα ≠ 0&(dαI/dVα)> (dα/dVα)

(− I0/V0)) or (ΔVα � 0&ΔI> 0), decrease the duty
cycle of the Buck–Boost converter (increase Vref as in
equation (9))
Condition 3. If (ΔVα ≠ 0&(dαI/dVα)< (dα/dVα)

(− I0/V0)) or (ΔVα � 0&ΔI< 0), increase the duty cycle
of the Buck–Boost converter (decrease Vref as in
equation (9))
Condition 4. Calculate Po � Vo × Io and P � V × I. If
P>Po⟶ terminate, otherwise update the voltage
Vo � V, current Io � I, and power Po � P

-e duty cycle of the Buck–Boost converter can be
calculated based on the output of the FO-INC controller
Vref as in

VL �
D

1 − D
× VPV then,

D �
VL

V0 ± ΔVα( 􏼁 + VL
,

(9)

where VL is the resistive load voltage, VPV � Vref , and D is
the duty cycle.

Both fixed- and variable-step FO-INC MPPT have been
implemented to improve the performance of the MPP
tracking of the nonlinear PV system with Buck–Boost
converter and resistive load. In case of fixed step, the ef-
fective parameter of MPPT performance is alpha α. For
variable step both alpha (α) and step size S are affecting the
MPPT performance as shown in Figure 6.

4. Metaheuristic Optimization Algorithms

Genetic algorithms, Particle Swarm Optimization, and Ant
Colony Optimization are among the most frequent algo-
rithms in this field. However, these algorithms can solvemany
real and difficult problems. As one of the recent algorithms,
the AntLion Optimizer Optimizer will be introduced along
with its basic working principle, updated criteria, and pseudo
algorithms. According to Pradhan et al. [20], the searching
techniques of different optimizers are as follows:

(1) Initialize solution randomly
(2) Specify the search direction
(3) Specify the update criteria
(4) Specify the stopping criteria

4.1. Particle Swarm Optimization (PSO). -e inspiration of
the particle swarm algorithm is to simulate the navigation and
foraging of swarm of birds or school of fishes. PSO was de-
veloped by James Kennedy and Russel Eberhart in 1995 while
studying the social behaviors of animals working in swarms
[22]. -e PSO is seeking high-quality optimization by refining,
iteratively, a candidate solution. -e pseudo code of the PSO
algorithm is illustrated in detail with the steps inAlgorithm1.In
Algorithm 1, N is the number of particles, C1 and C2 are the
acceleration coefficients, andWmin andWmax are the ranges of
weight of particles. PSO uses fewer resources than the other
optimization techniques. Usually, it does not require the
problem to be differentiable as the gradient of the problem is
not taken into consideration. As a result, there might be
chances that PSO does not converge to optimal solution.

4.2. Ant Colony Optimization (ACO). Ant Colony Optimi-
zation (ACO) introduces an artificial algorithm motivating
actual ant colonies that solve discrete optimization problem.
It was first presented by Marco Dorigo in 1992 as a major
aspect of his Ph.D thesis and called it the ant system [12].
While further improvements were carried out to ant colony
by Gambardella Dorigo in 1997 [23]. Pseudo code for ant
colony optimization is implemented with the steps as
Algorithm 2.
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In Algorithm 2, τij(t) represents the intensity of trail
on connection (i, j) at time t, L(ant) is the cost function
result at each ant, and λ is pheromone decay coefficient
between time (t and t + 1) (i.e., 0< λ< 1). Evaporation
occurs in real trails, but it is too slow to play an important
role. For continuous improvements it allows the search
routine to forget errors and poor quality solution in favor
of better ones.

4.3. AntLion Optimizer Optimization (ALO). -e primary
motive of ALO is the running behavior of larvae of antlions.

ALO is suggested based on the Emary and Zawbaa [24]
mathematical model. -e ALO algorithm simulates the
interaction between the traps.-e ants must move across the
search area in order to model such interactions, and the
antlions are permitted to chase and fit the traps. Given that
ants move randomly to find food in actual life, a random
walk algorithm is selected as shown in Heidari et al. [25] to
model the ants’ motion.

In Algorithm 3, I is a ratio, ct is the minimum of all
variables at tth iteration, and dt indicates the vector in-
cluding the maximum of all variables at tth iteration.
I � 10w(T/t), where t is the current iteration, T is the

Measure the PV voltage and 
Current I & V.

Calculate the fractional derivative I and V
dαI = I – αIo = ΔI

dαV = (V – Vo)α = ΔVα

Start

Calculate the output Power of PV (P = I × V)

End

Yes
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Yes

Yes

No
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No No
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ΔVα = 0

ΔI = 0
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Equation (7) = equation (8)

Equation (7) = equation (8)

Vref = Vo + ΔVα Vref = Vo + ΔVαVref = Vo – ΔVα Vref = Vo – ΔVα

Vo = V
Io = I
Po = P

P > Po

Figure 6: Fractional order INC MPPT flowchart.
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maximum number of iterations, and w is a constant defined
based on the current iteration. X(t) is ant’ movement,
cumsum calculates the cumulative sum, n is the maximum
number of iteration, t shows the step of random walk, and
r(t) is a stochastic function. Also, ai is the minimum of
random walk and bi is the maximum of random walk in
ith variable. Rt

A is the random walk around the antlion
selected by the roulette wheel at tth iteration and Rt

E is the
random walk around the elite at tth iteration. -e pseudo
code of ALO for MPPT developed as mentioned in
Algorithm 3.

5. Modeling and Simulation Results

-e proposed system has been modeled and simulated
using MATLAB and Simscape software environments in
order to study the system behavior and MPPTperformance

with different metaheuristic optimization algorithms. -e
block diagram describing the total PV system with MPPT
and optimizer is shown in Figure 7, where the MPPT al-
gorithm is changed between conventional INC methods
and FO-INC (fixed and variable step). -e MPPT is op-
timized by one of the metaheuristic techniques (PSO, ACO,
and ALO).

-e operation sequence of PV with MPPT and opti-
mization process is a closed loop as shown in Figure 8, and it
starts with measuring the irradiance (G) and temperature
(T) applied to the PV system to get the reference maximum
power point from PV characteristics curves (PMPP). A closed
loop of PV withMPPTand Buck–Boost converter is running
in Simscape environment for two seconds to measure the PV
output power. -e mean squared-error (MSE) between
the MPP (PMPP) and output power of the PV system (PPV) is
the cost function of the metaheuristic optimizer calculated

Result: MPPT parameter to achieve MPP
Initialize the PSO parameters (N, C1, C2, Wmin, Wmax, Vmax)
while the termination criteria not achieved (MPP) do
For (each Particle i)

Simulate and calculate the MPP and the cost function. if CostFunction(i)<Objective(MPP)

then
-e Best Cost (i)�Cost Function (i)
-e Best Solution (i)�-e particle (i)

else
-e Best Cost (i)�-e Best Cost (i − 1)
-e Best Solution (i)�-e Best Solution (i − 1)

end
(a) Update the velocity (V): Vt+1

i � Vt
i + C1r1(Pi − Xt

i ) + C2r2(Pg − Xt
i )

where Vt
i is inertia, C1r1(Pi − Xt

i ) is cognitive component and C2r2(Pg − Xt
i ) is social component

(b) Update the position of particles: Xt+1
i � Xt+1

i + Vt
i

end

ALGORITHM 1: PSO-MPPT.

Result: MPPT parameter to achieve MPP
Initialize the ACO parameters
while the termination criteria not achieved (MPP) do
For (each ant i)
Simulate and calculate the MPP and the cost Function.
if CostFunction(i)<Objective(MPP) then

-e Best Cost (i)�Cost Function (i)
-e Best Solution (i)�-e particle (i)

else
-e Best Cost (i)�-e Best Cost (i − 1)
-e Best Solution (i)�-e Best Solution (i − 1)

end
(a) Update pheromone for each ant: τij(t + 1), Δτij(t) � 􏽐

ants
ant�1Δτantij (t)

(i) Calculate the solution Δτantij (t) �
(1/Lbest)⟶ if ant(t) travels on edge(i, j)

0⟶ otherwise􏼨

(b) Apply evaporation and globally update the ants position, according to the optimum solutions calculated earlier
end

ALGORITHM 2: ACO-MPPT.
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Result: MPPT parameter to achieve MPP
Initialize the first population of ants and antlions randomly
while the termination criteria not achieved (MPP) do
For (each antlion (i))
Select an antlion using Roulette wheel algorithm [16].
Simulate and calculate the MPP and the cost Function. if CostFunction(i)<Objective(MPP)

then
-e Best Cost (i)�Cost Function (i)
-e elite (i)�-e -e Best Solution (i)

else
-e Best Cost (i)�-e Best Cost (i − 1)
-e elite (i)�-e Best Solution (i − 1)

end
(a) Update c and d using equations: Ct � (Ct/I) and dt � (dt/I)

(b) Create a random walk and normalize it using: X(t) � [0, . . . , cumsum(2r(tn) − 1)], where n� 1, 2, 3, . . ., n and
Xt

i � ((Xt
i − ai) × (di − ct

i )/(dt
i − ai)) + ci

(c) Update the position of antlions using antti � (Rt
A + Rt

E)/2
(d) Calculate the fitness of all ants according to the optimum solutions calculated earlier

end

ALGORITHM 3: ALO-MPPT.

Cost function : mean square error 
MSE (Pmpp, Ppv)

Metaheuristic optimization algorithm 
(PSO, ACO, and ALO)

Initialize the model and measure G and T

From PV model get the value of MPP from
P-V characteristics curve Figure 3

Pmpp = MPP (T, G)

Measure PV current I and voltage V and 
calucalte Ppv = I ∗ V.

MPPT algorithm (fixed INC, variable INC,
fixed FO-INC, and variable FO-INC)

DC-DC converter and the load

MPPT optimal parameters 

Pmpp

Ppv

Control signal : duty cycle

MPPT number and range of parameters

Figure 8: -e proposed system implementation flowchart.
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Figure 7: -e proposed PV system with metaheuristic optimization.
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in MATLAB environment to get the optimal MPPT pa-
rameters. -e optimal parameters are applied to the chosen
MPPT technique in Simscape. Performance index is cal-
culated in MATLAB through a dynamical data exchange
between MATLAB and Simscape.

-e proposed MPPT contribution is generated by
measuring the output energy of the PV system under
different solar irradiances. Simulation was conducted
when solar radiation and cell temperature change with a
transient method of approximately 2 sec with 0.01 sec
sampling.-e characteristics of the PV array will be altered
when the natural radiation and cell temperature alter,
which causes the I-V curves of the PV array to change. In
addition, the particular irradiance ranges from 400 to
1000W/m2 and the cell temperature ranges from 20°C to
40°C which makes it more realistic as shown in Tables 3
and 4.

Figure 9 shows the I-V and P-V curves of fixed-step INC
under different temperature and radiation with small step
which in return gives it better results and less oscillation;
however, it takes more time to get maximum power. -e
variable-step INC curves, shown in Figure 10, give better
results than the fixed INC. However, in variable-step INC,
improper selection of the initial step size may require large
number of steps to reach the MPP. Also, improper selection
of the scaling factor may lead to oscillations.

-e objective of PSO, ACO, and ALO is to select the best
value of α for the fixed-step FO-INC and the best values of α
and S for variable step to get the maximum PV power. Fixed-
step FO-INC MPPT results optimized by PSO, ACO, and
ALO are shown in Figure 11. Fixed-step FO-INC-PSO gives
better results than conventional INC methods, less number
of MPPT steps to maximum power value, and less oscilla-
tion, yet PSO optimization needs more iterations to get the

Table 3: Comparative results between MPPT algorithms at 800W/m2.

Climatic condition

MPPT
800W/m2 and 25°C 800W/m2 and 35°C

Max power
(Watt)

MPP
steps

Oscillation avg.
(Watt)

No. of
iterations

Max power
(Watt)

MPP
steps

Oscillation avg.
(Watt)

No. of
iterations

Fixed-step INC 321.84 137 5.87 — 319.73 131 4.92 —
Variable-step INC 324.63 125 4.89 — 319.90 127 4.17 —
FO-INC fixed
step + PSO 420.28 121 4.28 100 400.01 127 4.34 100

FO-INC fixed
step +ACO 470.62 115 4.067 100 462.24 121 3.089 100

FO-INC fixed
step +ALO 487.22 118 3.067 100 474.24 125 3.089 100

FO-INC variable
step + PSO 490.28 128 3.28 100 480.01 132 3.34 100

FO-INC variable
step +ACO 510.62 115 3.067 100 490.24 121 3.089 100

FO-INC variable
step +ALO 515.52 120 3.269 100 510.26 127 3.802 100

Table 4: Comparative results between MPPT algorithms at 1000W/m2

Climatic condition

MPPT
1000W/m2 and 25°C 1000W/m2 and 35°C

Max power
(Watt)

MPP
steps

Oscillation avg.
(Watt)

No. of
iterations

Max power
(Watt)

MPP
steps

Oscillation avg.
(Watt)

No. of
iterations

Fixed-step INC 428.84 145 4.87 — 419.73 153 5.92 —
Variable-step INC 420.73 155 5.87 — 419.90 139 5.17 —
FO-INC fixed
step + PSO 436.88 120 4.88 100 410.51 121 4.84 100

FO-INC fixed
step +ACO 650.82 101 2.067 100 632.24 112 2.089 100

FO-INC fixed
step +ALO 667.32 118 3.87 100 664.24 120 3.889 100

FO-INC variable
step + PSO 590.28 86 2.28 100 580.23 92 2.34 100

FO-INC variable
step +ACO 720.62 65 2.067 100 705.24 71 2.079 100

FO-INC variable
step +ALO 725.32 80 2.369 100 710.63 96 2.802 100

Complexity 9



optimal MPPT parameter. Fixed-step FO-INC-ACO gives
less number of MPPT steps than PSO and ALO, however,
not the optimum parameter that can be obtained by ALO
with fewer number of MPPT steps. ­e output power and
voltage of the PV system generated using the optimization of
�xed-step FO-INC-ACO gives less oscillation yet not as
much maximum power as given by ALO as shown in
Figure 12. Variable-step FO-INC gives better results than
conventional INC and �xed-step FO-INC methods, less
number of MPPT steps to maximum power value, and less
oscillation. PSO needs more number of iterations than ACO
and ALO to get the optimal MPPT parameters. ALO gives
the optimum parameters for the maximum power with
larger number of MPPT steps and vice-versa with ACO as
shown in Figures 13 and 14.

­eMPPTperformance η can bemonitored as in equation
(10) for all the abovementioned MPPT techniques. Irradiance,
temperature, power, and maximum power time waveform of
the system using the proposedMPPTmethods have been used
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Figure 9: Fixed-step INC I-V and P-V curves.
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Figure 10: Variable-step INC I-V and P-V curves.
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to get η. -e irradiance and temperature variation mean that
output power follows the highest maximumpower profile very
closely, and the higher performance is obtained in case of
variable-step FO-INC with ALO (98.1) as noted from Table 5:

η �
􏽒
​
PPV(t) dt

PMPP
. (10)

6. Conclusion and Future Work

-e output power of the PV system will be changed by
irradiance and temperature according to the simulation
results of the system with different climatic conditions as
illustrated in Tables 3 and 4. -e proposed incremental
fractional order FO-INC demonstrates better results than
traditional INC under environmental changing processes
and improves the efficiency of MPPT as FO-INC is able to
provide a dynamical mathematical model for describing the
nonlinear and fractional properties. -e incremental
change in the fractional order as a dynamic variable is used
to adjust the MPPT service cycle. Using metaheuristic
optimization enhances the performance of FO-INC and

PSO variable-step FO-INC P&I-V MPPT curve

ACO variable-step FO-INC P&I-V MPPT curve

ALO variable-step FO-INC P&I-V MPPT curve
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Figure 13: Optimization of variable-step FO-INC I-V and P-V curves.
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Figure 14: Optimization of variable FO-INC output response.

Table 5: MPPT algorithms efficiency.

MPPT method Efficiency (η)
Fixed-step INC 75.9
Variable-step INC 82.1
Fixed-step FO-INC+PSO 90.2
Fixed-step FO-INC+ACO 92.3
Fixed-step FO-INC+ALO 93.2
Variable-step FO-INC+PSO 94.7
Variable-step FO-INC+ACO 97.5
Variable-step FO-INC+ALO 98.1
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provides another dynamical variable to the MPPT control.
Compared to ACO and ALO, the PSO uses less number of
variables and shorter calculation time for the same number
of iterations. However, sometimes it cannot achieve the
optimal solution. -e ALO uses larger number of variables
and takes the longest calculation time, yet it gives more
optimal solution compared to ACO and PSO. -is work
could be extended by changing the resistance using another
dynamical load, e.g., DC motor, or by applying different
optimization techniques on the FO-INC.
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�e multienergy interaction characteristic of regional integrated energy systems can greatly improve the e�ciency of energy
utilization. �is paper proposes an energy prediction strategy for multienergy information interaction in regional integrated
energy systems from the perspective of horizontal interaction and vertical interaction. Firstly, the multienergy information
coupling correlation of the regional integrated energy system is analyzed, and the horizontal interaction and vertical interaction
mode are proposed.�en, based on the long short-term memory depth neural network time series prediction, parallel long short-
term memory multitask learning model is established to achieve horizontal interaction among multienergy systems and based on
user-driven behavioral data to achieve vertical interaction between source and load. Finally, uncertain resources composed of
wind power, photovoltaic, and various loads on both sides of source and load integrated energy prediction are achieved. �e
simulation results of the measured data show that the interactive parallel prediction method proposed in this article can e�ectively
improve the prediction e�ect of each subtask.

1. Introduction

With the depletion of fossil energy, the contradiction be-
tween energy demand growth and energy shortage in the
process of social and economic development, energy utili-
zation, and environmental protection is becoming more and
more serious. Under such background, the consumption
system of traditional energy production with fossil energy as
the core has been di�cult to sustain, so building a multi-
energy complementary and optimized energy supply and
demand system and guiding the overall transformation of
the energy industry have become the top priority of China’s
energy sector development [1]. On the basis of energy system
source-network-load-storage vertical optimization, the
multienergy supply systems are coordinated and optimized
in a horizontal direction by the multienergy coupling re-
lationships to realize integrated energy system for energy
cascade utilization and multienergy coordinated scheduling,

which will play a key role in the abovementioned energy
revolution [2]. On the one hand, it will improve energy
e�ciency through comprehensive development and utili-
zation of energy, and on the other hand, it will increase the
potential energy penetration rate by converting electricity
into heat, cold, natural gas, electric vehicle energy storage,
etc.

�e extension of IES in end users is called regional
integrated energy system (RIES). In the RIES with in-
termittent renewable energy such as wind power/photo-
voltaic, due to the coupling and interconnection of various
energy subsystems such as power system, thermal system,
natural gas system, and transportation system, the energy
consumption data are scattered and multidimensional of the
versatile load such as electric load, heat load, and gas load on
the user side. Such huge amount of data information is of
great value in situational awareness, especially in new energy
generation and load forecasting [3]. Zhang et al. [4] used
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data analysis and prediction algorithms to verify the cor-
relation between energy consumption behavior and dis-
tributed PV output and input the prediction results into the
predicted energy management system to optimize load-side
energy consumption and balance the system’s energy supply
and load demand. Deng et al. [5] proposed the energy 5.0
concept based on cyber-physical-social systems (CPSS) and
analyzed the social behavior characteristics of load-side
energy consumption in smart home energy systems, by
collecting a variety of operational information in the actual
system by using the “data driven + physical model” approach
to form a new energy forecasting agent to achieve optimal
operational control [6–8]. In addition, in the energy pre-
diction of RIES, deep learning prediction technology has
attracted the attention of many scholars at home and abroad.
Wang et al. [9] have made extensive analysis and discussion
on renewable energy forecasting methods based on deep
learning, discussed the current problems facing this di-
rection, and prospected the future development direction.
Wang et al. [10] proposed a wind speed prediction model
based on deep confidence network and achieved good
prediction results. Chen et al. [11] proposed a new two-layer
nonlinear combination short-term wind speed prediction
method (EEL-ELM). In the first layer, the extreme learning
machine (ELM), Elman neural network (ENN), and long
short-term memory (LSTM) neural network are used to
predict wind speed, and three prediction results are ob-
tained. +en, the nonlinear aggregation mechanism of ex-
treme learning machine (ELM) is used to alleviate the
inherent weakness of single method and linear combination.
Liu et al. [12] combined variational mode decomposition
(VMD), singular spectrum analysis (SSA), long short-term
memory (LSTM) network, and extreme learning machine
(LEM) and proposed a new multistep wind speed prediction
model. +e simulation results show that the method is more
effective and robust in extracting trend information. On the
basis of multiple long short-term memory (LSTM) learning,
the literature [13] combines the extreme value optimization
algorithm and the support vector machine model to in-
tegrate the LSTM layer prediction results and predicts the
wind speed in a short time. In literature [14], the LSTM deep
neural network algorithm is used, and the user’s energy data
of various types of equipment are used to predict the res-
idential load on the load side in a short term, which proves
the data value of the load energy information in the fore-
casting field. Multitask learning has been studied for about
20 years [15–17]. At present, multitask learning methods can
be roughly summarized into two categories. One is to share
the same parameters between different tasks, and the other is
to mine the shared data features hidden between different
tasks [18]. Argyriou et al. [19] detailed the four multitasking
learning methods of feature selection, kernel selection,
adaptive pooling, and graphical model structure. Jebara [20]
proposed a typical multitask model for mining common
features between multitasks. A framework for multitask
feature learning is given in this paper, which becomes the
basis for many multitask learning references [21, 22]. In-
spired by the above literature, this paper argues that it is
necessary to explore the value of multienergy coupling

information and load-side user behavior characteristics for
energy system operation and use the information correlation
characteristics between multiple energy sources to expand
the concept of multienergy interaction to the forecasting
stage. +e “information interaction” strategy is proposed
and explored the data information implied in each link of
RIES by combining deep learning technology, and the en-
ergy utilization efficiency is maximized through multienergy
interaction. Based on the existing research, this paper
comprehensively considers the horizontal and vertical in-
formation interaction characteristics between multiple en-
ergy loads in RIES and proposes a parallel energy LSTM
based on multienergy-load information interactive short-
term energy prediction strategy. Firstly, the RIES multi-
energy-charge coupling correlation is analyzed, and the
horizontal and vertical “information interaction” modes of
multienergy load are proposed. +en, from the perspective
of information interaction, based on the LSTM deep neural
network time series prediction, the parallel LSTM multitask
learning model is established to realize the horizontal in-
teraction between multienergy systems. At the same time,
based on the user’s energy behavior data driving, the vertical
interaction between the source and the load is realized, and
the uncertain sources are used for integrated energy pre-
diction of the wind power, photovoltaic, and various loads
on both sides of the source and the load. Finally, based on the
measured data of a region’s RIES, the prediction model is
trained and verified. +e simulation results show that the
proposed information interactive parallel prediction method
can effectively improve the prediction effect of each subtask.

2. Regional Integrated Energy System

2.1. Basic Structure of Regional Integrated Energy System.
+e regional integrated energy system takes the electricity as
the core, is based on smart grid, and is led by clean energy. It
uses advanced information communication and energy
conversion technologies to organically connect the links of
producing, transporting, storing, and consuming in the
multienergy systems such as electricity, gas, and heat so as to
achieve optimal allocation of energy, multienergy coupling,
and complement [23]. RIES structurally includes regional
energy production input network, multienergy coupling
network, and regional internal load-side energy output
network. It can fully absorb all kinds of renewable energy
such as wind power and photovoltaic and access various
types of loads such as electricity, gas, heat, and cold to
achieve efficient energy allocation. At the same time, its top
layer has an integrated information communication support
system to achieve the interactive fusion of energy flow and
information flow. +e basic architecture of the RIES de-
scribed in this paper is shown in Figure 1.

2.2. Characteristics of Regional Integrated Energy System
“Information Interconnection”. Under the support of the
energy Internet and multienergy key technologies charac-
terized by “open” and “interconnected,” the coupling in-
teraction of multienergy-network-load-storage in RIES is
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more tight [24]. (1) From the perspective of horizontal
interconnection, RIES will integrate the energy subsystems
such as cold/heat/electric/gas/traffic to construct a mul-
tienergy flow system. +e energy is converted and flowed
between the systems through the coupling components,
and the various energy forms complement each other. +e
energy resources have to be optimally configured in a wide
area, that is, to achieve the “horizontal information in-
terconnection” of the energy Internet. (2) From the per-
spective of vertical interconnection, based on the
traditional energy supply network, RIES will realize the
real-time sharing of information resources in the source-
network-load-storage through Internet technology. +is
resource sharing mechanism has two-way conduction
characteristics. +e user has information bidirectional
conduction capability between the information control
system, the energy supply module, and the multienergy
intelligent delivery module. +e interactive sharing of
energy information can also be realized between users, that
is, to realize the “vertical information interconnection” of
the energy Internet.

3. RIES Multienergy Coupling
Correlation Analysis

3.1. RIES Horizontal Multienergy Information Coupling.
+e horizontal multienergy information coupling corre-
lation of RIES is represented by the correlation between
different energy flow subsystems such as electricity, gas,
and heat.

From the perspective of coupling, the composition of the
RIES can be divided into a coupling unit and a noncoupling
unit. As shown in Figure 2, the coupling unit connects
different energy flow subsystems and consumes one or more
energy sources to generate other energy sources. Typical
coupling forms are as follows: cold and heat electricity

supply units consume coal or natural gas to generate elec-
tricity, heat, and cold. +e heat pump consumes electrical
energy to generate thermal energy, the electrical hydrogen
consumes electrical energy to generate hydrogen, and the
coupling unit causes the energy flow subsystems to interact.
+e uncoupled unit includes the network and equipment
inside each energy flow subsystem and other uncoupled
boundary conditions such as source and load. +e uncou-
pled unit also affects other systems through the coupling unit
[25].+erefore, different energy flow subsystems have strong
coupling between them, and there is a large amount of
horizontal multienergy coupling information existing in the
multienergy system data, resulting in great correlation be-
tween various units within the system.

3.2. RIES Vertical Source-Load Information Coupling. +e
vertical source-load information coupling correlation of
RIES is represented by the correlation between the multi-
energy supply of the source and the user’s energy behavior of
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the load. Different energy behaviors correspond to different
load characteristics [26]. For example, the lighting behavior
in RIES is a typical user energy behavior. +rough advanced
measurement devices, the user’s lighting behavior can be
reflected as a lighting load curve.

From the perspective of user energy behavior, there are
multiple coupling relationships between multiple energy
loads in RIES. Taking the user’s lighting behavior as an
example, if the cloud suddenly covers a certain area and
reduces the ambient light intensity, it will affect the user’s
lighting behavior: people will increase the lighting equip-
ment usage to meet the lighting demand, and the lighting
load will increase. At the same time, such cloud movements
will also have an impact on photovoltaic power generation:
cloud clusters will block the photovoltaic panels, which will
affect the irradiance reduction on the photovoltaic panels
and affect the photovoltaic power generation. In order to
prove the characteristics of this behavioral feature, this paper
takes the data of three days from January 24 to 26, 2016, of
RIES in a certain area of Tianjin for quantitative analysis.+e
photovoltaic power output curve and the user lighting load
curve are shown in Figure 3.

+e upper part of Figure 3 is the curve trend of the
photovoltaic power output, and the lower part is the curve
trend of the user’s lighting load. (1) Both the user’s lighting
load and the photovoltaic power output have a day and night
cycle. +e distribution of them is mainly concentrated in the
daytime. +e peak of the user’s lighting load is generally
distributed between 18 : 00 and 20 : 00, and the peak output
of the photovoltaic power supply is generally distributed
between 12 : 00 and 14 : 00 at noon. (2) Taking the three-day
short-term data for comparison analysis, the overall output
of photovoltaic power generation on the third day was
significantly larger than the previous two days. Accordingly,
the lighting load on the third day between 10 : 00 and 16 : 00
is reduced compared to the previous two days and it is
reduced to the low of the day. It shows that when the output
of photovoltaic power generation increases, it also affects the
user’s energy consumption behavior when the ambient light
intensity is large, which means that the user’s demand for
lighting energy is reduced. (3) Take the ultra-short-term
data analysis from 12 : 00 to 16 : 00 on the first day, and
the photovoltaic power output reaches the peak of one day at
13 : 00, and the lighting load is also reduced to low of the
daytime at this moment. During the period from 13 : 00 to
14 : 00, a sudden downward climb occurs, and the lighting
load increases at the corresponding time. +is “mutation”
phenomenon should be caused by the cloudy weather af-
fected by the cloud. From the above analysis, it can be found
that there is a strong information coupling correlation be-
tween the “source” photovoltaic power output and the
“charge end” user’s lighting load.

3.3. RIES Multienergy Information Interaction Mode.
RIES has both horizontal multienergy information coupling
correlation characteristics and vertical source-load in-
formation coupling correlation characteristics. From the
perspective of information interaction energy management,

there are also two horizontal and vertical information in-
teraction modes.

+e horizontal information interaction mode is based on
multienergy conversion information sharing. On the basis of
obtaining the measurement data of the multienergy flow
subsystem, the nonlinear artificial intelligence deep learning
technology is used to process the multienergy data in par-
allel, and it effectively utilizes the complex shared in-
formation of energy conversion, identifies the abstract
features of the training data, and improves the precision of
subtask prediction of the energy management.

+e vertical information interaction mode is based on
user behavior information sharing. On the basis of obtaining
multicategory data on both sides of the source and the load,
the deep learning method is used to dig the user-side be-
havior characteristics, and the associated user behavior
information data are taken as input to guide the source-side
energy management prediction and improve the prediction
accuracy of the energy supply end.

4. Multitask Learning Mechanism for Deep
Learning Energy Prediction

4.1. LSTM Recurrent Neural Network

4.1.1. Principle of LSTM Cyclic Neural Network. +e training
objects of the source-charged uncertain resources have
obvious timing characteristics, and the sequence data have
strong correlation before and after. From the perspective of
learning and training, recurrent neural network (RNN) can
process sequences with temporal correlation of arbitrary
length by using neurons with self-feedback, which has ob-
vious advantages in processing sequence data [27]. +e
structure of the RNN is shown in Figure 4(a). +e LSTM
network is a variant of RNN that overcomes the traditional
RNN gradient demise problem [28]. +e hidden layer is no
longer a simple neural unit, but an LSTM unit with a unique
memory mode. Each LSTM unit contains a state cell that
describes the current state of the LSTM unit [29]. c repre-
sents the current state quantity of the LSTM unit, and h

represents the current output of the LSTM unit.
LSTM reads and modifies state units by controlling the

forget gates, input gates, and output gates [30], which are
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Figure 3: +e relationship between the photovoltaic power curve
and the lighting load curve of the user.
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typically formed by sigmoid or tanh functions and Hada-
mard product operation. As shown in Figure 4(b), the forget
gate determines ct− 1 of the previous moment and how many
components of the cell state ct remain at the current time,
and the input gate determines how many components of the
network input are saved to the cell state ct at the current time
xt and howmany components of the output gate control cell
state ct are output to the current value ht of the LSTM.

+e calculation formula between the variables of the
LSTM unit is as follows:

ft � σ Wfxxi + Wfhht− 1 + bf􏼐 􏼑,

it � σ Wixxi + Wihht− 1 + bi( 􏼁,

gt � ϕ Wgxxt + Wghht− 1 + bg􏼐 􏼑,

ct � ft ⊙ ct− 1 + it ⊙gt,

ot � σ Woxxt + Wohht− 1 + bo( 􏼁,

ht � ot ⊙ϕ ct( 􏼁.

(1)

In the formula,Wfx,Wfh,Wix,Wih,Wgx,Wgh,Wox, and
Woh are the weight matrices corresponding to the input of the
network activation function; bf, bi, bg, and bo are the offset
vectors; ⊙ represents the multiplication of the Hadamard
product matrix; σ represents the sigmoid activation function,
and ϕ represents the tanh activation function.

4.1.2. LSTMDeep Learning Training Algorithm. +e training
of LSTM network adopts BP-based backpropagation
through time (BPTT) [31]. +e algorithm steps are as fol-
lows: (1) Calculate the output value of each neuron forward.
For the LSTMunit, the values of the six vectors, such asft, it,
gt, ct, ot, and ht, are calculated. (2) Calculate the error term
of each neuron in reverse. Similar to traditional RNN, the
backpropagation of the LSTM error term consists of two
levels: one is at the spatial level, and the error term is
propagated to the upper layer of the network; the other is at
the time level, which propagates back in time. For example,
from the current time of t, the error at each moment is
calculated. (3) Calculate the gradient of each weight
according to the corresponding error term, and update the
network weight parameter. (4) Jump to the first step and
continue to perform the first 3 steps until the network error
is less than the given value.

4.2. LSTM Network Multitask Learning Mechanism.
Multitask learning (MTL), as an inductive migration
mechanism, avoids the underfitting of model training by
using the correlation between multiple tasks, digging the
hidden common features, and improving the generalization
learning ability of the model [32]. RIES source wind and
light prediction and load-end electricity, gas, heat, and cold
load prediction can be regarded as different tasks in mul-
titask learning [33]. Multiple tasks share some common data
or model structures, that is, there is a certain correlation
between the multienergy prediction tasks. +e multitask
learning prediction model based on the LSTM network
proposed in this paper shares the hidden layer nodes among
all prediction tasks through the hard parameter sharing
method and trains the training data corresponding to the
multienergy prediction tasks at the same time, considering
the correlation information between tasks to improve the
learning ability of all predictive tasks [34]. A comparison of
single-task and multitask learning based on the LSTM
network is shown in Figure 5. +e multisource historical
data in the figure is a collection of five types of historical data
including wind power, photovoltaic, electric load, heat load,
and cold load.

5. Parallel LSTM-Based RIES Information
Interactive Energy Prediction Method

5.1. RIES Multienergy Prediction Model Design. RIES has
uncertainties at both the source and the load end, so accurate
prediction of uncertain resources is the basis for imple-
menting RIES energy optimization management and
scheduling [35]. +e source mainly includes wind power
prediction and photovoltaic power prediction, and the load
mainly includes electric load prediction, thermal load pre-
diction, and cold load prediction.

As described in the second section of this paper, there are
intricate mutual coupling relationships between multiple
energy loads of RIES, and the prediction tasks of uncertain
resources on both sides of the source and load have strong
correlation. It can effectively improve the overall prediction
accuracy of the RIES uncertain resources by learning this
coupling relationship through joint prediction training [36].
From the perspective of RIES multienergy-load information
interaction, this paper proposes the concept of “parallel
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Figure 4: Schematic diagram of RNN and LSTM. (a) +e structure of the RNN. (b) +e structure of the LSTM cell.
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prediction” and utilizes the strong nonlinear learning ability
and historical memory advantages of LSTM deep learning
network to conduct integrated prediction of uncertain re-
sources at both source and load. As shown in Figure 6, the
horizontal information interaction based on multienergy
conversion information sharingmainly utilizes themultitask
learning parameter sharing mechanism of the parallel LSTM
prediction network; the vertical information interaction
based on the user behavior information sharing mainly uses
the user behavior data to guide source-load multitask pre-
diction as an additional unified input information. Para-
metric sharing is weight sharing, which takes advantage of
the correlation between subtasks. Input sharing refers to
data sharing. Different subtasks share historical power data
such as wind power, photovoltaic power, power load,
thermal load, and cooling load.

5.2. Data Preprocessing. +e training samples select the wind
power generation time series on the source side, the photo-
voltaic power generation time series, the charge side on the load
side, the heat load, the cold load time series, and the illumi-
nation load series data. Considering the input and output range
of the nonlinear activation function in the model, in order to
avoid neuron saturation, the data are normalized and mapped
between [− 1, 1], as shown in the following equation:

x′ �
x − xmax + xmin( 􏼁/2

xmax − xmin( 􏼁/2
. (2)

In the equation, x is the actual input or output data and
xmax and xmin are the maximum and minimum values of the
variable, respectively.

5.3. Task Construction. +e essence of using the multitask
learning method for multienergy-load integration prediction
lies in the close correlation of each prediction subtask [37].
+e traditional single-task prediction method uses a single
dimension of historical observations to predict its future
output, and the model output is a single attribute. +e
multitask learning integration prediction uses the multidi-
mensional data on both sides of the source and the load as a

common input to effectively utilize the sample. On the other
hand, through the shared hidden layer node divisionmethod,
the five attributes of wind, photovoltaic power generation,
electricity, heat, and cold load are simultaneously predicted
to play the role of inductive bias and improve prediction
accuracy.

5.4. Model Training. +e LSTM-based source-charge in-
tegrated prediction model mainly needs to determine the
following parameters: input layer dimension, input layer
time step, hidden layer number, each hidden layer di-
mension, and output layer dimension [38].

+e time step of the input layer is generally the length of
the variable time series used for the source-load integration
prediction. According to the periodic characteristics of the
prediction object sequence, the input layer time step is set to
24, that is, the historical data whose resolution ratio is 1 h
during the first seven days before the input is used for
forecasting and it takes up one input node per day.+e input
layer dimension is the number of nodes. +e input layer
node of this paper contains six objects: wind power gen-
eration time series, photovoltaic power generation time
series, charge side load, heat load, cold load time series, and
lighting load series, which constitutes totally 42 nodes, so the
input layer dimension is set to 42. Since this paper simul-
taneously predicts six attributes of wind power, photovol-
taic, electricity, heat, and cold load, the output layer has 5
nodes, that is, the output layer dimension is set to 5. In this
paper, based on experience and multiple trial and com-
parison, the number of hidden layers is set to 2, and the
dimension of the hidden layer is set to 30. +e selection of
the activation function is as shown in Figure 4(a), the
batch_size is set to 42, the numbers of iterations of an epoch
is set to 8784, the learning rate is set to 0.80, and the learning
delay rate is set to 0.05. +e network training function uses
the BPTT algorithm mentioned above.

5.5. Evaluation Indicators. Multienergy-load integration
forecasting simultaneously trains multiple forecasting
tasks. To comprehensively measure the forecasting effect, it
is necessary to evaluate the integrated forecasting accuracy
as a whole [39]. In this paper, the average accuracy
evaluation index based on weight coefficient is proposed.
For the importance degree of different energy on the two
sides of the RIES, the corresponding weight coefficient is
given to different energy output types. For an RIES, the
uncertainties of the source-side wind, light, and other
uncertain resources are large and have a great influence on
the stable operation of the system and the energy dispatch
management. +erefore, the source-side wind forecasting
is set to a higher weight; in addition, as the power grid
plays a leading role in the integrated energy system by
virtue of its perfect architecture and central hub advan-
tages, correspondingly, the power load forecast is set to a
higher weight.

+is paper proposes three calculation indicators, namely,
mean absolute percentage error (MAPE), mean accuracy
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(MA), and weightedmean accuracy (WMA), as shown in the
following equation:

MAPE �
1
n

􏽘

n

i�1

P(i) − 􏽢P(i)

P(i)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
× 100%,

MA � 1 − MAPE,

WMA � λ1MA1 + λ2MA2 + · · · + λkMAk.

(3)

In the equation, P(i) and 􏽢P(i), respectively, represent
the actual energy value and the predicted energy value at the
first moment; n is the sample data amount; MAk represents
the prediction accuracy of the k prediction task; and λk

represents the weight coefficient of the k prediction task. In
this paper, the weight ratios of the energy predictions on
both sides of the source and the load are set as shown in
Table 1.

6. Simulation Analysis

6.1. Data Description. +e experimental data in this paper
are derived from the measured data provided by RIES in a
certain area of Tianjin. +e RIES consists of a power system,
a thermal system, and a natural gas system. +e source side
includes energy supply equipment, such as wind turbines
and photovoltaic power generation equipment. Coupling
links include energy conversion equipment, such as cold and
thermal power supply equipment, electric boilers, and gas
boilers. Energy demand mainly includes power load, heat
load, and cooling load. +e load side and the energy storage
side contain devices such as electrical energy storage and
thermal energy storage to improve the flexibility of the
system. In addition, in order to prove the validity of the
source-load vertical information interaction, the historical
data of the lighting load reflecting the typical electricity

usage behavior of the user are also sampled. All historical
energy data sampling interval is 1 h, data from July 2015 to
June 2016 are used as training set data, and data from July
2016 are used as test set data, with 1 h as time step; based on
the historical data of the first 7 days, the energy supply and
energy demand on both sides of the source and the load in
the next day are predicted. +e total 57168 samples were
divided into two parts (92% as the train set and 8% as the test
set). +e forecasting models were trained by the train dataset
and validated on the test dataset. +e statistical information
of the above dataset is shown in Table 2.

6.2. Analysis of Examples. +is section analyzes the effect of
RIES multienergy information interactive energy prediction.
+e selected sunny day and rainy day of the test set were
analyzed separately. +e energy prediction results of wind
power output, photovoltaic output, electric load, heat load,
and cold load on both sides of the source and the load in the
two scenarios are shown in Figures 7 and 8, respectively.

+e prediction results of Figures 7 and 8 show that the
proposed source-load parallel LSTM learning model can
obtain ideal results in wind energy, photovoltaic, electric
load, thermal load, and cold load energy prediction in sunny
day scenario and rainy day scenario, which confirms the
effectiveness of the model proposed in this paper. +e
prediction effect of each subtask in the parallel prediction
results shows a large difference. Compared with the wind
and light prediction on the source side, the predicted curves
of the charge, heat, and cold load on the charge side are
closer to the actual sequence curve, which is due to the
intermittent and random nature of source-side wind power
and photovoltaics.

Comparing Figures 7(c)–7(e), it can be found that the
electric load is more volatile than the thermal load and the
cold load, which is because the thermal inertia and cold
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inertia of the thermal system are stronger [39], and the
volatility is also even smaller. +ermal inertia means that the
dynamic change of the thermal system is a slow process from
a time scale. Compared with the power system, the heat
energy transmission exhibits a delay effect, and the upper
and lower fluctuations of the heat load exhibit an inertial
effect, and the cold inertia is similar. Because of the existence
of thermal inertia and cold inertia, the thermal load in the
thermal system is less random in the short-term predicted

time scale, showing a characteristic of smooth variation, so
its prediction uncertainty is also small, and the thermal load
and the cold load are relative to the electricity. +e pre-
diction error of the load is also relatively small. Comparing
Figures 7 and 8, it can be found that the uncertainty of actual
photovoltaic power and actual wind power in rainy day
scenes is larger than that of sunny days.+e forecast curve of
photovoltaic and wind power in sunny scenes is closer to the
true value; the electric load and heat load in rainy scenes

Table 1: Weight settings of source-load double-sided energy prediction tasks.

Prediction task Wind power PV power Electric load Heat load Cold load
Weight coefficient 0.25 0.25 0.2 0.15 0.15

Table 2: +e description of simulation dataset.

Data type Max (kW) Median (kW) Min (kW) Mean (kW) Std (kW) Train set size Test set size
Wind power 317.561 233.774 36.612 216.102 78.964 8784 744
Photovoltaic power 235.000 0.000 0.000 42.507 70.557 8784 744
Electric load 696.585 584.923 209.872 523.803 139.174 8784 744
Heat load 148.473 92.719 60.532 100.076 27.240 8784 744
Cold load 436.964 223.213 39.046 221.949 135.304 8784 744
Lighting load 03.333 50.000 2.778 44.792 27.734 8784 744
Multisource fusion — — — — — 52704 4464
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Figure 7: +e results of source-load bilateral energy prediction within a sunny day. (a) Prediction of wind power. (b) Prediction of PV
power. (c) Prediction of electric load. (d) Prediction of heat load. (e) Prediction of cold load.
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should increase as a whole. +is is due to the cold weather in
the rainy scenes, which affects the user’s energy use behavior
and increases the user’s demand for electricity and heat, thus
increasing the electrical load and heat load.

6.2.1. Comparative Analysis of Multienergy Load Information
Interaction. In order to verify the effect of interactive
learning of horizontal and vertical multienergy information,
the parallel LSTM predictions considering user energy be-
havior and parallel LSTM prediction without considering
user energy behavior and the results of single LSTM pre-
diction without considering user energy behavior are pro-
posed to conduct a comparative analysis. In order to ensure
the fairness of the experimental test, this paper uses the same
dataset for training and testing.

+e comparison experiment setup is shown in Table 3. In
the parallel LSTM learning without considering the user’s
energy behavior, the input sample is based on the original
prediction model A, and the lighting load data reflecting the
user behavior in the input sample are not considered. +e
prediction is based only on the historical data of the pre-
dicted object; the model C does not consider the single
LSTMprediction of the user’s energy behavior, and the input
and output of each subprediction model only consider the
input and output of a single energy, and there is also no
parameter sharing between the LSTM unit of the different

submodels. Model B uses parallel LSTM learning. +ere is
parameter sharing among each subtask, which belongs to a
multitask learning. Model C uses a single LSTM learning,
and each subtask does not affect each other. It belongs to a
single-task learning.

+e prediction accuracy of the multienergy charge in-
formation interaction comparison experiment is shown in
Table 4 and Figure 9. +rough the analysis of Table 4 and
Figure 9, it shows that the average prediction accuracy of the
weights of the models A, B, and C are 0.9009, 0.8917, and
0.8728, respectively. +e prediction result of the model A is
the best, the model B is the second, and the model C is the
third. +at is, considering the interaction of vertical and
horizontal information, the energy predictions on both sides
of the source and the load show better prediction accuracy.

Comparing the prediction results of Model B and Model
C, for the five subprediction tasks, when the different quality
energies are predicted together in parallel, a higher precision
than the single prediction is obtained. It can be seen that
parallel LSTM learning considering horizontal multienergy
information interaction utilizes the coupled data between
different systems to fully exploit the interactive information
between different quality energy sources of the integrated
energy system, so that the prediction performance of a
certain energy can be improved. In addition, considering the
multienergy horizontal information interaction, the pre-
dicted accuracy of the load-side electrical load, heat load, and
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Figure 8:+e results of source-load bilateral energy prediction within a rainy day. (a) Prediction of wind power. (b) Prediction of PV power.
(c) Prediction of electric load. (d) Prediction of heat load. (e) Prediction of cold load.
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cold load are increased by 3.13%, 2.53%, and 2.67%, re-
spectively, while the predicted accuracy of the source-side
wind power and photovoltaic is increased by 1.52% and
1.46% and the energy prediction accuracy of the charge side
is relatively high. It can be seen that the source-side un-
certainty resources are also affected by other energy in-
teractions in the system, but the impact is small, while the
charge side demand is largely affected by other energy in-
teractions in the system. And the information interaction is
more intimate between each other.

Comparing the prediction results of Model A and Model
B, when the user’s energy behavior information interacts
between the source and the load in vertical direction, the
average weight accuracy of the overall prediction is increased
by 1.03%. Comparing the performance improvement effects
of the five subprediction tasks, it can be found that the
percentage improvement of PV prediction accuracy is
1.85%, and the improvement effect is relatively best, fol-
lowed by the electrical load, while the prediction accuracy of
wind power, heat load, and cooling load is not obvious. It
can be seen that considering the source-load vertical in-
formation interaction can improve the energy prediction
accuracy on both sides of the source and the load, but the
specific user energy behavior has different differences in the
energy prediction of different types of users, and the user

lighting behavior is obviously related to photovoltaic power
generation and user electricity. +e interaction between
loads is more tight, and its effect on PV prediction and
electric load forecasting is more obvious.

6.2.2. Comparison of Deep Neural Network Algorithms with
Other Algorithms. In order to verify the prediction effect of
the LSTM deep neural network algorithm, the LSTM model
and the autoregressive integrated moving average model
(ARIMA) algorithm and the classic BP neural network
(BPNN) algorithm in this paper are proposed. +e simu-
lation results of them were compared and analyzed. In order
to ensure the fairness of the experimental test, this paper uses
the same dataset for training and testing, and both use a
single-task prediction strategy. +e prediction results of the
three algorithms are shown in Table 5 and Figure 10.

Observing the prediction results, the prediction effect of
ARIMA algorithm is the most general, and the prediction
accuracy of BPNN algorithm is much higher than that of
ARIMA algorithm. +e prediction accuracy of each task of
LSTM deep learning prediction algorithm proposed in this
paper is the highest. +e ARIMA algorithm can not effec-
tively use the historical information in the long-term se-
quence because it only uses a part of the historical
information to train, which leads to the large prediction
error. +e LSTM algorithm can fully utilize its strong
nonlinear learning ability and long-term and short-term
memory advantages to exploit the information value of long-
term historical data, so the grasp of the energy prediction law
is more precise.

In addition, comparing the energy prediction results of
the LSTM algorithm and the BPNN algorithm one by one,
the LSTM algorithm predicts that the accuracy of the
thermal load and the cold load prediction is more obvious. It
can be seen that due to the greater inertia of the thermal
system, the time scale of the change law is longer, which
makes the prediction accuracy of the long-term and short-
term deep learning on the heat load and the cold load
significantly higher than the electric load.

In order to evaluate the computational efficiency of
algorithms, four forecasting scenarios are performed ten
times so that the forecasting results can reliably be sum-
marized as in Table 6. Parallel LSTM and Single LSTM have
longer training time, but the prediction time is kept within

Table 3: Contrast experiment setting of multisource source information interaction.

Model Vertical interaction Horizontal interaction
Model A User energy behavior is considered Parallel LSTM learning
Model B User energy behavior is not considered Parallel LSTM learning
Model C User energy behavior is not considered Single-LSTM learning

Table 4: +ree kinds of model prediction results of information interaction comparison experiment.

Precision Wind power PV power Electric load Heat load Cold load Mean precision
Model A 0.8602 0.8735 0.9236 0.9445 0.9407 0.9009
Model B 0.8542 0.8576 0.9113 0.9401 0.9368 0.8917
Model C 0.8414 0.8453 0.8836 0.9169 0.9124 0.8728
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Figure 9: Comparison of prediction effects of three models.
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one minute and can meet the requirements of short-term
forecasting. Further analysis shows that the parallel training
time and prediction time of parallel LSTM is greatly im-
proved compared to single LSTM due to the combination of
five subtasks into one multitask learning. In summary, al-
though the LSTM algorithm is time consuming in training
time, for short-term prediction, the training process does
not require online completion, and the prediction time of
the LSTM algorithm, especially parallel LSTM, can fully
meet the requirements of short-term prediction. Consid-
ering the prediction accuracy, the sacrifice of the LSTM
algorithm in computing time is worthwhile.

7. Conclusion

In this paper, the horizontal and vertical information interaction
characteristics between multiple energy loads in RIES are
considered. Using LSTM network deep learning algorithm, a

parallel LSTM-based multienergy-load information interactive
short-term energy prediction method is proposed.+rough the
simulation of the test data, the following conclusions are drawn:

(1) +e “information interaction” strategy proposed in
this paper can effectively improve the prediction
performance of source-load energy prediction in
regional integrated energy systems

(2) Parallel prediction considering horizontal in-
teraction mainly affects the prediction effect on the
load side, while the information sharing of user il-
lumination behavior considering vertical interaction
mainly affects the improvement of PV prediction
effect

(3) Compared with the conventional prediction algo-
rithm, the LSTM deep learning algorithm can learn
the deep hidden information of historical data,
improve the prediction accuracy while meeting
calculation time, and prove the effectiveness of the
algorithm in the prediction of time series feature
sequence

However, the performance of the proposed parallel
LSTM algorithm may be further enhanced by some evo-
lutionary algorithms or multiobjective optimization algo-
rithms, such as differential evolution algorithm [40],
multiobjective extremal optimization [41], and evolutionary
multiobjective optimization algorithms [42–47]. Of course,
some significant topics are worth researching on the opti-
mization of the proposed parallel LSTM by multiobjective
optimization.
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For more than a century, conventional marine vessels spatter the atmosphere with CO2 emissions and detrimental particles when
operated by diesel motors/generators. Fuel cells have recently emerged as one of the most promising emission-free technologies for the
electri�cation of ship propulsion systems. In fuel cell-based ship electri�cation, the entire marine power system is viewed as a direct
current (DC) microgrid (MG) with constant power loads (CPLs). A challenge of such settings is how to stabilize the voltages and
currents of the ship’s grid. In this paper, we propose a new modi�ed backstepping controller to stabilize the MG voltage and currents.
Finally, to study the performance and e�ciency of our proposal, we run an experiment simulation using dSPACE real-time emulator.

1. Introduction

Nowadays, air emissions (e.g., carbon dioxide (CO2) and sulfur
dioxide gases) are changing habitats all over the world. Big
parts of these air emissions originate from burning distinct
forms of fuel in cars, vessels, and aircraft. According to the
International Maritime Organization (IMO), the massive
marine transport system streaming through oceans and seas
accounts for 2% of the global world CO2 emission. Never-
theless, vessels play a signi�cant role in the international
trading system, providing occupations and transportation as
well as supporting o�shore businesses like �shing [1–4].

Even though marine vessel emissions have not been
considered in the Kyoto accord, stringent rules have been
established by �rst world countries. For instance, the Eu-
ropean Union (EU) has applied stringent rules to control
and monitor the sulfur dioxide emission in exclusively
sensitive sea zones, containing the Baltic Sea Zones and the
Western European seas. In the mentioned zones, the fuel
utilized in marine vessel systems should not contain sulfur
over 0.1%. But, in most ship fuels, this value is more than 1%.
�us, the importance of developing substitutive renewable
energy supplies has become a signi�cant problem for the
marine vessel propulsion [5, 6].

One of the most promising renewable energy source
technologies, which can be utilized in marine power systems,
is fuel cell (FC) systems [7]. FCs, dissimilar to energy storage
devices, utilize an outside supply of the hydrogen and oxygen
to generate power and work as long as the hydrogen gas and
oxygen source are sustained [8, 9]. �e main advantages of
FCs, which cause them as the best possible alternative marine
power source, are their great power production density, ef-
�ciency, reliability, and durability [1]. In general, a hydrogen
fuel cell converts oxygen and hydrogen (or air) into the direct
current power. In practice, fuel cells in most immobile and
mobile vehicle applications are paired with other power
electronic devices (such as DC/DC boost converters) to
improve the performance and reliability of the whole system
and also accurately regulate the output voltage of the FC [10].
�ere have been very few successful implementations of FCs
for vehicles [7] and marine applications [9, 11, 12] in the past
few years. Most of the existing results for the FCs use line-
arized representation and controllers [13]. To improve the
performance, nonlinear control methods such as model
predictive [14], intelligent-based PID [15], and sliding mode
control [10, 16] are presented. However, in a marine power
system with FC, power electronic devices and loads can be
considered as a kind of mobile DC microgrid with constant
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power loads (CPLs). In other words, FC in the special DC
maritime MG is considered as a distributed generation, and
ship motors and loads can be considered as CPLs, whenever a
load is regulated to keep constant output power. Now, by
considering this particular case study, a robust and high-
performance controller is required to stabilize the voltage and
current of the marine power grid, which is not investigated in
the abovementioned approaches.

Up to now, many different approaches are suggested to
reduce the detrimental effects of CPLs in DC maritime MGs
[17–25]. Passive damping and active damping are two ele-
mentary methods to solve this issue [17]. In passive damping
resistors, by increasing damping resistors to the filters, the
destructive effect of CPLs can be mitigated. In spite of the
fact that this technique has some advantages (e.g., it is simple
and effective), it generates a huge dissipation [10]. On the
other hand, active damping applies a modified control loop,
which operates a virtual resistor [18]. In general, in active
damping methods, the power is actively injected into the
grid to diminish the effects of CPLs [19]. Furthermore, the
methods based on small-signal models for the active
damping can only guarantee system stability close to the
operating point. In [17, 26], the model predictive controller
is proposed for controlling the switching function of a
converter that it sources a constant power load. Neverthe-
less, according to its computational burden, the proposed
control method is not useful for real-time high-order in-
dustrial applications [27]. In [28], by controlling the duty
ratio, a new modified nonlinear controller based on the
sliding mode technique is suggested to stabilize a buck
converter that it sources a constant power load. *e pro-
posed method in [14] can easily stabilize the whole system
under any operating range changes. Nonetheless, this ap-
proach needs to measure the current of the capacitor, which
is very expensive and causes ripple filtering degradation and
the output impedance increase [29]. However, in those
approaches, it is assumed that the DC source is ideal and the
source current is independent of its voltage.*is assumption
is not applicable to the marine systems fed by FCs.

To sum up, this work studies an adaptive tracking
control for hydrogen fuel cell systems in maritime appli-
cations. *e marine power system with fuel cell and power
electronic devices can be regarded as a special mobile stand-
alone DC microgrid with constant power loads. *erefore,
we first investigate a dynamic model of a special DC MG
with CPLs for the marine power system by considering fuel
cell and ship motors. Next, we extract the mathematical
model of the whole system to apply the proposed control
technique. *en, we develop a backstepping nonlinear
control approach to stabilize the voltage and current of the
ship’s grid. From the control engineering viewpoint, the
main difficulty in utilizing a backstepping controller for the
fuel cell-based marine power systems is that the overall
structure of the fuel cell does not belong to the strict-feedback
form and the virtual control inputs are not affine. *erefore,
in this paper, we propose a novel control method to achieve
the tracking issue of the DC MG voltage and currents. *e
proposed control is inspired by conventional backstepping
controller methods. Finally, we apply the dSPACE real-time

emulator system to investigate the performance and effec-
tiveness of our approach for marine applications.

2. Stand-Alone DCMarineMicrogrid Dynamics

In general, a marine power system with a fuel cell (as a main
source of the ship power), power electronic devices (as
interfaces for renewable energy systems), and loads (like ship
motors and navigation systems) can be considered as a
special mobile islanded DC microgrid with constant power
loads. Figure 1 presents the general concept of maritime DC
MG with CPLs.

In the maritime systems, for the case of a ship constant
speed, the ship engine should generate a constant torque.
*erefore, it should receive constant power. However, in
practice, any voltage fluctuations may change the power of
the ship engine. Here, in this paper, the concept of the CPL is
utilized in which the ship engine consuming power is tightly
regulated by a DC/DC converter, and the DC bus voltage
variation will not affect the ship speed. Besides the ship
engine, which is assumed to act as a CPL behavior, resistive
loads of the ship are also connected by the DC bus. Con-
sequently, the fuel cell generator must feed a CPL and re-
sistive loads. It is proved that the nonlinear CPLs degrade the
stability of the DCMG, and if the voltage and/or the current
of the DC bus vary from the equilibrium operating point of
the system, then the overall DC MG will be unstable, which
leads to a sudden drop in the DC bus voltage and spoils the
CPL behavior. On the other hand, the fuel cell is a slow-
response generator and any small perturbation on the DC
MG makes it unstable. *is fact shows the necessity of the
active control of the DC bus voltage and the fuel cell power,
as well, to assure the closed-loop stability and performance.
To theoretically assure the stability, it is necessary to derive
the state-space representation of the maritime DC MG.

Now, we work on extracting the mathematical model of
the islanded marine DCMG with CPLs extracted. Totally, in
the special case study of this paper, the fuel cell is used as a
main power source of the ship to reduce the cost of fossil
fuels and air emissions. Moreover, the power electronic
devices (e.g., DC/DC boost converter) are utilized to connect
the fuel cell, ship engine, and load to the DC bus link.
Figure 2 shows the circuit diagram of the stand-alone DC
marine MG with the fuel cell and a CPL. In this work, the
ship engine is considered as a constant power load to tightly
regulate the speed of the marine vessel system via a DC/DC
converter. *e mathematical model of the case study based
on Figure 2 can be written as follows [10, 30]:
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As shown in Figure 2, a proton exchange membrane fuel
cell has been applied in this study to transform the chemical
energy liberated during the electrochemical reaction of
hydrogen and oxygen to electrical energy [31].

*e detailed definition and value of the system pa-
rameters can be found in [10]. Also, the nominal values of
the parameters of the system are provided in Table 1. *e
control inputs u1, u2, and u3 are related to the DC/DC
converter connected to the fuel cell and the injecting hy-
drogen and oxygen flows of the fuel cell.*ese control inputs
will be designed by applying the backstepping control as
explained in Section 3.

3. Modified Backstepping Controller

In this section, we present the procedure of designing the
backstepping controller. Since the two desired references are
introduced, the backstepping design procedure is split into
two parts. *e primary control objective is to manipulate the
DC/DC boost converter that stabilizes the voltage of the DC
bus VCPL toward its desired valueVref . *e control signal is
then used to generate pulse-width modulation (PWM) gate
signals for the converter [32]. Moreover, the secondary goal is
to manipulate the fuel cell generator to provide the power to
the loads. Assuming that the DC/DC converter is ideal and
does not consume power, therefore, the generated power
should be equal to the demand power. Here, since only CPLs
are considered, the total power demand will be the net sum of
the instantaneous CPL power. Without loss of generality,
consider one CPL with the power level PCPL and the one
resistive load R. *us, the current should track the reference
[32] Iref � Ptotall/Vthfc, where Ptotall � Pcpl + (V2

CPL/R) and
Vthfc is the voltage of the fuel cell and input of the DC/DC
converter, computed as follows [10]:

Fuel cell

DC/DC
converter

DC/DC
converter

Ship
engine

Loads

DC bus

DC
DC

Ship
engine

L

DC
DC

Figure 1: *e overall scheme of the stand-alone DC zero-emission ferry ships.

ihfc

Ehfc

Rohm

Rat
u2

u3

H2

O2

Vat
Cd

L

u1
Cb

VCPL

VCPL

PCPL

R

Figure 2: Circuit diagram of the marine DCMGwith a fuel cell and
a CPL.

Table 1: *e parameters of the DC marine microgrid.

Parameter and definition Nominal value
Far (Faraday constant) 96485.309C/mol
Tst (fuel cell operating temperature) 353 K
Thfc (fuel cell reference temperature) 298.15K
Rg (universal gas constant) 8.3143 J/(mol.K)

ΔG (Gibbs free energy) 237160.89 J/mol
ΔS (standard molar entropy) 164.025 J/(mol.K)

τH2
(hydrogen actuator flow rate valve

time constant) 3.37 sec

τO2
(oxygen actuator flow rate valve

time constant) 6.47 sec

Kc (consumed hydrogen flow rate) 9.07 × 10− 8 mol/C
KH2

(hydrogen molar constant) 4.22 × 10− 5 Kmol.atm/sec
KO2

(oxygen molar constant) 2.11 × 10− 5 Kmol.atm/sec
n (number of fuel cells) 5
Cd (double-layered capacitor) 35 × 10− 6 F
Rohm (variable internal resistor of the
fuel cell) 1.5Ω

LDC (DC/DC converter inductor) 4 × 10− 3 H
CDC (DC/DC converter inductor) 5 × 10− 4 F
PCPL (CPL power) 400W
R (ship resistive load) 80Ω
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Vthfc � nVhfc,

Vhfc � Ehfc − ihfcRohm − Vat,

Ehfc �
1

2Far
ΔG1 + Δs1 Tst − Thfc( 􏼁􏼒

+ RgTst ln PH2
􏼐 􏼑 +

1
2
ln PO2

􏼐 􏼑􏼒 􏼓􏼓.

(8)

For the dynamic (1), the goal of VCPL is tracking Vref .
Defining the error e1 � VCPL − Vref and variable change v1 �

1 − u1 results in

_e1 � _VCPL − _Vref � −
PCPL

CbVCPL
−

VCPL

CbR
− _Vref +

ihfc

Cb
v1. (9)

Let us choose the control input v1 as

v1 �
Cb

ihfc
− c1e1 +

PCPL

VCPLCb
+

VCPL

CbR
+ _Vref􏼠 􏼡, (10)

the dynamic (9) will be then
_e1 � − c1e. (11)

In the next part, the goal is to design the control inputs
u2 and u3 such that ihfc tracks the iref(t). Let v3 � ln(PH2

) +

(1/2)ln(PO2
) to be the virtual control input in (2), e2 �

ihfc − iref and e3 � v3 − v3d. *erefore,

_e2 �
dihfc
dt

− _iref �
nRgTst

2LFar
e3 + Γ1 +

nRgTst

2LFar
v3d − _iref . (12)

Selecting v3d � ((2LFar)/(nRgTst))(− c2e2 − Γ1 + _iref )

provides

_e2 �
nRgTst

2LFar
e3 − c2e2. (13)

Taking time derivative of the Lyapunov candidate V2 �

(1/2)e22 along with the (13) results in

_V2 � e2 _e2 � − c2e
2
2 +

nRgTst

2LFar
e2e3. (14)

In the next stage, the dynamic of the error e3 is computed
as

_e3 � _v3 − _v3d �
1

PH2

dPH2

dt
+

1
2PO2

dPO2

dt
− _v3d

� −
1
τH2

+
qinH2

− 2kcihfc

τH2
kH2

PH2

−
1

2τO2

+
qinO2

− 2kcihfc

2τO2
kO2

PO2

− _v3d

� Γ2 +
qinH2

τH2
kH2

PH2

+
qinO2

2τO2
kO2

PO2

,

(15)

where Γ2 � − (1/τH2
) − (1/(2τO2

)) − ((2kcihfc)/(τH2
kH2

PH2
)) −

((kcihfc)/(τO2
kO2

)) − _v3d. Now, we define e4 � qinH2
− x4d and

e5 � qinO2
− x5d. *erefore,

_e3 �
e4

τH2
kH2

PH2

+
e5

2τO2
kO2

PO2

+ Γ2 +
x4d

τH2
kH2

PH2

+
x5d

2τO2
kO2

PO2

.

(16)

Let us write

x4d � τH2
kH2

PH2
−

c3

2
e3 −
Γ2
2

−
nRgTst

4LFar
e2􏼠 􏼡,

x5d � 2τO2
kO2

PO2
−

c3

2
e3 −
Γ2
2

−
nRgTst

4LFar
e2􏼠 􏼡,

(17)

*erefore, (16) will be rewritten as follows:

_e3 �
e4

τH2
kH2

PH2

+
e5

2τO2
kO2

PO2

− c3e3 −
nRgTst

2LFar
e2. (18)

Taking time derivative of V3 � V2 + (1/2)e23 results in

_V3 � _V2 + e3 _e3 � − c2e
2
2 +

nRgTst

2LFar
e2e3

+ e3
e4

τH2
kH2

PH2

+
e5

2τO2
kO2

PO2

− c3e3 −
nRgTst

2LFar
e2􏼠 􏼡

� − c2e
2
2 − c3e

2
3 +

e3e4

τH2
kH2

PH2

+
e3e5

2τO2
kO2

PO2

.

(19)

In the final stage, we compute the dynamics e4 and e5 as
follows:

_e4 � _qinH2
− _x4d �

u2 − qinH2

τqH2

− _x4d, (20)

_e5 � _qinO2
− _x5d �

u3 − qinO2

τqO2

− _x5d. (21)

Let the control inputs be

u2 � τqH2
− c4e4 −

e3

τH2
kH2

PH2

+
qinH2

τqH2

+ _x4d􏼠 􏼡, (22)

u3 � τqO2
− c5e5 −

e3

2τO2
kO2

PO2

+
qinO2

τqO2

+ _x5d􏼠 􏼡. (23)

*erefore, the dynamics (20) and (21) are simplified as
follows:

_e4 � −
e3

τH2
kH2

PH2

− c4e4,

_e5 � −
e3

2τO2
kO2

PO2

− c5e5.

(24)

Taking time derivative of V4 � V3 + (1/2)e24 + (1/2)e25
results in
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_V4 � _V3 + e4 _e4 + e5 _e5 − c2e
2
2 − c3e

2
3

+
e3e4

τH2
kH2

PH2

+
e3e5

2τO2
kO2

PO2

+ e4 −
e3

τH2
kH2

PH2

− c4e4􏼠 􏼡

+ e5 −
e3

2τO2
kO2

PO2

− c5e5􏼠 􏼡

� − c2e
2
2 − c3e

2
3 − c4e

2
4 − c5e

2
5.

(25)

Finally, by considering the Lyapunov candidate V �

V4 + V1, we obtain

_V � − c1e
2
1 − c2e

2
2 − c3e

2
3 − c4e

2
4 − c5e

2
5. (26)

Since the time derivative of the Lyapunov function is
negative definite, the error is asymptotically stable and the
states VCPL and ihfc track the desired references. *e proof is
complete.

Remark 1 (difficulties of the design of the proposed
controller). *is work proposes a novel backstepping con-
trol law which is proposed for the marine power systems
(1)–(7). *ese dynamics are not in the form of the con-
ventional strict-feedback forms as the virtual inputs PH2

and
PO2

are not affine in (2) and the overall dynamics comprise
three control inputs. So, the conventional backstepping
design procedure [32] is not applicable. However, in this
paper, such difficulties are handled by (i) defining the
tracking error e3 as a nonlinear function of the virtual inputs,
(ii) splitting the overall design procedure into two parts, and
(iii) introducing an additional time-varying reference for the
current of the fuel cell based on the properties of the
nonlinear DCMG.*ese are the main distinctive features of
the proposed approach over the existing backstepping
techniques. *e overall schematic of the proposed back-
stepping controllers to the regulate DC MG is given in
Figure 3. Also, the detailed algorithm of deriving the control
inputs u1, u2, and u3 is given in Algorithm 1.

4. Model-in-the-Loop Results

In this section, to show the applicability and low compu-
tational time of the proposed nonlinear controller, we carry
out a model-in-the-loop (MiL) real-time simulation [33].
For the MiL simulation as depicted in Figure 4, dSPACE
1202 board has been selected as the rapid prototyping so-
lution. *e solver is the Euler method, and the sampling
frequency is 10 kHz. *e MiL application of the suggested
technique was done on a real-time simulator (RTS) wherein
both the controller and grid system are embedded in a single
RTS. *e load-side converter tightly regulates the voltage of
the ship engine. *erefore, the consuming power of the ship
engine is constant and the overall converter and load act as a
CPL. *is control action is dependent on the proposed
control actions u1, u2, and u3. However, the load-side

converter regulation action and the proposed control laws
are designed by the dSPACE simulator.

*e MiL simulation is carried out for the system pa-
rameters given in Table 1 and the CPL voltage reference
Vref � 400V. Note that, in practice, the parameters Rat, Cd,
and Rohm are uncertain parameters, but in the controller law,
their nominal values given in Table 1 are considered.

Moreover, the control design parameters of the proposed
backstepping controller are set as ci � 1 for i � 1, 2, . . . , 5.

Furthermore, to show the performance improvement of
the proposed approach, the slidingmode controller designed
for the same case study in [10] is considered. In [10], in
addition to the fuel cell, a supercapacitor is also connected to
the DC bus through a buck/boost converter. Furthermore,
only resistive loads are considered. However, to apply the
sliding mode approach of [10] to the considered case study,
the PWM input signal of the buck/boost converter is as-
sumed to be zero and the dynamic of the DC bus voltage is
updated to involve the CPL behavior. *e parameters of the
sliding mode controller and the way of its implementation
are presented in [10].

Figures 5(a)–5(c) show the current, voltage, and gen-
erated power of the fuel cell, respectively, for both proposed
approach and sliding mode controller [10].

As one can see in Figures 5(a)–5(c), the proposed ap-
proach leads to a more smooth current and voltage for the
fuel cell and less power fluctuation than in [10]. *e main
source of these fluctuations is uncertainties in the fuel cell

Fuel cell

Reference
Ptotal/Vthfc

Backstepping 1
(12)

Backstepping 2
(24) and (25)

DC/DC 
converter

CPL

Resistive 
load

u2 & u3

Vthfc VCPL

Vref

Ptotal

u1

Figure 3: *e overall schematic of the proposed control approach.

First control input (u1)
(1) Get Vref .
(2) Compute _Vref and e1 � VCPL − Vref .
(3) Compute v1 by (10).
(4) Apply the control input u1 � 1 − v1.

Second and third control inputs (u2 and u3)
(5) Get iref .
(6) Compute _Iref and e2 � ihfc − iref .
(7) Compute v3d � ((2LFar)/(nRgTst))

(− c2e2 − Γ1 + _iref ).
(8) Compute _v3d and e3 � v3 − v3d.
(9) Compute x4d and x5d by (17).
(10) Compute _x4d, _x5d, e4 � x4 − x3d and e5 � x5 − x5d.
(11) Apply the control inputs (22) and (23).

ALGORITHM 1: *e algorithm of computing control inputs.
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parameters. Since both the proposed sliding mode ap-
proaches use the nominal values and the considered fuel cell
dynamics are severely nonlinear, power and voltage fluc-
tuations are inevitable.

Figure 6 illustrates the voltage of the DC bus for both
approaches. Figure 6 reveals reliable marine DC MG. *e
reason is that the voltage of the DC bus (i.e., the CPL voltage)
is regulated to its desired reference better and more accurate
than that of [10]. For instance, the DC bus voltage based on
the proposed controller converges to its reference almost at
t � 2 sec and the fluctuation amplitude is less than 2V.
However, the sliding mode approach [10] leads to about 6V
fluctuations in the DC bus voltage.

However, from Figure 7, one concludes that there are
still some oscillations in the DC but voltage, especially, when
the power level of the CPL changes promptly at t � 10 sec.
*e reason is that the fuel cell generator is a slow-response
unit and it takes time to precisely regulate its power. Since
there are no other fast-response units such as a battery or a
supercapacitor, the injecting power to the CPL and resistive
load is not constant and equal to the demand power. So, the
resistive load receives nonconstant power and its voltage is
changed by time.

*e power received to the resistive load is illustrated in
Figure 7. As can be seen in Figures 5(c) and 7, the proposed
approach provides a smoother power than the sliding mode
approach [10]. Furthermore, the approach of [10] injects
more extra power to the resistive load. *e ideal value for
the resistive load power is 2kW, for which the DC but
voltage will kept at 400V. *e higher injected power not
only reduces the performance of the system but also results
in more hydrogen and oxygen consumption. *erefore, the
compressed tanks for the hydrogen and oxygen will be
emptied faster than the proposed approach. However, note
that the power surplus (undersupply) and the voltage os-
cillation can be compensated by connecting a battery or a
supercapacitor to the DC bus. However, in this paper, such
compensation is not considered and only the attempt was
made to propose a novel nonlinear control approach to
enhance the transient and steady-state regulation of the
hydrogen fuel cell.

Moreover, to show the steady-state performance of the
proposed approach and the sliding mode control [10], Ta-
ble 2 is provided. As can be seen in Table 2, the steady-state
error of the proposed approach is more than 60% which is
improved over the sliding mode approach [10].

5. Conclusion

*e goal of this research was to stabilize a special DC marine
MG that has uncertain time-varying loads and drive the DC
voltage of the bus to track the desired voltage. To this aim, an
additional reference for the current of the hydrogen fuel cell is
defined and the controller design procedure is carried out by
considering two backstepping controllers operating in parallel.
To implement the controllers, first, some nonlinear error
dynamics are defined to facilitate stabilizing the non-strict-
feedback model of the system.*en, the virtual control signals
are obtained step by step, by constructing suitable control
Lyapunov functions (CLF) and providing the stability con-
ditions, until the desired control signal is obtained. To illustrate
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Figure 6:*e voltage of the DC bus (the proposed approach by the
red line and the sliding mode approach by the blue line).
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Figure 7: *e injected power to the resistive load (the proposed ap-
proach by the red line and the sliding mode approach by the blue line).
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Figure 5: *e (a) current, (b) voltage, and (c) generated power of the fuel cell (the proposed approach by the red line and the sliding mode
approach by the blue line).

Table 2: Steady-state error of different approaches.

Proposed
approach

Sliding mode
approach [10]

Performance
improvement (%)

VCPL 1.572 4.103 61.68
ihfc 3.637 47.323 92.31
Vhfc 0 3.191 100
Power 498.344 1578.723 68.43%
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the effectiveness of the proposed controller, it is compared with
the state-of-the-art method sliding mode controller. *e real-
time simulation results demonstrated the ability of the pro-
posed controller in tracking the desired voltage of the bus for
sudden and continuous changes of the load power.
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As a new wireless energy transmission technology, magnetically coupled resonant wireless energy transmission system (MCRETS)
is not easily a�ected by obstacles in the transmission process, and the transmission distance is relatively far. However, how to
balance the relationship between transmission e�ciency and power to achieve optimal performance is still a huge challenge. In
addition, few studies have theoretically investigated the factors a�ecting the wireless energy transmission system to obtain an
optimal solution. Here, through unprecedented theoretical analysis, we �nd the exact parameters of system optimization and
verify them by simulation and experiments. First, the optimal topology of MCRETS is obtained through theoretical analysis and
comparison of topologies. Second, to improve the transmission performance of MCRETS, its impact factors, including
transmission distance, resonant frequency, relay coil, and relative position of launch and receiving coils, are analyzed in detail to
get accurate parameters. Furthermore, based on the analysis, we propose an unprecedented concept for balancing optimal
e�ciency and power, which is named the power product. Finally, the e�ectiveness of the proposed method is veri�ed through
analysis and experimental results. �ese �ndings shed light on the relationship between e�ciency and power and provide a
comprehensive theoretical basis for subsequent research.

1. Introduction

With the increase in the number of traditional receiving
terminals of cable power supply, the drawbacks, such as
socket exposure, plugs prone to sparks, and other issues,
become increasingly evident. To solve these problems,
wireless power transfer (WPT) is utilized and it achieves
wireless transmission through mutual coupling among
physical �elds. �is technology has improved both equip-
ment safety and functionality and has currently gained at-
tention in the �eld of electrical research [1], especially in the
current hotspots of electric vehicles [2] and wireless sensor
networks [3]. At present, noncontact WPT can be divided
into three forms, namely, electromagnetic induction, mi-
crowave, and magnetic resonant coupling. Electromagnetic
induction and microwave development are relatively mature
and are mainly used in maglev trains [4] and bodies of
microcamera power supplies [5]. In a magnetically coupled

resonant wireless energy transmission system (MCRETS),
the magnetic �elds serve as transmission media and create
energy for wireless transmission through their resonance
[6–8]. �is technology has high transmission e�ciency, can
transmit a large amount of power, and is not susceptible to
certain metals found in transmission channels [9]. Com-
pared with electromagnetic induction and microwave
transmission techniques, MCRETS is essentially di�erent in
the following ways: �rst, magnetic resonant coupling has
greater transmission distance limit that is far beyond the
limit of electromagnetic induction [10], and moreover, its
transmission distance can be further increased even without
regard to the impact of other factors, such as the loss of
energy in the air, the in¢uence of magnetic material, and
other devices emitting electromagnetic interference in the
transmission space; second, compared with the microwave
WPT, transmission power of magnetic resonant coupling is
greater. Overall, MCRETS is new and more widely used [11],
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given that it meets the requirements for electromagnetic
compatibility and has a high application value and broad
applications in medical implantation machinery [12], robots
[13], wireless sensors [5], and consumer appliances [14].

Researchers have made numerous breakthroughs in the
study on MCRETS [15]. For example, Soljacic used the
principle of magnetic resonant coupling to light a 60W bulb
from a distance of 2.16m. )e transmission efficiency of the
bulb reached 40%. )e energy transfer mechanism between
the two resonators was analyzed by using the coupling mode
theory. In [16], the coupling mode theory was also utilized in
analyzing the energy transfer among three resonant coils and
the influence of relay coil. In [17], a physical model of the
equivalent circuit of transmitting and receiving coils was
established, a four-coil wireless energy transmission model
for medical implants was optimized, and the main factors
that influenced the efficiency of the system were theoretically
analyzed. In [18], a two-layer nested optimization method
based on the differential evolution algorithm was proposed,
and the maximum transmission efficiency of the trans-
mission system was theoretically studied and verified
through the finite element method. Another study in-
troduced the working principle of MCRETS, and the impact
factors of the transmission performance (e.g., trans-
mission distance) of the system were theoretically ana-
lyzed [19]. In [20], physical analysis of the wireless energy
transmission system with a magnetic field repeater was
performed, and the influence of the magnetic relay on
transmission performance of the system was theoretically
analyzed. In [21], the physical structure and working
principle of the low-power wireless energy transmission
system applied to medical devices were theoretically
analyzed. Besides, research on high-power applications
has made some progress. In [22], researchers studied the
optimization of the coil; in [23], the magnetic coupling
has been improved, through using the method of adding
ferrite core materials. However, most of the designs in
previous studies have modeled single transmissions,
maximum power transmission, or transmission at highest
efficiency. No design based on dual transmission indices,
such as those that modeled simultaneous transmission or
maximum transmission efficiency, is available. In addi-
tion, few papers have theoretically analyzed the influence
of multiple factors on transmission performance because
the bulk of the few existing studies contends with single
impact factors. Moreover, considerably few experiments
have performed to verify theories on optimization of
transmission, such as those that posit low transmission
efficiency occurs when wireless energy transmission
system meets the maximum transmission power.

To address the above issues, a complete modeling and
analysis of the wireless energy transmission system based on
the transmission efficiency and power is conducted in this
study. )e basic structure, working principles of the wireless
energy transmission system, and topology are analyzed and
compared. )e four impact factors of transmission per-
formance (i.e., transmission distance, system resonance
frequency, relay structure, and relative position of trans-
mitting and receiving coils) are theoretically analyzed to

derive the degree of influence of each factor. Although the
size and shape of the coil have an impact on the transmission
performance, the nature of such effects is the coil’s own
parameter settings, such as resistance, which have little effect
on practical applications. )erefore, the research factors in
this paper set the transmission distance, the resonant fre-
quency, and the relative position of the transmitting and
receiving coils. )e main reason is that the influence of these
factors is more common in practical applications. )e
validity of the theoretical analysis is experimentally verified.
)is study also creatively presents the power product pa-
rameters, which are theoretically analyzed to obtain a
conductive transmission state and optimize the transmission
power and transmission efficiency. )is analysis can provide
theories and solutions for the design and optimization of
MCRETSs. )e main contributions of this paper are sum-
marized as follows:

(1) We present the complete modeling and analysis of
the wireless energy transmission system based on the
transmission efficiency and transmission power of
two transmission indicators, analysis of its basic
structure and working principle, and analysis and
comparison for the optimal topology.

(2) )e influencing factors of this paper are different
from the traditional methods and previous studies.
Firstly, we get the exact effect of the four influencing
factors from the theoretical deduction and then
verify the correctness of the theoretical deduction
through experiments. In addition, we get the theo-
retical value of the turning point, which has a certain
significance for optimizing practical problems.

(3) Comparing the factors that affect this system per-
formance listed before, considering the problem that
power and efficiency optimization cannot be both
concerned in practical applications, this paper
presents a novel method of optimal selection, named
as power product and elaborates its derivation
principle and experimental process in detail.

(4) )e theoretical analysis is verified through an ex-
periment, and power product parameters are pro-
posed to reach an optimal transmission power and
efficiency of the system, with theoretical analysis.

)e remainder of this paper is as follows: Section 2
reviews the related work of the wireless energy system. In
Section 3, we introduce the process of the proposed method.
)e validation of the proposed method using finite element
simulation is presented in Section 4. In Section 5, we report
various experimental results as well as the comparison with
the state-of-the-art methods. Finally, Section 6 concludes
this paper with the summary and discussion.

2. Structure and Working Principle of the
Wireless Energy Transmission System

In a vibrating system, strong coupling states often exist
among several parts with the same intrinsic frequency [24].
)e magnetically coupled resonance is a strong coupling
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method of adjacent magnetic fields, wherein loss of energy in
the transmission is minimized even with high transmission
efficiency. It is not easily affected by metal barriers and other
disruptive materials found in the transmission channel, and
it can generate nondirectional transmission.

)e core structure of MCRETS comprises two or more
designed resonant coils: a matching module for supplying
high-frequency energy that is equal to the intrinsic fre-
quency of the resonant coil and supporting modules that
receive high-frequency energy and change in the form of
energy required. Figure 1 shows a typical midrange block
diagram ofMCRETS, whichmainly includes a frequency AC
power supply, a rectifier filter module, a RF amplifier, an
impedance matching and regulation control circuit, trans-
mitting and receiving coils, a rectifier, and a load. After the
RF amplifier receives transmission, the receiver coil reso-
nates a current, and the wireless energy transmission system
achieves the maximum efficiency.

MCRETS has an external capacitor resonant compen-
sation for each loop. External capacitors can be divided into
series and parallel compensations by the capacitive access
circuit. )e compensation structure is discussed separately
for the primary and secondary circuits. Resonant com-
pensation structures can be divided into series-series (SS),
series-parallel (SP), parallel-series (PS), and parallel-parallel
(PP) [25]. )e four circuit compensation structures are
shown in Figure 2.

In Figure 2, the subscript P denotes the primary circuit,
U is the primary-induced voltage source, IP is the loop
current, LP and RP are the equivalent circuit parameters of
the coil, and CP is the tuning capacitance in the primary
circuit. Subscript S represents the secondary circuit, RL is the
load, IS is the loop current, LS and RS are coil equivalent
circuit parameters in the secondary circuit, CS is the tuning
capacitor in the secondary circuit, and M is the mutual
inductance between the two circuits.

If the frequency of the transmission system is f, the
equations of the primary and secondary circuits are as
follows:

ω � 2πf,

ZP
_IP − jωM _IS � U,

− jωM _IP + ZS
_IS � 0,

⎧⎪⎪⎨

⎪⎪⎩
(1)

where ZP and ZS are the impedances of the primary and
secondary circuits. )e currents of the primary and sec-
ondary circuits, IP and IS, can be obtained from (1):

_IP �
U

ZP +(ωM)2/ZS
,

_IS �
jωMU/ZP

ZS +(ωM)2/ZP
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(2)

where ZPS + (ωM)2/ZS is the response impedance of the
secondary circuit to the primary circuit and ZSP+ (ωM)2/ZP
is the response impedance of the primary circuit to the
secondary circuit. When ω0 � 1/

����
LSCS

􏽰
, the resonant fre-

quency of each coil in a transmission system is consistent

with the resonant frequency of the excitation source, and the
system transmission efficiency is the highest. Moreover, the
currents in the two loops are affected by the opposing loops
in (2).

When the resonant compensation circuit is a series
structure, impedance ZPS is purely resistant to the res-
onant frequency, whereas the two coexist in a parallel
structure. When the system has a SS compensation
structure, the external resonant capacitor is unaffected by
the impedance of the secondary loop, the transmission
distance, or load characteristics, and the resonant fre-
quency does not affect the choice of the resonant ca-
pacitor, so the system design optimization is more
convenient. )us, the topology of the external resonant
capacitance has a SS structure.

3. Theoretical Analysis of the Transmission
Performance of MCRETS

In traditional methods, most of the previous studies are
directly through simulation to get the optimal parameters of
each influencing factor, so only the optimal parameters
range can be obtained. )is paper is different from tradi-
tional methods. Firstly, starting with the theoretical model,
the exact value of the optimal parameters is deduced by
formula, and then the deduced results are verified by sim-
ulation and experiment. In this way, we can find the essence
of each factor and provide a theoretical basis for future
research.

In this chapter, we theoretically analyze the influence
factors of transmission performance (transmission distance,
system resonance frequency, relay structure, relative posi-
tion of transmitting, and receiving coils) and get the in-
fluence of each factor.

3.1. Influence of Transmission Distance on the Transmission
Performance ofMCRETS. )e results and discussion may be
presented separately, or in one combined section, and may
optionally be divided into headed subsections. )e trans-
mission efficiency of MCRETS is defined as the ratio of the
power at the load side to the power transmitted by the
transmitter. )e transmission performance of MCRETS is
susceptible to the four factors, namely, transmission dis-
tance, resonant frequency, relay coil, and relative position of
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transmitting and receiving coils. According to the mecha-
nism of magnetic coupling of resonant wireless energy
transmission, resonant frequency is proportional to and can
directly affect the transmission distance. In principle, the
energy efficiency of short-range applications can be quite
high, but it will drop rapidly as the transmission distance
increases [26, 27]. In this study, the impact factor of
transmission distance is theoretically analyzed. )e diagram
of the reception and equivalent circuits ofMCRETS is shown
in Figure 3.

)e equivalent impedance of the transmitting and re-
ceiving circuits is

ZP �
RP + 1

jωCP + jωLP
,

ZS �
RS + 1

jωCS + jωLS
,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(3)

when the resonant frequency of the system
ω � 1/

�����
CPLP

􏽰
� 1/

����
CSLS

􏽰
, the equivalent impedance of the

series resonant of the transmitting circuit is approximately 0,
and the equivalent impedance of the parallel resonator is
infinite. In the coil-resonant coupling circuits shown in
Figure 3, the SS topology can be easily analyzed by sys-
tematically integrating it into a resonant system that only
contains transmitting and receiving coils. )e following
formula can be obtained from Figure 3:

ZP
_IP − jωM _IS � _Ui,

− jωM _IP + ZS
_IS � 0.

⎧⎨

⎩ (4)

)en,

ZP �
RP + 1

jωCP + jωLP
,

ZS �
RS + 1

jωCS + jωLS
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(5)

ZP and ZS are incorporated into (5), as follows:

RP + 1
jωCP + jωLP

􏼠 􏼡 _IP − jωM _IS � _Ui,

− jωM _IP +
RS + 1

jωCS + jωLS
􏼠 􏼡 _IS � 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(6)

When ω0 � 1/
����
CSLS

􏽰
� 1/

�����
CPLP

􏽰
, the system reaches a

resonant state. )e mutual inductance expression between
the two coaxially parallel hollow coils is

M �
πμ0r4n2

2
�������
2r2 + D2

√
( 􏼁

3. (7)

Coil resistance can be equivalent to
RP � RS ≈ R0 �

������
ωμ0/2σ

􏽰
nr/a, where σ is the conductivity,D

is the transmission distance, μ0 is the vacuum permeability, r
is the radius of the transmitter and receiver, and a and n
indicate the radius of the wire of the receiving and trans-
mitting coils and the number of turns of the two coils,
respectively.

Equation (6) is solved as follows:

IP �
R0 + RL( 􏼁Ui

R0 R0 + RL( 􏼁 +(ωM)2
,

IS �
jωMUi

R0 R0 + RL( 􏼁 +(ωM)2
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(8)
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–
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Figure 3: Equivalent circuit diagram of the transmitting and re-
ceiving circuits.
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)e output power and transmission efficiency of the load
can be expressed as follows:

P0 � I2SRL �
(ωM)2UiRL

R0 R0 + RL( 􏼁 +(ωM)2􏽨 􏽩
2,

η �
P0

Pi

�
I2dRL

IPUi

�
(ωM)2

(ωM)2 + R0 R0 + RL( 􏼁
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

When resonant frequency ω, load resistance RL, trans-
mitting and receiving coil parameters, and coil mutual in-
ductanceM can affect the transmission efficiency and output
power of MCRETS, the magnitude of the mutual inductance
is related to the transmitting distance. )us, the trans-
mission distance is related to the mutual inductance between
the transmitting and receiving coils, the transmission effi-
ciency of the wireless energy transmission system, and the
output power.

From (9), the output power is derived from mutual
inductance M; that is, when dP0/dM � 0, the extreme point
is obtained as

M �

����������������
R + R0( 􏼁 R0 + RL( 􏼁

􏽱

ω
,

M �
πμ0r4n2

2
�������
2r2 + D2

√
( 􏼁

3.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(10)

)e extreme distance can be derived from (10), as
follows:

D
2
0 �

�����������������
ω2T2( 􏼁

R + R0( 􏼁 R0 + RL( 􏼁􏼂 􏼃

3

􏽳

− 2r
2
. (11)

)en, T � πμ0r4n2/2.
Furthermore, when D<D0, P0 <P max; when D<D0,

P0 <P max; and when D � D0, P0 � P max, in which the
power is the largest. )us, when the transmission distance
changes, the output power of the load initially increases and
then decreases with the increase in the transmission
distance.

Similarly, the relationship between mutual inductance
and transmission efficiency can be obtained from mutual
inductance M:

dη
dM

�
2ω2M R + R0( 􏼁 R0 + RL( 􏼁

R + R0( 􏼁 R0 + RL( 􏼁 +(ωM)2􏽨 􏽩
2, (12)

where dη/dM> 0 is established; that is, transmission effi-
ciency is proportional to the size of mutual inductance
because the mutual inductance and transmission distance
are inversely proportional. Consequently, transmission ef-
ficiency decreases with the increase in transmission distance.

3.2. Influence of Resonant Frequency on the Transmission
Performance of MCRETS. )e resonant frequency of
MCRETS is the driving signal frequency. When the driving
signal frequency and the natural frequency of the

transmitting and receiving coils are consistent, the system
can reach a resonant state. When the output power in (9) is
derived from the resonant frequency, that is, dP0/dω � 0, the
extreme frequency can be derived as follows:

ω0 �

����������������
R + R0( 􏼁 R0 + RL( 􏼁

􏽱

M
. (13)

Based on the above analysis, when ω<ω0, dP0/dω> 0;
when ω>ω0, dP0/dω< 0; and when ω � ω0, dP0/dω � 0.
)us, the output power of the system initially increases and
then decreases with the increase of the resonant frequency.
When ω � ω0, the output power is the largest.

)e resonant frequency is derived from the transmission
efficiency, that is, dη/dω � 0:

dη
dω

�
2ωM2 R + R0( 􏼁 R0 + RL( 􏼁

R + R0( 􏼁 R0 + RL( 􏼁 +(ωM)2􏽨 􏽩
2. (14)

In (14), dη/dω> 0 is established; thus, the transmission
efficiency increases with the resonant frequency. However,
in an actual setup, the skin effect will increase the trans-
mission efficiency of the system and increases in the reso-
nant frequency tend to be stable.

3.3. Wireless Energy Transmission System with a Relay
Structure. )e four-coil structure of MCRETS can achieve
energy in a medium-distance transmission. When the dis-
tance of wireless energy transmission exceeds the critical
coupling distance and into the under-coupled area, the
transmission performance of the system will decline.
However, adding a relay coil between the transmitting and
receiving coils will improve the transmission performance of
the system. )e diagram of a five-coil wireless energy
transmission system is shown in Figure 4, in which the relay
and resonant coils can be consistent.

In this structure, the relay coil is equivalent to the circuit,
and the resonant capacitor is serially connected with the
circuit. )e equivalent circuit of the five-coil wireless energy
transmission system is shown in Figure 5. To simplify the
model, the mutual inductance between nonadjacent coils
can be ignored.

)e relay and transmitting coils are near with each other;
thus, they can be regarded as a transmitting source with a
relay coil.)e relay coil itself has a high-quality factor, which
can increase the resonant current and enhance the magnetic
field effect.)is condition allows the relay and receiving coils
in the long-distance coupling resonance to increase the
transmission distance and enhance the transmission effect.

3.4. Influence of Relative Position of Transmitting and Re-
ceiving Coils on the Transmission Performance of MCRETS.
Nondirectional propagation is a distinguishable feature of
magnetically coupled resonance that sets it apart from the
electromagnetic induction. In the electromagnetic induction
coupling, a slight rotation and translation of the coil sig-
nificantly induces energy loss in the receiving coil. However,
when transmission is performed through MCRETS, the

Complexity 5



transmission and rotation of the coil within a certain
transmission range will have a relatively small transmission
loss. When the relative position of the transceiver coil goes
beyond the range of the changing position, the rotation of
the receiving coil has a considerable effect on the output
power.

4. Finite Element Method Verification

In this paper, the launch coil and receiving coil are simulated
by ANSYS 10.0 software. Because of the different analysis
objects and different analysis methods, the nodal method of
SOLID97 unit type is adopted in the analysis of the ray coil,
which has the characteristics of simplicity, rapidity, and
effectiveness. )e simulation calculation of adding iron core
between the launch coil and the receiving coil by using the
edge method of the SOLID117 unit type can be simpler and
more accurate.

Taking SOLID97 as an example, we set the degrees of
freedom as AX, AY, and AZ. )en, the three-dimensional
model of the cylindrical coil and the air can be built. Because
the magnetic induction intensity produced by the coil model
is relatively symmetrical, in order to save calculation time,
the copper wire is chosen as the current-carrying winding
coil, whose resistivity is 2.135 × 10− 8Ω·m and relative per-
meability is 1. )e coil model is shown in Figure 6. )e coil
diameter is 100mm, the height is 100mm, the wire diameter
is 3mm, the number of turns is 5, and the current per turn is
50A.

For the following simulation, the following assumptions
and conventions are made: approximate material isotropy;
the influence of temperature change is not considered for the
time being; the air region is considered as infinite; when iron
core is added to the simulation, the B-H curve of iron core is
approximately considered linear; when iron core is added to
the simulation, the effect of eddy current demagnetization is
not considered for the time being.

For the ANSYS analysis model, network partitioning is
particularly important.)e accuracy and speed of solution
are greatly affected by the density of network partitioning.

In this paper, the coil and air dimensions of the model are
quite different, so it cannot be divided in one time. )e
size of coil/iron core and air setting unit need to be
separately divided freely. Considering the requirement of
solving accuracy and solving time, the coil region needs to
be partitioned in detail, while the air region follows the
partitioning rule from inner to outer meshes to dense to
sparse meshes. Figure 7 is a partition diagram with coils.
Figure 8 is a general partition diagram of air and coils. )e
denser the black grid is, the finer the coil area is. )e
densest part in the middle is the coil.

)e coil in simulation is a planar spiral coil. In order to
effectively limit the number of subdivision units in FEM
simulation, it is necessary to simplify the coil shape in
modeling. Simplifying the coil shape will not affect the
magnetic field distribution in the transmission channel too
much. In the simulation software, the model is shown in
Figure 9.)e cross section is simplified, including the square
cross section instead of the circular cross section of the
conductor, whose side length is 5mm, the turn number is 8
turns, the maximum external diameter is 38 cm, and the turn
distance is 3mm.

During the simulation, Maxwell and Simplorer are used
to simulate the magnetic field distribution. )e result of
magnetic field distribution is shown in Figure 10. )e dis-
tribution of magnetic field intensity when the magnetic field

Source of
excitation

Excitation
coil

Launch
coil

Relay coil

Receiving
coil

Load coil

Load

Wireless
transmission

Wireless
transmission

Figure 4: Schematic of the five-coil wireless energy transmission system.
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M12 M23 M34 M45

Figure 5: Equivalent circuit model for a five-coil wireless energy transfer system.

Figure 6: Cylindrical coil model.
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intensity of the transmitting coil is maximum is shown in
Figure 11. From the magnetic field intensity around the coil,
it can be seen that the current is generated in the resonant
coil at the receiving end.

Because of the similarity of the design simulation ex-
periment process, this paper takes the above process as an
example. By resetting the parameters of the simulation
process, including transmission distance, system resonance
frequency, relay structure, and relative position of trans-
mitting and receiving coils, we can get multiple sets of
simulation data through repeated simulation. In the next
chapter, these simulated data will be used to compare and
discuss with experimental data.

5. Experimental Verification of the
Transmission Performance of MCRETS

)e corresponding experimental physical device is built
based on the working principle of MCRETS. )e theoretical
analysis results of the transmission performance of the
wireless energy transmission system can be verified exper-
imentally through this device, which is shown in Figure 12.
)e parameters of the relevant experimental equipment are
shown in Table 1. )e device comprises five parts, namely,
transmitting device, transmitting coil, receiving coil, receiving

device, and load. )e transmitting device emits energy. )e
receiving coil receives energy and then powers the load.
During the experiment, the input and output voltages, input
and output currents, input and output powers, and other
related data are displayed by the transmitter and receiver.
Photographs of the receiving coil and the launch coil are
presented in Figure 13, and the experimental setup is shown
in Figure 14.

5.1. Influence of Transmission Distance on the Transmission
Performance of MCRETS. )e results of the transmission
distance are experimentally verified. In the experiment, the
position of the transmitting coil is kept constant, the re-
ceiving coil is moved to the right, and the transmission
distance of the system is gradually increased. )e relevant
experimental data are collected by the transmitting and
receiving devices. Data can be obtained from the theoretical
analysis and experiment. )e graph of the relationship
between transmission distance and transmission power is
shown in Figure 15(a) and that between transmission dis-
tance and transmission efficiency is shown in Figure 15(b).

From Figure 7, the output power of wireless energy
transmission system initially increases and then decreases
with the increase in transmission distance, whereas the
transmission efficiency of the wireless energy transmission
system decreases with the increase in transmission distance.
)ese changes are consistent with the above theoretical
analysis.

5.2. Influence of Resonant Frequency on the Transmission
Performance of MCRETS. )e resonant compensation ca-
pacitor of the wireless energy transmission system can be
matched.)e change in the resonant frequency of the system
can be achieved by a change in the resonant compensation
capacitor. In the experiment, the transmission distance is
fixed at 2.5, 3.0, and 3.5 cm. Experimental data are collected
from the changes in the resonant frequency of the system
and then graphed with simulated data to show the re-
lationships between the resonant frequency and output
power and between the resonant frequency and transmission
efficiency. )e graph of the relationship between the output
power and the resonant frequency is shown in Figure 16(a)
and that between the resonant frequency and transmission
efficiency is shown in Figure 16(b).

From Figure 16, with transmission distance kept con-
stant, the output power of the system initially increases and
then decreases with the increase in the resonant frequency of
the system, whereas transmission and resonant frequencies
of the system have a direct relationship. However, the ex-
istence of the skin effect in the actual system will increase its
transmission efficiency, and any increase in resonant fre-
quency tends to be stable. Experimental and theoretical
analyses of the transmission efficiency value gap show a
gradual increase. )erefore, when the resonant frequency of
the wireless energy transmission system is low, a large output
power should be kept close to the transmission, whereas if
the resonant frequency in the wireless energy transmission

Figure 8: Overall grid with air.

Figure 7: Grid of coils.
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system is high, a large output power should be kept far from
the transmission.

5.3. Influence of Relay Coils on the Transmission Performance
of MCRETS. )e experimental data of the relay and non-
relay coils are collected by the experimental devices. )e

0 150 300 (mm) 0 100

Z

200 (mm)

Figure 9: Coil 3D model drawn in Maxwell.

Time = 8.75e – 006s 0 1e + 003 2e + 003 (mm)
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3.0134e – 007
1.5359e – 007
7.8287e – 008
3.9903e – 008
2.0339e – 008
1.0367e – 008
5.2840e – 009
2.6933e – 009

Figure 10: )e maximum value of the magnetic field of the
transmitting coil in transient field simulation.
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Figure 11: Transient field simulation receiver coil maximum
magnetic field.

Launcher

Launch coil Receiving coil

Receiving
device

Load

Figure 12: Physical diagram of MCRETS.

Table 1: Experimental equipment-related parameter.

Parameter item Value
Device input voltage 220V AC/50Hz

Maximum device input 1600W, 220V AC/
8A

Maximum output power of the device 400W, 24V DC/
5A

Transmitting and receiving coil radius 3mm
Transceiver turns 20
Coil winding radius 100mm
)e minimum distance between
transmitting and receiving coils 10mm

Figure 13: Receiving coil and launch coil of the practical MCRETS
system.
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Figure 14: Experimental setup of the proposed MCRETS system.
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relevant experimental data, which are fluctuations in the
receiving terminal voltage as transmission distance changes,
are collected, and the curves of the voltage and transmission
distance of the relay and the nonrelay are drawn. )e
comparison chart is shown in Figure 17.

)e variation curve in Figure 17 reveals that the voltage
value of the receiver terminal is inversely proportional to the
transmission distance. )e curve for the transmission dis-
tance of the relay coil is slower than the curve for the
transmission distance of the nonrelay coil. )e magnitude of
the attenuation of the magnetic field or the relay coil in-
creases the range of the magnetic field. At the same time, the
relay coil effectively increases the transmission distance of
the system and enhances the transmission effect. )e ex-
perimental results are consistent with the theoretical analysis
results.

5.4. Influence of the Relative Position of Receiving and
Transmitting Coils on the Transmission Performance of
MCRETS. Findings from the theoretical analysis in this
study are verified through an experiment. Before the start
of the experiment, the angle between the receiving coils is
set at − 40° and the receiving coil is then rotated slowly in
the direction vertical to the coil diameter until it rotates to
an angle of 35°. )e value of the output power during
rotation is recorded. )e output power varies with the
rotation angle of the receiving coil. )e experimental data
are graphed in Figure 18. However, the theoretical deri-
vation of the relative position of the launch and receiving
coils has not yet been accurate. We only conducted
preliminary verification through experiments and ob-
tained preliminary conclusions after verification. In the
future research, we will further derive the theoretical
basis.

5.5. Transmission Characteristics of SS Topological System in
Maximum Power Product. )e above theoretical analysis
and experiments reveal that when the system output power
is at maximum, the transmission efficiency is often ex-
tremely low. A wireless energy transmission system is a
relatively easily affected system, and its transmission per-
formance is easily affected bymany factors. At present, many
scholars are analyzing the power and efficiency of the
wireless energy transmission system, but this cannot guar-
antee the optimal transmission performance of the system.
)is paper combines the power and efficiency problems of
wireless energy system transmission, that is, taking into
account the power and efficiency of transmission and op-
timizing the system transmission performance. )is kind of
research is still rare.

)e literature [28] compared and analyzed the two
models of the four-coil end-opening coil and the short-
circuited string-capacitor four-coil based on the spiral coil
through the electromagnetic simulation. But this is only
from the point of view of electromagnetic simulation, lack
of specific reasoning calculation process cannot optimize
the output power and transmission efficiency of the system,
and it is even more impossible to optimize the system

transmission performance. In this literature [29], two basic
structures are analyzed and the equations of the transfer
efficiency are deduced. Two important factors, namely, the
transfer quality factor and the load matching factor, are
explored. However, there is no research on how to balance
the transmission efficiency and power in order to optimize
the transmission performance of the wireless energy
transmission system.

For the above problem, this study proposes the power
product. )e optimal parameters for the wireless energy
transmission system are analyzed to allow higher trans-
mission efficiency in the system even when the output power
is high. )e power product is the product of the output
power and the transmission efficiency, and it can be
expressed by Ψ (its unit is the product of two variable units:
W), as shown in the following:

Without relay coil
With relay coil

0

60

120

180

240

Re
ce

iv
er

 v
ol

ta
ge

 (V
)

15 30 45 60 750
Transmission distance (mm)

Figure 17: Receipt of voltage change of the experimental device,
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Ψ � P0 · η �
(ωM)4U2

i RL

(ωM)2 + R + R0( 􏼁 R0 + RL( 􏼁􏽨 􏽩
3. (15)

For simplicity, the wireless energy transmission sys-
tem is assumed to be in the ideal state and that the
remaining items are constant; thus, the amount of change
is only one-unit resonance frequency. It is necessary to set
a series of parameters according to the idealized situation.
According to the parameters set, the related formulas can
be analyzed more effectively and conveniently. )e
analysis is simpler and clearer. System parameters are
listed in Table 2. From equation (15), the curve of the
power product Ψ and resonant frequency ω can be ob-
tained, as shown in Figure 19. In order to find a relatively
optimal value, it can meet the transmission power and
transmission efficiency in a certain situation to achieve a
relatively optimal value.

In Figure 11, when at the peak where dΨ/dω � 0, the
extreme point can be derived as follows:

ω0 �

�����������������
2 R + R0( 􏼁 R0 + RL( 􏼁

􏽱

M
. (16)

)e solvable output power P0− Ψ and transmission effi-
ciency ηΨ of the system are follows:

P0− Ψ �
2U2

i

9RW

,

ηΨ �
2
3
.

(17)

From the above analysis, it shows that when
ω �

����������������
(R + R0)(R0 + RW)

􏽰
/M, the output power reaches the

optimal value, and we can get the corresponding output
power P0− P and the transmission efficiency at the maximum
output power ηP:

P0− P �
U2

i

4RW

,

ηP �
1
2
.

(18)

α and β are the change ranges of the output power and
transmission efficiency, respectively. when α � − 11.1% and
β � 33.3%, the output power of the system is reduced by
11.1%, and the transmission efficiency is increased by 33.3%.

Similarly, if other conditions are not changed, only the
change in transmission distance is controlled. When the trans-
mission distance satisfies D2 �

����������������������
ω2T2/2(R + R0)(R0 + RW)3

􏽰

− 2r2, the system’s power product reaches its maximum. At this
time, the output power is P0− ψ � 2U2

i /9RW, and the trans-
mission efficiency is ηψ � 2/3. Under the maximum power
index, when the transmission distance satisfies D2 �����������������������
ω2T2/2(R + R0)(R0 + RW)3

􏽰
− 2r2, the output power takes

the maximum value P0− P � U2
i /4RW, and the transmission

efficiency is then ηP � 0.5.
In summary, the use of power product parameters for

optimization ensures that the output and transmission

powers will be relatively high, which optimizes the trans-
mission performance.

6. Conclusions

)is study introduced the MCRETS model, obtaining an
optimal topology through modeling and analysis of its four
topological structures.)eoretical analysis and experimental
verification of the factors, which affect the transmission
performance of the MCRETS (i.e., transmission distance,
resonant frequency, relay coil, and relative position of
transmitting and receiving coils) were conducted and dis-
cussed. )e theoretical analysis and experimental results
show that these factors greatly influence the transmission
performance of the wireless energy transmission system,
such that the factors can further improve the transmission
performance once optimized. Based on the above analysis,
this study proposed the parameters of the power product to
ensure a relatively high transmission power with the max-
imized performance. )is concept is of great significance in
practical application. For example, the problem of choosing
the highest power or higher charging efficiency has always
existed. With the concept of power product, the maximum
efficiency product can be preferentially selected, which is
more conducive to the optimization of charging
performance.

However, the research on the transmission structure of
MCRETS is limited because it is based on a two-coil
structure. Further research will study the effect of single or
multiple power supply charging using a one-to-one structure
or a network of structures. Based on the analysis, further
research on the design for a more efficient, more powerful,
and more stable MCRETS is also desirable.

Table 2: System parameters.

DC input voltage LS (Ld) R0

15V 14.25 μH 0.27Ω
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Figure 19: Relationship between the power product and resonant
frequency.
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 e sign-consensus problem for linear time-invariant systems under signed digraph is considered. e information of the agents’ states
is reconstructed, and then, a state observer-type sign-consensus protocol is proposed, whose performance is analyzed using matrix
analysis and ordinary di�erential equation theory. Su�cient conditions for ensuring sign-consensus are given. It is proven that if the
adjacencymatrix of the signed digraph has strong Perron–Frobenius property or is eventually positive, sign-consensus can be achieved
under the proposed protocol. In particular, conventional consensus is a special case of sign-consensus under mild conditions.

1. Introduction

Consensus, as the key to coordination of multiagent systems
(MASs), has been investigated extensively in recent years
[1–9]. Most existing studies on consensus of MASs usually
assume cooperative interactions among the agents, while in
many cases, the agents can not only cooperate but also
compete with each other, resulting in the coexistence of
cooperation and competition in MASs, e.g., the two-party
political system and the business alliance of competitors. To
describe this scenario, the concept of bipartite consensus is
proposed in [10], whichmeans that all agents converge to the
same value as required by conventional consensus but with
di�erent signs in bipartite consensus. Alta�ni [10] proves
that, under the assumption of signed digraph being strongly
connected, single-integratorMASs reach bipartite consensus
if and only if the signed digraph is structurally balanced.
Following this line, the strongly connected requirement on
signed digraph in [10] is relaxed in [11], bipartite consensus
under switched signed digraph is investigated in [12], and
bipartite consensus for general linear MASs has also been
studied in [13]. In [14–18], measurement noise is further
considered. As pointed out in [15], the signed digraph being
structurally balanced is one of the necessary and su�cient
communication conditions to guarantee bipartite consensus

regardless of measurement noise.  is means that structural
balance plays a crucial role in bipartite consensus. Structural
balance is fragile and can be easily broken by changing the
sign of some edge weight or by adding or deleting an edge in
a signed digraph, meaning that structural unbalance can be
more often seen in practice.

In fact, studies on structurally unbalanced signed di-
graph have already been reported in [14, 15, 19–24], etc. In
[14, 15], agents converge to zero in mean square under
arbitrary initial conditions. In [19], the agents’ states are
proved to lie in between the polarized values, which are
called the interval bipartite consensus. Another topic closely
related to structural unbalance is the unanimity of opinion
[21]; that is, all agents achieve an agreement or disagreement
on a certain subject but with di�erent extents. is concept is
further extended in [23] to sign-consensus, meaning that
agents reach values with the same sign but di�erent mod-
ulus.  e concept of sign-consensus is rooted in reality. For
example, in a social network, people rarely have the same
comment on a topic, but may have the same tendency. In the
pioneering work [23], it is shown that, for the linear time-
invariant (LTI) MASs, if the graph adjacency matrix is
eventually positive, sign-consensus is achieved under a state
feedback sign-consensus protocol and a fully distributed
sign-consensus protocol, respectively.  e �xed signed
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digraph in [23] is extended in [24] to being switched over
time. Sign-consensus protocols are proposed for three types
of time-varying graphs, respectively. It is shown that sign-
consensus can be reached if the graph adjacency matrix is
frequently eventually positive. We notice that both works
[23, 24] propose state feedback-type sign-consensus pro-
tocols. However, in reality, due to constraints on mea-
surement, it is usually hard to directly measure agents’ states,
but only the state estimates are available. Hence, it would be
more convenient to synthesize consensus protocols based on
the agents’ state estimates.

With these observations, in this work, we investigate sign-
consensus for LTI MASs under signed digraphs. -e agents’
states are reconstructed, and state observer-type protocols
based on them are given. By using tools from matrix analysis
and ordinary differential equation theory, the closed-loop
system is analyzed. It is shown that if the graph adjacency
matrix has strong Perron–Frobenius property or is eventually
positive, sign-consensus for LTI MASs can be achieved. Our
main contributions are as follows. First, the agent dynamics
are extended to be LTI system, not limited to integrators
[21, 22]. Second, state observer-type consensus protocols
based on state estimates between neighboring agents are
proposed, which are more practical than most existing
protocols based on the agents’ states [23, 24].

1.1. Organization. -e state observer-type consensus pro-
tocol is proposed in Section 2. -e main results with respect
to sign-consensus are given in Section 3. A simulation ex-
ample is given to verify the proposed theoretical results in
Section 4. -e paper is concluded in Section 5.

1.2. Notations and Preliminaries. For a matrix or vector A, if
all its elements are positive,A is said to be positive, denoted as
A> 0. For A ∈ Rn×n, λi(A)(i � 1, . . . , n) is the eigenvalue of
A, Re(λi(A)) is the real part of λi(A), and ρ(A) is the spectral
radius, which is the smallest positive real number satisfying
ρ(A)≥ |λi(A)|, ∀i � 1, . . . , n. A ∈ Rn×n has the strong
Perron–Frobenius property if ρ(A) is a simple positive ei-
genvalue of A, and its corresponding right eigenvector vr > 0.
A ∈ Rn×n is eventually positive if ∃l0 ∈ N satisfying Al > 0,

∀l≥ l0. For a given vector v � (v1, . . . , vn)T ∈ Rn, sign(v) �

(sign(v1), . . . , sign(vn))T, where sign( ) is the sign function.
1n � (1, . . . , 1)T ∈ Rn, ⊗ is the Kronecker product.

G � (V, ε,F) is a signed digraph with V � 1, . . . , N{ },
ε ⊂V × V, and the adjacency matrix F � (fij) ∈ RN×N.
Ni � (j, i) ∈ E􏼈 􏼉. Generally, F � (fij) ∈ RN×N is defined
by fii � 0, fij ≠ 0⟺ (j, i) ∈ ε; otherwise, fij � 0. Denote
DF � ρ(F)IN − F with ρ(F) being the spectral radius
of F.

Lemma 1 (see [23]). Assume G � (V, ε,F) is a signed
digraph. If F is eventually positive, then G is structurally
unbalanced.

Lemma 2 (see [25]). For A ∈ Rn×n, A has the strong
Perron–Frobenius property⟺ A is eventually positive.

2. Problem Formulation

Consider an MAS with N agents with each agent being
described by

_xi � Axi + Bui,

yi � Cxi, ∀i � 1, . . . , N,
(1)

where xi ∈ Rn, ui ∈ Rm, andyi ∈ Rq are the state, input,
and output, respectively. It is assumed that (A, B, C) is
controllable and observable.

-e communication topology among agents is repre-
sented by a signed digraph G � (V, ε,F), where
V � 1, . . . , N{ } and F � (fij)N×N. -is paper is to syn-
thesize a state observer-type control for each agent such that
agents in (1) reach sign-consensus. Firstly, we give the
definition of sign-consensus for the system in (1).

Definition 1 (see [24]). -e system in (1) is said to achieve
sign-consensus if there exists a consensus protocol
ui, i � 1, . . . , N􏼈 􏼉 such that for any given initial states

xi(0)(i � 1, . . . , N),

lim
t⟶∞

sign xi(t)( 􏼁 − sign xj(t)􏼐 􏼑􏼐 􏼑 � 0, i, j ∈ 1, . . . , N{ }.

(2)

From Definition 1, given any initial value, the states of
agents in (1) converge to values with the same sign but
different modulus.

Let xi and yi be the estimates of agent i’s state and
output, respectively. Denote 􏽢yi � yi − yi � Cxi − Cxi as
agent i’s output estimate error. In practice, it is usually hard
to measure the agent’s state. Hence, it would be more
convenient to design consensus protocols based on the
estimates of the agents’ states. -e useful information for
agent i is synthesized by other agents’ state estimates as

δi � − σixi + 􏽘
j∈Ni

fijxj, i � 1, . . . , N, (3)

where σi > 0 denotes the degradation rate of the system. A
state observer-type consensus protocol is given as follows:

ui � aHδi � aH − σixi + 􏽘
j∈Ni

fijxj
⎛⎝ ⎞⎠,

_xi � Axi + Bui − aG􏽢yi, i � 1, . . . , N,

(4)

where

(i) a ∈ R satisfies a≥ 1/(2mini∈ΔRe(λi(DF))) with
Δ � i |Re(λi(DF))> 0, i � 1, . . . , N􏼈 􏼉;

(ii) H is designed as H � R− 1BTP, where P is the positive
definite solution of the algebraic Riccati equation

A
T
P + PA + Q − PBR

− 1
B

T
P � 0, (5)

where Q andR are positive definite matrices;
(iii) Since (A, C) is observable, G can be chosen such

that A + aGC is Hurwitz.
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Next, we will demonstrate that the system in (1) achieves
sign-consensus under the protocol in (4).

3. Main Results

Theorem 1. Suppose that F has the strong Perron–Frobenius
property. 4en, the system in (1) can reach sign-consensus under
the protocol in (4) with σi � ρ(F) (∀i � 1, . . . , N). Moreover,
the state estimate error will converge to 0, i.e., limt⟶∞(xi −

xi) � 0 and ∀i � 1, . . . , N.

Proof. Define X � [xT
1 , . . . , xT

N]T and X � [xT
1 , . . . , xT

N]T.
Applying the protocol in (4) to the system in (1), we obtain

_X � IN ⊗A( 􏼁X − aDF ⊗BH( 􏼁X. (6)

By direct calculation, we obtain
_X � IN ⊗A − aDF ⊗BH( 􏼁X − aIN ⊗GC( 􏼁 􏽢X, (7)

where 􏽢X � X − X. Clearly,
_􏽢X � IN ⊗ (A + aGC)􏼂 􏼃 􏽢X. (8)

Since G is chosen such that A + aGC is Hurwitz,
IN ⊗ (A + aGC) is Hurwitz. Immediately, one has

lim
t⟶∞

􏽢X � 0,

i.e., lim
t⟶∞

xi − xi( 􏼁 � 0, i � 1, . . . , N.
(9)

By assumption, F has the strong Perron–Frobenius
property.-is implies that ρ(F) is a simple positive eigenvalue
of F, and its corresponding right eigenvector vr > 0. Noting
that DF � ρ(F)IN − F. Hence, λi(DF) � ρ(F) − λi(F),
i � 1, . . . , N. Clearly, 0 is a simple eigenvalue of DF with
corresponding right eigenvector vr. For simplicity, we assume
λ1(DF) � 0. -en, Re(λi(DF))> 0, i � 2, . . . , N. -ere must
exist a nonsingular matrix S � [vr|S2] ∈ RN×N with
S2 ∈ RN×(N− 1) such that

S
− 1

DFS � J �
0 0

0 JN− 1
􏼢 􏼣, (10)

where JN− 1 ∈ R(N− 1)×(N− 1) is a Jordan block with
λi(DF)(i � 2, . . . , N) on its diagonal. Let W(t) � (S− 1 ⊗ In)

X≜[WT
1 (t), . . . , WT

N(t)]T � [WT
1 (t) |ΩT(t)]T and 􏽢W(t) �

(S− 1 ⊗ In) 􏽢X≜[ 􏽢W
T

1 (t)[ 􏽢ΩT
](t)]T. -en, by (6)–(8), we have

_W(t) � IN ⊗A − aJ⊗BH( 􏼁W(t) + (aJ⊗BH) 􏽢W(t),

(11)

or equivalently,
_W1(t) � AW1(t),

_Ω(t) � IN− 1 ⊗A − aJN− 1 ⊗BH( 􏼁Ω(t) + aJN− 1 ⊗BH( 􏼁 􏽢Ω(t).

(12)

Obviously, IN− 1 ⊗A − aJN− 1 ⊗BH is an upper triangle
block matrix with diagonal blocks A − aλi(DF)BH, i � 2,

. . . , N. Notice that a≥ 1/(2mini∈ΔRe(λi(DF))) and
H � R− 1BTP, where P is positive definite solution of (5).
-en, by adopting the similar arguments as in [26], we
obtain that A − aλi(DF)BH(i � 2, . . . , N) is Hurwitz. By
(9), we know that limt⟶∞

􏽢W(t) � limt⟶∞(S− 1 ⊗ In) 􏽢X � 0,
and hence, limt⟶∞

􏽢Ω(t) � 0. According to (12) and the
ordinary differential equation theory, we obtain

lim
t⟶∞

W1(t) � lim
t⟶∞

e
At

W1(0),

lim
t⟶∞
Ω(t) � 0.

(13)

Since X � (S⊗ In)W(t) � (vr ⊗ In)W1(t) + (S2 ⊗ In)

Ω(t),

lim
t⟶∞

X(t) � vr ⊗ In( 􏼁 lim
t⟶∞

e
At

W1(0), (14)

or equivalently,

lim
t⟶∞

xi(t) � vri
lim

t⟶∞
e

At
W1(0), (15)

where vri
is the ith component of vr. Note that

vri
> 0, ∀i � 1, . . . , N. -us, by Definition 1, the system in (1)

can achieve sign-consensus under the protocol in (4). □

Remark 1. In -eorem 1, sign-consensus is achieved based
on a state observer-type protocol. -is is different from
protocols in [23, 24] where state feedback protocols are
proposed. Communication topology G � (V, ε,F) is di-
rected, and it is assumed that F has the strong Perron–
Frobenius property. Such an assumption together with
Lemma 1 implies that G is structurally unbalanced.

Theorem 2. For the system in (1), suppose that F is even-
tually positive. 4en, the system in (1) can achieve sign-
consensus under the protocol in (4) with σi � ρ(F)

(∀i � 1, . . . , N).

Proof. By assumption, F is eventually positive. -is to-
gether with Lemma 2 gives that F has the strong
Perron–Frobenius property. Applying the same procedure
as in -eorem 1, one sees that the system in (1) can achieve
sign-consensus under the protocol in (4).

From (14), we know that vr is vital to the collective
behavior of MASs. In particular, if vr � 1n, then conven-
tional consensus is achieved. □

Corollary 1. For the system in (1), suppose that F has the
strong Perron–Frobenius property. 4en, the system in (1) can
achieve conventional consensus under the protocol in (4) with
vr � 1n and σi � ρ(F)(∀i � 1, . . . , N).

Remark 2. In Corollary 1, if the requirement on F is
changed to being eventually positive, Corollary 1 still holds.

4. Simulation

Example 1. Consider the system in (1) with 6 agents, where
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A �
1 1

0 0
[ ],

B �
0

1
[ ],

C �
2 1

0 1
[ ].

(16)

Obviously, (A, B, C) is controllable and observable. As-
sume that interactions among the 6 agents are represented by
G � (V, ε,F), where V � 1, . . . , 6{ } and F � (fij) ∈ R6×6

with f12 � f25 � f35 � 2, f13 � f36 � − 1, f14 � 1, f24 �
f42 � 5, f26 � f51 � f63 � 3, and f61 � 4. From Figure 1,

G is structurally unbalanced. By direct calculation, one has
Fl > 0, ∀l≥ 7.  is implies that F is eventually positive.
 erefore, by Lemma 2, one sees that F has strong Perron–
Frobenius property, and hence, communication conditions in
 eorem 1 and  eorem 2 are satis�ed.

Note that λ1(DF) � 0, λ2(DF) � 10.4347, λ3(DF) �
6.7544 − 1.4418j(j2 � − 1), λ4(DF) � 6.7544 + 1.4418j, λ5
(DF) � 5.5158 − 2.1144j, and λ6(DF) � 5.5158 + 2.1144j.
 erefore, a≥ 1/(2min2≤i≤6Re(λi(DF))) � 0.0906, and

hence, we assume a � 1. Let G � − 1 0
0 − 1[ ]. By calculation,

one obtains that A + aGC is Hurwitz. Choose Q � CCT and
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Figure 1: Communication topology among 6 agents.
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Figure 2: State trajectories of xi1 for 6 agents.
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Figure 3: State trajectories of xi2 for 6 agents.
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Figure 4: State estimate error trajectories of xi1.
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R � 1.  en, one can get P � 12.3485 5.4495
5.4495 3.4495[ ] which is

the positive de�nite solution of (5), and H � R− 1BT
P � [5.4495 3.4495] ∈ R1×2. Applying the protocol in (4) to
the system in (1), we obtain that sign-consensus is achieved.
 e simulation results are given in Figures 2 and 3, where xi1
and xi2 are the �rst and second components of agent i,
respectively. Moreover, from Figures 4 and 5, we see that
state estimate error converges to zero.  us, the simulation
example veri�es the validity of  eorem 1 and  eorem 2.

5. Conclusions

 e sign-consensus of MASs is investigated where each
agent is described by an LTI system. A state observer-type
protocol is designed, which is more practical than the usual
state feedback protocols. It is shown that if the adjacency
matrix has strong Perron–Frobenius property or is even-
tually positive, then sign-consensus can be achieved based
on the proposed protocols.
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�e double-fed induction wind generator- (DFIG-) based wind generation system contains power electronic converters and �lter
capacitor and inductor, which will bring about high-frequency harmonics under the in�uence of controllers. Aiming at this
problem, this paper studies the relation between the output current and the harmonic source at grid-side and rotor-side converters
based on their control features in the DFIG system. Furthermore, the harmonic equivalent models of these two converters are
built, and the in�uence of di�erent factors on harmonic features is explored from four perspectives, i.e., modulation method,
altering controller parameters, altering output power, and the unbalance of three-phase voltage. Finally, the e�ectiveness of the
proposed model is veri�ed through the 2MW DFIG real-time hardware-in-the-loop test platform by StarSim software and real
test data, respectively.

1. Introduction

New energy power generation technologies have become hot
spots as the energy and environmental issues obtained
prominent attention. Wind energy has been widely applied
in power systems because of its clean, harmless, and
abundant nature in natural resources. �e double-fed wind
power generation system has become the mainstream in
wind power generation systems because of its small capacity
in the �eld converter, low cost, and variable-speed constant-
frequency operation features [1–6]. However, the double-fed
wind power generation system contains a power electronic
converter, in which the interactions among converters and
passive components of the �lter can lead to harmonic res-
onances, thus causing serious harmonic pollution and re-
ducing the power quality [7–10].

With regard to the harmonic problem in the double-fed
wind power generation system, relevant researches and
analyses have been carried out [11–14]. In the literature [11],
the source of stator harmonic current of the double-fed wind
turbine is analyzed. It is pointed out that the harmonic

modulation of the converter, the cogging harmonic of the
motor itself, and the grid background harmonic a�ect the
stator output harmonics of the double-fed wind turbine. In
[12], the harmonic characteristics of the double-fed wind
turbine converter are analyzed, and the e�ect of the con-
verter harmonic on the system overall output harmonic is
analyzed by establishing the equivalent circuit of the
asynchronous motor. Based on the mathematically elec-
tromagnetic relationship of the asynchronous motor, liter-
ature [13] proposes a harmonic equivalent circuit of the
double-fed asynchronous motor and studies the in�uence of
harmonics generated by the wind turbine on the power grid.
According to the characteristics of the asynchronous motor,
literature [14] analyzes the interaction between the grid-side
converter harmonic and the rotor-side converter harmonic
in the double-fed wind power generation system.

From the above literature studies, the grid-side or rotor-
side converters in the double-fed wind power generation
system are viewed as a simple harmonic voltage source when
modeling and analyzing the converter output harmonic
characteristics, while the in�uence of converter control
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factors on system harmonic output characteristics is not
considered.

Literature studies [15, 16] point out that the harmonics
generated by PWM (pulse-width modulation) are mainly
distributed near the double switching frequency. Reference
[17] studies the harmonic resonance characteristics of the
photovoltaic power generation system by establishing the
Norton equivalent model of the photovoltaic converter.
Considering the control characteristics of different types of
converters [18], Wang et al. establish the converter equiv-
alent model of voltage source control and current source
control, respectively.

However, there is little literature on the harmonic
characteristics of the double-fed wind power generation
system at present. .e main contributions of this paper can
be summarized as follows:

(1) Based on the existing harmonic model, the influence
of component parameters and control parameters on
the harmonic output of the RSC and GSC is studied,
and the harmonic output characteristics of the RSC
and GSC are summarized. Furthermore, a novel
method for suppressing the output harmonic am-
plitude of the DFIG by adjusting PI control param-
eters is proposed, and the effectiveness of the proposed
method has been verified by the simulation case.

(2) .e harmonic model of the typical DFIG is estab-
lished, and the parameters of the harmonic model of
the DFIG are corrected by the measured data. With
the correction of harmonic model parameters, the
harmonic characteristics of the corrected harmonic
model of the DFIG are consistent with the harmonic
characteristics of the actual DFIG.

.e rest of this paper is organized as follows: Section 2
presents the harmonic source analysis of the double-fed wind
power generation system. Section 3 presents the character-
istics analyses of the converter harmonic model. Case studies
are presented in Section 4 to validate the proposed harmonic
model of the DFIG. Conclusion is presented in Section 5.

2. Harmonic Source Analysis of Double-Fed
Wind Power Generation System

.e structure of the double-fed wind power generation
system is shown in Figure 1. Two back-to-back PW-mod-
ulated converters are used for AC excitation through a DC
link. Effective control of converters enables variable-speed
constant-frequency operation and maximum wind energy
tracking within a certain range [10, 19, 20].

.e harmonic sources of the double-fed wind power
generation system mainly include the harmonics caused by
the asynchronous motor itself and the harmonics caused by
the converter modulation [14]. In addition, the output
harmonic of the double-fed wind power system may exceed
the standard when there are background harmonics in the
grid and irrational converter control parameters. .e cog-
ging harmonics caused by the asynchronous motor itself due
to the uneven air gap can be suppressed or eliminated by

rational motor structure designing. .us, this paper mainly
considers the PW modulation harmonics of the converter
and the background harmonics of the power grid. .e
harmonic output characteristics of the double-fed wind
power generation system are studied by establishing the
harmonic equivalent model.

3. Harmonic Modeling of Double-Fed Wind
Power Converter

Because of the fact that the dynamics of DC-side voltage is
slower than the harmonic dynamics, the voltage across the
capacitor between the grid-side converter and the rotor-side
converter of the double-fed wind power system remains
constant. .erefore, the two converters can be discussed
separately in harmonic modeling. In this section, the har-
monic equivalent models of the grid-side and rotor-side
converters are established to study their harmonic output
characteristics and influencing factors. Note that there are
subsynchronous and low-frequency oscillations which lie
below the fundamental frequency in wind power generation
systems, and this paper mainly discusses the harmonics
above the fundamental frequency [9].

.e harmonic amplitude is proportional to the switching
frequency, dead time, and DC-side voltage and inversely
proportional to the harmonic order. .e amplitude is
negligible, so the voltage generated by the dead zone effect is
mainly low, such as 3, 5, 7, and 9. For a converter with a high
switching frequency, the dead time is long in one switching
cycle, and the low-order harmonic generated by the dead
zone is more obvious, while the large-capacity converter
with a lower switching frequency is generated by the dead
zone effect. In this paper, the switching delay of the con-
verter is not taken into consideration for the harmonic
model of converters.

3.1. Harmonic Modeling of Grid-Side Converter. For a three-
phase balancing system, the system can be equivalent to a
single-phase system. .e command signal of the inner
current loop in the grid-side converter is given by the outer
voltage loop. Consider the response of the voltage loop is
much slower than the response of the current loop. .us, by
ignoring the voltage loop, the control block diagram of the

DFIG

Wind
turbine

Rotor-side
converter

Grid-side
converter

Transformer

Grid

Figure 1: Double-fed wind power generation system.
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grid-side converter is obtained and shown in Figure 2. .e
converter-side current feedback control which is more stable
than the grid-side current feedback current control is
adopted, as shown in Figure 2 [21].

In Figure 2, Kpwm is the linear gain of the pulse-width
modulation (PWM) converter bridge, i1ref is the reference of
the current loop, ugh is the harmonic voltage generated by
PWM, Gig is the transfer function of the current regulator
which adopts the proportional resonance controller, and
uPCC is the voltage at the grid-connected point. .e har-
monic model shown in Figure 2 considers two kinds of
harmonic sources: (1) the harmonic voltage ugh generated by
the PWM and (2) the grid background harmonic voltage
uPCC at the grid-connected point.

In the steady-state operation, the current reference i1ref
remains constant [22]. .us, according to the Mason for-
mula, the complex frequency-domain expression among i2,
ugh, and uPCC can be obtained as follows.

i2 � Ng(s)ugh − Yeqg(s)uPCC, (1)

where s is the complex frequency-domain variable and
Ng(s) and Yeqg(s) are expressed as

Ng(s) �
ZC

Z1Z2 + Z1ZC + Z2ZC + GigKpwm Z2 + ZC( 􏼁
,

Yeqg(s) �
Z1 + ZC + GigKpwm

Z1Z2 + Z1ZC + Z2ZC + GigKpwm Z2 + ZC( 􏼁
,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(2)

where Kpwm is usually taken as 1; Z1 � sL1 +R1, Z2 � sL2 +R2,
and ZC � 1/sC, in which L1, R1, L2, and R2 are the LCL filter
inductance and equivalent resistance and C is the filter
capacitor; and Gig is expressed as

Gig � kpg +
skig

s2 + ω2
g

, (3)

where kpg and kig are the proportional and integral co-
efficients of the current controller and ωg is the fundamental
frequency.

According to Figure 1 and (1), the Norton equivalent
circuit of the grid-side converter can be obtained, which is
shown in Figure 3. In Figure 3, Ng(s)ugh is the PW-
modulated harmonic and uPCC is the grid background
harmonic.

3.2. Harmonic Modeling of Rotor-Side Converter. .e rotor-
side converter adopts the motor stator flux-oriented
feedforward decoupling control. .e outer control loop is
the speed control or active power control, and the output of
the outer loop controller is the reference of the inner
current loop. Similarly, the response of the inner loop is
much faster than that of the outer loop..erefore, the outer
control loop is neglected, and the balanced three-phase
system is equivalent to a single-phase system. .e current
control block diagram of the rotor-side converter is shown
in Figure 4.

In Figure 4, irref is the current reference, urh is the
harmonic voltage generated by PWM, and Gir is the transfer
function of the current controller and the proportional
resonance controller is used; e2 is the rotor-side phase
electromotive force of the asynchronous machine. In Fig-
ure 4, the output current is

ir � Nr s′( 􏼁urh − Yeqr s′( 􏼁e2, (4)

where s′ is the rotor-side complex frequency-domain var-
iable. Note that s′ � sslip, where sslip is the slip. .e detailed
expressions of sslip, Nr(s′), and Yeqr(s′) are shown as
follows:

sslip �
s − jωm

s
,

Nr s′( 􏼁 �
1

Zr + GirKpwm
,

Yeqr s′( 􏼁 �
1

Zr + GirKpwm
,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where ωm is the rotor speed of the asynchronous motor;
Zr � s′Lr + Rr, in which Lr and Rr are the rotor leakage
inductance and resistance; and Gir is expressed as

1

i1ref
Gig Kpwm

uinvr

ugh

1
Z1

Z2

i1

i2

uPCC uC
ZC

iC

Figure 2: Current control block diagram of the grid-side converter.

Ng (s)ugh

Yeqg (s)

uPCC

i2

Figure 3: Norton equivalent circuit of the grid-side converter.

irref Gir Kpwm
urh 1

Zr

e2

ir

Figure 4: Current control block diagram of the rotor-side converter.
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Gir � kpr +
s′kir

s′
2

+ ωg − ωm􏼐 􏼑
2, (6)

where kpr and kir are the proportional and integral co-
efficients of the current controller, respectively.

According to Figure 4 and (4) and combining with the
asynchronous motor equivalent circuit [11, 12], the
Norton equivalent model of the rotor-side converter can
be obtained, which is shown in Figure 5(a). Note that the
rotor-side variables are converted to the stator side by the
generator conversion. With the circuit conversion,
Figure 5(a) can be equivalent to Figure 5(b). From
Figure 5(b), we have

is � Ns(s)urh − Yeqs(s)uPCC, (7)

where is is the stator-side output current of the asynchro-
nous motor and Ns(s) and Yeqs(s) are expressed as

Ns(s) �
ZmNr s′( 􏼁

Zm + Zs + sslipYeqr s′( 􏼁ZmZs

,

Yeqs(s) �
1 + sslipYeqr s′( 􏼁Zm

Zm + Zs + sslipYeqr s′( 􏼁ZmZs

,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(8)

where Zm � sLm and Zs � sLs + Rs, in which Lm is the ex-
citation inductance of the asynchronous motor and Ls and Rs
are the stator leakage inductance and resistance.

4. Characteristics Analyses of Converter
Harmonic Model

Based on the harmonic models of grid-side and rotor-
side converters established in Section 3, the effects of
component parameters and control parameters on har-
monic characteristics are studied. .e detailed param-
eters of the DFIG used in the simulation are shown in
Table 1.

4.1. Characteristic Analysis of Harmonic Model of Grid-Side
Converter. According to the Norton equivalent model
shown in Figure 3 and (1) and (2), the Bode diagram of
Ng(s) and Yeqg(s) is shown in Figure 6. It can be seen from
the figure that there are resonance peaks (magnitude greater
than 0 dB) at a frequency of about 1450Hz in Ng(s) and
Yeqg(s). It indicates that the converter output current will
undergo harmonic amplification when the frequency of ugh
and uPCC is close to the resonant frequency, thus affecting
the power quality. Besides, it should be noted that the
magnitude-frequency curves of Ng(s) and Yeqg(s) are ob-
viously declining when the frequency is higher than 2000Hz,
indicating that the converter has a strong suppression to
high-frequency harmonics.

Ignoring the equivalent resistance of the filter inductor
as it is usually small, and taking Kpwm � 1, the denominator
of Ng(s) and Yeqg(s) shown in (2) can be expanded to

deng �
1

sC
⎡⎣s

3
CL1L2 + s L1 + L2( 􏼁 + s

2
kpgCL2 + kpg

+
s2kigCL2

s2 + ω2
g

+
skig

s2 + ω2
g

⎤⎦.

(9)

It can be seen from (9) that the cubic term and the
primary term of s in the brackets form a pair of resonant
poles whose resonant frequency is

ωrg � ±

������
L1 + L2

CL1L2

􏽳

. (10)

.e resonant frequency ωrg calculated by (10) is co-
incident with the resonant frequency of the LCL filter.
.erefore, it can be inferred that the resonant peak in
Figure 6 is determined by the filter inductance. .is means
that choosing the right filter parameters can suppress as
many harmonics as possible in the high frequency. Since the
PWM harmonics are mainly concentrated near the double
switching frequency [15, 16], the harmonic frequency is
higher and can be suppressed. .e range of grid background
harmonic frequency is wide, and there are many lower
harmonics such as the 5th, 7th, and 11th. .erefore, it is
necessary to further study the harmonic output character-
istics of the converter affected by the grid background
harmonics.

In the vicinity of the resonant frequency ωrg, an ap-
proximate expression is obtained as s2≫ωg2 and the ca-
pacitance of the filter capacitor is small.

deng ≈ s
2
L1L2 +

L1 + L2

C
+ skpgL2. (11)

It is not difficult to see from (11) that the product of kpg
and L2 provides damping for the resonance. .e larger the
product, the stronger the damping effect.

Since the current control parameter kpg is relatively
easier to change than L2 in practice, only the influence of kpg
is studied in Figure 7.

It can be seen from Figure 7 that when the parameter of
the current loop controller kpg is relatively small, the
magnitude-frequency curve of Yeqg(s) has a resonance peak.
As kpg increases, the resonance peak gradually decreases to
disappear. In addition, Figure 7 also shows that the con-
troller parameter kpi has less effect on the magnitude-fre-
quency curve of Yeqg(s) since the integral term of Gig is
almost zero at high frequencies.

In summary, the existence of LCL filter resonance may
cause harmonic amplification in the output of the grid-side
converter of the wind power generation system, and the
resonance can be suppressed by adjusting the parameter of
the current controller kpg. It should be noted that kpg also
affects the dynamic response and stability of the converter
control system, and this is beyond the scope of this paper.
.erefore, the parameter kpg should be increased as much as
possible to suppress the harmonic output of the converter
under the premise of meeting the dynamic performance and
stability requirements of the system.
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4.2. Characteristic Analysis of Harmonic Model of Rotor-Side
Converter. According to (4)–(8) and Figure 5, the magni-
tude-frequency curves ofNs(s) andYeqs(s) are obtained and

shown in Figure 8. It can be seen from the curves in Figure 8
that, at higher frequencies, the rotor-side converter has an
e�ect of suppressing the higher-frequency PWM harmonics
and the grid background harmonics. Since there is no ca-
pacitor in the rotor-side converter and asynchronous motor,
the magnitude-frequency curves ofNs(s) and Yeqs(s) do not
show obvious resonance peaks. However, it should also be
noted that, at lower frequencies (about 300Hz in Figure 8),
there are peak slopes (magnitude exceeds 0 dB). �us,
further characteristic study of Yeqs(s) is needed for the lower
secondary grid background harmonics.

As to the rotor-side converter, the denominator of
Nr(s′) and Yekr(s′) in (5) can be expanded (Rr is ignored
and Kpwm� 1 is considered for the same reason) to

denr � s′Lr + kpr +
s′kir

s′
2 + ωg − ωm( )

2

� s − jωm( )Lr + kpr +
s − jωm( )kir

s − jωm( )2 + ωg − ωm( )
2.

(12)

It can be seen from (12) that when the frequency is 3
times higher than the fundamental frequency of the rotor,
that is, s − jωm > 3(ωg − ωm) (it is considered that the
smaller term can be ignored when the di�erence between
two terms is more than 10 times in engineering application),
the denominator denr can be approximated to

denr ≈ s − jωm( )Lr + kpr +
kir

s − jωm
. (13)
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Figure 5: Norton equivalent circuit of the rotor-side converter: (a) detailed circuit of the rotor-side converter and asynchronous machine;
(b) equivalent model.

Table 1: Detailed parameters of the DFIG simulation platform.

Parameters Values
LCL �lter (L1) 2mH
LCL �lter (L2) 1mH
LCL �lter (C) 18 μF
Asynchronous motor (Lr) 0.404mH
Asynchronous motor (Rr) 0.0079Ω
Asynchronous motor (Ls) 0.08mH
Asynchronous motor (Rs) 0.0025Ω
Asynchronous motor (Lm) 4.4mH
sslip − 0.2
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With (13), it can be found that the first and third terms
form a pair of resonant poles whose resonant frequency is

ωrr � ωm ±

���
kir

Lr

􏽳

. (14)

Although there is no resonance in the rotor-side con-
verter caused by the capacitor and inductor of the LCL filter,
(14) shows that there will be resonance caused by the in-
teraction between the controller integral term and the rotor
leakage inductance. Besides, it can be seen from (8) that this
resonance will be finally reflected to the stator side by Ns(s)

and Yeqs(s).
From (13) and (14), the resonant frequency is related to

the rotor speed ωm, the rotor leakage inductance Lr, and the
controller parameter kir. .e rotor leakage inductance Lr is
related to the motor parameters and is fixed after the motor
is manufactured. .e rotor speed varies according to the
actual wind speed, and the range of variation is limited. Only
the controller parameter kir is easy to change. Similar to the
grid-side converter, the controller parameter kpr has an effect
of damping.

Figure 9 shows the magnitude-frequency curves of
Yeqs(s) with different kir, kpr, and ωm. It can be seen from
Figure 9 that, on increasing kir, the peak slope of Yeqs(s)

shifts to a lower frequency and the magnitude decreases. On
the contrary, the magnitude-frequency curve of Yeqs(s)

declines to a large extent as kpr is increased. .e slip sslip
changes from − 0.2 (corresponding to ωm � 1.2ωg) to − 0.1
(corresponding to ωm � 1.1ωg), and the peak slope of
Yeqs(s) shifts to a lower frequency. Considering that the
actual range of slip variation is small, the parameters kpr and
kir are the main factors affecting the harmonic output
characteristics of the rotor-side converter.

4.3. Harmonic Model of Double-Fed Wind Power Generation
System considering Grid Impedance. According to the
equivalent harmonic models of grid-side and rotor-side
converters shown in Figures 3 and 5, the overall equivalent
harmonic model of the double-fed wind system is shown in
Figure 10. In Figure 10, Zg is the grid equivalent impedance
and ug is the grid voltage. According to Figure 10, the
current ig can be obtained as

ig � Ngg(s)ugh + Nsg(s)urh − Ygg(s)ug, (15)

where Ngg(s), Nsg(s), and Ygg(s) are shown as follows:

Ngg(s) �
Ng(s)

1 + Zg Yeqg(s) + Yeqs(s)􏼐 􏼑
,

Nsg(s) �
Ns(s)

1 + Zg Yeqg(s) + Yeqs(s)􏼐 􏼑
,

Ygg(s) �
Yeqg(s) + Yeqs(s)

1 + Zg Yeqg(s) + Yeqs(s)􏼐 􏼑
.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

Considering the influence of grid background har-
monics, the magnitude-frequency curve of Ygg(s) according
to (15) and (16) is shown in Figure 11. It can be seen from
Figure 11 that when there exists significant resonance in
both Yeqg(s) and Yeqg(s), there appears similar resonant
frequency in Ygg(s). .e resonant peak of Ygg(s) is sup-
pressed as the parameters kpg, kpr, and kir are appropriately
increased, which shows similar features to Yeqg(s) and
Yeqg(s) in Figures 7 and 9. .erefore, in the presence of the
grid impedance, the grid background harmonics still can be
suppressed by appropriately adjusting the controller
parameters.

5. Case Study

5.1. Simulation Verification. In order to verify the above
characteristics analyses, a real-time hardware-in-the-loop
(HIL) system from ModelingTech is built, as shown in
Figure 12. Each electromagnetic transient model of the
DFIG and control algorithm is constructed by StarSim
software and implemented on NI FPGA board 7868R
(real-time simulator). .e control algorithm is imple-
mented on the PXIe-8821 controller (rapid control pro-
totype (RCP)).
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.e LCL filter parameters of the grid-side converter are
L1 � 2mH, L2 �1mH, and C� 18 μF. .e asynchronous
motor parameters are Lr � 0.404mH, Rr � 0.0079Ω,
Ls� 0.08mH, Rs � 0.0025Ω, Lm � 4.4mH, and sslip � − 0.2.
.e grid equivalent inductance is L1 � 0.1mH. .e 5th, 7th,
11th, 13th, 17th, 19th, 23rd, 25th, 29th, 31st, 35th, and 37th
harmonic sources with a magnitude of 0.02 pu are in series
on the grid.

Figure 13 shows the grid-side converter output current
iga, the asynchronous motor stator-side current isa, and the
grid current ia for different control parameter cases. Fig-
ure 13 shows the magnitude of harmonic current measured
under different cases. .e parameters in different cases are
set as follows: (1) case 1: kpg � 0.5, kig � 100, kpr � 0.5, and
kir � 800; (2) case 2: kpg � 10, kig � 100, kpr � 0.5, and kir � 800;
(3) case 3: kpg � 0.5, kig � 100, kpr � 10, and kir � 100; and (4)
case 4: kpg � 10, kig � 100, kpr � 10, and kir � 100.

Figures 13(a) and 14 show that there are both high-
frequency harmonic amplification (about 29th resonance
frequency amplification due to LCL filter resonance) and
low-frequency harmonic amplification (about 5th and 7th
harmonic amplification caused by improper control pa-
rameters of the rotor-side converter) due to the presence of

harmonic voltages in the grid. Figures 13(b), 13(d), and 14
show that, by appropriately increasing kpg, it is possible to
suppress the high-frequency harmonic (nearby 29th har-
monic current) caused by the resonance of the LCL filter.

Figures 13(c), 13(d), and 14 show that a proper increase in
kpr and a decrease in kir can suppress the low-frequency
harmonic (near 5th and 7th harmonic current) caused by in-
appropriate rotor-side converter control parameters. .e
simulation results are consistent with the theoretical analyses.

5.2. Experiment Test. To further verify the theory, a test
platform containing the actual wind power converter is built
in the laboratory, as shown in Figure 15. In the test platform,
the AC servo motor is used to emulate the wind turbine and
an actual wind power converter is adopted. .e rated
voltages of the DFIG and the grid are 690V and 380V,
respectively, which are connected by a transformer.

.e rated power of the converter is 2.0MW. LC filters are
utilized for the grid-side converter, with the inductance of
filtering being 0.43mH. .ree-phase capacitors are con-
nected in a triangle shape, and the capacitance is 120 μF. LC
filters and the grid-side line resistances together with the
transformer equivalent impedance are combined into an
LCL filter. L filters are used on the rotor side, with the
inductance being 0.15mH. .e switch frequency of the
converter on the grid side is 3000Hz and that on the rotor
side is 2000Hz, and the modulation method is SVPWM..e
DC-side voltage is 1050V, and the AC-side grid frequency is
50Hz. .e detailed parameters of the test platform are
shown in Table 2.

.e acquisition device is installed at PCC to obtain
samples of voltage and current signals synchronously, with
the sampling rate being 6000Hz. In this part, the accuracy of
the proposed harmonic modeling of the DFIG is verified
from four perspectives, i.e., modulation method, altering
controller parameters, altering output power, and the un-
balance of three-phase voltage.

5.2.1. Modulation Method. Figure 16 shows the waveforms
of the voltage and current at PCC, as well as their harmonic
spectrums. .e switch frequency of the grid-side converter
and rotor-side converter is 3000Hz and 2000Hz, re-
spectively, and there are obvious harmonics with high fre-
quency close to switch frequency. .e high-frequency
harmonic components of the voltage and current are dis-
tributed at 1920, 1980, 2020, and 2080Hz for the grid-side
converter and 2800 and 2900Hz for the rotor-side converter.

5.2.2. Altering Control Parameters. In order to study the
influence of different controller parameters on the current
harmonic components at PCC, different PI controller’s
parameters of the inner current loop are set for the DFIG’s
grid-side converter. Specifically, at first, kp is set to be 0.23
and 0.71, respectively, when ki remains as 30. Secondly, kp is
set to be 21 and 45, respectively, when ki remains as 0.45.
Figure 17 shows the output current harmonic spectrums of
the DFIG converter under different PI control parameters.
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Figure 12: HIL simulation platform.
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Figure 13: Currents iga, isa, and ia: (a) case 1; (b) case 2; (c) case 3; (d) case 4.
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When kp of the current inner loop PI controller of the grid-
side converter increases, the lower harmonic current of the
DFIG below 1500Hz is reduced, indicating that the pa-
rameter kp has some damping effect. Meanwhile, when ki of
the current inner loop PI controller of the grid-side con-
verter changes, the harmonic current of the DFIG does not
change significantly, indicating that the parameter ki change

has little effect on the harmonic output of the wind turbine,
which is consistent with the theoretical analysis.

5.2.3. Altering Output Power. Figure 18 shows the current
harmonic diagrams under different active power condi-
tions, i.e., when the output active power is 300 kW and

M
ag

ni
tu

de
 o

f h
ar

m
on

ic
cu

rr
en

t (
pu

)

Case 3
Case 4Case 2

Case 1

5 7 11 13 17 19 23 25 29 31 35 37
Harmonic order

0

0.01

0.02

0.03

0.04

(c)

Figure 14: Harmonic current graphs of (a) iga, (b) isa, and (c) ia.
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Figure 15: (a) Schematic diagram and (b) physical photograph of the experimental system.
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2000 kW, respectively. As shown in Figure 18, when the
output active power of the wind turbine increases, the
output power of the DFIG converter increases as well, and
the harmonic current whose frequency is close to switch
frequency also increases.

5.2.4. 9ree-Phase Voltage Unbalance. In order to verify the
effect of three-phase voltage unbalance on the harmonic
characteristics of the DFIG, the grid voltage irregularities
were set to be 20% and 50%, respectively. Figure 19 shows
that the larger the unbalance of the three-phase voltage, the

larger the amplitude of the 3rd harmonic current is, which is
consistent with the theoretical analysis.

5.2.5. Correction of the Harmonic Model Based on Measured
Data. .e harmonic model is corrected based on the har-
monic test data of the test platform for the DFIG. Table 3
shows the precorrected and corrected parameters of the
DFIG converter model. .e simulated results shown in
Figure 20 illustrate the harmonic current of the DFIG
converter before and after correction under the rated op-
eration condition. As can be seen from Figure 20, when the

Table 2: Detailed parameters of the DFIG test platform.

Parameters Values
Rated power (Sn) 2MW
Rated grid frequency 50Hz
Rated grid voltage (Ug) 380V
Rated DFIG voltage (Ud) 690V
Rated DC-link voltage (Udc) 1050V
Grid-side inductance (Lg) 0.43mH
Grid-side capacitance (Cg) 120 μF
Rotor-side inductance (Lr) 0.15mH
Modulation method SVPWM
Switch frequency of the rotor-side converter 2 kHz
Switch frequency of the grid-side converter 3 kHz
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Figure 16: (a) Voltage waveform and harmonic spectrum and (b) current waveform and harmonic spectrum of the DFIG at PCC.
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parameters of the simulation model are the same as those in
the real test platform, the simulation results of harmonic
current are much greater than what have been measured in

practice. When correcting the simulation model using the
data in Table 3, the value of harmonic current whose fre-
quency is close to the switch frequency (which is 2000 and
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Figure 17: (a) Voltage waveform and harmonic spectrum and (b) current waveform and harmonic spectrum of the DFIG at PCC.
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3000Hz) in simulation is close to the data in the real test.
.erefore, the modified model can be used to emulate the
harmonic characteristics of the actual wind turbine.

6. Conclusion

In this paper, the harmonic equivalent models of the grid-
side converter and rotor-side converter of the double-fed
wind power generation system are established, and the
harmonic output characteristics of both converters are
studied based on the established models. .e researches
show that the resonance of the LC or LCL filter in the grid-

side converter may lead to harmonic amplification in the
neighboring resonace frequency, and the harmonic ampli-
fication can be suppressed by reasonably adjusting the
current controller parameter kpg. .e integral term of the
current controller in the rotor-side converter resonates with
the rotor leakage inductance, which may cause the lower-
frequency harmonic amplification in stator-side output
current of the asynchronousmotor, and the harmonic can be
suppressed by appropriately increasing kpr and reducing kir
of the rotor-side current controller. .e real-time HIL test
results verify the correctness of the theoretical analyses.
Furthermore, the effectiveness of the proposed model is
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Figure 19: Current waveforms and harmonic spectrum of the DFIG under three-phase voltage unbalance.

Table 3: Model parameter correction.

Parameter type Precorrected parameter Corrected parameter

Filter parameter L1 0.43mH 0.5mH
C 120 μF 120 μF

Grid equivalent inductance Lg — 0.18mH
Current loop’s PI control parameter of the grid-side
converter

kpg 1 5.0
kig 13 100

Current loop’s PI control parameter of the rotor-side
converter

kpr 0.5 1.5
kir 2.5 100
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Figure 20: Comparison before and after harmonic model correction of the DFIG.
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verified based on the actual DFIG test data, which can also
provide guidance for the correction of the theoretical
model.
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­is paper proposes an adaptive �xed-time control scheme for twin-rotor systems subject to the inertia uncertainties and external
disturbances. First of all, a �xed-time sliding mode surface is constructed and the corresponding controller is developed such that
the �xed-time uniform ultimate boundedness of the sliding variable and tracking error could be guaranteed simultaneously, and
the setting time is independent of the initial values. ­e adaptive update laws are developed to estimate the upper bounds of the
lumped uncertainties and external disturbances such that no prior knowledge on the system uncertainties and disturbances is
required. Finally, a twin-rotor platform is constructed to verify the e�ectiveness of proposed scheme. Comparative results show
better position tracking performance of the proposed control scheme.

1. Introduction

As a novel application of the small unmanned aerial vehicle,
multirotor is a trending topic due to its wide advantages in
practical systems [1–7]. So far, many research studies have
been carried out on the control of multirotor systems such as
robust adaptive control [8–12], backstepping control [13],
and sliding mode control [14, 15]. However, only the as-
ymptotic stability is achieved in the aforementioned control
methods.

Compared with the asymptotic stability of the system,
the �nite-time control is proposed to realize the better
control performance, and it has been extensively employed
in the multirotor attitude control [16–24]. In [21], a �nite-
time control was developed based on the �rst-order com-
mand �lter and the prescribed performance boundary to
realize the �nite-time attitude stabilization of rigid space-
craft. In [22], a continuous multivariable attitude control law
was constructed in a supertwisting-like algorithm, which
drove the attitude tracking errors of quadrotor to origin in
�nite time. In [23], a model-free terminal sliding mode

controller was constructed to control both the attitude and
position of a quadrotor in the presence of inertia un-
certainties and external disturbances. In [24], a �nite-time
integral sliding mode control scheme was developed for the
quadrotor attitude tracking control with uncertainties and
external disturbances.

Based on the aforementioned literatures, the �nite-time
convergence of the system states is dependent on the initial
values. However, when the initial system states are un-
known, it is a challenge to require the exact estimation for
the upper bound of the setting time [25–27]. In [28], a �xed-
time convergence of the system was initially proposed, and
the setting time was bounded by a designed constant with
the unknown initial states, and the �xed-time technology
was applied in some practical systems [29]. In [30], a
nonsingular �xed-time sliding mode control law was pre-
sented to realize the �xed-time convergence of the rigid
spacecraft, and the setting time is irrelevant of the system
initial states. In [31], an inverse trigonometric function is
used to construct a double power reaching law in a �xed-
time fault-tolerant controller, which could speed up the state
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stabilization and reduce the chattering phenomenon
simultaneously.

Motivated by the aforementioned discussions, an
adaptive fixed-time control law is proposed for twin-rotor
systems subject to the inertia uncertainties and external
disturbances. -e two main contributions are summarized
as follows:

(1) A fixed-time sliding mode controller is constructed
to achieve the fixed-time uniform ultimate bound-
edness of the sliding variable and tracking error, and
the setting time is independent of the initial values

(2) A twin-rotor platform is constructed to verify the
effectiveness of the proposed control scheme, and the
comparative results show better position tracking
performance of the proposed scheme

-e framework of this paper is shown as follows. Section
2 describes the mathematical model and problem formu-
lation. Section 3 introduces an adaptive fixed-time control
scheme. -e fixed-time convergence of the system states is
analyzed in Section 4. Experiment results are shown in
Section 5.

2. Mathematical Model and
Problem Formulation

2.1. Dynamic Model. To describe system dynamics of twin-
rotor rigid body, a twin-rotor equalizing bar with a single
degree of freedom is considered. As shown in Figure 1, the
twin-rotor equalizing bar consists of mechanical and elec-
trical parts. -e mechanical part includes a base plate, a
bracket, an equalizing bar, and two bearings, and the
bearings’ axis is the mass center of the equalizing bar ro-
tating around the bracket. -e electrical part, including a
controller unit (CU), an electron speed regulator (ESR), and
two brushless direct current (BLDC) motors, is used to
control the attitude and angular velocity. -e blades of the
two BLDC motors have contrast rotational directions in
order to eliminate contrast axis torque effect of the BLDC
motors.

Since the twin-rotor equalizing bar is a single degree of
freedom (i.e., only the pitch axis is used), the systemmodel is
given by

_x1 � x2,

_x2 � bu + f x1, x2( 􏼁 + d t, x1, x2( 􏼁,

y � x1,

⎧⎪⎪⎨

⎪⎪⎩
(1)

where x1 and x2 are the outputs of the Gyro attitude angle
and angular velocity, respectively, u ∈ R is the control input,
b> 0 is a known positive constant, f(x1, x2) are the un-
known smooth nonlinear uncertainties, and d(t, x1, x2)

represents the unknown external disturbances, satisfying the
following assumptions.

Assumption 1. -e unknown smooth nonlinear uncertainties
f(x1, x2) are assumed to be bounded.-erefore, for all u ∈ R,
there exists a constant F> 0 such that |f(x1, x2)|≤F.

Assumption 2. -e lumped external disturbances
d(t, x1, x2) are assumed to be bounded. -erefore, for all
u ∈ R and t≥ 0, there exists a constant D> 0 such that
|d(t, x1, x2)|≤D.

2.2. Preliminaries. Before the controller design, a few useful
lemmas are given as follows.

Lemma 1 (see [32]). If α> 1, the following inequality holds:

􏽘

N

i�1
yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
α+1 ≥N

(1− α)/2
􏽘

N

i�1
yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2⎛⎝ ⎞⎠

(1+α)/2

, (2)

and if β< 1, the following inequality holds:

􏽘

N

i�1
yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
β+1 ≥ 􏽘

N

i�1
yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2⎛⎝ ⎞⎠

(1+β)/2

, (3)

where N is a positive integer and yi > 0.

Lemma 2 (see [33]). For a scalar system,
_y � − k1y

a1 − k2y
a2 , y(0) � y0, (4)

where k1 > 0, k2 > 0, a1 > 1, and 0< a2 < 1.
4e convergence time T of (4) is a fixed time and

expressed as follows:

T<Tmax �
1

k1 a1 − 1( 􏼁
+

1
k2 1 − a2( 􏼁

. (5)

Furthermore, if δ � (a1 − 1)/(1 − a2)≤ 1, a higher precise
upper-bound estimation of the convergence time is obtained
as follows:

T<Tmax′ �
1

1 − a2( 􏼁

1
k1k2

tan− 1

��
k1

k2

􏽳

+
1

k1 δ
⎛⎝ ⎞⎠. (6)

3. Adaptive Fixed-Time Controller Design

In this section, we construct a fixed-time sliding mode
surface with the convergence time independent of the system

X2212
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L 2020

Equalizing bar

4040 bracket

40160 base plate

CU: controller unit
BLDC: brushless DC motor
ESR: electron speed regulator

BLDC motor
X2212
BLDC motor

F1

8845 blade 8845 blade

ESR ESRCU

F2

Figure 1: -e twin-rotor equalizing bar.
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initial states and design an adaptive fixed-time controller to
ensure the shorter reaching time and sliding time than the
general fast terminal sliding mode control and linear sliding
mode control with the same parameters.

3.1. Fixed-Time SlidingMode Surface. -e fixed-time sliding
mode surface of the system (1) is formulated by

s � _e + k1sig
a1e + k2sig

a2e, (7)

where e � x1 − xd, _e � x2 − _xd, k1 > 0, k2 > 0, a1 > 1,
0< a2 < 1, and xd and _xd are the setting inputs of the sliding
mode controller.

-e time derivative of (7) is expressed as

_s � €e + k1a1|e|
a1− 1

_e + k2a2|e|
a2− 1

_e. (8)

In (8), owing to a2 − 1< 0, |e|a2− 1⟶∞, _s⟶∞;
when _e � 0 or €e ≠ 0, there exists a singularity problem. To
solve the singularity and carry out in practical application,
the following function is found to take place of the term
siga2e.

ϕ(e) �
|e|a2 sgn(e), s � 0 or s≠ 0, |e|> μ,

l1e + l2|e|2sgn(e), s≠ 0, |e|≤ μ,
􏼨 (9)

where μ is a small positive bounded constant, l1 � (2 − a2)

μa2− 1, and l2 � (a2 − 1)μa2− 1.
Deriving (9) leads to

_ϕ(e) �
a2|e|a2− 1 _e, s � 0 or s≠ 0, |e|> μ,

l1 _e + 2l2|e| _e, s≠ 0, |e|≤ μ.

⎧⎨

⎩ (10)

Based on the former analysis, (7) and (8) are rewritten as

s � _e + k1sig
a1e + k2ϕ(e), (11)

_s � €e + k1a1|e|
a1− 1

_e + k2
_ϕ(e). (12)

3.2. Controller Design. For the system (1), the sliding mode
controller u is designed as

u � −
1
b

( k1a1|e|
a1− 1

_e + k2
_ϕ(e) − €xd

+ α sigc1s + β sigc2s + 􏽢F sgn(s) + 􏽢D sgn(s)􏼁,

(13)

where α> 0, β> 0, c1 > 1, 0< c2 < 1, α, β, c1, and c2 are the
designed parameters and €xd is the desirable angular
acceleration.

-e adaptive update laws are given by

_􏽢F �
1

θ0c1
|s| − p1

􏽢F􏼐 􏼑, (14)

_􏽢D �
1

θ0c2
|s| − p2

􏽢D􏼐 􏼑, (15)

where p1, p2, c1, c2, and θ0 satisfy p1 > 0, p2 > 0, c1 > 0, c2 > 0,
and θ0 > 0.

4. Stability Analysis

Lemma 3. Considering the fixed-time sliding mode surface
(7), once the sliding mode manifold s � 0 is achieved, the
attitude error e and angular velocity error _e could be guar-
anteed in fixed time, and the setting time Ts satisfies the
following inequality:

Ts <
1

2 a1+1( )/2

2
k1 a1 − 1( 􏼁

+
1

2 a2+1( )/2

2
k2 1 − a2( 􏼁

. (16)

Proof. Construct the following Lyapunov candidate
function:

V0 �
1
2

e
2
. (17)

Once the sliding mode manifold s � 0 is achieved, from
(7), the time derivative of (17) is

_V0 � e _e

� e − k1sig
a1e − k2sig

a2e( 􏼁

� − 2 a1 + 1( )/2k1
1
2

e
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

a1 + 1( )/2
− 2 a2 + 1( )/2k2

1
2

e
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

a2 + 1( )/2

� − 2 a1 + 1( )/2k1 V0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
a1 + 1( )/2

− 2 a2 + 1( )/2k2 V0
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
a2 + 1( )/2

,

(18)

where k1, k2 > 0, a1 > 1, and 0< a2 < 1.
From (18), it is concluded according to Lemma 2 that

once the sliding mode manifold s � 0 is achieved, the
convergence of the attitude error e and angular velocity error
_e could be guaranteed in fixed time, and the setting time Ts
satisfies the following inequality:

Ts <
1

2 a1+1( )/2

2
k1 a1 − 1( 􏼁

+
1

2 a2+1( )/2

2
k2 1 − a2( 􏼁

. (19)

-is completes the proof. □

Theorem 1. Considering the system (1) with the sliding mode
surface (11), the control law (13), and the adaptive update
laws (14) and (15), all signals of the closed-loop system are
uniformly ultimately bounded within a fixed time.

Proof. Construct the following Lyapunov candidate
function:

V �
1
2
s
2

+
1
2

cr1
􏽥F
2

+
1
2

cr2
􏽥D
2
, (20)

where cr1 > 0, cr2 > 0, 􏽥F � F − 􏽢F, and 􏽥F � F − 􏽢F.
By using (1) and (12), the derivative of (20) is obtained as
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_V � s _s + cr1
􏽥F _􏽥F + cr2

􏽥D _􏽥D

� s f + d + bu − €xd + k1a1|e|
a1− 1

_e + k2
_ϕ(e)􏼐 􏼑

+ cr1
􏽥F _􏽥F + cr2

􏽥D _􏽥D

≤ s( F · sgn(s) + D · sgn(s)

+ bu − €xd + k1a1|e|
a1− 1

_e + k2
_ϕ(e)􏼁

+ cr1
􏽥F _􏽥F + cr2

􏽥D _􏽥D.

(21)

Substituting (13) into (21) yields

_V≤ s − α sigc1(s) − β sigc2(s) − 􏽢F · sgn(s) − 􏽢D · sgn(s)

+ F · sgn(s) + D · sgn(s)) + cr1
􏽥F _􏽥F + cr2

􏽥D _􏽥D

� − α|s|
c1+1

− β|s|
c2+1

+ 􏽥F|s| + 􏽥D|s| + cr1
􏽥F _􏽥F + cr2

􏽥D _􏽥D

� − 2 c1+1( )/2α
1
2

s
2

􏼒 􏼓
c1+1( )/2

− 2 c2+1( )/2β
1
2

s
2

􏼒 􏼓
c2+1( )/2

−
1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

−
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

−
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

−
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

+ 􏽥F|s| + 􏽥D|s| − cr1
􏽥F _􏽢F − cr2

􏽥D _􏽢D.

(22)

Substituting (14) and (15) into (22) yields

_V≤ − η1􏼠
1
2

s
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

􏼡 − η2􏼠
1
2

s
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

􏼡

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

+ p1
􏽥F􏽢F + p2

􏽥D 􏽢D,

(23)

where η1 � min 2(c1+1)/2α, 1􏼈 􏼉, η2 � min 2(c2+1)/2β, 1􏼈 􏼉,
cr1 � θ0c1, and cr2 � θ0c2.

According to Lemma 1, (23) can be rewritten as

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

+ p1
􏽥F􏽢F + p2

􏽥D 􏽢D.

(24)

Due to Young’s inequalities, the following formulations
hold:

p1
􏽥F􏽢F � p1

􏽥F(F − 􏽥F)

� p1
􏽥FF − 􏽥F

2
􏼐 􏼑

≤p1

􏽥F
2

2θ1
+
θ1F2

2
− 􏽥F

2⎛⎝ ⎞⎠

�
p1 1 − 2θ1( 􏼁􏽥F

2

2θ1
+

p1θ1F2

2
,

(25)

p2
􏽥D 􏽢D � p2

􏽥D(D − 􏽥D)

� p2
􏽥DD − 􏽥D

2
􏼐 􏼑

≤p2

􏽥D
2

2θ2
+
θ2D2

2
− 􏽥D

2⎛⎝ ⎞⎠

�
p2 1 − 2θ2( 􏼁 􏽥D

2

2θ2
+

p2θ2D2

2
,

(26)

where θ1 > (1/2) and θ2 > (1/2).
Combining (25) and (26) into (24), (24) is transformed

into

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+
p1θ1F2

2
+

p2θ2D2

2
+

1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

− c1
􏽥F
2

− c2
􏽥D
2

≤ − 31− c1/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+
p1θ1F2

2
+

p2θ2D2

2
+

1
2

cr1
􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr1
􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c1+1( )/2

+
1
2

cr2
􏽥D
2

􏼒 􏼓
c2+1( )/2

−
1
2
θ0􏼒 􏼓

c2+1( )/2
c1

􏽥F
2

−
1
2
θ0􏼒 􏼓

c2+1( )/2

· c2
􏽥D
2

− 1 −
1
2
θ0􏼒 􏼓

c2+1( )/2
􏼠 􏼡c1

􏽥F
2

− 1 −
1
2
θ0􏼒 􏼓

c2+1( )/2
􏼠 􏼡c2

􏽥D
2
,

(27)
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where c1 � ((2θ1 − 1)p1)/2θ1, c2 � ((2θ2 − 1)p2)/2θ2, and θ0
satisfying ((1/2)θ0)

(c2+1)/2 + (1/2)θ0 − 1 � 0.
Because cr1 � c1θ0 and cr2 � c2θ0, (27) is rewritten as

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+
p1θ1F2

2
+

p2θ2D2

2
+

1
2

c1θ0􏽥F
2

􏼒 􏼓
c1+1( )/2

+
1
2

c1θ0􏽥F
2

􏼒 􏼓
c2+1( )/2

+
1
2

c2θ0 􏽥D
2

􏼒 􏼓
c1+1( )/2

+
1
2

c2θ0 􏽥D
2

􏼒 􏼓
c2+1( )/2

−
1
2
θ0􏼒 􏼓

c2+1( )/2

· c1
􏽥F
2

−
1
2
θ0􏼒 􏼓

c2+1( )/2
c2

􏽥D
2

−
1
2
θ0c1􏽥F

2
−
1
2
θ0c2 􏽥D

2
.

(28)

□

Case 1. When c1
􏽥F
2 ≥ 1, we have (c1

􏽥F
2
)(c2+1)/2 − c1

􏽥F
2 ≤ 0.

Case 2. When 0< c1
􏽥F
2 < 1, c1

􏽥F
2

� (2/(c2 + 1))2/(c2− 1), and
υ0 � (2/(c2 + 1))(c2+1)/(c2− 1) − (2/(c2 + 1))2/(c2− 1), the term
of (c1

􏽥F
2
)(c2+1)/2 − c1

􏽥F
2 satisfies the following inequality:

0< c1
􏽥F
2

􏼐 􏼑
c2+1( )/2

− c1
􏽥F
2 < υ0. (29)

Combining Cases 1 and 2, we can obtain (c1
􏽥F
2
)(c2+1)/2

− c1
􏽥F
2 < υ0. Similarly, (c2

􏽥D
2
)(c2+1)/2 − c2

􏽥D
2 < υ0. (28) is re-

written as

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+
1
2
θ0c1􏽥F

2
􏼒 􏼓

c1+1( )/2
+

1
2
θ0c2 􏽥D

2
􏼒 􏼓

c1+1( )/2

−
1
2
θ0c1􏽥F

2
−

1
2
θ0c2 􏽥D

2
+ υ1,

(30)

where

υ1 � 2
1
2
θ0􏼒 􏼓

c2+1( )/2
υ0 +

p1θ1F2

2
+

p2θ2D2

2
. (31)

Case 3. When ξ ≤min
�
2

√
/

����
θ0c1

􏽰
,

�
2

√
/

����
θ0c2

􏽰
􏼈 􏼉, ξ is the

value interval of 􏽥F and 􏽥D; then, ((1/2)θ0c1􏽥F
2
)(c1+1)/2 ≤

(1/2)θ0c1􏽥F
2 and((1/2)θ0c2 􏽥D

2
)(c1+1)/2 ≤ (1/2)θ0c2 􏽥D

2, i.e.,

1
2
θ0c1􏽥F

2
􏼒 􏼓

c1+1( )/2
−
1
2
θ0c1􏽥F

2 ≤ 0, (32)

1
2
θ0c2 􏽥D

2
􏼒 􏼓

c1+1( )/2
−
1
2
θ0c2 􏽥D

2 ≤ 0. (33)

From (32) and (33), (30) is expressed as

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓 + υ1. (34)

Case 4. When ξ >min
�
2

√
/

����
θ0c1

􏽰
,

�
2

√
/

����
θ0c2

􏽰
􏼈 􏼉, then

1
2
θ0c1􏽥F

2
􏼒 􏼓

c1+1( )/2
+

1
2
θ0c2 􏽥D

2
􏼒 􏼓

c1+1( )/2

−
1
2
θ0c1􏽥F

2
−
1
2
θ0c2 􏽥D

2

≤ 2
1
2
θ0cmaxξ

2
􏼒 􏼓

c1+1( )/2
− 2

1
2
θ0cmaxξ

2
􏼒 􏼓,

(35)

where cmax � c1, c2􏼈 􏼉.
(34) is rewritten as

_V≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓

+ υ1 + 2
1
2
θ0cmaxξ

2
􏼒 􏼓

c1+1( )/2
− 2

1
2
θ0cmaxξ

2
􏼒 􏼓.

(36)

Based on the mentioned analysis, the time derivative of
V is given by

_V ≤ − 3 1− c1( )/2η1V
c1+1( )/2 + η2V

c2+1( )/2􏼒 􏼓 + υ, (37)

where

υ �

υ1, ξ ≤min
�
2

√

����
θ0c1

􏽰 ,

�
2

√

����
θ0c2

􏽰􏼨 􏼩,

υ1 + 2
1
2
θ0cmaxξ

2
􏼒 􏼓

c1+1( )/2
− 2

1
2
θ0cmaxξ

2
􏼒 􏼓, ξ >min

1
����
θ0c1

􏽰 ,
1

����
θ0c2

􏽰􏼨 􏼩.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(38)
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-e sliding variable s converges to the region given by
(39) in the fixed time:

Δs � min 21/2
υ

3 1− c1( )/2η1
⎛⎝ ⎞⎠

1/ c1+1( )

, 21/2
υ
η2

􏼠 􏼡

1/ c2+1( )⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
.

(39)

Moreover, the sliding variable s in (7) is rewritten as
follows:

_e + k1sig
a1e + k2sig

a2e � ε, (40)

where |ε|≤Δs.
According to Lemma 3, the attitude error convergence is

fixed time, and the attitude error converges to the following
region in the fixed time:

|e|≤min
ε
k1

􏼠 􏼡

1/a1

,
ε
k2

􏼠 􏼡

1/a2⎧⎨

⎩

⎫⎬

⎭. (41)

Based on (40), the convergence region of angular velocity
error is given by

| _e|≤ |ε| + k1|e|
a1 + k2|e|

a2 ≤ 3Δs. (42)

According to Lemma 2, the setting time upper boundary
of the sliding variable s in the reaching phase is given by

Tr <
2

3 1− c1( )/2η1 c1 − 1( 􏼁
+

2
η2 1 − c2( 􏼁

. (43)

-e setting time upper bound of the attitude and angular
velocity errors in the sliding phase is given by

Ts <
1

2 a1+1( )/2

2
k1 a1 − 1( 􏼁

+
1

2 a2+1( )/2

2
k2 1 − a2( 􏼁

. (44)

-en, the system setting time T is depicted as

T<Tr + Ts �
2

3 1− c1( )/2η1 c1 − 1( 􏼁
+

2
η2 1 − c2( 􏼁

+
1

2 a1+1( )/2

2
k1 a1 − 1( 􏼁

+
1

2 a2+1( )/2

2
k2 1 − a2( 􏼁

.

(45)

In terms of former analysis, the sliding variable s, attitude
error e, and angular velocity _e are uniformly ultimately
bounded in a fixed time. -is completes the proof.

Remark 1. From (43) and (44), it is seen that the setting time
is upper bounded and independent of initial conditions,
such as the initial attitude, but depends on the designed
parameters, such as k1, k2, a1, a2, c1, c2, η1, and η2.

Remark 2. From (43) and (44), large k1, k2, a1, c1, η1, and η2
and less a2 and c2 will reduce the setting time. However, too
large parameter values of k1, k2, a1, c1, η1, and η2 may lead to
a high controller gain. Consequently, the parameter values
should be chosen appropriately with a trade-off between the
settling time and controller gain.

5. Experiment Results

5.1. Description of the Twin-Rotor Equalizing Bar System.
To verify the applicability of the proposed control scheme, a
twin-rotor equalizing bar platform is built based on
STM32F103C8T6 and employed as the test rig, as shown in
Figure 2, which includes two BLDC motors (X2212) , two
ESRs (SKYWALKER40A), a DC adapter, a Gyro module
(WT931), a CU (STM32F103C8T6) performing controller,
a host Lenovo W520 workstation operating for display and
data analysis, and two universal serial bus (USB) commu-
nication circuits receiving and sending the data between the
host and the CU. -e proposed control scheme is imple-
mented via a C program in the Keil IDE uVision V5.21
Evaluation in the CU.

In the experiments, the data transmission baud rate
between the twin-rotor and the host PC is 921600 bps,
and 38 variables from the twin-rotor to the host PC with 8
bytes per variable are transferred within 6ms of the
sampling period. It spends about 3.6ms to complete a
cycle data transmission. Furthermore, the direct memory
access (DMA) in CU is adopted to realize data sending
and receiving without affecting other software operation.
Consequently, the data transmission is reliable and
timely. -e Gyro module W931T with an attitude dy-
namic precision 0.1∘ and an angular velocity range
±1000°/s meets the requirements of the practical
application.

-is test rig is employed to implement the transient
performance control for given attitude references. Only
the pitch axis is used in the experiments, and a sampling
rate of 6ms is selected, which is significantly faster than
the later considered closed-loop demand frequencies.

-e procedure of conducting an experiment is depicted
in the following steps:

(1) Adjust a location screw to set the proper initial
attitude

(2) Turn on the CU power and the ESR DC adapter
power in sequence

(3) Compile the control schemes and download the
compiling code to the CU via the STlinkV2 debugger

(4) Send a standby message 0x00 0x01 to the CU via the
USB1 interface

(5) Send a run operation code 0x00 0x02 to perform the
control schemes

(6) -e test data will be on display in the host and saved
as a text file

(7) After finishing the experiment, transmit a terminal
message 0x00 0x00, close all of powers, and restore to
the initial states

5.2. Design of Comparative Controllers. Comparative the
control scheme experiments are conducted in the CU. To
validate the effectiveness of the control scheme transient
performance and the fixed-time property, three different
control schemes are arranged, including (M1) adaptive
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fixed-time sliding mode control, (M2) adaptive finite-
time sliding mode control [34], and (M3) adaptive linear
sliding mode control [35]. Adaptive items are adopted to
approximate model uncertainties and external distur-
bances, and a switching scheme is taken to solve the
singularity problem of sliding manifold and control laws.
For fair comparison, the corresponding parameters
in three different control schemes are defined as the same.

5.2.1. Adaptive Fixed-Time Sliding Mode Control. In M1, the
sliding variable is designed as (11), the control law is
addressed by (13), and the adaptive update laws are depicted
in (14) and (15), respectively, and the parameters are listed in
Table 1, where 􏽢F0, 􏽢D0 are the initial values of 􏽢F, 􏽢D.

5.2.2. Adaptive Finite-Time Sliding Mode Control. In M2,
the fast terminal sliding variable is selected as

s � _e + k1e + k2ϕ(e), (46)

where k1 > 0, k2 > 0, and ϕ(e) is the same as (9).

-e control law is

u � −
1
b

􏼒k1 _e + k2
_ϕ(e) − €xd + αs

+ β sigc2s + 􏽢F sgn(s) + 􏽢D sgn(s)􏼓,

(47)

where α> 0, β> 0, 0< c2 < 1, and _ϕ(e) is expressed in (10).
-e adaptive update laws are defined as

Administrator console

Compile the
control

schemes,
and

download
the compile

code to the CU
Control

message sender
Test data
receiver

USB1 USB2

FT2232HL STLinkV2
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Figure 2: Diagram of the twin-rotor equalizing bar platform.

Table 1: M1 parameters.

Parameter Value
k1 3.0
k2 3.0
a1 23.0/17.0
a2 17.0/23.0
μ 0.1
α 0.02307
β 0.1725
c1 21.0/17.0
c2 11.0/17.0
θ0 0.692
θ1 0.6
θ2 0.6
p1 0.45
p2 0.45
􏽢F0 10.0
􏽢D0 10.0

Table 2: M2 parameters.

Parameter Value
k1 3.0
k2 3.0
a2 17.0/23.0
μ 0.1
α 0.02307
β 0.1725
c2 11.0/17.0
θ0 0.692
θ1 0.6
θ2 0.6
p1 0.45
p2 0.45
􏽢F0 10.0
􏽢D0 10.0
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_􏽢F �
1

θ0c1
|s| − p1

􏽢F􏼐 􏼑, (48)

_􏽢D �
1

θ0c2
|s| − p2

􏽢D􏼐 􏼑, (49)

where p1 > 0, p2 > 0, θ1 > (1/2), θ2 > (1/2), c1 � ((2θ1 − 1)

p1)/2θ1, c2 � ((2θ2 − 1)p2)/2θ2, and θ0 satisfying
((1/2)θ0)

(c2+1)/2 + (1/2)θ0 − 1 � 0. -e parameters are listed
in Table 2.

Table 3: M3 parameters.

Parameter Value
k1 3.0
α 0.02307
θ1 0.6
θ2 0.6
p1 0.45
p2 0.45
􏽢F0 10.0
􏽢D0 10.0
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Figure 3: Time response of the sliding variable s under the initial
value (i).
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5.2.3. Adaptive Linear Sliding Mode Control. -e sliding
variable of M3 is given as

s � _e + k1e. (50)

-e control law is expressed as

u � −
1
b

k1 _e − €xd + αs + 􏽢Fsgn(s) + 􏽢Dsgn(s)􏼐 􏼑. (51)

-e adaptive update laws are acquired by

_􏽢F �
1
c1

|s| − p1
􏽢F􏼐 􏼑, (52)

_􏽢D �
1
c2

|s| − p2
􏽢D􏼐 􏼑, (53)

where p1 > 0, p2 > 0, θ1 > (1/2), θ2 > (1/2), c1 � ((2θ1 − 1)

p1)/2θ1, and c2 � ((2θ2 − 1)p2)/2θ2, and the design pa-
rameters are listed in Table 3.
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Figure 7: Time response of the attitude x1 under the initial value
(ii).
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Figure 10: Time response of attitude in M2 under different initial
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5.3. Comparative Results. For the system given by (1), the
compared experiments are based on the different initial
values of attitude x1(0), i.e.,

(i) x1(0) � − 30∘

(ii) x1(0) � − 50∘

-e experiment results are shown in Figures 3–5.
Figures 3–5 depict the time response of the sliding variable,
attitude, and angular velocity for M1–M3 control schemes
under the initial value (i), respectively. Compared with M2
and M3, the proposed M1 could achieve less reaching time
and faster convergence speed as shown in Figures 3–5.

-e time response of the sliding variable, attitude, and
angular velocity for M1–M3 control schemes under the
initial value (ii) is shown in Figures 6–8, respectively. From
Figures 6–8, the convergence time of M1 is irrelevant to the
initial states, but the convergence time of M2 and M3 is
related to the initial states of the twin-rotor system.

To further illustrate the transient performance, based on
six different initial attitude values, the time response of
system states in the experiments is shown in Figures 9–11.
-e attitude convergence time of M1 in Figure 9 is almost
unchanged, the attitude convergence time ofM2 in Figure 10
is about 6.5 s to 9.4 s, and the attitude of M3 is asymptotic
convergence in Figure 11.

From Figures 3–11, it is shown that less reaching time
and faster convergence speed could be guaranteed with the
proposed M1.

6. Conclusion

-is paper proposed an adaptive fixed-time control scheme
for the uncertain twin-rotor systems. A fixed-time sliding
mode controller is designed, and the sliding variable and
tracking error are both guaranteed to be uniformly ulti-
mately bounded within the fixed time, which is independent

of the initial values. With the proposed control scheme, the
prior knowledge on the system uncertainties and distur-
bances is not needed, and the upper bounds of the lumped
uncertainties could be estimated by developing the adaptive
update laws. -e effectiveness of the proposed control
scheme is verified on a twin-rotor platform, and comparative
experimental results illustrate the superior performance of
the presented scheme.
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­is work investigates a �nite-time observer problem for a class of uncertain switched nonlinear systems in strict-feedback form,
preceded by unknown hysteresis. By using a �nite-time performance function, a �nite-time switched state observer (FTSO) is
derived using radial basis function neural networks (RBFNNs) to estimate the unmeasured states. An adaptive feedback neural
network tracking control is derived based on the backstepping technique, which guarantees that all the signals of the closed-loop
system are bounded, the output tracking error converges to zero, and the observer error converges to a prescribed arbitrarily small
region within a �nite-time interval. In addition, two simulation studies and an experiment test are provided to verify the feasibility
and e�ectiveness of the theoretical �nding in this study.

1. Introduction

In the past decades, great attentions and developments have
been gained in �nite-time adaptive control design, which
developed a great number of typical design approaches in the
literature (see, e.g., [1–15]). A variety of di�erent types of
complex nonlinear systems have been explored by using
neural networks or the fuzzy logic system-based adaptive
backstepping technique. For instance, in [1–3], by utilizing
the �nite-time stability theory, barrier Lyapunov functions,
and the adaptive backstepping method, various �nite-time
adaptive control strategies were proposed with unknown
dead-zone, unknown hysteresis, and unknown time-delayed
in the nonlinear system, respectively. Considering the full-state
constraints in the nonlinear systems, an adaptive fuzzy con-
troller was constructed to address the �nite-time tracking
control problem for a class of strict-feedback nonlinear
systems in [4]. Besides, Wang et al. [5] developed a novel
adaptive neural �nite-time control strategy which consid-
ered quantized problems for single-input and single-output
quantized nonlinear systems. Meanwhile, growth condition
assumption was removed under the presented control ap-
proach. ­at assumption was also eliminated in [6]. Li et al.

[6] presented a �nite-time fuzzy adaptive output feedback
control for the �rst time for nonstrict-feedback nonlinear
systems, while it overcame the problem of explosion of
complexity by using the dynamic surface control technique.
Moreover, Yu et al. [7] investigated an adaptive �nite-time
quantized tracking problem with input and output quan-
tization and asymmetric actuator saturation, and they
designed an observer-based adaptive �nite-time quantized
tracking controller at the same time. In [8], Liu et al. studied
a �nite-time adaptive fuzzy tracking control problem and
proposed a �nite-time adaptive state feedback fuzzy tracking
controller with a new concept named �nite-time per-
formance function. Although a novel assessment standard
of the �nite-time semiglobal practical stability (SGPS) was
found in [1–8], the main innovations of those literatures are
designed controllers for nonswitched systems. Sui et al. [9]
solved a �nite-time switching control issue for nonstrict-
feedback nonlinear switched systems, and they also con-
structed a novel �nite-time SGPS for switched systems.
Meanwhile, by utilizing a comparison theorem and a mean
value theorem of integrals, a signi�cant �nite-time stability
criterion for stochastic nonlinear systems was �rst set up in
[10]. Chen et al. [11] studied an adaptive �nite-time
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synchronization controller given for multiple robotic ma-
nipulators. It was worth noting that there existed some
controllers to solve finite-time control problems in [12–15].

As a class of nonlinear inputs, hysteresis widely exists in
the industrial system. Besides, the nonlinear characteristics
of backlash-like hysteresis could seriously affect tracking
performance, and it may cause a severe effect on the whole
system. To capture hysteresis dynamics and achieve precise
control, many scholars have made efforts to eliminate its
effect.,e hysteresis models can be roughly divided into two
classes in [16, 17]: the operator-based hysteresis model
[17–19] and the differential equation-based hysteresis
model, such as Bouc–Wen model [20, 21] and backlash-like
model [22–26]. For instance, in [18], Mayergoyz described
a new approach to the scalar Preisach model of hystere-
sis which emphasized its phenomenological nature and
mathematical generality. Zhang et al. [19] designed a hys-
teresis compensator to compensate the hysteresis non-
linearity described by a generalized PI hysteresis model, and
the Krasnoselskii–Pokrovskii model was applied in [17]. ,e
modeling accuracy can be guaranteed by increasing the
number of superposed elementary operators for the oper-
ator-based hysteresis model, but also cause the computa-
tional burden during implementation. We continue to
investigate the backlash-like hysteresis model in this paper
since it has fewer parameters and has analytical solution. In
[22], Ma et al. dealt with adaptive control for a class of
switched nonlinear systems preceded by unknown backlash-
like hysteresis, where the hysteresis was modeled by a dif-
ferential equation. Similarly, Li et al. [23] investigated an
adaptive neural output feedback control for a class of
nonlinear systems with unknown backlash-like hysteresis of
the actuator. Zhang and Lin [24] proposed a robust adaptive
DSC control for a class of uncertain perturbed strict-feed-
back nonlinear systems preceded by unknown backlash-like
hysteresis. On one hand, it is an active issue to study the
systems with hysteresis nonlinearities which exist widely in
the practical systems, such as manipulator system [22, 27],
four-motor servomechanism [28, 29], and electrical circuit
[30]. On the other hand, to date, there are no systematic
methods to achieve a satisfactory result on finite-time switched
state estimate of switched nonlinear systems with backlash-
like hysteresis, which motivates our research interest. Hence,
considering the inevitability of the backlash-like hysteresis
constraint in many practical applications, it is worth further
studying how to design a finite-time switched state observer
(FTSO) for switched strict-feedback nonlinear systems with
unknown backlash-like hysteresis.

During the development of control and applications,
there exists a design algorithm which links observer design
and hysteresis compensation. In [31], a novel hysteresis
compensation method based on extended high-gain ob-
server was presented without any specific hysteresis models.
Besides, there exist several seminal observers designed with
a system of hysteresis results [30, 32–34]. Huo et al. proposed
an MIMO switched fuzzy observer to estimate the system
states with hysteresis nonlinearities, which was less con-
servative than using a common observer for all subsystems.
As stated in [33], they addressed the consensus tracking

problem of a class of nonlinear multiagent system with
hysteresis. And then, they developed a distributed adaptive
neural output feedback control scheme proposed by con-
structing a state observer and using the backstepping tech-
nique. In order to improve the functional approximation
capability and disturbance compensation ability for a system
with unknown backlash-like hysteresis, Wang et al. [34]
considered the coupler design between the radial basis
function neural network and observer. Wei et al. [30]
presented an extremum seeking algorithm to accurately
estimate the state-of-power by an electrical circuit in-
corporating hysteresis effect. However, those contribu-
tions in [30–34] do not include finite-time convergence of
observers, which further improves the tracking effect of
the control strategy.

,is study considers the finite-time adaptive switched
observer problem for a kind of nonlinear systems with
unknown hysteresis from a new perspective. Based on
RBFNN approximation and finite-time performance func-
tion, the FTSO is proposed, which guarantees that observer
error converge to a small neighborhood of the origin point in
finite-time. Meanwhile, an adaptive tracking neural network
controller is designed by the backstepping technique, which
guarantees that all the signals of the switched closed-loop
system are bounded and the observation error is converged
to a small neighborhood of the origin point in a finite time.
Compared with the existing results, the prominent contri-
butions of this work are as follows:

(1) ,is paper proposes design process of a novel finite-
time switched state observer which is designed to
improve control performances for the switched system
with unknown backlash-like hysteresis. In contrast
with [1–15] which studies finite-time adaptive tracking
controller, the smaller tracking error will be achieved
with an FTSO for the same controller. In addition,
with the presented control approach, all known state
assumptions are removed by using the FTSO.

(2) To the best of our knowledge, it is the first time that
the finite-time convergence problem of observer
error is taken into consideration in a class of un-
certain switched nonlinear systems with unknown
backlash-like hysteresis, by using a finite-time per-
formance function to obtain a better tracking per-
formance. For switched systems with unknown
backlash-like hysteresis, a control strategy with the
FTSO can be applied more effectively and exactly.

,is paper is organized as follows. Sections 2 presents the
problem and the preliminaries. In Section 3, an adaptive
finite-time switched state observer is designed. Section 4
draws control design and stability analysis. Simulation
studies are conducted in Section 5 to illustrate the effec-
tiveness of the proposed scheme. Finally, the paper is ended
by concluding remarks in Section 6.

2. Problem Formulation and Preliminaries

,is section begins by presenting the control problem for
a class of uncertain switched nonlinear systems with unknown

2 Complexity



backlash-like hysteresis. ,en, it reviews some preliminaries
about RBFNNs to facilitate the proposed observer and
controller design procedure. Finally, a finite-time perfor-
mance function is given to ensure observer error finite-time
convergence.

2.1. Proposed System Descriptions. Consider a class of
switched strict-feedback nonlinear systems with unknown
hysteresis in the form of

_xi � gi,σ(t)xi+1 + fi,σ(t) xi( 􏼁 + di,σ(t)(t),

_xn � gn,σ(t)u(v) + fn,σ(t) xn( 􏼁 + dn,σ(t)(t),

y � x1,

⎧⎪⎪⎨

⎪⎪⎩
(1)

where xi � [x1, x2, · · · , xi]
T ∈ Ri, i � 1, 2, · · · , n − 1, denotes

the vectors of system states, y ∈ R is the output of the
switched nonlinear system, fi(·) are smooth unknown
nonlinear functions, and gi are known constants and gi ≠ 0.
σ(t) : [0,∞)⟶M � 1, . . . , m{ } expressing the switching
signal, which is a piecewise right continuous function. In
addition, σ(t) � j denotes the jth subsystem. di(t) stands for
the bounded external disturbance. u(v) ∈ R is the output
signal of backlash-like hysteresis described as

_u � α| _v|(cv − u) + b _v, (2)

where v indicates the input of the unknown backlash-
like hysteresis. α, c, and b are unknown constants with
c> b.

It follows from the analysis in [22, 23, 35] that the so-
lution of system (2) is expressed as

u(t) � cv(t) + l(v), (3)

where l(v) is bounded and satisfies

l(v) � u0 − cv0( 􏼁e
− α v− v0( )sgn _v

+ e
− αvsgn _v

􏽚
v

v0

(b − c)e
αξsgn _v

dξ,

(4)

where u0 and v0 are the initial values of u and v,
respectively.

Figure 1 shows that a typical backlash-like hysteresis is
generated. By (3), rewrite (1) as

_xi � gi,jxi+1 + fi,j xi( 􏼁 + di,j(t),

_xn � b0,jv(t) + Fn,j xn( 􏼁 + dn,j(t),

y � x1,

⎧⎪⎪⎨

⎪⎪⎩
(5)

with Fn(xn,j) � fn,j(xn) + gn,jl(v) and b0,j � gn,jc.

,is paper aims to derive an FTSO-based adaptive neural
control signal v for nonlinear system (1) with unknown
backlash-like hysteresis (2), so that the following objectives
can be achieved:

(1) Observer errors converge to an arbitrarily small
specified neighborhood at a finite-time

(2) All the variables of the closed-loop system are
bounded, and the tracking errors could converge to
an arbitrarily small specified neighborhood

Lemma 1 (see [36, 37]). For a nonlinear switching system of
t ∈ [0, Tf], Nσ(t, Tf) denotes the number of times and σ(t)

switches within a time interval [0, Tf]. If

Nσ t, Tf􏼐 􏼑≤N0 +
Tf − t

τa

, (6)

where τa and N0 are positive constants, then τa is average
dwell time. In order to facilitate calculation, the buffeting
bound N0 is generally taken.

Lemma 2 (see [36, 37]). A Lyapunov function candidate is
defined as

VP � x
T
Pσ(t)x, ∀x ∈ R

n
, (7)

where Pσ(t) is switched in accordance with the piecewise
constant switching signal σ(t). 1en, the following properties
are obtained:

(1) Each VPσ(t) � xTPσ(t)x in (7) is continuous. 1ere
exist constant scalars χ2 ≥ χ2 ≥ 0 such that

χ1(||x||) ≤VPj(x)≤ χ2(||x||), ∀x ∈ R
n
, ∀j ∈M.

(8)

(2) 1ere exist constant scalars ζ ≥ 1 such that

VPi(x)≤ ζVPj(x), ∀x ∈ R
n
, ∀i, j ∈M. (9)

2.2. Radial Basis FunctionNeuralNetworks. ,e RBFNN has
the ability to approximate the unknown smooth function
F(X) : Rq⟶ R, and the form of F(X) is as follows:

F(X) � θTϕ(X) + η(X), (10)

k = 3.6
k = 2.6
Backlash

–4 –2 0 2 4 6–6
v (t)

–20
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15

20

u 
(t)

Figure 1: Hysteresis curves given by (2) with α � 1, c � 3.1635, and
b � 0.345 for v(t) � k sin(2.3t) with k � 2.6 (red solid line) and
k � 3.6 (dashed line) to approximate backlash (blue solid line).
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where X � [X1, · · · , Xq]T ∈ Rq and θ ∈ Rq are the weight
vectors of the neural network, ϕ(X) � [ϕ1(X), · · · ,ϕq(X)]T ∈
Rq are the basis function vector of the neural network, and
η(X) is approximation error of neural network function, and
η(X) satisfies that |η(X)|< η∗, where η∗ is the upper bound of
the estimated error.

In the following, ϕ is used to represent ϕ(X) and η is
used to represent η(X), where the estimated error of the
observer and the controller are expressed as ηo and ηC,
respectively.

,e RBFNN is an approximator for nonlinear smooth
function fi(xi) which is approximated as

􏽢fi
􏽢xi

􏽢θi

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 � θT
i ϕi

􏽢xi􏼐 􏼑,

􏽢xi � y, x2, · · · , xn􏼂 􏼃
T
,

(11)

where 􏽢xi is the estimation of xi.
,e ideal parameter vectors θ∗i are defined as

θ∗i � argmin
θi∈Ωi

sup
x̂∈Ui

􏽢fi
􏽢xi

􏽢θi

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 − fi xi( 􏼁

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (12)

where Ui and Ωi are compact regions for 􏽢xi and θi, re-
spectively. Define the minimum approximation error ηi as

ηi � 􏽢fi
􏽢xi θ∗i

􏼌􏼌􏼌􏼌􏼐 􏼑 − fi xi( 􏼁. (13)

Lemma 3 (see [38]). 1e following inequality holds

ϕT
(X)ϕ(X)≤

1
ϕT xi( 􏼁ϕ xi( 􏼁

, (14)

for any inter i≤n, where ϕ(xi) � [π1(xi),π2(xi), · · · , πN(xi)]
T/

􏽐
N
k�1πk(xi) and πk(xi) � exp[− (xi − li)

T(xi − li)/ 2c2i ].

2.3. Finite-Time Performance Function

Definition 1. Different from a classical prescribed perfor-
mance function in [39], a smooth function ξ(t) is called
finite-time performance function (FTPF) for all ξ(0) � ξ0.
,ere exists a settling time 0<T0 <∞, such that
ξ(t)< ξ(T0) � ξT0

, which is an arbitrarily small positive
number. ∀t≥T0 � ξ(t), in this work, is defined by

ξ(t) �
(ξ(0) − τλt)1/τ + ξT0

, 0≤ t≤T0,

ξT0
, t>T0,

⎧⎨

⎩ (15)

where λ, τ, ξ(0), and ξT0
are chosen as positive constants, and

let τ � (q/p) ∈ (0, 1], where p and q are chosen positive
constants. Moreover, it has T0 � ξ(0)/τλ.

3. Finite-Time Switched State Observer Design

In this section, an FTSO is derived, involving the use of
FTPF. Stability of the developed observer, estimating the

states of switched nonlinear system (1) with unknown
hysteresis (2), is proved by Lyapunov function.

For the switched nonlinear system (5), an FTSO is
designed as follows:

ε1 � 􏽢x1 − x1,

_􏽢x1 � α1 + 􏽢f1
􏽢x1

􏽢θ1
􏼌􏼌􏼌􏼌􏼌􏼒 􏼓,

α1 � g1,j􏽢x2 − k1,jε1,

· · ·

εi � 􏽢xi −
αi− 1

gi− 1,j

,

_􏽢xi � αi + 􏽢fi
􏽢xi

􏽢θi

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓,

αi � gi,j􏽢xi+1 − ki,jεi, i � 2, · · · , n − 1,

· · ·

εn � 􏽢xn −
αn− 1

gn− 1,j

,

_􏽢xn � αn + 􏽢Fn
􏽢xi

􏽢θn

􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 + b0,jv,

αn � − kn,jεn,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

where 􏽢x � [􏽢x1, . . . , 􏽢xn]T is the estimation of real system
states. gi,j � [g1,j, . . . , gn,j]

T and ki,j � [k1,j, . . . , kn,j]
T,

i � 1, . . . , n, are parameters to be designed. Furthermore,
combining (16), the transfer error of the observer εi are
further expressed as

ε1 � 􏽢x1 − x1,

εi �
αi− 1ki− 1,j

gi− 1,j

εi− 1,

εn �
αn− 1kn− 1,j

gn− 1,j

εn− 1.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Further, define the observer error eo as

eo1 � 􏽢x1 − x1,

eoi � 􏽢xi − xi,

eon � 􏽢xn − xn.

⎧⎪⎪⎨

⎪⎪⎩
(18)

From (16) and (18), the differential with respect to t of eo

becomes
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_eo1 � g1,jeo2 + 􏽥θ
T

1ϕ1 􏽢x1􏼐 􏼑 + η1 − k1,jε1,

_eoi � gi,jeo(i+1) + 􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi − ki,jεi,

_eon � 􏽥θ
T

nϕn
􏽢xn􏼐 􏼑 + ηn − kn,jεn,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(19)

where 􏽥θi � θi − θ∗i (i � 1, . . . , n) is the adaptive parameter
error.

Define the error transform function h(zi) as

eoi � ξh zi( 􏼁, (20)

where h(zi) � (2/π)arctan(zi). h(zi) is a smooth and strictly
increasing function and h(zi) ∈ (− 1, 1). It also satisfies
limzi⟶ +∞h(zi) � 1 and limzi⟶ − ∞h(zi) � − 1. Define
a new function as

L zi( 􏼁 �
1
2

d h zi( 􏼁( 􏼁

dzi

zi + h zi( 􏼁􏼠 􏼡, (21)

which satisfies L(za)> L(zb), when za > zb. Combining (20)
and (21),

1
2

zi + h zi( 􏼁( 􏼁>L zi( 􏼁>
1
2

h zi( 􏼁( 􏼁. (22)

Differentiating (20) with respect to t yields

_eoi � _ξh zi( 􏼁 + ξ
zh zi( 􏼁

zzi

_zi. (23)

,en, the dynamic system errors are expressed as

_zi � M ξ, zi( 􏼁 gi,jξh zi+1( 􏼁 − 􏽙
i�1

n− 1

ki,jξh z1( 􏼁 − _ξh zi( 􏼁⎛⎝ ⎞⎠

+ M ξ, zi( 􏼁 􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓,

_zn � M ξ, zi( 􏼁 − 􏽙
i�1

n

ki,jξh z1( 􏼁 − _ξh zn( 􏼁⎛⎝ ⎞⎠

+ M ξ, zn( 􏼁 􏽥θ
T

nϕn
􏽢xn􏼐 􏼑 + ηn􏼒 􏼓,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(24)

where M(ξ, zi) � 1/ξ(zh(zi)/zzi).

Step 1. Construct a Lyapunov function candidate as

Vi �
1

M
zih zi( 􏼁 +

1
M

z
2
i , i � 1, . . . , n − 1. (25)

Differentiating (25),

_Vi � −
1

M
􏼒 􏼓

2
_Mzih zi( 􏼁 +

1
M

_zih zi( 􏼁 + zi _zi
_h zi( 􏼁􏼐 􏼑

−
_M

M2􏼠 􏼡z
2
i +

1
M

zi _zi

� −
_M

M2􏼠 􏼡zih zi( 􏼁 −
_M

M2􏼠 􏼡z
2
i

+ gi,jξh zi+1( 􏼁 − 􏽙

i

i�1
kiξh z1( 􏼁 − _ξh zi( 􏼁⎡⎣ ⎤⎦

· h zi( 􏼁 + zi
_h zi( 􏼁􏼐 􏼑

+ 􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓 h zi( 􏼁 + zi

_h zi( 􏼁􏼐 􏼑

+ zi gi,jξh zi+1( 􏼁 − 􏽙
i

i�1
ki,jξh z1( 􏼁 − _ξh zi( 􏼁⎡⎣ ⎤⎦

+ zi
􏽥θ

T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓.

(26)

Computing (gi,jξh(zi+1) − 􏽑
i
i�1ki,jξh(z1) − _ξh(zi))

(h(zi) + zi
_h(zi)) gives

gi,jξh zi+1( 􏼁 − 􏽙
i�1

i

ki,jξh z1( 􏼁 − _ξh zi( 􏼁⎛⎝ ⎞⎠ h zi( 􏼁 + zi
_h zi( 􏼁􏼐 􏼑

� 2 gi,jξh zi+1( 􏼁 − 􏽙
i�1

i

ξh z1( 􏼁 − _ξh zi( 􏼁⎡⎣ ⎤⎦L zi( 􏼁

≤gi,jξh zi+1( 􏼁 zi + h zi( 􏼁( 􏼁

− 􏽙
i�1

i

ki,jξh z1( 􏼁 + _ξh zi( 􏼁⎛⎝ ⎞⎠h zi( 􏼁.

(27)

,en, (􏽥θ
T

1ϕ1(􏽢x1) + η1)(h(z1) + z1
_h(z1)) is rewritten as

􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓 h zi( 􏼁 + zi

_h zi( 􏼁􏼐 􏼑

≤ 􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓 h zi( 􏼁 + zi( 􏼁.

(28)

Computing zi[gi,jξh(zi+1) − 􏽑
i
i�1ki,jξh(z1) − _ξh(zi)]

gives

zi gi,jξh zi+1( 􏼁 − 􏽙
i�1

i

ki,jξh z1( 􏼁 − _ξh zi( 􏼁⎡⎣ ⎤⎦

≤ − 􏽙
i�1

i

ki,jξ⎛⎝ ⎞⎠zih z1( 􏼁 − _ξzih zi( 􏼁 + gi,jξzih zi+1( 􏼁.

(29)

Combining (27)–(29) into (26),
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_Vi ≤ −
_M

M2􏼠 􏼡zih zi( 􏼁 −
_M

M2􏼠 􏼡z
2
i

+ gi,jξh zi+1( 􏼁 zi + h zi( 􏼁( 􏼁

− 􏽙
i�1

i
ki,jξh z1( 􏼁 + _ξh zi( 􏼁⎛⎝ ⎞⎠h zi( 􏼁

− 􏽙
i�1

i
ki,jξ⎛⎝ ⎞⎠zih z1( 􏼁 − _ξzih zi( 􏼁 + gi,jξzih zi+1( 􏼁

+ 􏽥θ
T

i ϕi
􏽢xi􏼐 􏼑 + ηi􏼒 􏼓 h zi( 􏼁 + 2zi( 􏼁.

(30)

In the light of Young’s inequality and the characteristic
of h(.), we have

2h zi+1( 􏼁 zi + h zi( 􏼁( 􏼁≤ 2h
2

zi+1( 􏼁 + z
2
i + h

2
zi( 􏼁,

2zih zi+1( 􏼁≤ h
2

zi+1( 􏼁 + z
2
i ,

h
2

zi( 􏼁≤ z
2
i ,

􏽥θ
T

i ϕi
􏽢�xi( 􏼁 + ηi􏼒 􏼓 h zi( 􏼁 + 2zi( 􏼁≤ 􏽥θi

����
����
2
+η2i + 3z

2
i .

(31)

By substituting (31) into (30), it follows

_Vi ≤ −
_M

M2 + _ξ􏼠 􏼡zih zi( 􏼁 −
_M

M2 + _ξ −
3gi,jξ
2

− 3􏼠 􏼡z
2
i

+
3gi,jξ
2

z
2
i+1 − 􏽙

i�1

i

ki,jξh z1( 􏼁h zi( 􏼁

− 􏽙
i�1

i

ki,jξ⎛⎝ ⎞⎠zih z1( 􏼁 + 􏽥θi

����
����
2

+ η2i .

(32)

Step 2. Consider the Lyapunov function candidate as

Vn �
1

M
znh zn( 􏼁 +

1
M

z
2
n. (33)

Similar to Step 1,

_Vn ≤ −
_M

M2􏼠 􏼡znh zn( 􏼁 −
_M

M2􏼠 􏼡z
2
n

− 􏽙
i�1

n

ki,jξh z1( 􏼁 + _ξh zn( 􏼁⎛⎝ ⎞⎠h zn( 􏼁

− 􏽙
i�1

n

ki,jξ⎛⎝ ⎞⎠znh z1( 􏼁 − _ξznh zn( 􏼁

+ 􏽥θ
T

nϕn
􏽢�xn( 􏼁 + ηn􏼒 􏼓 h zn( 􏼁 + 2zn( 􏼁

≤ −
_M

M2 + _ξ􏼠 􏼡znh zn( 􏼁 −
_M

M2 + _ξ − 3􏼠 􏼡z
2
n

− 􏽙
i�1

n

ki,jξh z1( 􏼁h zn( 􏼁 − 􏽙
i�1

n

ki,jξ⎛⎝ ⎞⎠znh z1( 􏼁

+ 􏽥θn

����
����
2

+ η2n.

(34)

We augment the Lyapunov candidate Vo as

Vo � 􏽘
i�1

n

Vi. (35)

Synthesizing (32), (34), and (35),

_Vo ≤ − 􏽘
n

i�1

_M

M2 + _ξ􏼠 􏼡zih zi( 􏼁

−
_M

M2 + _ξ −
3g1,jξ
2

− 3􏼠 􏼡z
2
1

− 􏽘
n− 1

i�2

_M

M2 + _ξ −
3gi,jξ
2

−
3gi− 1,jξ

2
− 3􏼠 􏼡z

2
i

−
_M

M2 + _ξ −
3gn− 1,jξ

2
− 3􏼠 􏼡z

2
n

− 􏽘
n

i�1
􏽙

n

i�1
ki,jξ⎛⎝ ⎞⎠ h z1( 􏼁h zi( 􏼁 + zih z1( 􏼁( 􏼁⎛⎝ ⎞⎠

+ 􏽘
n

i�1

􏽥θn

����
����
2

+ η2n􏼒 􏼓.

(36)

Stability analysis is described in the following two parts.

Case 1. z1 and zi have the same sign (such as both z1 and zi

are positive or negative).
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Computing − (h(z1)h(zi) + zih(z1)) gives

− h z1( 􏼁h zi( 􏼁 + zih z1( 􏼁( 􏼁≤ 0. (37)

Substituting (37) into (36), one obtains

_Vo ≤ − 􏽘
i�1

n _M

M2 + _ξ􏼠 􏼡zih zi( 􏼁 −
_M

M2 + _ξ −
3g1,jξ
2

− 3􏼠 􏼡z
2
1

− 􏽘
n− 1

i�2

_M

M2 + _ξ −
3gi,jξ
2

−
3gi− 1,jξ

2
− 3􏼠 􏼡z

2
i

−
_M

M2 + _ξ −
3gn− 1,jξ

2
− 3􏼠 􏼡z

2
n

− 􏽘
n

i�1

􏽥θn

����
����
2

+ η2n􏼒 􏼓.

(38)

Case 2. z1 and zi have opposite signs.

Computing − (h(z1)h(zi) + zih(z1)) gives

− h z1( 􏼁h zi( 􏼁 + zih z1( 􏼁( 􏼁

≤
1
2

− h z1( 􏼁( 􏼁
2

+ h
2

zi( 􏼁 + z
2
i + − h z1( 􏼁( 􏼁

2
􏼐 􏼑

≤ z
2
1 + z

2
i .

(39)

Theorem 1. Consider system (5) with unknown backlash-
like hysteresis under Definition 1 and error transform func-
tion (20), applying the proposed FTSO mechanism in (16),
observer errors (18) converge to a small neighborhood of the
origin point in a settling time T0.

Proof. Substituting (39) into (36), one obtains

_Vo ≤ − 􏽘
n

i�1

_M

M2 + _ξ􏼠 􏼡zih zi( 􏼁

−
_M

M2 + _ξ −
3g1,jξ
2

− 3 − 2􏽘

n

i�1
􏽙

n

i�1
ki,jξ⎛⎝ ⎞⎠⎛⎝ ⎞⎠z

2
1

− 􏽘
n− 1

i�2

_M

M2 + _ξ −
3gi,jξ
2

−
3gi− 1,jξ

2
− 3 − 􏽘

n

i�1
􏽙

n

i�1
ki,jξ⎛⎝ ⎞⎠⎛⎝ ⎞⎠z

2
i

−
_M

M2 + _ξ −
3gn− 1,jξ

2
− 3 − 􏽘

n

i�1
􏽙

n

i�1
ki,jξ⎛⎝ ⎞⎠⎛⎝ ⎞⎠z

2
n

+ 􏽘
n

i�1

􏽥θn

����
����
2

+ η2n􏼒 􏼓.

(40)
For simplification of the expression, reconfigure the

parameters λ1 � ( _M/M2) + _ξ − (3g1,jξ/2) − 3 − 2􏽐
n
i�1􏽑

n
i�1

ki,jξ > 0, λi � 􏽐
n− 1
i�2 (( _M/M2) + _ξ − (3gi,jξ/2) − (3gi− 1,jξ/2)

− 3 − 􏽐
n
i�1􏽑

n
i�1ki,jξ)> 0 , i � 2, . . . , n, and λn � ( _M/ M2) + _ξ

− (3gn− 1,jξ/2) − 3 − 􏽐
n
i�1(􏽑

n
i�1ki,jξ)> 0. Futhermore, denote

λ � min( _M/M2) + _ξ, λ1, . . . , λn and Do � 􏽐
n
i�1(‖􏽥θn‖2 + η2n).

,e Laypunov function Vo consequently takes the form
_Vo ≤ λVo + D. (41)

Integrating (41) from 0 to t produces

0≤Vo(t)≤
D

λ
+ Vo(0)e

− λt
. (42)

,erefore, the observer errors converge to a small neigh-
borhood of the origin point in a finite-time interval [0, T0], and
all of the closed-loop systems signals are bounded.

,is completes the proof of ,eorem 1.

4. Adaptive Controller Design and
Stability Analysis

In this section, an adaptive control scheme is developed for
nonlinear system with unknown backlash-like hysteresis by
using the above FTSO and the backstepping technique. To fa-
cilitate the design procedure, the following errors are defined as

ec1 � 􏽢x1 − xd,

eci � 􏽢xi − ci− 1, i � 2, · · · , n,
􏼨 (43)

where ci− 1 are virtual intermediate control signals which will
be defined later.

,e feedback control laws (44), (45), and adaptive laws
(46) are chosen as

c1 � −
ec1

􏽢θ1
4ϕT

1
􏽢x1􏼐 􏼑ϕ1 􏽢x1􏼐 􏼑

− h1,jec1, (44)

ci � −
eci

􏽢θi

4ϕT
i

􏽢xi􏼐 􏼑ϕi
􏽢xi􏼐 􏼑

− hi,jeci +
_ci− 1

gi,j

, i � 2, . . . , n, (45)

_􏽢θi �
digi,je

2
ci

4ϕT
n

􏽢xi􏼐 􏼑ϕi
􏽢xi􏼐 􏼑

− pi
􏽢θi, i � 1, . . . , n, (46)

where v � cn. h1,j > 1, d1 > 0, p1 > 0, hi,j > 1, di > 0, and pi > 0
are the design parameters.

Step 1. Consider a Lyapunov candidate function in the form of

Vc1 �
1
2

e
2
c1 +

1
2d1

􏽥θ
2
1, (47)

where 􏽥θ1 � 􏽢θ1 − θ∗1 , with 􏽢θ1 being the estimation of
θ∗1 � ||􏽢θ1||

2.
_Vc1 � e1 _e1 +

1
d1

􏽥θ
T

1
_􏽢θ1. (48)

From (16) and (43), one obtains

_ec1 � g1,j􏽢x2 − k1,jε1 + 􏽢f1
􏽢x1

􏽢θ1
􏼌􏼌􏼌􏼌􏼌􏼒 􏼓 − _xd

� g1,j􏽢x2 − k1,jε1 + 􏽢θ
T

1ϕ1 􏽢x1􏼐 􏼑

+ η1 − _xd

� g1,j ec2 + c1( 􏼁 − k1,jε1 + 􏽢θ
T

1ϕ1 􏽢x1􏼐 􏼑

+ η1 − _xd.

(49)
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From (48) and (49), it is obtained that _Vc1 is

_Vc1 � ec1 g1,j ec2 + c1( 􏼁 + 􏽢θ
T

1ϕ1
􏽢x1􏼐 􏼑􏼒 􏼓

+ ec1 − k1,jε1 + η1 − _xd􏼐 􏼑 +
1
d1

􏽥θ
T

1
_􏽢θ1.

(50)

Based on Young’s inequality and Lemma 3, the following
inequalities are obtained

ec1
􏽢θ

T

1ϕ1 􏽢�x1( 􏼁≤
g1,je

2
c1 θ1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2ϕT

1
􏽢�x1( 􏼁ϕ1 􏽢�x1( 􏼁

4
+

1
g1,j

≤
g1,je

2
c1θ
∗
1

4ϕT
1

􏽢�x1( 􏼁ϕ1 􏽢�x1( 􏼁
+

1
g1,j

.

(51)

Substituting (44), (46), and (51) into (50) gives

_Vc1 � ec1 g1,j ec2 + c1( 􏼁 +
g1,jec1

􏽢θ1 − 􏽥θ1􏼐 􏼑

4ϕT
1

􏽢x1􏼐 􏼑ϕ1 􏽢x1􏼐 􏼑
⎛⎝ ⎞⎠

+ ec1 − k1,jε1 + η1 − _xd􏼐 􏼑 +
1
d1

􏽥θ
T

1
_􏽢θ1 +

ec1(0)

g1,j

+ ec1 g1,j ec2 − h1,jec1􏼐 􏼑􏼐 􏼑

+ ec1 − k1,jε1 + η1 − _xd􏼐 􏼑 +
p1

d1

􏽥θ1􏽢θ1 +
ec1(0)

g1,j

.

(52)

Via Young’s inequality, we have

−
p1

d1

􏽥θ1􏽢θ1 ≤ −
p1

2d1

􏽥θ
2

1 +
p1

2d1
θ∗21 , (53)

ec1 − k1,jε1 + η1 − _xd􏼐 􏼑≤
1
2
e
2
c1 +

1
2
ς2, (54)

where ς � − k1,jε1 + η1 − _xd. ε1, η1, and _xd are bounded.
,us, (52) is modified as

_Vc1 � − h1,jg1,j −
1
2

􏼒 􏼓e
2
c1 −

p1

2d1

􏽥θ
2

1 + g1,jec1ec2 + E1, (55)

where E1 � (p1/2d1)θ
∗2
1 + (1/2)ς2 + ec1(0)/g1,j.

Step i (i � 2, · · · , n − 1). Similar to Step 1, consider
a Lyapunov candidate function in the form of

Vci �
1
2
e
2
ci +

1
2di

􏽥θ
2

i , (56)

where 􏽥θi � 􏽢θi − θ∗i .

_Vci � ei _ei +
1
di

􏽥θ
T

i

_􏽢θi. (57)

From (43) and (45), one obtains

_eci � gi,j eci+1 + ci( 􏼁 − 􏽙
i

i�1
ki,jε1 + 􏽢θ

T

i ϕn
􏽢xi􏼐 􏼑 + ηi − _ci− 1.

(58)

From (57) and (58), _Vci is given by

_Vci � eci gi,j eci+1 + ci( 􏼁 + 􏽢θ
T

i ϕi
􏽢xi􏼐 􏼑􏼒 􏼓

+ eci − 􏽙
i

i�1
ki,jε1 + ηi − _ci− 1

⎛⎝ ⎞⎠ +
1
di

􏽥θ
T

i

_􏽢θi.

(59)

Based on Young’s inequality and Lemma 3, the following
inequalities are obtained:

eci
􏽢θ

T

i ϕi
􏽢�xi( 􏼁≤

gi,je
2
ci θi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2ϕT

i
􏽢�xi( 􏼁ϕi

􏽢�xi( 􏼁

4
+

1
gi,j

≤
gi,je

2
ciθ
∗
i

4ϕT
i

􏽢�xi( 􏼁ϕi
􏽢�xi( 􏼁

+
1

gi,j

.

(60)

,us,
_Vci � eci gi,j eci+1 − hi,jeci􏼐 􏼑􏼐 􏼑

+ eci − 􏽙
i

i�1
ki,jε1 + ηi

⎛⎝ ⎞⎠ −
pi

di

􏽥θi
􏽢θi +

eci(0)

gi,j

.

(61)

From Young’s inequality,

−
pi

di

􏽥θi
􏽢θi ≤ −

pi

2di

􏽥θ
2

i +
pi

2di

θ∗2i , (62)

eci − 􏽙
n− 1

i�1
ki,jε1 + ηi

⎛⎝ ⎞⎠≤
1
2

e
2
ci +

1
2
ς2i , (63)

where ςi � − 􏽑
i
i�1ki,jε1 + ηi and ηi are bounded.

Substituting (62) and (63) into (61) gives

_Vci � − hi,jgi,j −
1
2

􏼒 􏼓e
2
ci −

pi

2di

􏽥θ
2

i + gi,jecieci+1 + Ei, (64)

where Ei � (pi/2di)θ
∗2
i + (1/2)ς2i + (eci(0)/gi,j).

Step n. Similar to Step i, consider a Lyapunov candidate
function in the form of

Vcn �
1
2

e
2
cn +

1
2dn

􏽥θ
2

n, (65)

where 􏽥θn � 􏽢θn − θ∗n .
Similar to Step i, one obtains

_ecn � − 􏽙
n

i�1
ki,jε1 + 􏽢θ

T

nϕn
􏽢xn􏼐 􏼑 + ηn − _cn− 1 + b0,jv. (66)

Moreover, the time-derivative of Vcn is given by

_Vcn � ecn b0,jυ + 􏽢θ
T

nϕn
􏽢xn􏼐 􏼑􏼒 􏼓

+ ecn − 􏽙
n

i�1
ki,jε1 + ηn − _cn− 1

⎛⎝ ⎞⎠ +
1
dn

􏽥θ
T

n

_􏽢θn.

(67)

Based on Young’s inequality and Lemma 3, the following
inequalities are obtained:
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ecn
􏽢θ

T

nϕn
􏽢�xn( 􏼁≤

b0,je
2
cn θn

����
����
2ϕT

n
􏽢�xn( 􏼁ϕn

􏽢�xn( 􏼁

4
+

1
b0,j

≤
b0,je

2
cnθ
∗
n

4ϕT
n

􏽢�xn( 􏼁ϕn
􏽢�xn( 􏼁

+
1

b0,j

.

(68)

Substituting (45), (67), and (68) gives

_Vcn � ecn b0,j − hn,jecn􏼐 􏼑􏼐 􏼑 + ecn − 􏽙
n

i�1
kn,jε1 + ηn

⎛⎝ ⎞⎠

−
pn

dn

􏽥θn
􏽢θn +

ecn(0)

b0,j

.

(69)

By using Young’s inequality,

−
pn

dn

􏽥θn
􏽢θn ≤ −

pn

2dn

􏽥θ
2

n +
pn

2dn

θ∗2n , (70)

ecn − 􏽙
n

i�1
ki,jε1 + ηn

⎛⎝ ⎞⎠≤
1
2
e
2
cn +

1
2
ς2n, (71)

where ςn � − 􏽑
n
i�1ki,jε1 + ηn and ηn are bounded.

,us, (69) is modified to be

_Vcn � − hn,jb0,j −
1
2

􏼒 􏼓e
2
cn −

pn

2dn

􏽥θ
2

n + En, (72)

where En � (pn/2dn)θ∗2n + (1/2)ς2n + (ecn(0)/b0,j).
A Lyapunov function Vc is chosen as

Vc � 􏽘
n

i�1
Vci � 􏽘

n

i�1

1
2
e
2
ci + 􏽘

n

i�1

1
2di

􏽥θ
2

i . (73)

,e differentiation of equation (73) is

_Vc � 􏽘
n

i�1

_Vci

≤ − 􏽘
n− 1

i�1
hi,jgi,j −

1
2

􏼒 􏼓e
2
ci − 􏽘

n

i�1

pi

2di

􏽥θ
2

i

+ 􏽘
n− 1

i�1
gi,jecieci+1 + 􏽘

n

i�1
Ei

− hn,jb0,j −
1
2

􏼒 􏼓e
2
cn.

(74)

Based on Young’s inequality, it is obtained that

gi,jecieci+1 ≤gi,j

hi,j

2
e
2
ci +

1
2hi

e
2
ci+1􏼠 􏼡

≤gi,j

hi,j

2
e
2
ci +

1
2
e
2
ci+1􏼠 􏼡,

(75)

with hi,j > 1.

,us, equation (74) is modified as

_Vc ≤ − 􏽘

n− 1

i�1
hi,jgi,j −

1
2

􏼒 􏼓e
2
ci − 􏽘

n

i�1

pi

2di

􏽥θ
2

i

+ 􏽘
n− 1

i�1
gi,j

hi,j

2
e
2
ci +

1
2
e
2
ci+1􏼠 􏼡

+ 􏽘
n

i�1
Ei − hn,jb0,j −

1
2

􏼒 􏼓e
2
cn

≤ −
1
2

􏽘

n− 1

i�1
hn,jgi,j − 2􏼐 􏼑e

2
ci −

1
2

2hn,jb0,j − 2􏼐 􏼑e
2
cn

− 􏽘
n

i�1

pi

2di

􏽥θ
2

i + 􏽘
n

i�1
Ei.

(76)

Furthermore, denote μ�min h1,jg1,j − 2,···,hn− 1,jgn− 1,j − 2,􏽮

2hn,jb0,j − 2,p1,p2,···,pn} and Ec�􏽐
n
i�1Ei. ,e Laypunov

function Vc consequently takes the form of

_Vc ≤ − μVc + Ec. (77)

Theorem 2. For switched strict-feedback nonlinear systems
with unknown hysteresis (1), FTSO (16), feedback control laws
(44) and (45), and adaptive laws (46), if the average dwell
time of the switching signal σ(t) satisfies the condition τa >
(ln ζ/μ)(ζ � max λmax(Pk)/λmin(Pl)􏼈 􏼉, k, l ∈M), the control
scheme based on FTSO ensures that all variables of the closed-
loop system are bounded. By properly selecting the parame-
ters, the controller and observer error converge to origin, such
that limT⟶∞z2

1 ≤ 0 and limT⟶∞e21 ≤ 0.

Proof. ,ere is a piecewise differentiable function W(t) �

eμtVj(ε(t)) in any interval [ti− 1, ti]. ,en, its time differ-
entiation on [ti− 1, ti] is

_W(t) � μe
μt

Vj(ε(t)) + e
μt _Vj(ε(t)). (78)

From (76) and (78),

_W(t)≤Ece
μt

. (79)

,en, noting that at the switching point V(ti)≤ ζV(t∗i )

from Lemma 2, where t∗i � limt⟶ti
t, it follows that

W ti( 􏼁 � e
μti Vσ ti( ) ε ti( 􏼁( 􏼁

≤ ζe
μti Vσ ti− 1( ) + ε ti( 􏼁( 􏼁 � ζW t

∗
i( 􏼁

≤ ζ W ti− 1( 􏼁 + 􏽚
ti

ti− 1

Ece
μtdt􏼠 􏼡.

(80)

Let Tf > t0 � 0 and i ∈ [1, N(0, Tf)], then equation (80)
is further expressed as
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W T
∗
f􏼐 􏼑≤W t

N 0,Tf( 􏼁􏼒 􏼓 + 􏽚
Tf

tN 0,Tf( 􏼁
Ece

μtdt

≤ ζ W t
N 0,Tf( 􏼁

− 1􏼠 􏼡 + 􏽚
tN 0,Tf( 􏼁

tN 0,Tf( 􏼁− 1
Ece

μtdt⎡⎢⎣ ⎤⎥⎦

+ 􏽚
Tf

tN 0,Tf( 􏼁
Ece

μtdt

≤ ζ2 W t
N 0,Tf( 􏼁

− 2􏼠 􏼡 + 􏽚
tN 0,Tf( 􏼁− 1

tN 0,Tf( 􏼁− 2
Ece

μtdt⎡⎢⎣ ⎤⎥⎦

+ ζ 􏽚
tN 0,Tf( 􏼁

tN 0,Tf( 􏼁− 1
Ece

μtdt

+ 􏽚
Tf

tN 0,Tf( 􏼁
Ece

μtdt

≤ · · ·

≤ ζN 0,Tf( 􏼁
W(0)

+ ζN 0,Tf( 􏼁
􏽘

N 0,Tf( 􏼁+1

i�1
ζ1− i

􏽚
ti

ti− 1

Ece
μtdt.

(81)

Since τa > (ln ζ/μ) and Lemma 1, for any Tf > 0,

N 0, Tf􏼐 􏼑≤N0 +
μTf

ln ζ
. (82)

Substituting (82) from (81),

W T
∗
f􏼐 􏼑≤ ζN 0,Tf( 􏼁

W(0) + ζ
N 0,Tf( 􏼁 􏽚

Tf

0
Ece

μtdt

≤ ζN0e
− μTf W(0)

+ ζN0e
− μTf

Ec

μ
e
μTf − 1􏼐 􏼑.

(83)

By Lemma 2 and (83), one has

χ1(‖ε(T)‖)≤Vσ T∗( ) ε T
∗

( 􏼁( 􏼁

� ζN0e
− μT

W(0) + ζN0
Ec

μ
1 − e− μT( 􏼁

eμt

≤ e
N0lnζe

− 2μTχ2(‖ε(0)‖)

+ ζN0e
− μTEc

μ
1 − e

− μT
􏼐 􏼑.

(84)

,erefore, from (84), it follows that

lim
T⟶∞

z
2
1 ≤ e

N0lnζe
− 2μTχ2(‖ε(0)‖) + ζN0e

− μTκ
μ

1 − e
− μT

􏼐 􏼑 � 0.

(85)

Similarly, one obtains

lim
T⟶∞

e
2
1 ≤ 0. (86)

,at is, using (85) and (86), observation errors and tracking
errors converge to zero.

5. Simulation Results

In this section, three examples are considered to test the
proposed control method. Consider the following second-
order nonlinear system:

_x1 � g1,σ(t)x2 + f1,σ(t) x1( 􏼁 + d1,σ(t)(t),

_x2 � g2,σ(t)u + f2,σ(t) x2( 􏼁 + d2,σ(t)(t),

⎧⎨

⎩ (87)

where g1,1 � 1, g1,2 � 1, f1,1(x1) � (x1 − x3
1)/(1 + x4

1),
f1,1(x1) � (x1 − x2

1)/(1 + x5
1), g2,1 � 1, g2,2 � 1, f2,1(x2) �

− exp(− x2
1)sin(5x2), f2,1(x2) � − sin(5x2), u(t) � v(t) +

l(v), l(v) � (u0 − v0)exp(− 5(v − v0)sgn _v) + exp(− 5vsgn _v)

􏽒
v

v0
(0.345 − 1)exp(5ξsgn _v)dξ, d1,1(t) � 0.2 sin t, d1,2(t) �

0.3 sin t, d2,1(t) � 0.2 cos t, and d2,2(t) � 0.3 cos t.
,e selection guidelines of the design parameters in the

proposed control design method are summarized in the
following:

Step 1. During selection of design parameters of ob-
server (16), the parameter ki,j > 0 are selected before
ki+1,j > 0. ,en, the values are usually chosen to ensure
ki,j < ki+1,j.
Step 2. Determine the parameters of finite-time per-
formance function (15) in FTSO (16). In this step, one
needs to choose finite-time T0 � 0.3, the initial values
ξ(0) � 0.99, and the final value ξT0 � 0.01. ,en, τ �

0.5 and λ � 6.66 are chosen. Moreover, it is obtained
that T0 � ξ(0)/τλ.
Step 3. Select controller parameters of hi,j > 1, di > 0,
and pi > 0 to ensure μ> 0, which is defined in (76).
Step 4. Initial values of the system states and observer
are set according to the proof of ,eorem 1. ,e
appropriate initial conditions are given in order to
make the contrast effect of control and observation
more clear. In this simulation, x(0) � [0 0]T and
􏽢x(0) � [0 0]T.

For better illustration, we consider such two cases: (1) the
proposed adaptive controller scheme with FTSO and (2) the
proposed adaptive controller scheme with the observer in
[12]. ,e reference signals xd are selected for xd � 2 and
xd � 1.5 sin 2t. ,e basis function vector ϕ(x) is chosen as
the form of the Gaussian function:

Φi(x) � exp −
x − μi( 􏼁

T
x − μi( 􏼁

2c2i
􏼢 􏼣, (88)

with five nodes, the width c1 � 0.5 and c2 � 0.8, and the
centers μi(i � 1, 2) are equally distributed between [2, 2].

,e chosen control parameters are d1 � 1, d2 � 1, p1 � 2,
p2 � 2, h1,1 � 30, h1,2 � 30, h2,1 � 3, and h2,2 � 9 and x(0) �

[0 0]T, 􏽢x(0) � [0 0]T, and 􏽢θ(0) � [0 0]T. ,e FTSO param-
eters are selected as k1,1 � 5.1, k1,2 � 5.2, k2,1 � 9, and
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k2,2 � 9.5, and the other observer parameters are k1,1 � 10,
k1,2 � 11, k2,1 � 21, and k2,2 � 20.

Example 1. xd � 2.
Switching signal σ(t) is shown in Figure 2, and the

observer errors eo1 with the FTSO and the observer in [12]
are shown in Figure 3. ,e tracking performance of the
switched system are shown in Figure 4, while the tracking
errors ec1 and the control input v of two schemes are shown
in Figures 5 and 6, respectively.

Example 2. xd � 1.5 sin 2t.
,e tracking responses and errors with the FTSO and the

contrastive observer are depicted in Figure 7. Furthermore,
in order to further analyze the performance of the tracking
effect with the same controller in Figure 7, the performance
evaluation, including average tracking error and average
fluctuation of tracking error, is summarized in Table 1.

Figures 8 and 9 show the observer error eo1 compared
and the control input v for two cases, respectively.

Example 3. In order to provide the convictive proof of the
proposed control approach, a test is proceeded on a servo
test rig (as shown in Figure 10), which is given as follows:

Jm €x1 � − bm _x1 − τs + τm,

Jl €x2 � − bl _x2 + τs − τd,
􏼨 (89)

where x1 and x2 denote the displacement of motor sub-
system and the load subsystem, respectively. τs is the
transmitted torque. τm is the driving torque of the system,
and τd is the disturbance torque at the driven gear.
Jm � 0.01, Jl � 0.05, bm � 0.1, and bl � 0.12.

,e reference signal yd � 0.8 sin(t)(rad), where pa-
rameters are selected as h1 � 4, h2 � 6, k1 � 200, and
k2 � 200. ,e initial state of the switched system and ob-
server are x1(0) � 0, x2(0) � 0, 􏽢x1(0) � 0, and 􏽢x2(0) � 0.

0 0.5 1 1.5 2 2.5 3 3.5 4
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Figure 2: Switching signal σ(t) in simulation.
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Figure 7: ,e output tracking responses of x1 and the tracking
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Table 1: Position tracking performance evaluation.

Method Average
tracking error

Fluctuation of
tracking error

With the FTSO 0.0362 0.5220
With the observer in [12] 0.0571 1.6707
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,e trajectory shown in Figure 11 is the estimation of
output 􏽢x1 and reference signal xd and the tracking error.
Figure 12 shows the trajectories of system output x1 and 􏽢x1
and the error between system output and estimation of
output.

6. Conclusion

In this paper, the adaptive switched control with a finite-
time switched state observer has been investigated for
a class of uncertain nonlinear systems with unknown
backlash-like hysteresis in a strict-feedback form. A finite-
time switched state observer has been adopted to estimate

the unmeasurable states and obtain a better tracking per-
formance, with the help of finite-time performance function
and neural network technologies. By transforming the tracking
error into a virtual variable and based on the backstepping
technique, an adaptive control method has been proposed.
It has been proved that the observer error is bounded and
finite time is convergent with the proposed control scheme.
Moreover, the signals of the resulting system are bounded and
the output tracking error is convergent to a small compact set
of the origin.
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Aiming at the problems of complex structures, variable loads, and �uctuation of power outputs of multienergy networks, this
paper proposes an optimal allocation strategy of multienergy networks based on the double-layer nondominated sorting genetic
algorithm, which can optimize the allocation of distributed generation (DG) and then improve the system economy. In this
strategy, the multiobjective nondominated sorting genetic algorithm is adopted in both layers, and the second-layer optimization
is based on the optimization result of the �rst layer. �e �rst layer is based on the structure and load of the multienergy network.
With the purpose of minimizing the active power loss and the node voltage o�set, an optimization model of the multienergy
network is established, which uses the multiobjective nondominated sorting genetic algorithm to solve the installation location
and the capacity of DGs in multienergy networks. In the second layer, according to the optimization results of the �rst layer and
the characteristics of di�erent DGs (wind power generator, photovoltaic panel, microturbine, and storage battery), the opti-
mization model of the multienergy network is established to improve the economy, reliability, and environmental bene�ts of
multienergy networks. It uses the multiobjective nondominated sorting genetic algorithm to solve the allocation capacity of
di�erent DGs so as to solve the optimal allocation problem of node capacity in multienergy networks. �e double-layer op-
timization strategy proposed in this paper greatly promotes the development of multienergy networks and provides e�ective
guidance for the optimal allocation and reliable operation of multienergy networks.

1. Introduction

Energy is the driving force and foundation for social and
economic development. As traditional fossil energy sources
are increasingly exhausted, improving energy e�ciency, de-
veloping new energy sources, and strengthening multienergy
complementarity have become inevitable choices to solve the
contradiction between energy demand growth and energy
shortage in the process of social and economic development.
�emultienergy network is a hybrid energy supply system that
integrates multiple DGs, energy storage units, loads, and
monitoring and protection devices. It can be �exibly con-
nected to the grid or operated on isolated islands, which can
e�ectively improve the �exibility, economy, and cleanliness of
power system operation, and meet the requirements of users

for power supply reliability, safety, and power quality. Since
wind resources and solar resources are clean energy, the power
generation of the micro gas turbine (MT) is stable and con-
trollable, and the battery can suppress system power �uctu-
ations. �e node diagram of a typical multienergy network is
shown in Figure 1.�erefore, themultienergy network studied
in this paper includes a wind turbine generator (WTG), a
photovoltaic (PV) panel, an MT, and a storage battery (SB).

However, the installation location and capacity of DG
and the allocation capacity of various DGs in multienergy
networks will have a great impact on the operating
technical indicators and economic indicators of the sys-
tem. �erefore, it is of great importance and necessity to
study the optimal allocation of DG in multienergy net-
works. At present, a lot of researches have been carried out
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on the optimal allocation of DGs for multienergy networks
at home and abroad. For example, literature study [1]
adopts a modi�ed particle swarm optimization algorithm
to optimize the cost, reliability, and pollutant emissions of
hybrid power generation systems. Literature study [2] uses
the harmony search algorithm to model and analyze the
cost of hybrid systems which include a PV panel, a wind
generator (WG), and diesel and then compares them with
conventional PV panel/WG/diesel/battery systems. And
literature study [3] applies a novel improved fruit �y op-
timization algorithm-based multiobjective optimization
method to optimize the annual total cost and the pollutant
emission of the stand-alone hybrid photovoltaic panel-
wind generator-diesel-battery system. In addition, litera-
ture studies [4–7] have introduced multiobjective opti-
mization algorithms for multiple distributed energy
systems. With economic and environmental bene�ts as
optimization objectives, di�erent optimization algorithms
are used to optimize the DG allocation capacity of mul-
tienergy networks. Besides, literature studies [8–10] in-
troduce a speci�c allocation method of DG, which is aimed
at low system loss or high voltage stability and solves the
allocation capacity of DG. However, all of the above studies
use the single-level multiobjective optimization function to
solve the optimal allocation capacity of DG in multienergy
networks when the location of DG is determined, while the
installation location of DG needs to be determined by other
algorithms.

In this paper, �rstly, the �rst-layer optimization ob-
jective function of the minimum active power loss and
node voltage o�set in the multienergy network system is
constructed. �e multiobjective optimization strategy
based on the nondominated sorting genetic algorithm is
used to solve the DG location and sizing. Secondly, in view
of the power characteristics of various DGs and the op-
timization results of the �rst-layer algorithm, the second-
layer algorithm takes into account the economic cost,
power supply reliability, and environmental bene�ts and
combines the multiobjective nondominated sorting genetic
algorithm to optimize the allocation of various DG ca-
pacities. Finally, the proposed algorithm is applied to a
multienergy network in a certain area.�e results show that
the operation performance, economy, reliability, and en-
vironmental protection of the multienergy network opti-
mized by the double-layer nondominated sorting genetic
algorithm are greatly improved.

2. Multiobjective Nondominated Sorting
Genetic Algorithms

2.1. Mathematical Description of the Multiobjective Optimi-
zation Algorithm. Taking minimizing multiobjective func-
tion with constraints as an example, multiobjective
optimization problems can be described as follows:

minf(X) � f1(X), f2(X), . . . , fn(X)[ ],
gi(X)≤ 0, i � 1, 2, 3, . . . ,

hj(X) � 0, j � 1, 2, 3, . . . ,




(1)

where f(X) is a vector space with n objective functions,
gi(X) is the ith inequality constraint function, hj(X) is the
jth equation constraint, and X � (x1, x2, . . . , xm) is a vector
space with m decision variables.

2.2. Decision-Making in Multiobjective Optimization. �e
multiobjective nondominated sorting genetic algorithm is
used to obtain a series of discrete solutions [11–13]. How to
choose an optimal solution among these discrete points is
the key of the multiobjective optimization. In this paper, an
optimal scheme selection method based on the geometric
distance method is proposed. �e central idea is that the
geometric distance between the optimal solution and the
positive ideal solution is the shortest, while the geometric
distance between the optimal solution and the negative
ideal solution is the longest. �e optimal solution comes
from the optimized Pareto frontier. �e positive ideal
solution refers to the solution that can satisfy the optimality
of each objective function. And the negative ideal solution
refers to the solution that does not satisfy any objective
functions.

�e geometric distance d+i of any solution i on the Pareto
frontier to the positive ideal solution is calculated as follows:

d+i �

���������������

∑
m

j�1
Sij − S

p− ideal
j( )

2

√√
, (2)

where m is the number of objective functions, j is the di-
mension in which it is located, and Sij − S

p− ideal
j is the linear

distance of the jth dimension from the solution i to the
positive ideal solution.

�e geometric distance d−i of any solution on the Pareto
frontier to the negative ideal solution is calculated as follows:

d−i �

���������������

∑
m

j�1
Sij − S

n− ideal
j( )

2

√√
, (3)

where Sij − Sn− idealj refers to the linear distance of the jth
dimension between the solution i and the negative ideal
solution.

�e coe�cient ωi is de�ned as follows:

ωi �
d+i

d+i + d
−
i

. (4)
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Figure 1: Multienergy network node architecture.
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+e ωi corresponding to any solutions in the Pareto
frontier can be calculated by (1) to (3), and then the solution
corresponding to the smallest ωi is selected, which is the final
optimal solution.

3. First layer: Location and Capacity
Optimization of DG

3.1. Decision Variables of the First Layer. +e rational
planning of the DG in the multienergy network can effec-
tively improve the operating performance of the system, so
the decision variables of the first layer are the installation
location and capacity of the DG.

+is paper uses a set of two-dimensional vectors to
represent the decision variables of the first layer, namely, the
optimal position and optimal capacity of DG, as shown in
Table 1.

3.2. Objective Function of the First-Layer Optimization
Algorithm. Reasonable DG installation location and ca-
pacity configuration can improve power quality and opti-
mize power flow while taking into account economic
benefits. Moreover, some studies have testified that un-
reasonable locations or sizes of DG may result in greater
system losses than the ones in the existing network [14]. +e
multiobjective optimization function should include eco-
nomic indicators and technical indicators. +e economic
index of this layer mainly refers to the minimum active
power loss of the multienergy network, and the technical
index mainly refers to the minimum voltage offset of load
nodes. +e objective function is as follows (the function that
has to be minimized consists of two objectives: one is
economical and the other is technical):

minPloss � 􏽘

N1

k�1
Gk(i,j) U

2
i + U

2
j − 2UiUj cos δij􏼐 􏼑,

minΔU � 􏽘

Nd

i�1

Ui − U
spec
i

ΔUmax
i

􏼠 􏼡

2

,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

where Ploss is the active power loss of the multienergy
network; ΔU is the offset of the load node voltage in the
multienergy network; N1 represents the number of branches
of the multienergy network; Nd represents the number of
nodes; Gk(i,j) represents the conductance of the branch k (i
and j are the node numbers at both ends of the branch k); Ui

and Uj represent the voltage amplitudes of the nodes i and j,
respectively; δij refers to the phase angle difference of the
nodes i and j; U

spec
i is the desired voltage value of the node i;

and ΔUmax
i is the maximum allowable voltage deviation of

the node i, i.e., ΔUmax
i � Umax

i − Umin
i .

3.3. Constraints of the First-Layer Optimization Algorithm.
In multienergy networks, constraints are divided into
equality constraints and inequality constraints.

Equality constraints are mainly network power flow
balancing. Equality constraints of the node i are as follows:

PGi + PDGi − PLi − Ui 􏽘

Nd

j�1
Uj Gij cos δij + Bij sin δij􏼐 􏼑 � 0,

QGi − QLi − Ui 􏽘

Nd

j�1
Uj Gij sin δij + Bij cos δij􏼐 􏼑 � 0,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(6)

where PGi, PDGi, and PLi refer to the active power of the
generator, DG, and load of the node i, respectively;Gij and Bij

represent the conductance and admittance between nodes i
and j, respectively; and QGi and QLi represent the reactive
power of the generator and load of the node i, respectively.

Inequality constraints mainly include the following
aspects:

(1) Node voltage constraints:

Vimin ≤Vi ≤Vimax, i � 1, 2, . . . , Nd, (7)

where Vimin andVimax are the upper and lower limits
of the voltage of the node i, respectively.

(2) DG active power upper-limit constraints:

0≤PDGi ≤PDGmax, i � 1, 2, . . . , NDG, (8)

where PDGmax is the upper limit of the DG active
power and NDG is the number of DGs.

(3) Branch transmission power constraints:

Pk

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤Pkmax, k � 1, 2, . . . , N1, (9)

where Pkmax is the upper limit of the transmission
power of the branch k.

4. Second Layer: Optimal Capacity
Allocation for Various Types of DGs

4.1.DGModeling. Multienergy networks generally include a
WTG, a PV panel, an MT, and an SB [15]. +is section
establishes power models for various distributed power
sources at first.

4.1.1. WTGs. Because of the volatility of wind resources, the
power output from the WTG is also unstable. According to
the working principle of the WTG, when the wind speed is
less than the cut-in wind speed, the WTG does not generate
electricity; when the wind speed is greater than the cut-in
wind speed and less than the rated wind speed, the WTG
generates electricity, and the output electric power varies
with the wind speed; when the wind speed is greater than the
rated wind speed and less than the cut-out wind speed, the
WTG outputs rated power; when the wind speed is greater

Table 1: Decision variables.

Unit 1 Unit 2 . . . Unit n
Position Capacity Position Capacity . . . Position Capacity
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than the cut-out wind speed, the WTG stops working and
does not generate electricity [16].

+e output Pwind(t) of the WTG at time t is as follows
[17]:

Pwind(t) �

0, v(t)≤ vin or v(t)≥ vout,

v(t)3 − v3in

v3r − v(t)3
∗Pr, vin ≤ v(t)≤ vr,

Pr, vr ≤ v(t)≤ vout,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(10)

where v(t) represents the wind speed at time t; vin, vr, and
vout represent the cut-in wind speed, the rated wind speed,
and the cut-out wind speed, respectively; and Pr refers to the
rated power of the WTG.

4.1.2. PV Panels. +e output voltage and current of the PV
panel vary with the change of the illumination intensity and
the junction temperature of the battery. +ey have strong
nonlinear characteristics, and there is one maximum power
output point under certain working conditions. In order to
make full use of solar energy for PV cells, it is necessary to
make the working point of PV cells fall at the maximum
power point when the illumination intensity and temper-
ature change. Under the maximum power mode, the ex-
pressions of power PPV(t), voltage VPV(t), and current
IPV(t), that is, the optimum working point t of the PV cell,
are as follows [18]:

PPV(t) � VPV(t)∗ IPV(t),

VPV(t) � Vmp ∗ 1 + 0.0539∗ log
HT(t)

1000
􏼠 􏼡􏼢 􏼣 + β∗ΔT(t),

IPV(t) � ISC ∗ 1 − a∗ exp
VPV(t) − ΔV(t)

b∗VOC
􏼠 􏼡 − 1􏼢 􏼣􏼨 􏼩 + ΔI(t),

a � 1 −
Imp

ISC
􏼠 􏼡∗ exp

− Vmp

b∗VOC
􏼢 􏼣,

b �
Vmp/VOC􏼐 􏼑 − 1

ln 1 − Imp/ISC􏼐 􏼑􏼐 􏼑
,

ΔT(t) � TA(t) + 0.02∗HT(t) − 25,

ΔV(t) � VPV(t) − Vmp,

ΔI(t) � α∗
HT(t)

1000
􏼠 􏼡∗ΔT(t) +

HT(t)

1000
− 1􏼠 􏼡∗ ISC,

(11)

where Vmp and Imp represent the maximum power point
voltage and current of the PV cell, respectively; VOC rep-
resents the open circuit voltage; ISC represents the short
circuit current; HT(t) represents the illumination radiance
at time t; α represents the current temperature coefficient of
the PV cell module; β represents the voltage temperature

coefficient of the PV cell module; and TA(t) represents the
ambient temperature at time t.

4.1.3. MTs. MTs are widely used in distributed systems
because of their high reliability, long service life, low en-
vironmental pollution, and flexible control. +eir working
principle is that natural gas and high-pressure gas are mixed
and burned in the combustion chamber to produce high-
quality gas that drives compressors and generators to
generate heat and electricity. Suppose that a certain type of
MT is operating under full operating conditions and that
the electric load is supplied while satisfying the user’s
cooling and heating load demands. +e output power of the
MT at time t is as follows [19]:

PMT(t) � ρ∗Vin(t)∗ LH + CP ∗ ρ∗Vin(t)∗ T2(t) − T1(t)( 􏼁,

(12)

where PMT(t) represents the power output of the MTat time
t, Vin(t) represents the fuel intake amount at time t, ρ is the
gas density, LH is the low heating value, CP represents the
specific heat capacity, and T1(t) andT2(t) indicate the in-
take air temperature and exhaust gas temperature of the fuel
at time t, respectively.

4.1.4. SBs. +e SB can suppress the fluctuation of distributed
power supply, has the performance of peak shaving and
valley filling, and maintains power stability. +e output
power of the SB is closely related to the operation status of
the system [20].

Assuming that lead-acid batteries are used, the state of
time t is related to the state of time t − 1 and the supply and
demand of electricity from time t − 1 to time t. When the
total output power of the DG is greater than the load power
consumption, the battery pack is in a charging state;
otherwise, the battery pack is in a discharging state. +e
charge of the battery pack at time t can be expressed as
follows [19]:

PSB(t) �

PSB(t − 1) + Ptotal(t) −
Pload(t)

ηinv
􏼠 􏼡∗ ηcharge; charge,

PSB(t − 1) −
Pload(t)/ηinv( 􏼁 − Ptotal(t)( 􏼁

ηdischarge
; discharge,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(13)

where Ptotal(t) � Pwind(t) + PPV(t) + PMT(t), PSB(t) repre-
sents the amount of electricity stored in the SB at time t,
Ptotal(t) is the amount of electricity supplied by the DG in
the multienergy network at time t, Pload(t) is the load of the
system at time t, ηinv represents the conversion efficiency of
the inverter, ηcharge is the charging efficiency of the SB, and
ηdischarge is the discharging efficiency of the SB.

4.2. Decision Variables of the Second Layer. +e multi-
objective optimization algorithm of the first-layer multi-
energy network has obtained the distributed power supply
installation location and total capacity. But the construction
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cost, operation cost, output stability, and environmental
impact of different types of distributed power supplies are
different, so it is necessary to carry out the second-layer
multiobjective optimization to obtain the optimal capacity
allocation of various distributed power sources.

+e main decision variables at the second layer of the
network are as follows:

X � Nwind, NPV, NMT, NSB􏼈 􏼉, (14)

where Nwind, NPV, NMT, andNSB represent the number of
WTGs, PV cells, MTs, and SBs, respectively.

4.3. Objective Function of the Second-Layer Optimization
Algorithm. +e objectives of the second-layer optimization
algorithm are mainly to consider economy, power supply
reliability, and environmental protection. +e objective
functions are as follows.

4.3.1. Economy. +e economy of the multienergy network is
mainly reflected by the construction cost and operation cost
of the DG system [21]. +e objective functions of the
economy are as follows:

minCtotal � min CCpt + CMtn􏼐 􏼑,

CCpt � C
wind
Cpt + C

PV
Cpt + C

MT
Cpt + C

SB
Cpt,

C
wind
Cpt � Nwind ∗ ewind ∗Pwind ∗

r∗ (1 + r)mwind

(1 + r)mwind − 1
,

C
PV
Cpt � NPV ∗ ePV ∗PPV ∗

r∗ (1 + r)mPV

(1 + r)mPV − 1
,

C
MT
Cpt � NMT ∗ eMT ∗PMT ∗

r∗ (1 + r)mMT

(1 + r)mMT − 1
,

C
SB
Cpt � ∗ eSB ∗PSB ∗

r∗ (1 + r)mSB

(1 + r)mSB − 1
,

CMtn � Nwind ∗ μ Pwind( 􏼁 + NPV ∗ μ PPV( 􏼁

+ NMT ∗ μ PMT( 􏼁 + NSB ∗ μ PSB( 􏼁,

(15)

where Ctotal is the total cost of power generation; CCpt and
CMtn represent the cost of construction and operation and
maintenance of DG in the multienergy network, re-
spectively; Pwind, PPV, PMT, andPSB represent the output
power of each WTG, PV cell, MT, and SB, respectively;
ewind, ePV, eMT, and eSB represent the unit cost of the WTG,
PV cell, MT, and SB, respectively; μ(Pwind), μ(PPV),

μ(PMT), and μ(PSB) represent the operation and mainte-
nance costs of each WTG, PV cell, MT, and SB, respectively;
mwind, mPV, mMT, andmSB represent the depreciation life of
the WTG, PV cell, MT, and SB, respectively; and r is the
discount rate of the equipment, generally 8%.

4.3.2. Power Supply Reliability. Multienergy networks
contain fluctuating DGs, and the load of multienergy net-
works also changes with time [22]. +erefore, it is necessary

to evaluate the power supply reliability of the system; that is,
the rate of load shortage is required. +e smaller the rate of
power shortage, the higher the reliability of power supply,
and vice versa [23].+is paper takes one day (T� 24 h) as the
period for evaluating the power supply reliability of the
system and divides this period into 24 sections. Assuming
that the wind speed, light, temperature, and load are con-
stant in each section (1 h), the load shortage rate in one
evaluation period of the system is as follows:

min LSRP � 􏽘
T

t�1

Pload(t) − PDG(t)∗ ηinv
Pload(t)

∗U(t)􏼢 􏼣,

PDG(t) � Nwind ∗Pwind(t) + NPV ∗PPV(t) + NMT

∗PMT(t) + NSB ∗ PSB(t) − PSBmin􏼂 􏼃,

U(t) �
1, PDG(t)<Pload(t),

0, PDG(t)≥Pload(t),

⎧⎨

⎩

(16)

where LSRP represents the one-day load shortage rate of the
system; Pload(t) represents the load at time t;
Pwind(t), PPV(t), PMT(t), andPSB(t) refer to the output
power of the WTG, PV cell, MT, and SB at time t, re-
spectively; PSBmin represents the minimum residual power
allowed by the SB; and ηinv represents the efficiency of the
inverter.

4.3.3. Environmental Protection. Environmental protection
is mainly reflected by the emission of pollutants (NOx, CO,
CO2, and SO2) from DGs. WTG power generation and PV
power generation belong to clean energy generation, and
they do not emit pollutants. Although the output power of
the MTcan be flexibly controlled, it will emit pollutants. +e
higher the emission of pollutants, the worse the environ-
mental protection [24]. +e environmental cost of power
generation EMplt in the evaluation cycle is as follows:

min EMplt � 􏽘

T

t�1
􏽘

n

i�1
NMT ∗PMT(t)∗ αi ∗Qi( 􏼁, (17)

where αi refers to the ith emission of pollutants of unit power
of the MT, Qi is the treatment fee of ith pollutants of unit
power of emission, PMT(t) denotes the output power of the
MT at time t, and NMT is the input quantity of the MT in
the system.

4.4. Constraints of the Second-Layer Optimization Algorithm

4.4.1. Power Balance Constraint. In this paper, the DG
capacity of the multienergy network solved by the first-layer
optimization algorithm is the sum of all kinds of DGs in the
second layer so as to ensure the minimum active power loss
and voltage offset of the multienergy network. +e power
constraints are as follows:

PDG(t) − P∗DG(t)􏼂 􏼃

P∗DG(t)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
≤ δ(t), (18)
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where PDG(t) � Nwind ∗Pwind(t) + NPV ∗PPV(t) + NMT ∗
PMT(t) + NSB ∗PSB(t), P∗DG(t) denotes the installed capacity
of DGs obtained from the first-layer optimization algorithm
at time t, and δ(t) denotes the maximum unbalanced rate of
power that the system can withstand at time t.

4.4.2. Bounds of Design Variables. +e bounds of design
variables are as follows:

0≤Nwind ≤Nmax
wind,

0≤NPV ≤Nmax
PV ,

Nmin
MT ≤NMT ≤Nmax

MT ,

0≤NSB ≤Nmax
SB ,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

where Nmax
wind, Nmax

PV , Nmax
MT , andNmax

SB , respectively, represent
the maximum number ofWTGs, PV cells, MTs, and SBs that
meets the system load demand and Nmin

MT is the minimum
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Figure 2: Flow chart of the algorithm.
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number of MTs that meets the condition of “fixing electricity
by heat.”

4.4.3. Battery Constrains. +e battery constraints are as
follows:

PSBmin ≤PSB(t)≤PSBmax, (20)

where PSBmax represents the maximum storage capacity
allowed by the SB.

5. Algorithmic Flow

+e flow chart of the optimal allocation strategy for the
multienergy network based on the double-layer non-
dominated sorting genetic algorithm proposed in this paper
is shown in Figure 2.

6. Case Study

In this paper, a 9-nodemultienergy network system is taken as
an example to verify the optimization effect of the double-
layer nondominated sorting genetic algorithm. +e topo-
logical structure of this multienergy network system is shown
in Figure 3. Among them, node 1 is a balanced node, node 3 is
a PV node, and the rest nodes are all PQ nodes. +e grid
parameters (unit values) are shown in Table 2. +e evaluation
period T of this example is chosen as one day (24 h), and the
load data (per unit) and meteorological data in the evaluation
period are shown in Figures 4–7 separately.+e parameters of
lines, WTG, PV panel, MT, and SB and pollutant treatment
fee are shown in Tables 2–8, respectively [25].

+e optimal allocation strategy proposed in this paper is
used to optimize the 9-node multienergy network. +e
population size of the double-layer optimization algorithm is
200, the number of iterations is 100, and there are two
locations in the network where DG can be installed. +e
first-layer multiobjective optimization algorithm optimizes
the location capacity of 24-hour DG in real time based on the
24-hour real-time load data of the network.+e second-layer
multiobjective optimization algorithm solves the capacity
optimization of various DGs with the constraints of the first-
layer optimization results, equipment characteristics, and
design.

+e results of the first-layer optimization algorithm are
shown in Tables 9 and 10, and the Pareto solution of 100
generations of evolution at a certain time (such as at 13:00) is
shown in Figure 8.

+e above operation results show that, after adopting the
optimal allocation strategy of the multienergy network based

Table 2: Line parameters.

Initial points
of the line

End of the
line Resistance Inductance Capacitance

1 4 0.000 0.025 0.000
4 5 0.007 0.040 0.017
5 6 0.016 0.073 0.039
3 6 0.000 0.025 0.000
6 7 0.005 0.043 0.023
7 8 0.004 0.031 0.016
8 2 0.000 0.027 0.000
8 9 0.014 0.070 0.033
9 4 0.004 0.037 0.019
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Figure 4: Active power data of the load at each node.
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Figure 7: Solar resource data. (a) Radiation. (b) Temperature.

Table 3: Wind turbine generator parameters.

Pr (kW) Vin (m/s) Vr (m/s) Vout (m/s) Nmax
wind

500 3 12 25 8

Table 4: PV panel parameters.

Pr (kW) VOC (V) Isc (A) Vmp (V) Imp (A) Series number Parallel number Nmax
PV

100 64.6 6.14 54.7 5.76 5 64 30

Table 5: MT parameters.

Pr (kW) CP (kJ/kg·K) LH (MJ/m3) ρ (kg/m3) T1 (°C) T2 (°C) Nmax
MT Nmin

MT

300 2.16 32.6 0.75 25 280 20 1

Table 6: Battery parameters.

Pr (kW) PSB ini (kW) PSBmin (kW) PSBmax (kW) ηcharge ηdischarge ηinv Nmax
SB

24 9.6 4.8 24 0.85 0.98 0.87 40
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on the double-layer nondominated sorting genetic algo-
rithm, the active power loss of the multienergy network is
reduced by 54.77% and the system voltage deviation is re-
duced by 48.32%. �is proves that this strategy can e�ec-
tively improve the operating conditions of the system,
guarantee the stability and economic bene�ts, and improve
the power quality.

�e results of the second-layer optimization algo-
rithm are shown in Table 11, and the Pareto solution of
the 100-generation evolution is shown in Figure 9.
Comparing the optimization solution of this paper with

the nonoptimization solution, the results are shown in
Table 12. Nonoptimization solution only consists of a
single type of DG such as WTG, PV, MT, and SB, and its
capacity is capped.

Table 9: �e �rst-layer decision variables.

Time First location First sizing Second
location Second sizing

1:00 8 0.7587 9 0.2803
2:00 8 0.2184 9 0.8181
3:00 8 0.4325 9 0.5976
4:00 8 0.7628 9 0.2839
5:00 8 0.7074 9 0.3300
6:00 8 0.7541 9 0.2678
7:00 8 0.2695 9 0.7638
8:00 8 0.7190 9 0.7229
9:00 8 0.8485 9 0.7799
10:00 8 0.8922 9 0.7764
11:00 8 0.8608 9 0.8028
12:00 8 0.8887 9 0.8094
13:00 8 0.3797 9 0.4001
14:00 8 0.7833 9 0.9528
15:00 8 0.8063 9 0.9492
16:00 8 0.9274 9 0.7632
17:00 8 0.8883 9 0.7713
18:00 8 0.7370 9 0.8519
19:00 8 0.5159 9 0.7931
20:00 8 0.4600 9 0.7055
21:00 8 0.8561 9 0.3772
22:00 8 0.7965 9 0.3319
23:00 8 0.6882 9 0.3499
24:00 8 0.5463 9 0.4537
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Figure 8: �e Pareto front result at 13:00.
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Figure 9: �e second Pareto front result.

Table 7: Cost values.

Type Life span (years) Unit cost ($/kW) Maintenance cost ($/kW)
WTG 20 523 38
PV panel 20 508 29
MT 20 1160 92
SB 10 156 22

Table 8: Pollutant emission of the MT.

Type NOx CO2 CO SO2

Value (g/kWh) 0.6188 184.0829 0.1702 0.000928
Maintenance ($/kg) 0.250 0.00125 0.020 0.125

Table 10: Comparison of the optimization index.

System loss (×10− 3) Voltage deviation
Before optimization 8.435 0.416
After optimization 0.413∼5.603 0.015∼0.351
Final optimal solution 3.815 0.215

Table 11: �e second-layer decision variables.

DG location Nwind NPV NMT NSB

First 2 7 17 7
Second 1 8 13 23
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When there are no optimization and only a single type
of DG, although the costs of construction, operation, and
maintenance are relatively low, the power shortage rate
and the cost of pollutant treatment are relatively high.
When there are no optimization and all kinds of DGs,
although the load power shortage rate is 0, the cost of
construction, operation, maintenance, and pollutant
treatment is relatively high. Considering the economy,
reliability, and environmental protection of the system at
the same time, it is necessary to optimize DG allocation of
the multienergy network by using the double-layer
nondominated sorting genetic algorithm. After optimi-
zation, the relative environmental cost and load power
shortage rate of the multienergy network are maintained
at a relatively low level, which improves the economic
effect, environmental protection benefits, and power
supply reliability.

7. Conclusion

Aiming at the complex and changeable multienergy
network, this paper proposes a multienergy network
optimal allocation strategy based on the double-layer
nondominated sorting genetic algorithm. Firstly,
according to the network load and grid structure, the
first-layer optimization algorithm calculates the optimal
location and capacity of DG in the multienergy network
with the purpose of reducing the network loss and the
system voltage offset. Subsequently, the second-layer
optimization algorithm takes the first-layer calculation
results as constraints and calculates the optimal allocation
of different types of DGs, whose purpose is to improve
economy, power supply reliability, and environmental
protection. +e double-layer optimization algorithm uses
the optimal scheme selection method based on the
geometric distance method to solve the decision vari-
ables. Finally, the case study in this paper shows that the
double-layer optimal allocation strategy can effectively
reduce network loss, improve system voltage, reduce
system cost, improve system power supply reliability,
increase system environmental benefits, and provide
guidance for the design and optimal operation of mul-
tienergy networks.
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Distributed rooftop photovoltaic (PV) generators prospered distributed generation (DG) in recent years. Certain randomness of
rooftop PV connection may lead to signi�cant PV power imbalance across three phases, especially in low-voltage distribution
systems. Due to interphase line coupling, traditional Var compensation methods which typically have competent voltage
regulation performance may become less e�ective in such PV imbalance scenarios. In this paper, the limitation of traditional Var
compensation methods in voltage regulation with unbalanced PV power integration is demonstrated and comprehensively
analyzed. After describing the voltage regulation challenge, based on the voltage sensitivity analysis, it is revealed that PV power
unbalanced level together with equivalent mutual impedance among phase conductors has a signi�cant impact on the e�ec-
tiveness of traditional Var compensation methods on voltage regulation. On this basis, to improve the performance of voltage
regulation methods, some suggestions are proposed for both current system operation and future distribution system planning.
Numerical studies demonstrate the e�ectiveness of the proposed suggestions. Future rooftop PV integration in LV systems can
bene�t from this research.

1. Introduction

In recent years, various distributed generation and storage
systems including photovoltaic, wind power, electric vehi-
cles, etc., have been developed vigorously [1–6]. As one of
the most attractive options of distributed generation (DG)
[7–10], more and more single-phase rooftop photovoltaic
(PV) generators are integrated into low-voltage distribution
systems.�ese small-size PV systems installed on rooftops of
customers’ houses as distributed generators can support
household appliances and feed excessive PV power back to
the grid. However, as PV penetration increases, consequent
reverse power �ow might induce signi�cant voltage rise at
the end of distribution feeders [11, 12].

To avoid the potential overvoltage problem, the maxi-
mum PV penetration of a distribution system should be
carefully assessed. In early research, single-phase equivalent
systems are used to estimate possible voltage problems with
high PV penetration levels [13, 14]. While in [15], a sto-
chastic method is designed to imitate the random

connection of single-phase PV generators and to estimate
the corresponding three-phase voltage problem in low-
voltage systems.

In order to accommodate more rooftop PV generators,
Var compensation devices are required to actively partici-
pate in voltage regulation [16–19]. Optimal voltage/Var
control methods of inverters have been discussed by many
previous publications [20–25]. However, distribution net-
work optimization requires full or partial observability of the
entire network through communication systems and in-
formation exchange systems, which are not available for
most low-voltage distribution systems nowadays. Further-
more, since optimal methods take time, its respond speed
might not be fast enough to follow the variation in sunlight
intensity. To simplify the optimal control methods and
shorten computing time, some multilevel dispatch is pro-
posed. In [26], zonal voltage control combining day-ahead
dispatch and real-time control for distribution networks
with high proportion of PV power is researched. In [27], a
bilevel voltage/Var optimization to coordinate smart
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inverters with voltage control devices is carried out. How-
ever, a PV system may lose 70% of its generation in a short
period due to fast-moving cloud coverage [28], which makes
centralized optimal control methods difficult to keep up with
fast fluctuating PV power. 0erefore, optimal methods to
coordinate all distributed PV inverters in distribution net-
work are still in the academic discussion stage.

On the other hand, Var compensationmethods that only
rely on local measurements (e.g., PV generation and local
line-to-ground voltage) also have already been widely
implemented in centralized PV plants for the point of
common coupling (PCC) voltage regulation [29–31]. 0e
main advantage of these methods is their rapid response
speed, which makes them suitable to counter fast voltage
fluctuations caused by PV power variations and with more
attractive options for distributed rooftop PV generators. In
this field, previous research mainly focuses on the design of
Q(P) and Q(V) curves in order to improve their voltage
regulation performance [32, 33].

However, since single-phase rooftop PV generators are
integrated into low-voltage distribution systems randomly,
PV power penetration across three phases tends to be un-
balanced. In such situations, widely implemented locally
dependent Var compensation methods that can successfully
control the PCC voltage of large-scale PV plants may be-
come less effective in voltage regulation with distributed
rooftop PV generators. In this paper, the limitation of locally
dependent Var compensation methods in voltage regulation
with unbalanced PV power integration is comprehensively
analyzed.

0e remainder of this paper is organized as follows:
Section 2 introduces background of proposed problem. In
Section 3, the limitation of locally dependent Var com-
pensation methods in voltage regulation with unbalanced
PV power integration is revealed. Section 4 analyzed this
voltage regulation problem. Some suggestions are pro-
posed for both current system operation and future
distribution system planning in Section 5. Numerical
studies are presented in Section 6. Finally, Section 7
concludes the paper.

2. Background Introduction

2.1. Rooftop PV Generators and Reverse Power Flow.
Rooftop PV generators are becoming more and more
popular in recent days, not only due to its clean and re-
newable characteristics, but these PV systems can sell ex-
cessive power back to the utility after providing power
supply for customers’ household appliances.

PV panels generate active power only in the daytime,
with a peak value during noon as shown in Figure 1(a).
While, for typical residential load profiles such as in
Figure 1(b), peak load usually occurs in the morning and
evening, with valley load during noon and night. 0e
valley load during noon can be less than 30% of its peak
value. 0erefore, PV power would exceed load demand
during noon, and reverse power flow would be caused (by
negative load) in distribution feeders as shown in
Figure 1(c).

2.2. PV System Var Generation Control. Schematic diagram
of a PV system with corresponding control loops is dis-
played in Figure 2 [34]. 0e main control task for a PV
system is to regulate its DC-link voltage following a
maximum power-point tracking (MPPT) scheme which is
designed to maximize the electricity power harvested from
PV panels. At the same time, PV inverters may also be
required to generate a certain amount of reactive power for
system voltage regulation. Specifically, the control tasks as
discussed above can be realized following the three co-
ordinated parts.

2.2.1. Phase-Locked loop (PLL). A PLL component is
adopted to synchronize PWM and control schemes to the
PCC voltage. In this way, the AC signals are converted into
dq-frame correspondence signals, and the controllers can
deal with their DC equivalent values instead of the original
sinusoidal signals.

2.2.2. DC-Link Voltage-Control Loop. 0e error between the
square of the DC voltage v2dc and its corresponding ref-
erence value v2dcref is dealt with by using a feed-forward
compensator, which neutralizes the instability and non-
linearity of PV panels and improves the stability of the PV
system. vdcref is usually obtained fromMPPTschemes, with
a certain variation range in order to ensure safe operation
of inverters. 0e output of the compensation is enhanced
by the feed-forward signal, and the current command idcref
is generated.

2.2.3. Current-Control Loop. 0e current commands are
transmitted to a current-control scheme, which is estab-
lished in a dq-frame drive id to track idcref and dq-frame
drive iq to track iqcref . It is worth noting that the active power
output PPV is controlled by id, while iq is responsible for
adjusting the reactive power generation of a PV inverter. Its
value of Var generation can be determined by specific Var
compensation strategies, which will be introduced in the
next section. In addition, the current-control scheme also
protects the PV inverter from overload and external faults, as
long as the value of idcref is properly limited by saturation
blocks.

2.3. Locally Dependent Var Compensation Methods.
Reverse power flow caused by a large amount of PV power
integration will significantly increase system voltage at the
end of distribution feeders, which might induce overvoltage
issues. In order to mitigate the voltage rise, PV inverters are
required to provide Var compensation.

Due to the effectiveness and easy implementation, Var
compensationmethods that only rely on local measurements
have already been widely applied on voltage regulation for
large-scale PV plants so far. Two typical locally dependent
Var compensation methods are shown in Figure 3. On the
one hand, in Figure 3(a), PV inverters are required to
operate with a constant power factor (e.g., 0.9 leading).
Namely, the reactive power generation of a PV inverter
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should always be in proportion to its active power output. In
application, local PV active power generation PPV(t) at time
instant t is measured in real time, and the reactive power
generation QPV(t) can be obtained according to PPV(t) and

the constant power factor PF. On the other hand, Figure 3(b)
is a power factor droop curve, through which the power
factor of a PV inverter varies according to its local voltage.
Specifically, if the local voltage is too high, PV inverters will
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Figure 2: PV system schematic diagram.
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Figure 1: PV power and load demand in one day: (a) normalized PV power profile; (b) load profile without PV power integration; (c) load
profile with PV power integration.
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operate with a leading power factor to absorb reactive power
from the grid. Conversely, PV inverters will operate with a
lagging power factor to inject reactive power into the grid. In
real life application, both local voltage V(t) and PV gen-
eration PPV(t) will be measured in real time. No matter
which method is used, the power factor of grid-connected
PV inverters is generally restricted within the range from 0.9
lagging to 0.9 leading by the utility [35].

3. Problem Description

3.1. Voltage Regulation in Traditional Distribution Systems.
Residential customers are almost directly connected to
415V low-voltage systems which are fed by 11 kV/415V
distribution transformers. Since the 11 kV/415 V trans-
former cannot participate in system voltage regulation due
to its fixed tap position, voltage fluctuations in the 11 kV
side have a significant impact on 415 V systems. A month-
long voltage profile recorded from the secondary side of an
11 kV/415 V distribution transformer is displayed in Fig-
ure 4, which mainly fluctuates within the range between
1.0 pu and 1.05 pu. 0erefore, 415 V systems were designed
for safe operation with its all possible load levels as long as
the secondary side voltage of the 11 kV/415 V transformer
fluctuates within the normal range.

3.2. Voltage Regulation Problem. In traditional distribution
systems, residential loads are approximately balanced
across three phases. However, rooftop PV generators are
usually installed randomly. 0erefore, PV power in-
tegration tends to be unbalanced especially in low-voltage
systems with limited customers. A possible scenario (PV
penetration is 25%, 30%, and 45% in Phases A to C, re-
spectively) is assumed in Case 1. Detailed load and PV
capacity are shown in Table 1. In such a situation, two
locally dependent Var compensation methods shown in
Figure 3 are implemented on PV inverters, respectively, in
order to test their voltage regulation performance with
unbalanced PV power integration. As shown in Table 2, in a

low load but high PV generation scenario, voltage at Phase
B is much higher than that of the other two phases and
neither the constant power factor method nor the power
factor droop curve method can eliminate this overvoltage
problem (>1.06 [16]) on Phase B.

Nevertheless, there exists an interesting phenomenon
that with the PV penetration of all three phases increased to
50% as in Case 2, the overvoltage problem on Phase B could
be successfully eliminated by either of those two locally
dependent Var compensation methods. Detailed case data
and voltage regulation performance are, respectively, listed
in Tables 1 and 2.

Generally, since a large amount of PV power integration
might cause overvoltage problem, the maximum allowable
PV penetration level should be estimated by utilities.
However, based on voltage regulation performance in Case 1
and Case 2, if a higher but balanced PV penetration is
regarded as the most severe case, the potential overvoltage
issue might be under estimated. An overvoltage problem
might occur before the estimated PV integration level with a
lower but unbalanced PV penetration.

Besides, it is worth mentioning that the phase with
highest PV penetration does not necessarily have the highest
voltage. As in Table 1, phase C has the highest PV pene-
tration in Case 1 (45%), but its voltage might be the lowest
among three phases (shown in Table 2). In some researches,
the utility is suggested to connect new installed PV gener-
ators to the phase with lowest voltage if all PV inverters
operate with a unit power factor. However, with locally
dependent Var compensation methods applied on PV in-
verters, this connection dispatch might lead to even un-
balanced PV power integration across three phases and
worse overvoltage issues.

4. Problem Analysis

0e limitation of locally dependent Var compensation
methods in voltage regulation with unbalanced PV power
integration is revealed above. In this section, the reason for
this voltage regulation problem is analyzed.

Active power

Reactive power

Constant power
factor (inductive)

(a)

Power factor

Voltage

PF = 0.9
lagging

PF = 0.9
leading

Vlow Vm1

Vm2 Vhigh
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Figure 3: Traditional Var compensation methods: (a) constant power factor curve; (b) power factor droop curve [31].
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4.1. Power Flow Equations. For distribution systems with 3-
phase 4-wire overhead lines, the voltage drop along a feeder
can be expressed as [36]
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(1)

where V1ig(i ∈ a, b, c, n) represents the phase or neutral-to-
ground voltage at Bus 1; V2ig(i ∈ a, b, c, n) represents the
phase or neutral-to-ground voltage at Bus 2; Z0

ij

(i, j ∈ a, b, c, n) represents the primitive self or mutual im-
pedance of conductors; and Ii(i ∈ a, b, c, n) represents the
conductor current. Since neutral points are grounded at each
bus (V1ng � V2ng � 0), equation (1) can be simplified by
Kron reduction as
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where equivalent self and mutual impedance
Zij (i, j ∈ a, b, c) can be obtained from the primitive im-
pedance Z0

ij in the 4 × 4 impedance matrix of (1) as

Zij � Z0
ij −

Z0
inZ

0
jn

Z0
nn

, (i, j ∈ a, b, c). (3)

Due to the existence of equivalent mutual impedance
(Zab, Zbc, and Zca), active and reactive power flow in one
phase will cause voltage variations not only on its own phase
conductor but also on conductors of the other two phases.

4.2. Voltage Sensitivity Analysis. To investigate the voltage
regulation performance with unbalanced PV power in-
tegration, the three-phase voltage sensitivity with respect to
single-phase active power injection is demonstrated in this
section. Without loss of generality, a certain amount of
active power is assumed to be injected into Phase C, which
results in line current Ic. At the same time, both Phases A
and B remain as open circuit. 0erefore, with Ia and Ib set to
be zero in (2), the downstream three-phase voltage at Bus 2
can be expressed as
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0e voltage-current relationship given in (4) can be
displayed by using a vector diagram shown in Figure 5(a). In
this vector diagram, there are something worth pointing out:
(1) balanced three-phase voltage source at Bus 1 (V1ag, V1bg,
and V1cg) is assumed; (2) Ic with a negative value represents
reverse power flow; (3) since only active power is injected
into Phase C of Bus 2, V2cg and Ic have a 180-degree phase
angle difference (V2cg and Ic will have a 0-degree phase angle
difference if only active power is absorbed from the grid); (4)
IcRic(i ∈ a, b, c) has the same phase angle with Ic, while
IcjXic(i ∈ a, b, c) has a 90-degree phase angle difference with
Ic.

As shown in Figure 5(a), there are different voltage
responses on different phases to the same reverse-active

Table 1: Load and PV installation capacity.

Phase A Phase B Phase C
Peak load 58 kW, 11.6kVar 60 kW, 12kVar 62 kW, 12.4kVar
PV capacity (Case 1) 14.5 kW (25%) 18 kW (30%) 28 kW (45%)
PV capacity (Case 2) 29 kW (50%) 30 kW (50%) 31 kW (50%)

Table 2: Voltage regulation performance with different cases.

Voltage regulation method Phase A Phase B Phase C
Case 1: unbalanced PV integration (25%, 30%, and 45%)
Constant power factor (0.9) 1.038 1.069 1.036
Power factor droop curve 1.041 1.065 1.043
Case 2: balanced PV integration (50%)
Constant power factor (0.9) 1.053 pu 1.054 pu 1.046 pu
Power factor droop curve 1.054 pu 1.054 pu 1.050 pu

1

1.02

1.04

1.06

Vo
lta

ge
 (p

u)

5 10 15 20 25 300
Time (days)

Figure 4: Recorded one-month voltage profile at the secondary side of an 11 kV/415V transformer.
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power flow in Phase C. With active power injected into
Phase C, voltage magnitude at both Phases B and C is in-
creased. However, a voltage drop can be observed at Phase A.
In this situation, with locally dependent Var compensation
methods, PV inverters installed on Phase C will absorb to
compensate local voltage rise.

To figure out the impact of reactive power absorption on
phase voltage, similar analysis is given. In Figure 5(b), the
three-phase voltage variations induced only by single-phase
reactive power absorption from Phase C is displayed. In this
case,V2cg and Ic have a 90-degree phase angle difference due
to pure reactive power absorption. As shown in this figure,
reactive power absorption from Phase C can substantially
reduce the voltage of its own phase. However, it will lift the
voltage of both Phase A and Phase B. To summarize, active
power injected into Phase C would lift the voltage of Phase B
and reactive power absorption by PV inverts on Phase C
would induce a further voltage rise on Phase B.

0ree-phase voltage variations caused by single-phase
active power injection or reactive power absorption are
summarized as in Table 3. Now let us revisit the voltage
regulation problem proposed in Section 3. In Case 1 of
Table 1, much more PV inverters are installed on Phase C
compared with that on Phase B. PV inverters operating with
leading power factors on Phase C contribute a significant
voltage rise at Phase B, which will make the voltage regu-
lation ability of limited PV inverters on Phase B saturated.
Although active power injection into Phase A can mitigate
such a voltage rise at Phase B, as shown in Table 3, this effect
can be feeble due to less PV power integration in Phase A in
this case. As a result, overvoltage issue occurs on Phase B
when PV inverters generate reactive power only relying on
local measurements. While, for Case 2 of Table 1, each phase
has higher but the same PV penetration (50%). Conse-
quently, the interaction among phases can be compensated
by each other. Hence, voltage rise caused by PV power

injection can be sufficiently mitigated by locally dependent
Var compensation methods.

To summarize, due to equivalent mutual impedance
among phase conductors, active and reactive power flows in
one phase can have significant impact on voltage rise or drop
in other two phases. Furthermore, unbalanced PV power
integration also makes locally dependent Var compensation
methods less effective, which significantly challenges the
effectiveness of voltage regulation methods. In order to
improve the effectiveness, some suggestions are proposed.

5. Suggestions

5.1. Definition of PV Power Imbalance Index. Most previous
researches highlight that high PV penetration may cause
voltage regulation issues in distribution systems. However,
based on Section 4, besides the PV penetration level, the
distribution of PV generators across three phases is also an
important factor that influences potential overvoltage
problems. 0erefore, an imbalance index of PV power in-
tegration is designed to describe the distribution of PV
generators across three phases in this section.

Since the end of a distribution feeder is most vulnerable
to severe overvoltage problems caused by excessive PV
power injection, all PV power installation capacities at
different buses are first converted to the end of a feeder as

V2bg

V2ag

V1cg

V2cg
V2ag

V2bg

V2cg

V1ag

V1bg

V1cg

V1bg

V1ag

Ic jXbc

Ic jXac

IcRbc

Ic

(a) (b)

Ic

IcRcc
IcRcc

IcRbc

IcRacIc jXcc

Ic jXac

Ic jXcc

Ic jXbc

IcRac

Zac = Rac + jXac
Zbc = Rbc + jXbc

Zcc = Rcc + jXcc

Figure 5: 0ree-phase voltage sensitivity with respect to single-phase power flow: (a) only active power injection at Phase C; (b) only
reactive power absorption from Phase C.

Table 3: Summary of three-phase voltage sensitivity.

0ree-phase voltage variation
P injection at phase A Va ↑ Vb ↓ Vc ↑
P injection at phase B Va ↑ Vb ↑ Vc ↓
P injection at phase C Va ↓ Vb ↑ Vc ↑
Q absorption at phase A Va ↓ Vb ↑ Vc ↑
Q absorption at phase B Va ↑ Vb ↓ Vc ↑
Q absorption at phase C Va ↑ Vb ↑ Vc ↓
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Pph′ � 􏽘
n

j�1

P
j

ph · lj

ln
, ph ∈ a, b, c, (5)

where Pph′ represents the equivalent PV installation capacity
of Phase ph after conversion; P

j

ph represents the actual PV
installation capacity of Phase ph Bus j; lj and ln represent the
distance from slack bus to Bus j and Bus n, respectively.
Assume Bus n is the farthest bus of the system and all line
segments have the same impedance matrix. Since

Iph′ �
Pph′

Vph
􏼠 􏼡

∗

, ph ∈ a, b, c, (6)

where Iph′ represents the equivalent PV current caused by
equivalent PV power Pph′ on phase ph andVph represents the
voltage at phase ph. Assume Va, Vb, and Vc are 1∠0° pu,
1∠ − 120° pu, and 1∠120° pu, respectively. By applying the
symmetrical component theory, the imbalance index of PV
power integration can be defined as the imbalance of
equivalent PV current:

imbalance index �
I2
I1

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (7)

where

I0
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− 1 Ia′

Ib′

Ic′
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⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ ≈

1 1 1
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− 1
Pa
′
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a � e
j(2π/3)
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(8)

With such a definition, this imbalance index will be zero if
PV power integration is totally balanced across three
phases. On the contrary, if all PV generators are connected
to one phase, the imbalance index will be one. In other
cases, the possible range of the defined PV power imbalance
index is (0, 1). 0e PV penetration level together with the
PV power imbalance index can approximately reflect the
integration of single-phase rooftop PV generators in low-
voltage distribution systems. It is worth mentioning that
the value of PV power imbalance index does not absolutely
indicate the effectiveness of the reactive power compen-
sation method in voltage regulation. 0e performance of
voltage regulation is also affected by other factors such as
mutual impedance.

5.2. Comparison of Locally Dependent Methods. Although
the limitation in voltage regulation is inevitable to all locally
dependent Var compensation methods, different methods
have different voltage regulation performance. For example,
when PV penetration is unbalanced, the power factor droop
curve scheme results in lower overvoltage in comparison to
that of the constant power factor scheme as in Case 1 of
Table 2. Actually, when photovoltaic imbalance occurs, the
power factor droop curve scheme does have a better per-
formance in the voltage regulation than the constant power
factor method.

According to the three-phase voltage sensitivity sum-
marized in Table 3, properly reducing the reactive power
absorption from Phase A and Phase C is an alternative
option to mitigate the overvoltage in Phase B when the
reactive power generation in Phase B becomes saturated due
to the power factor constraint. Compared with the constant
power factor (0.9 leading) scheme, the power factor droop
curve scheme allows PV inverters to operate with a power
factor higher than 0.9 before the voltage violates its limit. As
a result, less reactive power will be absorbed from Phases A
and C, which will lead to a lower voltage at Phase B
according to Table 3. 0erefore, the power factor droop
curve scheme has better voltage regulation performance
compared with that of the constant power factor scheme
when PV penetration is unbalanced.

In order to further mitigate the overvoltage issue of
Phase B, the dead band (distance between Vm1 and Vm2) of a
power factor droop curve can be widened as shown in
Figure 6. 0e corresponding voltage regulation performance
is compared in Table 4 with different parameters of power
factor droop curves and the same unbalanced PV power
integration (Case 1 of Table 1).

As the dead band of a power factor droop curve becomes
wider, less reactive power will be absorbed with the same
local voltage before voltage violation. 0erefore, the reactive
power absorption from Phases A and C can be further re-
duced, which will lead to a voltage rise at both Phases A and
C as in Table 4. At the same time, overvoltage at Phase B can
be mitigated. To avoid the oscillation with a steep power
factor droop curve, a first-order inertia element K/(1 + τs)

can be added in the voltage/Var controller [36].

5.3. Suggestions for Future Distribution System Planning.
As revealed in Section 4, unbalanced PV power integration
together with the equivalent mutual impedance among
phase conductors make locally dependent Var compensa-
tion methods less effective in overvoltage mitigation.
0erefore, if the mutual impedance can be properly reduced,
those locally dependent methods may successfully regulate
system voltage with unbalanced PV power integration.

According to (3), equivalent mutual impedance Zij is
dependent on primitive self-impedance of neutral Z0

nn and
primitive mutual impedance Z0

ij(i, j ∈ a, b, c, n; i≠ j), which
can be expressed as in (9) and (10), respectively [37]. In these
two equations, rn represents the resistance of neutral con-
ductor; f represents the system frequency; ρ represents the
earth resistivity; GMRi represents the geometric mean radius
of conductor i; Dij represents the distance between con-
ductor i and conductor j. A proper design of the line
configuration on a utility pole can reduce the equivalent
mutual impedance Zij. For example, if the distance between
two phase conductor scans be properly increased and a
neutral conductor with larger GMR value is selected in the
future distribution system planning, smaller
Z0

ij(i, j ∈ a, b, c; i≠ j) and Z0
nn can be obtained. Conse-

quently, the equivalent mutual impedance Zij can be cor-
respondingly reduced according to (3). 0erefore, such
distribution systems can be more bearable to unbalanced PV
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power integration with locally dependent Var compensation
methods:

Z0
nn � rn + 0.0015836 · f + j0.00202237 · f

·
ln 1/GMRn( 􏼁 + 7.6786 +(1/2)ln(ρ/f)( 􏼁Ω

mile
,

(9)

Z0
ij � 0.0015836 · f + j0.00202237 · f

· ln
1

Dij

+ 7.6786 +
1
2

ln
ρ
f

􏼠 􏼡Ω/mile.
(10)

6. Case Studies

A 415V low-voltage distribution system with 64 customers
shown in Figure 7 and the recorded three-phase load data
shown in Figure 1(b) are used in all simulations in this
section. Each bus in Figure 6 represents a utility pole which
services 2 to 7 residential customers.0e number in triangles
represents the amount of individual houses connected to the
corresponding utility pole. Voltage profiles of Bus 9 are
demonstrated as results of following time-series simulations
since Bus 9 is most vulnerable to voltage regulation
problems.

6.1. Before PV Power Integration. 415V distribution systems
were designed to operate with all possible load levels and
upstream (11 kV side) voltage fluctuations. Assuming that
the secondary side voltage of an 11 kV/415V transformer
varies between 1.0 pu and 1.05 pu, the corresponding three-
phase voltage profiles of Bus 9 in one day with highest and
lowest upstream voltages are shown in Figures 8(a) and 8(b),
respectively. As shown in this figure, the 415V system can
operate within its allowable voltage range before the PV

power integration. In order to focus on overvoltage issues,
the voltage at the secondary side of the 415V transformer is
assumed to be 1.05 pu for all following simulations.

6.2. PV Power Integration with Different Imbalance Indices.
As analyzed in this paper, besides PV power penetration, PV
power imbalance index also has a significant impact on
distribution system voltage regulation. If PV installation
capacity has an approximately balanced distribution across
three phases (24 kW, 25 kW, and 26 kW in Phase s A to C,
with a total capacity of 75 kW), the imbalance index of PV
power is 0.023 according to the definition in Section 5.1. In
this situation, locally dependent Var compensation methods
are very effective in mitigating voltage rise induced by PV
power injection. For simplification, all houses are assumed
to have the same PV installation capacity for the same phase,
and all rooftop PV generators have the same normalized PV
power profile as shown in Figure 1(a).

Figures 9(a) and 9(b) demonstrate the corresponding
voltage profiles when the constant power factor (0.9 leading)
scheme and the power factor droop curve scheme (Vlow,
Vm1, Vm2, and Vhigh are 0.94 pu, 0.99 pu, 1.01 pu, and
1.06 pu, respectively) are applied on all PV inverters, re-
spectively. As in this figure, no overvoltage issue occurs with
either locally dependent Var compensation method.

However, since rooftop PV generators are randomly
distributed across three phases, it is inevitable to face un-
balanced PV power integration in distribution systems.With
the same total installation capacity (75 kW), if PV in-
stallation capacity in each phase is 17 kW, 24 kW, and
34 kW, respectively, the limitation of locally dependent Var
compensation methods arises. In this situation, the PV
power imbalance index is 0.2.

Corresponding time-series simulation results with the
constant power factor scheme and the power factor droop

Power factor

Voltage

PF = 0.9 
capacitive

PF = 0.9
inductive

Vlow Vm1

Vm2 Vhigh

Figure 6: Power factor droop curve with wider dead band.

Table 4: Voltage regulation performance with different power factor droop curves.

Parameters of power factor droop curve Phase A Phase B Phase C
Vlow � 0.94, Vm1 � 0.99, Vm2 �1.01, Vhigh � 1.06 1.041 pu 1.065 pu 1.043 pu
Vlow � 0.94, Vm1 � 0.95, Vm2 �1.05, Vhigh � 1.06 1.050 pu 1.059 pu 1.053 pu
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Figure 7: A typical 415V low-voltage distribution system with 64 customers.
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Figure 8:0ree-phase voltage at Bus 9 before PV power integration with different upstream voltages: (a) highest upstream voltage (1.05 pu);
(b) lowest upstream voltage (1.0 pu).
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Figure 9: Continued.
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curve scheme are shown in Figures 10(a) and 10(b), re-
spectively. Both locally dependent Var compensation
methods will make the voltage at Phase B much higher than
other two phases, and overvoltage issue can be observed
during noon when PV generation is high and load demand
level is low. 0ese results are consistent to the analysis in
Sections 3 and 4.

6.3. Power Factor Droop Curve with a Wide Dead Band.
Overvoltage problem can be mitigated in a certain extent if
locally dependent Var compensation follows a power factor
droop curve with a wide dead band. Figures 11(a) and 11(b)
demonstrates the voltage regulation performance of power
factor droop curves with different parameters. Time-series
simulation results verify that power factor droop curve with
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Figure 9: Voltage regulation performance with approximately balanced PV power integration: (a) constant power factor; (b) power factor
droop curve.
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Figure 10: 0ree-phase voltage profiles with different locally dependent Var compensation methods: (a) constant power factor; (b) power
factor droop curve.
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a wider dead band can have a better voltage regulation
performance in the situation with unbalanced PV power
integration across three phases.

7. Conclusion

With random connection of rooftop PV generators, PV
penetration tends to be unbalanced across three phases
especially in low-voltage distribution systems. In such sit-
uations, locally dependent Var compensation methods may
become less effective in overvoltage mitigation.

0e voltage regulation problem is analyzed in this paper.
0e analysis result indicates that the equivalent mutual
impedance among phase conductors together with un-
balanced PV power integration make locally dependent Var
compensation methods less effective.

On this basis, some suggestions are proposed for utilities
in both current system operation and future planning.
Specifically, (1) utilities are suggested to use both PV pen-
etration and the PV imbalance index to describe the in-
tegration of rooftop PV generators; (2) the power factor
droop curve with a wider dead band is suggested to be
applied on rooftop PV generators due to its better voltage
regulation performance with unbalanced PV integration; (3)
for future distribution system planning, utilities are sug-
gested to design future distribution feeders with less
equivalent mutual impedance among phase conductors in

order to accommodate more randomly connected rooftop
PV generators.
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As a new form of smart grid, the energy transmission mode of the Energy Internet (EI) has changed from one direction to the
interconnected form. Centralized scheduling of traditional power grids has the problems of low communication e�ciency and low
system resilience, which do not contribute to long-term development in the future. Owing to the fact that it is di�cult to achieve
an optimal operation for centralized control, we propose a decentralized energy �ow control framework for regional Energy
Internet. �rough optimal scheduling of regional EI, large-scale utilization and sharing of distributed renewable energy can be
realized, while taking into consideration the uncertainty of both demand side and supply side. Combing the multiagent system
with noncooperative game theory, a novel electricity price mechanism is adopted to maximize the pro�t of the regional EI. We
prove that Nash equilibrium of theoretical noncooperative game can realize consensus in the multiagent system. �e numerical
results of real-world traces show that the regional EI can better absorb the renewable energy under the optimized control strategy,
which proves the feasibility and economy of the proposed decentralized energy �ow control framework.

1. Introduction

�e third industrial revolution is emerging, represented by
new energy technologies and Internet technologies. Con-
struction of Energy Internet (EI) can promote industrial
technology upgrading and structural adjustment in modern
energy industry [1, 2]. �e concept of Energy Internet
combines advanced power electronics technology, the In-
ternet of �ings (IoT) technology, and intelligent control
technology. In EI, a large number of energy nodes, dis-
tributed energy harvesting devices, distributed energy
storage devices, and various types of loads are inter-
connected to achieve energy multidirectional �owing and
peer-to-peer energy sharing and trading.

As a subnetwork of Energy Internet, energy local
network (ELN) has a variety of energy absorption methods.
�e ELN is a multienergy operation system, where di�erent
energy networks have strong coupling. �e complemen-
tarity of energy can greatly improve the energy e�ciency of
the system to achieve cascade utilization of diverse energy
sources [3–5]. On the contrary, the relationship between

the demand side and the ELN is more �exible, which brings
signi�cant uncertainty to the operation andmanagement in
practice [6, 7]. �e energy �ow model of the heating
network is established in [8], which explored the optimi-
zation of integrated energy system operation with a heat
network. �e northern part of Haidian District in Beijing
was selected as a practical case in [9]. An optimal joint-
dispatch scheme of energy and reserve is proposed in [10]
for combined cooling, heating, and power (CCHP)-based
MGs to e�ectively provide more reserve capability for the
power system.

Due to the diversi�cation of load patterns and sto-
chastic nature of renewable energy sources in EI, the
traditional centralized optimization scheduling method is
di�cult to apply in practice in actual operation. How to
cope with the problem has become urgent to be solved in
the management and optimization operation of EI
[11, 12]. A hierarchical control architecture suitable for
the energy management system of ELN is proposed, and a
demonstration case of ELN energy management system a
in [13]. �e generalized “source-network-load-storage” of
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the coordinated and optimized operation mode and
public energy policy suggestion of ELN is proposed in
[14]. 0e framework of hierarchical integration is
designed to solve the problem of energy and information
management for network connection in large-scale re-
newable energy source (RES) in [15]. However, the above
research focuses on the architecture of operation, which
neglects the impact of individuality and the flexibility of
conversion in the regional EI. 0e overall description of
the multi-ELN systems structure and the extraction of
typical characteristics are missing, so the feasibility has
been limited in practice.

Motivated by the above facts, we analyze the operation
pattern of energy flow in a typical architecture of the ELN
framework in order to obtain the optimal operation of
multienergy. A strategy of optimal operation in EI is pro-
posed based on themultiagent system (MAS) combined with
noncooperative game theory to realize the decentralized
control of the ELN system. 0e real-time electricity price is
obtained by iterative optimization, which maximizes the
overall profit of the EI system. For each ELN, a quadratic
programming problem is developed with the aim to increase
the individual economic benefit. 0rough energy trading
and conversion between ELNs, the balance of supply side
and demand side of the overall EI system is enhanced. As a
result, the resilience and economy of the EI system are
significantly enhanced.

0e remainder of the paper is organized as the following.
In Section 2, the typical architecture of ELN is demonstrated
and the basic models in ELN are provided. An optimal
energy flow control framework based on the multiagent
system and the novel electricity price in the ELN is proposed
in Section 3. Simulation results and conclusions are provided
in Sections 4 and 5, respectively.

2. Multi-ELN System Configuration

2.1. #e Architecture of ELN. ELN is a collection of a
complete future-oriented energy system constructed from
the aspects of energy production, transmission, distribution,
transformation, and consumption. It is a power-centric
interactive and shared platform for all kinds of energy which
enables smart mutual supply of different types of loads.
Figure 1 shows a typical architecture for ELN constructed in
this paper. 0e system of ELN includes primary energy,
energy conversion devices, energy storage devices, and in-
telligent load. Primary energy can meet the side of the
electrical/thermal/cooling load requirements through the
energy conversion device. 0rough the correlation and
complementarity of multiple energy systems in discrete-time
scales, multienergy cascade utilization can be realized, which
enables load peak transferring. Carbon emission can be
significantly reduced by increasing the utilization rate of
RES.

0e EI consists of ELNs, which are highly coupled
products of multiple type energy and information networks.
With huge number of diverse energy equipment in EI,
centralized control cannot deal with the rapidly increasing
data complexity, and it is difficult to make full use of the

energy in EI. As a result, the stability and economy of the
power system will be impacted. Based on the aforementioned,
we propose a decentralized energy flow control framework of
multiagent EI to effectively improve computing and execution
of system operating.

A discrete-time model is considered in this paper. As-
sume that the optimal range (e.g., 24 h) is divided into T
discrete periods with an interval of Δt, which is denoted by t.

2.2. Basic Model in ELN. As the basic scheduling unit in EI,
the energy storage system (ESS) can compensate for the
power difference caused by the volatility of the RESs and the
load. 0e model of the ESS can be described as follows:

Ii � S
0
i , S

E
i , Q

max
i , P

c
i , P

d
i􏽨 􏽩, (1)

where S0i represents the initial state of charge in the energy
storage system; SEi represents the expected capacity of the
energy storage system; Qmax

i represents the rated capacity of
ESS; and Pc

i and Pd
i represent the charging/discharging

power of i ESS, respectively.
We assumed that all energy storage systems have the

same lithium-ion battery pack and the charging/discharging
power over a single period of time is considered constant
[16]. 0erefore, the model and constraints of the energy
storage system battery are established as follows:

St+1
i � MiS

t
i + BiP

t
i ,

Yt
i � CiS

t
i + DiP

t
i ,

⎧⎨

⎩ (2)

where St+1
i and St

i represent the state of SOC at period t + 1
and t, respectively; Yt

i represents the output of PEV i at
period t; Mi, Bi, Ci, and Di represent the system matrix,
input matrix, output matrix, and feed-forward matrix, re-
spectively; and Pt

i represents the power of SOC at period t,
which can be denoted as

P
t
i � P

t
ch,i, P

t
dch,i􏽨 􏽩

T
,

Mi, Bi, Ci, Di( 􏼁 � 1,
Δt

Qmax
i

ηch −
1

ηdch
􏼢 􏼣, 0, [1 − 1]􏼠 􏼡,

(3)

where Pt
ch,i and Pt

dch,i represent the charging/discharging
power of the energy storage system at period t, respectively,
and ηch and ηdch represent the charging/discharging effi-
ciency, respectively.

Since the SOC at period t are bounded by the rated
capacity of ESS, we have

Q
min
i ≤ S

t
i ≤Q

max
i , (4)

where Qmin
i and Qmax

i denote the minimum and maximum
capacity of ESS, respectively.

2.3. Gas Turbine Model. Gas turbine is a vital device for EI
with high efficiency, which can fully utilize natural gas
energy and contribute to reducing environmental pollution.
0e output of the gas turbine is expressed as follows:
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P
t
GT,i � ηcλgascgt,

Q
t
r,i �

Pt
GT,iηr
ηc

,

0≤P
t
GT,i ≤P

max
GT,i,

(5)

wherePt
GT,i represents power generation of the gas turbine in i

ELN at t period; Pmax
GT,i represents maximum power generation

of gas turbines; Qt
r,i represents waste heat recovery power of

the gas turbine in i ELN at t period; ηc and ηr represent power
generation efficiency and waste heat recovery efficiency for
gas turbines, respectively; cgt represents the gas consumption
rate; and λgas represents the calorific value of natural gas.

0e active power output of the gas turbine is bounded by
the ramping constraints, denoted as

Pt+1
GT,i − Pt

GT,i ≤P
Up
GT,i,

Pt
GT,i − Pt+1

GT,i ≤PDown
GT,i ,

⎧⎨

⎩ (6)

where P
Up
GT,i and PDown

GT,i represent the ramp-up power and
ramp-down power constraints, respectively.

2.4. Cold/Heat Load Model. 0e gas turbine waste heat is
mainly recycled by heat exchangers and adsorption re-
frigerators for refrigeration. Specific physical modeling is
shown as follows:

(1) Heat exchanger:

P
t
HX,i � Q

t
HX,iηHX, (7)

where Pt
HX,i represents the output heat power of the heat

exchanger; Qt
HX,i represents the heat absorbed by the heat

exchanger from the gas turbine; and ηHX represents heat
exchange efficiency of the heat exchanger.

(2) Adsorption refrigerator:

P
t
AR,i � Q

t
AR,iηAR, (8)

where Pt
AR,i represents the output cooling power of the

adsorption refrigerator; Qt
AR,i represents the heat absorbed

by an adsorption refrigerator from a gas turbine; and ηAR

represents the refrigeration efficiency of the adsorption
refrigeration machine. 0e total absorption heat power of
heat exchange gas and adsorption refrigerators should meet
the following requirements:

Q
t
AR,i + Q

t
HX,i ≤Q

t
r,i. (9)

(3) Gas boiler:

When the thermal power of the system is insufficient, it is
supplemented by the heat generated by the gas-fired boiler.
0e output thermal power of the gas-fired boiler is expressed
as follows:

FGB,i �
􏽐

T
t�1P

t
GB,i

ηGBλgas
,

0≤P
t
GB,i ≤P

max
GB,i,

(10)

where Pt
GB,i represents the thermal power of gas fired boilers;

FGB,i is the amount of natural gas consumed by gas fired
boilers at [t, T] period;Pmax

GB,i represents themaximum output
heat power of gas fired boilers; and ηGB represents the
operating efficiency of gas fired boilers.
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Figure 1: 0e typical architecture of ELN framework.
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2.5. Uncertainty Analysis. 0e scenario in power grid is a
kind of operation state of the power system [17]. 0e scene
reduction is to eliminate the unrepresentative or error scenes
and retain the typical scenes, without affecting the accuracy
of the evaluation. We use the reduction method of typical
scenes to characterize the uncertainty of load and output of
renewable generation [18]. Multiple scenes are simulated by
Monte Carlo method, based on the prediction of wind speed
and solar radiation angle. Random scenes are generated by
the method of distributed sampling which simulates fluc-
tuations in predicted values under actual conditions.

0e random distribution error is obtained by the
forecasting error and its probability distribution which is
determined based on historical data. 0e random variable
of RES is converted to output power based on the output
characteristic curve. In this paper, the predicted value of
RES output at period T in the future is expressed as time
series based on the method of backward reduction. 0e
scenario of output is assumed as ωi � (λ0i , λ1i , . . . , λt

i , λ
T
i ),

where λt
i represents the value of scene i at period t; the

corresponding probability of occurrence of scene ωi is Pi;
and the minimum probability distance between the scene
set reduction and the final reserved scene subset is
expressed as follows:

Min􏽘
i∈α

pi × min
j∉α

d ωi,ωj􏼐 􏼑, (11)

where α represents the scene collection which is eventually
deleted; the total number of scenes is set as 3000. 0e reserved
set S � ω0,ω1,ωi,ωs􏼈 􏼉 is initialized. We add another scene
with the smallest distance of probability in the actual reduction
set. 0e probability of the scene ωl closest to the reduced set is
changed to p(ωl

′) � p(ωl) + p(θk), until the number of scenes
contained in the reduction set meets the requirements.

RES system operates in the Maximum Power Point
Tracking (MPPT) mode which can adapt to environmental
changes in real time to achieve maximum output [19]. Based
on the short-time prediction results, the active power of RES
output and basic load is shown as

PPV,i � P
1
PV,i, P

2
PV,i, . . . , P

T
PV,i􏽨 􏽩, i ∈ [1, 2, . . . , n],

PWT,i � P
1
WT,i, P

2
WT,i, . . . , P

T
WT,i􏽨 􏽩, i ∈ [1, 2, . . . , n],

PLoad,i � P
1
Load,i, P

2
Load,i, . . . , P

T
Load,i􏽨 􏽩, i ∈ [1, 2, . . . , n].

(12)

0e total power of RES output in this paper is

PRES,i � PPV,i + PWT,i. (13)

According to the components of the power supply side
and the demand side in the ELN, the power balance model
can be obtained:

P
t
RES,i + P

t
GT,i − P

t
Load,i − P

t
dch,i − P

t
EC,i � u

t
grid,i + P

t
ch,i,

u
t
grid,i ≤ u

max
grid,i,

(14)

where ut
grid,i represents the interaction power between i ELN

and the EI system; Pt
EC,i represents the electric refrigerator

power which provides cold load for the system; and umax
grid,i

represents the power constraint of timeline.

3. A Decentralized Energy Flow
Control Framework

3.1.#e Construction of MAS in EI. Multiagent is a network
structure composed of agents with the characteristics of
autonomy, decentralized control, and bidirectional com-
munication with other agents [20, 21]. Autonomous and
intelligent systems have been widely used in energy sys-
tems. 0e centralized control cannot handle a variety of
global information. Each agent in the multiagent system
(MAS) could collect its own environmental information to
solve the optimization problems and reach global con-
sensus eventually in the autonomous region EI [22].
Considering the different characteristics and functions of
nodes, the types of agents can be classified into the
following:

(1) Intelligent measurement agent (IMA): it monitors
and reports the operation status, power output
status, and load demand status of internal equipment
in the ELN system, which is responsible for the
monitoring for the balance of the supply side and the
demand side.

(2) Scheduling management agent (SMA): according to
the information uploaded by the IMA and electricity
price agent (EPA), the internal equipment output
optimization is executed. When there is a shortage or
excess load, the information is reported to the EPA
for further addressing.

(3) Electricity price agent (EPA): it receives in-
formation of each ELN by the IMA and SMA.
According to the real-time supply-demand balance
of the system, the global optimal equilibrium so-
lution is calculated. As the most essential agent, the
strategy of maximizing EI benefits is the consensus
reached by all EPAs in decentralized decision-
making [23].

3.2. #e Mechanism of Electricity Price. Different from the
previous method of static electricity price that determines its
own electricity price by the power grid [24], we adopt a new
mechanism of electricity price. 0e electricity price in the EI
is obtained based on the competition between ELN and the
consensus reached by the MAS.

Since multiple energy sources can be converted into
electricity, we use electricity as the core of trading in the
energy flow control mechanism. In the electricity market of
EI, the agent of electricity price takes part in the bidding to
maximize the benefit of ELN.

0e key problem is to obtain the optimal electricity price
which maximizes the profit of ELN:
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τ
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2
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a
t
1 �

mt
1

ct
1

, c
t
1 ≠ 0,

λb, ct
1 � 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

a
t
2 �

mt
2

ct
2

, c
t
2 ≠ 0,

λs, ct
2 � 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(16)

where P represents the optimization goal of the electricity
price agent in the rolling time periods; λn represents a
flexible constraint coefficient of electricity price variables; rb
and rs represent the internal purchasing price and internal
selling price of electricity during the day, respectively; λb and
λs represent the initial values of the internal purchasing price
and internal selling price of electricity during the day, re-
spectively; 􏽢rb and 􏽢rs represent the day-ahead internal pur-
chase price and internal sale price; and at

1 and at
2 represent

the reference price of power balance, which correspond to
the electricity price in power selling and purchasing when
the net load is zero, respectively. In addition, the expressions
of the four variables ct

1, ct
2, mt

1, and mt
2 are as follows:
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(17)

where PE,t
Load,i represents the basic load in i ELN and ut

grid,i

represents the interactive power between the i ELN and EI.

3.3. Components of Game #eoretic Model. 0e mixed in-
teger model is established by the problem of optimization in
optimization periods; the following are the detailed com-
ponents of the game model.

3.3.1. Players. 0e players are all the agents of electricity
price in the set N+ which includes RES and the battery
energy storage system (BESS).

3.3.2. Game Rules

(i) Action: for any i ∈ N+ in the k period,
Ak

i � P |Constraints(14) − (17){ } is the collection
of all players’ action.

(ii) Information: it includes RESs and various demand
load and strategies adopted by other players.

(iii) Strategies: each participant’s revenue is maximized
by an optimized strategy, which can be expressed as
a feasible strategy set ρi, shown as follows:

ρi � J |Constraints(1) − (3), (14) − (17){ }. (18)

3.3.3. Payoffs. It is used to measure the benefit of the players
in the game; the payoff of each player is maximized,
expressed as Ui:

Ui � J + P × Ugrid |Constraints(1) − (3), (13) − (17)􏽮 􏽯.

(19)

Based on the above set of strategy, Ai � A1, A2, . . . , AN􏼈 􏼉

if and only if the following conditions are satisfied:

Ui A
∗

( 􏼁≥Ui(A), ∀P ∈ Ai,∀i ∈ N
+
, (20)

where A∗ represents the set after updating the policy set, and
the policy vector A∗ is called Nash equilibrium, where no
regional ELN can improve the respective benefits by uni-
laterally changing the strategy [25].

0e strategy Pi is the interaction price of i ELN; the
energy price strategy of the i ELN is Ai; Pmax is the maximum
value of the exchangeable electricity price; and Ai is a
compact convex subset, while the participants sell power
during the game. 0e electrical strategy P exists; therefore,
the set Ai is not empty.

Prove thatUi(A) is a concave function; then, S has a pure
strategy Nash equilibrium point. For the second derivation,
the second derivative is as follows:
z2U

za2
i

� 2 − 4λn

×
2PLoad,i1

λbr3b

ugrid,i1
rb + PLoad,i1

λbrb􏼐 􏼑
4 +

2PLoad,i2
λbr3b

ugrid,i2
rb + PLoad,i2

λbrb􏼐 􏼑
4

⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦.

(21)

Since rb, λb, PLoad,i1
(i � 1, 2, 3, . . . , N) is nonnegative,

that is, (z2U/za2
i )< 0, Ui is strictly concave [26]. In sum-

mary, the automated demand response game is a typical
strictly concave N-person game [27, 28]; therefore, the
existence and uniqueness of the NE is proved.

3.4.DailyCostModel ofELNs. In the gamemodel, each agent
can know others strategies in each round of decision-making
[29]. Based on the short-term load forecasting data, the
decision variables are optimized and updated. 0e optimi-
zation goal of this paper is to minimize the total operating
cost of a single ELN. 0e optimization problem of a single
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ELN in the rolling time domain can be expressed as a
quadratic programming problem:

Ji � 􏽘
M
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2

s.t. (2) − (10), (13) − (17),

(22)

where Ji represents the time domain length in optimized
scrolling; 􏽢ut

grid,i and ut
grid,i represent the day-ahead and the

real-time energy interaction power, respectively; 􏽢Q
t

s,i and Qt
s,i

represent the day-ahead and real-time remaining capacity of
ESS, respectively. 􏽢P

t

GT,i and Pt
GT,i represent the day-ahead

and real-time power generation of the gas turbine, re-
spectively; 􏽢Q

t

HX,i and Qt
HX,i represent the day-ahead and real-

time waste heat of the gas turbine for heating, respectively;
􏽢Q

t

AR,i and Qt
AR,i represent the day-ahead and real-time waste

heat of the gas turbine for refrigeration, respectively; and A,
B, C, and D represent the flexible constraint coefficient
corresponding to the four components, respectively.

3.5. Solution Process. According to the aforementioned
models, the proposed decentralized energy flow control
strategy will be used to determine the regional ELN
scheduling plan, which is shown in Algorithm 1.

4. Case Studies

To verify the validity of the proposed energy flow control
strategy, four typical ELNs with different structures are
chosen for case analysis [30]. 0e power supply side of each

ELN consists of PV,WT, gas turbine, ESS, and themain grid;
and the demand side is equipped with basic loads and
electric refrigerators. Among them, energy interaction be-
tween the ELN is completed by a single bus, and the energy
net payload is interacted with the external power grid
through a single bus after the interaction. 0e parameters of
rated power of PV output, WT output, BESS capacity, and
gas turbine capacity of each ELN system are shown in Ta-
ble 1. 0e ELN bus power transmission capacity is set to
4000 kW, and the maximum charging and discharging
power of ESS is set to 2000 kW. In addition, the parameters
associated with the energy conversion equipment are pro-
vided in Table 2.

0e output power of RESs is given in Figure 2, which
shows the output power of PV and WT of four ELNs in a
typical day, respectively. Output power of cooling/heating
load is shown in Figure 3.

In order to precisely quantify the optimization effect of
the proposed energy flow control strategy, in this section, we
simulate the following three models simultaneously in the
EI. 0e three cases are demonstrated as follows:

Case I. No optimization mode is implemented. 0e
power generation equipment is running at full capacity
in an ELN, with no power interactions with other ELNs.
Case II. Each ELN performs power interactions without
further optimization.
Case III. 0e proposed energy flow control strategy
based on noncooperative game with MAS.

Analyze and compare the energy net load characteristics
and economy of the three operating modes. 0e load curve
of the three cases is depicted in Figure 4.

As shown in Figure 4, compared with Case I and Case II,
Case III is decreased by 82.44% and 29.22% in terms of peak-
to-valley difference, respectively. 0e volatility is reduced by
80.05% and 27.08%, respectively. 0e proposed energy flow
control strategy can effectively reduce the power difference

(1) Initialization: PPV, PWT, PLoad, and each EPA.
(2) Transmit initial strategy according to players’ requirements to its neighbors.
(3) A new iteration starts when the strategy information is updated.
(4) Real-time optimization
(5) for i � 1 do
(6) for k � 1 : 48 do
(7) Input predicted value of PPV, PWT, and PLoad.
(8) Update P and Ji based on (15) and (22).
(9) while there is no further improvement do
(10) k � k + 1.
(11) end while
(12) end for
(13) if the optimized scheduling is different from the previous scheduling strategy then
(14) Send the new strategy to the MAS.
(15) else
(16) Denied, retain the previous control strategy.
(17) end if
(18) end for

ALGORITHM 1: Decentralized energy flow control strategy.
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existing in the EI and improve the stability and resilience of
the system. In addition, compared with Case I, the energy
utilize efficiency in the other two cases has significantly
improved.

It can be observed from Figure 5, when the output power
of RESs is insufficient, the ESS and gas turbine is operated.
Each ELN actively conducts power interactions to stabilize
system load fluctuations, where the ESS and gas turbine play a

vital role in outputting power. When the gas turbine output is
in deficit, the waste heat utilization is also insufficient. At this
time, the heat load is mainly provided by the gas boiler, while
the cooling load ismainly provided by the electric refrigerator.
When the gas turbine output is surplus, the heat load is
mainly provided by the gas turbine and the remaining heat is
fully utilized. In addition, refrigeration can meet the demand

Table 1: 0e basic parameters of ELN.

Types PV (kW) WT (kW) BESS (kWh) Gas turbine (kW)
ELN 1 3000 2500 13000 2000
ELN 2 3300 3550 13000 2000
ELN 3 4000 3900 13000 1000
ELN 4 3500 3750 13000 1000

Table 2: 0e parameters of energy conversion equipment.

Types Heat exchanger (kW) Absorption chiller (kW) Gas boiler (kW) Electric refrigerator (kW)
ELN 1 2000 2000 1500 1000
ELN 2 2000 0 1500 0
ELN 3 0 2000 0 1000
ELN 4 0 0 0 0
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Figure 2: Active power of PV and WT output in a typical day.
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for cold load. As a result, the overall operating efficiency and
fuel utilization of the EI system are significantly improved.

0e detailed comparison of time-of-use pricing and real-
time pricing obtained by the proposed game theoretic model as
mentioned above is illustrated in Figure 6. Time-of-use elec-
tricity prices cannot demonstrate the internal energy difference,
which has a negative effect on energy interaction. According to
the internal energy consumption of each ELN, the ultimate
interaction price is determined through mutual game process.
After multiple iterations, the electricity price tends to be stable.
All participants choose not to change their strategies and
maximize their respective interests. Each participant in the EI
network price gets the optimal strategy through the game,
repeating this convergence process, and finally realizes the
consensus that no ELN can obtain more profit.

Table 3 presents the detailed results of various costs in
three cases.

(1) Comparing Case II and Case III with Case I, the RES
utilization rate has been significantly improved, when
the abandoned RES power loss is close to 0. 0e
photoelectric subsidy has increased by 4.85% and
4.82%, respectively. In addition, Case 3 has a slight
increase in charging/discharging loss, power loss, and
operation andmaintenance costs compared with Case
II, indicating that the optimization process has little
influence on the economy with less transaction cost.

(2) Compared with Case I and Case II, Case III has
increased the total revenue by 290.06% and 123.31%,
respectively, indicating that the game-theoretical
decentralized optimization process can significantly
improve the economics of EI. It is obvious that the
overall benefit is significantly increased by fully
utilizing the output of RES with real-time electricity
price mechanism.

(3) Compared with Case I, natural gas costs of Case II
and Case III have increased by 11.01% and 4.52%,
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Figure 5: Optimal scheduling results of four ELNs.
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respectively. 0e average power generation cost of
gas turbines has increased by 19.92% and 15.11%,
respectively, indicating that Cases II and Case III can
transform heating and cooling power in more ef-
fective ways. Comparing Case III with Case II, it can
be observed that the increase in natural gas costs is
less which indicates that multienergy can actively
participate in system optimization to reduce gas
turbine output.0e utilization of RES has also greatly
improved the economic and environmental perfor-
mance of the EI system.

5. Conclusion

In this paper, a decentralized energy flow control framework
of optimal operation considering the uncertainty of the
supply side and demand side has been proposed for the
Energy Internet. A typical architecture of ELN is established
with system models which can better reflect the charac-
teristics and requirements of EI. In addition, a novel elec-
tricity price mechanism for energy interaction is proposed to
respond to the supply-demand difference. 0e theoretical
noncooperative game is proposed with the objective to
minimize the daily operational cost of the EI system.
0rough iterative calculation, the game reaches the Nash
equilibrium, which is the consensus reached by the MAS.
0e case study based on real-world data proves the feasibility
and effectiveness of the proposed framework. 0e proposed
decentralized framework combining with optimized oper-
ational strategy can contribute to reducing the system load
volatility and decreasing the operating economic cost as well
as improving the reliability and resilience of the EI system.
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It is well known in the literature studies that the theoretical time-optimal control of boost converters can be achieved using
switching surfaces based on the converter’s natural state trajectories. However, this method has two important drawbacks: First,
the transient current peak of the time-optimal controller is far beyond the current limitations of related circuit elements in many
practical cases. Second, switching based on the converter’s natural trajectories has high computational complexity and high
dependence on circuit parameters. In this paper, based on the hybrid dynamical model of the converter and geometrical
representation of its corresponding vector �elds, a proximate constrained time-optimal sliding mode controller is proposed.  e
proposed method has a fast response that is near that of a time-optimal controller, with less computational complexity and
sensitivity to parameter changes.  e proposed method and its relevant theoretical framework are validated on an experimental
setup with a boost converter prototype and an eZdsp TMS320F2812 processor board.

1. Introduction

Because of high demand for renewable-energy (RE) sources,
power electronic systems as links between sources, storages,
and loads play an increasingly important role in modern
power systems [1]. In many RE applications, such as fuel cell
and photovoltaic energy systems, the required load voltage is
higher than the source voltage. In these cases, boost con-
verters as a small-sized, low-cost, and power-e�cient DC-
DC converter are of special importance [2]. In addition,
many of these RE applications need higher performance
power converters with new control strategies.  erefore, any
improvement of boost converters’ performance such as
faster transient response or better response to source voltage
and load variations would be bene�cial and welcomed in the
�eld of RE systems.

 e common approaches to control the boost converter
and other DC-DC power converters are based on linearized
averaged models and standard frequency-domain design
methods [3]. Nonlinear state space-averaged models are also
used in many works to achieve better response [3]. An

important assumption in the state space-averaging model is
that the switching signal varies slowly compared with the
changes in state variables [3].  is assumption causes the
slow time response of the control method based on the
model. Hybrid dynamical system modeling of converters,
which directly takes into account the switching nature of the
DC-DC converters, promises better transient response and
large signal stability [4–9]. A useful outcome of considering
the switching nature of DC-DC converters is the time-op-
timal control (TOC) of the converters [10–12]. Although
there has been a vast body of work on TOC of boost
converters [10, 13, 14], most of the focus has been on op-
timization of speci�c controllers or optimization based on
approximate ideal waveforms of the converter [15–17].
 eoretical TOC of buck and boost converters has been
done in recent studies [11, 12] using optimal control theory
methods like Pontryagin’s maximum principle.  ese re-
searches show that the TOC of buck and boost converters is
the minimum switching control based on the bang-bang
property [11].  e ideal time-optimal (TO) controller can be
implemented using the sliding mode controller (SMC)
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framework with switching surfaces based on natural state
trajectories. )is TO controller has high computational
complexity and high sensitivity to circuit parameters [12].
Some linear approximations for this optimal switching
surface in the buck converter are proposed to relieve the
computational complexity and circuit parameter de-
pendence [7, 13, 16].

Up to date, SMC has been extensively studied [18–22].
Valuable studies are performed on novel sliding surfaces for
some applications [23–25]. However, challenges of SMC
may not be the same in different application areas. For
example, DC-DC converters are switching systems in na-
ture.)ese systems are designed to achieve desired dynamics
by rapidly switching between two or more subsystems. In
this case, the control variable is a discrete signal that de-
termines the ON/OFF state of the switches. Hence, the
chattering issue in this application is different from the
traditional one [23]. )e key point to be addressed is finding
the time-optimal sliding surface with a stable margin as to
relieve the sensitivity to parameter changes [21, 22].

Besides computational complexity and circuit parameter
dependence, the traditional time-optimal control of the
boost converter has two other important drawbacks. First,
high transient current peak may exceed the current limit of
the inductor element or the power source. Second, there are
higher voltage and current fluctuations around the operating
point.

In this paper, the boost converter is modeled as a
switched affine (SA) system, and its behavior is studied using
the phase portrait. We propose a proximate constrained
time-optimal (PCTO) SMC to overcome the shortcomings
of the traditional TOC using a piecewise linear switching
surface. )e proposed method satisfies the reaching and
existence conditions of the sliding mode controller, which is
visualized by the phase portrait and geometric analysis. )e
proposed method keeps the inductor current within the
determined limits during the transient stage and, at the same
time, on the switching surface in the other regions of the
state space; the switching surface keeps the state vector on a
linear approximation of the ideal switching surface to
achieve fast and precise response. )e speed response of the
proposed method remains close to that of the TOC, while it
needs less computational complexity and can be simply
implemented using the digital signal processor (DSP). In
addition, the performance of the proposed method has less
sensitivity to circuit parameter changes.

An experimental prototype based on an eZdsp
TMS320F2812 processor board with a sensor and signal
conditioning circuit and a boost converter is built to verify
our theoretical analysis and effectiveness of the proposed
method.

2. Boost Converter as a Hybrid
Dynamical System

2.1. Switched AffineModel. Figure 1 shows a standard boost
converter circuit considering the equivalent series re-
sistances (ESRs) of the inductor and capacitor given by rL

and rC, respectively. When the switch S is closed, the current
of the inductor increases and energy gets stored in the in-
ductor, and when it is open, the inductor current transfers
the stored energy through the diode to the load side. A filter
capacitor, C, regulates the output voltage to achieve a
smooth voltage at the load side.

)e boost converter shown in Figure 1 has a linear
dynamical model for each of the possible configurations of
its power electronic switches. )is converter has three op-
eration states. In subsystem 1, the switch is ON and the diode
is OFF. )e dynamics of the system in this state is modeled
by

x′(t) � f1(x) � A1x + b1, (1)

where

A1 �

− rL

L
0

0
− 1

R + rC( 􏼁C
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In subsystem 2, the switch is OFF and the diode is ON.
)e boost converter is modeled as

x′(t) � f2(x) � A2x + b2, (3)

where

A2 �
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Figure 1: Standard boost converter circuit considering ESRs.
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Subsystem 3 corresponds to the case when both switches
are OFF for which the state space model is as follows:

x′(t) � f3(x) � A3x + b3, (5)

where

A3 �

0 0

0
− 1

R + rC( 􏼁C

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦,

b3 �
0

0
⎡⎣ ⎤⎦E.

(6)

)ismodel represents a hybrid dynamical system, and its
discrete variable can be determined by the switch status and
the switching condition of the diode, or simply by its op-
erating state. Although the operating state is both state and
input dependent, in many cases, the controller is designed so
that mode 3 of operation does not occur corresponding to
the continuous conduct mode (CCM) of the converter. In
this case, the boost converter model can be simplified to an
SA system with two input-dependent operating states:

x′(t) � Aqx + bq, q � 1, 2. (7)

)is SA systemmodel is used in the following sections to
study the boost converter’s behavior.

2.2. Time Response. Time response for a nonhomogeneous
linear system like

x′(t) � Ax + g(t),

x(0) � x0

⎧⎨

⎩ (8)

can be described by

x(t) � e
tA

x0 + e
tA

􏽚
t

0
e

− τA
g(τ)dτ, (9)

where etA represents the matrix exponential. Each subsystem
of the boost converter is a linear nonhomogeneous system
similar to (8) with a constant g. )erefore, the time response
for the state q of the converter is given by

x(t) � e
tAq x0 + e

tAq 􏽚
t

0
e

− τAq bqdτ. (10)

Since A− 1 and A commute, using matrix exponential
properties, we have

x(t) � e
tAq x0 + e

tAq A
− 1
q bq − A

− 1
q bq. (11)

Finally, in each subsystem, the boost converter’s time
response is represented as follows:

x(t) � e
tAq x0 − xe( 􏼁 + xe, xe � A

− 1
q bq. (12)

For t � 0, the matrix exponential equals the identity
matrix, so the initial condition is satisfied. If the eigenvalues
of Aq have negative real parts, the matrix exponential will

converge to the zero matrix as t goes to infinity. In that case,
the equilibrium of the boost converter is

xe � A
− 1
q bq. (13)

)e state matrix A1 has two real eigenvalues, implying
that the equilibrium point is a simple node. )e eigenvalues
of A2 are two complex numbers with negative real parts;
hence, the equilibrium point is a spiral asymptotically stable
point. )e above equations are used for the phase portrait of
the boost converter in its different operating modes in the
following sections.

2.3. Phase Portrait Representation. Phase portrait repre-
sentations for a boost converter with the second circuit
parameter set given in Table 1 are depicted in Figure 2. In
this section, circuit 1 is used for better representation of the
boost converter’s state trajectories in its different operating
subsystems. In the remaining parts of this paper, specifi-
cations of circuit 2 in Table 1 are used in all simulation and
experimental tests.

As can be seen in Figure 2, in subsystem 1, each of the
state trajectories converges to a point on the iL axis. Sub-
system 2 has a spiral stable point in the middle of the
continuous state space. )e control input of a boost con-
verter is a discrete switching signal which turns the switch
ON or OFF. Fast switching between two phase portraits with
varying average dwell time results in custom state trajec-
tories in the continuous state space. Figure 2(c) shows a
sample state trajectory for the fixed PWM input with 35% of
duty cycle. To better illustrate the switching effect, the carrier
frequency is kept low in this PWM signal.

Figure 2(c) also depicts the possible equilibrium points
of the converter state vector. To have closed-loop stability in
a boost converter control system, the desired state values
cannot be arbitrary points on the continuous state space. To
hold the state trajectory in a neighborhood around a desired
point, there should be a suitable switching sequence which
moves the states in a limit cycle around the desired point.
)ese possible equilibrium points form a conic section in the
continuous state space and can be calculated by simulating
the PWM signals with different duty cycles.)e result of this
simulation is shown in Figure 2(c).

3. Time-Optimal Control

In [15], it is shown using Pontryagin’s maximum principle
that time-optimal control of a boost converter is a bang-bang
control, and it is proved that this time-optimal control is also
minimum switching control [7]. In a physical sense, when
the load resistance steps up, the controller should turn the
switch ON to store sufficient energy in the inductor. )e
controller will turn the switch OFF when the state variables
reach a special trajectory of the switch OFF mode. )is
trajectory will reach the desired state variable point. )en,
the controller will keep the state variables near the desired
point. )is time-optimal control can be implemented as a
sliding mode controller whose switching surface is defined

Complexity 3



by combining two natural state trajectories of subsystem 1
and subsystem 2 of the boost converter [6].

Figure 3 shows an ideal state trajectory for time-optimal
control of a boost converter with specifications of circuits
given in Table 1. Voltage and current waveforms of the ideal

time-optimal controller are depicted in Figure 3. Despite the
fast response time, this time-optimal controller has the
following four major drawbacks:

(1) High computational complexity
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Figure 2: Phase portrait representation of system behavior. (a) Phase portrait of mode 1. (b) Phase portrait of mode 2. (c) Fixed duty cycle
trajectory.

Table 1: Specifications of used boost converters.

Description Circuit 1 Circuit 2 Parameter
Nominal input 20V 5V VS

Desired output 30V 15V VO

Load resistance 10Ω 112Ω R

Inductance 700 μH 128 μH L

Inductor DCR 0.4Ω 0.2Ω rL

Capacitance 15 μF 470 μF C

Capacitor ESR 0.2Ω 0.5Ω rC

4 Complexity



(2) Circuit parameter dependence
(3) Big transient current overshoot
(4) High steady-state voltage ripples

Although the simulated waveforms show good steady-
state operation, in experimental tests, high current and
voltage fluctuations will occur because of the aligned di-
rection of the switching surface and trajectories.

Linear approximations of the optimal state trajectories
can be used to overcome the first issue highlighted above and
to some extent the second issue. In this paper, a conventional
sliding mode controller is tuned to reduce the current
overshoot within the determined limits. )en, to improve
the response time, we investigate piecewise linear switching
surfaces to maintain the inductor current within its allowed
maximum designed value.
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Figure 3: Ideal TOC: (a) state trajectory; (b) waveforms.
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4. Tuned SMC

4.1. Sliding Mode Control Principle. In this section, a con-
ventional SMC is tuned to keep the boost converter’s re-
sponse time low while maintaining the current limit. In the
SMC, the system state trajectory first moves toward a surface
in the state space, namely, the sliding surface. Second, the
system state slides near the surface and converges to a de-
sired equilibrium point (8) [14]. )e first and second parts of
the SMC state trajectory are called the reaching mode and
sliding mode, respectively (8). )e design procedure of an
SMC has two major steps. In the first step, a switching
surface is defined which has the desired convergence
properties and provides the required asymptotic behavior. In
the second step, a switching law is designed so that the
reaching condition is guaranteed.

4.2. Sliding Surface Definition. )e sliding surface of a
conventional SMC for the boost converter can be defined as

S � k iL − iref( 􏼁 + vC − vref( 􏼁 �
k

1􏼢 􏼣

T

x − xr( 􏼁, (14)

where xr � [iref , vref ]
T and vref and iref are the desired

output voltage and inductor current, respectively. )e
desired output voltage is determined by the specification
of applications; the desired inductor current is de-
termined by both the desired output voltage and the
switching law.

)e corresponding switching law for the defined sliding
is

q �
1, S≤ 0,

2, S> 0,
􏼨 (15)

where q is the index for subsystems defined in Section 2.

4.3. Existence Condition. )e existence condition for the
sliding surface guarantees that there exists a region near the
sliding surface, in which the switching law can steer each
initial state inside it to hit the sliding surface. )is condition
is formulated as

∃ε> 0 satisfying
S′ > 0, for − ε< S< 0,

S′ < 0, for 0< S< ε.

⎧⎨

⎩ (16)

)is condition guarantees that, in some regions around
the surface, the switching law steers state variables toward
them. According to (1), (3), (15), and (16), the time derivative
S′ is

S′ � 􏽘
dS

dxi

dxi

dt
� ∇S · x′ �

S1′ �
k

1
⎡⎣ ⎤⎦

T

f1(x), S< 0,

S2′ �
k

1
⎡⎣ ⎤⎦

T

f2(x), S> 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Since state transition functions of both modes are
continuous, S1′ and S2′ are continuous. Hence, for the exis-
tence condition, it is sufficient that

S1′
􏼌􏼌􏼌􏼌S�0 > 0∧ S2′

􏼌􏼌􏼌􏼌S�0 < 0, (18)

where ∧ represents intersection and

S1′ �
k

1􏼢 􏼣

T

f1(x) �
k

1􏼢 􏼣

T

. A1x + b1( 􏼁,

S2′ �
k

1􏼢 􏼣

T

f2(x) �
k

1􏼢 􏼣

T

. A2x + b2( 􏼁.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(19)

Condition S � 0 in (18) makes iL and vC dependent so
that the inequalities are functions of iL and k. For an ideal
boost converter without parasitic elements, the existence of
inequalities (17) can be solved to derive limitations for the
parameter k factor. However, when parasitic elements exist,
these inequalities are expanded as follows.

Inequality 1

S1′ � P1kiL + P2k + P3 > 0, (20)

where

P1 �
P3

vref
−

rL

L
,

P2 �
vs

L
−

P3iref

vref
,

P3 �
vref

C R + rC( 􏼁
.

(21)

Inequality 2

S2′ � Q1k
2
iL + Q2k

2
+ Q3kiL + Q4k + Q5iL + Q6 < 0, (22)

where

Q1 �
R

L R + rC( 􏼁
,

Q2 � − Q1 ∗ ir,

Q3 �
− rL

L
− rCQ1 +

Q5

R
,

Q4 �
E

L
− Q1 ∗ vr + Q6 ∗

ir

vr

,

Q5 � Q1 ∗
L

C
,

Q6 � − Q5 ∗
vr

R
.

(23)

It can be shown analytically that inequality 1 holds for
positive values of iL and k. But S2′ in inequality 2 has a third-
order two-variable function, and it is better to solve it
numerically. Figure 4 depicts a contour plot for S1′ and S2′
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with respect to k and iL for a sample boost converter with
circuit 1 parameters given in Table 1.

According to (18), S1′ should be greater than zero. Fig-
ure 4 shows that there are no limitations when iL and k are
positive. According to (18), S2′ should be smaller than zero.
For every positive value of k, there is a minimum value of iL
for S2′ to be positive.)e zero level of the contour determines
this limit.

4.4. ReachingCondition. )e existence condition guarantees
sliding and remaining on the surface when the state is near
the defined sliding surface, but the reaching condition
guarantees that when the initial state is far from the sliding
surface, it will reach the surface in finite time. )e reaching
condition of states to the surface is simply proved according
to the time response of the converter in (11). From this
equation, it can be concluded that as long as the eigenvalues
of state matrices have negative real parts, the trajectory will
converge to xe for different subsystems:

lim
t⟶∞

x(t) � xeq
�

− A− 1
1 b1, q � 1,

− A− 1
2 b2, q � 2.

⎧⎨

⎩ (24)

According to the switching rule in (15), the switch will be
ONwhen S< 0 and OFF when S> 0; then, all trajectories will
reach the sliding surface if the following conditions are met:

if xe1
􏼐 􏼑> 0,

if xe2
􏼐 􏼑< 0.

⎧⎪⎨

⎪⎩
(25)

)is reaching condition can be properly interpreted in
the phase portrait.

It can be proved that if the equilibrium point of one
subsystem is located in the opposite region where the other
subsystem works, then the reaching condition is satisfied.
Figure 5 depicts a representation of this condition.

4.5. Sliding Dynamics. )e equivalent dynamics of the
system on the sliding surface will steer the state toward the
desired state. Suppose that the system state is on the surface

and slides on it, then the equivalent time derivative of S

should be zero. From (19), we have

S �
k

1
􏼢 􏼣

T

x − xr( 􏼁 � mT x − xr( 􏼁 � 0,

Seq
′ � S1′, S2′􏼂 􏼃 · r � mT f1(x), f2(x)􏼂 􏼃 · r � 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(26)

where m is the slope and r is a vector which plays a role
similar to the duty cycle in PWM switching. A candidate
solution to r will be defined as

r �
− f2

fT
1

􏼢 􏼣m. (27)

Sliding dynamics of the system is the dynamics of the
state variable on the sliding surface. A measure of the state
variable position on the sliding surface is defined by

D �
− 1

k
􏼢 􏼣

T

x − xr( 􏼁 � n
T

x − xr( 􏼁, (28)

where n is a vector perpendicular to m and parallel to the
surface. )erefore, the sliding dynamics will be the time
derivative of this defined position:
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D′ � n
T

f1(x), f2(x)􏼂 􏼃r � n
T

f1(x), f2(x)􏼂 􏼃
− fT

2

fT
1

⎡⎣ ⎤⎦m,

D′ � ‖m‖
2

× det f1(x), f2(x)􏼂 􏼃.

(29)

But the above determinant is positive below the conic
section of possible equilibrium points and negative above it.
Since R is positive above xr and above the conic section for
positive k values, we have

D × D′ < 0, for all x on S � 0. (30)

)erefore, the system state converges to xr for any initial
state.

4.6. SimulationofTunedSMC. )e performance of the tuned
conventional SMC is simulated using the MATLAB soft-
ware. Figure 6 shows the state trajectory and waveforms for
the sample boost converter. )is SMC reduces the transient
current overshoot and can be simply implemented. How-
ever, voltage and current waveforms show that the time
response is slow compared with the time-optimal control.
Another drawback of this controller is the output voltage
dependent on circuit parameters.

5. Proximate Constrained Time-Optimal SMC

5.1. Principle of Operation. Although the tuned conventional
SMC takes care of the inductor current limit and has an ac-
ceptable response speed, the conventional controllermay not be
the fastest controller with this determined constraint. To
achieve the fastest possible response, it is necessary to hold the
converter’s current in its maximum allowed value during the
transient. )is idea leads to a constrained TOC. But TOC has a
high computational complexity again. In this section, a mod-
ified piecewise linear switching surface will be defined. )is
modified surface keeps the inductor current high enough in the
transient state, and then the system state converges to its desired
value in a suitable manner near the time-optimal trajectory.
)ismethod keeps the response speed as fast as possible and the
steady-state voltage oscillations as low as possible.

5.2. Piecewise Sliding Surface. )e new piecewise switching
surface of the proposed SMC is defined as

S �
k iL − iref( 􏼁 + vC − vref( 􏼁, iL < imax,

iL − imax( 􏼁, iL ≥ imax,
􏼨 (31)

where imax represents the maximum allowed inductor
current. In (31), k is a positive factor but has small values to
keep the time response fast.

5.3. Existence Condition. )e existence condition for the first
part of the new sliding surface is similar to that of the con-
ventional SMC, but for the second part corresponding to a
constant-current region, it is investigated as follows. )e de-
rivative of the surface function for the constant-current region is

SCC1′
􏼌􏼌􏼌􏼌S�0 > 0∧ SCC2′

􏼌􏼌􏼌􏼌S�0 < 0, (32)
where

SCC
′ �

SCC1′ �
1
0􏼢 􏼣

T

f1(x), S< 0,

SCC2′ �
1
0

􏼢 􏼣

T

f2(x), S> 0.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(33)

Condition S � 0 in (32) makes iL and vC dependent so
that the inequalities are functions of iL and k. )erefore, the
inequalities can be expanded as follows.

Inequality 3

SCC1′ �
− rLiL

L
+

vs

L
> 0, iL � i→max imax <

vs

rL

. (34)

Since rL≪ 1, this inequality is true in most practical
cases. )e second inequality can be derived as follows.

Inequality 4

S2′ �
− iL

L
rL +

RrC

R + rC

􏼠 􏼡 +
− RvC

L R + rC( 􏼁
+

vs

L
< 0, (35)

vC > vs

R + rC

R
􏼒 􏼓 − imax

rL R + rC( 􏼁

R
+ rC􏼠 􏼡. (36)

Assume that ro≫ rC, then (36) becomes

vC > vs − imax rL + rC( 􏼁rL, rC≪ 1
⟶

vC > vs. (37)

)is inequality guarantees that if the initial voltage is
greater than the source voltage, the output current can slide
on the constant-current switching surface, and it will not
exceed it. But when the initial voltage is much lower than the
source voltage, the converter may exceed the maximum
current limits. It can be seen in the phase portrait of the
vector fields that this is a natural property of the boost
converter and does not belong to the proposed controller. To
overcome this overcurrent problem for small initial voltages,
it is suitable to start the converter with a startup higher
resistance load and then switch to the full load.

5.4. Reaching Condition. Reaching condition can be proved
similarly to the conventional SMC case. Since the equilib-
rium point of subsystem 1 is in the opposite side of the
switching surface, any trajectory starting from the subsystem
1 side will hit the sliding surface. )is is true for trajectories
starting from the subsystem 2 side, similarly.

5.5. Sliding Dynamics. Sliding dynamics for the first part of
the surface is exactly the same as that of the conventional
SMC. For the constant-current part, the following defini-
tions lead to a similar proof:

m � [1, 0]
T
,

n � [0, 1]
T
,

D � n
T

x − xs( 􏼁,

(38)
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Figure 6: (a) State trajectory and (b) waveforms of the tuned SMC.
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where xs is the intersection of the constant-current line with
the conic section. Using these definitions, it can be shown
that if the system state reaches the constant-current surface,
it will slide up to the corner of the two switching surfaces and
then toward the desired state.

5.6. Simulation of theProposedController. Simulation results
of the proposed PCTO-SMC for circuit 2 parameters given
in Table 1 are shown in Figure 7. )ese simulation results
show that the proposed controller has a faster time response
and a voltage rise time of about 17ms which is a better result

as compared to the conventional SMC with about 40ms rise
time.

5.7. Controller Parameters. )e switching surface of (31) can
be simply implemented by DSP-based controllers. )e
controller parameters include iref, vref , imax, and k. )e k
parameter determines the slope of the near-optimal part of
the switching surface. In practice, since rl, rc<< 1, the existence
condition, (20) and (22), can be simplified as k> kmin where
kmin � L · vref /(R ·C · vs) is the slope of the time-optimal
switching surface and has a small positive value. For example,
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Figure 8: (a) State trajectory and (b) waveform simulations of the PCTO-SMC (Ts � 10 μs).
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for circuit 2 parameters given in Table 1, kmin � 0.007. Hence,
as long as k is near kmin, the controller’s response speed
remains close to that of the time-optimal controller. On the
contrary, when k is very close to kmin, the controller has a
marginal behavior in sliding existence and stability.

)e vref parameter is the desired output voltage which is
an input to the controller in DC-DC converters. )e iref
parameter is dependent on vref and can be approximated by
vref ≈ v2/(R · vs). However, in practice, because of low values
of k, selecting iref � 0 in (31) gives rise to less than 0.1% error
in the output voltage. Hence, the switching surface can be
simplified by removing iref in (31).

6. Experimental Validation

6.1. State Trajectory and Startup. Simulation results in the
previous sections show faster time response for the proxi-
mate constrained time-optimal SMC. But the other capa-
bilities of this controller, which are proved in previous
sections, are better illustrated in experimental results. )e
proposed controller’s performance is validated in the lab-
oratory using a prototype boost converter with the pa-
rameters of circuit 2 in Table 1. An eZdsp F2812 board is
used to implement the controller.

Because of switching frequency limitations, the sample
time of the eZdsp board is set to 10 μs. )is sample time
causes higher current fluctuations in the state trajectory and
current waveforms. )erefore, for comparison with the
experimental waveforms, simulation results with the prac-
tical sampling frequency will be compared here. Figure 8
shows the state trajectory and waveforms of the PCTO-SMC
with 10 μs sample time and 5V source voltage and 20V
desired output voltage starting from an initial voltage of 5V.
It is shown in these simulations that, with larger sample
time, the converter’s current ripple will be higher. )e

corresponding experimental results for voltage and current
waveforms are shown in Figure 9. )e state trajectory is
exported to the personal computer using the Oscilloscope
software tool and then plotted in Figure 9. It is depicted in
this figure that the experimental validation has similar re-
sults to the previous simulations. )e reminder of this
section shows the experimental results related to changes in
load, source voltage, and output voltage reference.

6.2. Response to Load, Source Voltage, and Reference Voltage
Changes. Several experimental tests were carried out to
investigate the controller’s response to the load re-
sistance, source voltage, and reference output changes.
Possible changes of load between R � 112Ω and R � 56Ω
and between R � 112Ω and R � 232Ω have been tested.
Figure 10 shows some of these results. Output voltage
varies about 1% of its nominal voltage in response to load
changes. Note that sensitivity to the load changes can be
further reduced by tuning the switching surface slope k.
Reducing the k parameter leads to smaller output voltage
variations but more current fluctuations. Current fluc-
tuations can be reduced again by increasing the switching
speed (corresponding to shortening the sampling time).
)is is not possible in the present experimental setup.

Source voltage changes between 1.5V, 3.3V, 5V, and
10V have been tested. Figure 10(c) shows output voltage
response when the source voltage changes from 10V to 5V.
)e results show less than 0.5% of nominal value changes in
the output voltage. Several experimental tests for step
changes in the reference voltage were also performed.
Figure 10(d) shows output voltage and inductor current
response to reference voltage changes between 10V and
20V. Experimental results show about 20ms rise time and
40ms fall time in the output voltage waveform.
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Figure 9: Experiment: (a) state trajectory; (b) waveforms.
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7. Conclusion

A hybrid switching systemmodel of the boost converter and
phase portrait geometric representation of the corre-
sponding vector fields lead to better description of its be-
havior. )en, a new proximate constrained time-optimal
sliding mode controller is proposed which directly controls
the converter switch. )is controller has faster response
time compared to conventional SMC.)e proposed method
has a current limitation capability by designing a piecewise
sliding surface to maintain the inductor current constraint.
Experiment results show good response to changes in load
resistance, source voltage, and output voltage reference.
Limited current and low output variation in load and source
variations are beneficial in many RE applications. Com-
pared to the time-optimal control, the proposed controllers
achieve much lower current peak and steady-state voltage
fluctuations and also lower computational complexity.
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In this study, an accurate convergence time of the supertwisting algorithm (STA) is proposed to build up a framework for
nona�ne nonlinear systems’ �nite-time control. �e convergence time of the STA is provided by calculating the solution of a
di�erential equation instead of constructing Lyapunov function. �erefore, precise convergence time is presented instead of
estimation of the upper bound of the algorithm’s reaching time. Regardless of a�ne or nona�ne nonlinear systems, supertwisting
control (STC) provides a general solution based on virtual control law skill ensuring the output of the systems converges to the
origin point at exact time. Benchmark tests are simulated to demonstrate the e�ectiveness and e�ciency of the algorithm.

1. Introduction

Sliding mode control (SMC) has become one of the most
e�cient techniques to control uncertain complex systems and
engineering [1–3]. �eoretically, such controllers are able to
compensate andmatch disturbances by con�ning the systems’
trajectories in a properly chosen hypersurface (the so-called
sliding manifold) [4–6] and, under the chosen surface, make
the origin of the state space an asymptotically stable equi-
librium point for the closed-loop systems [7–9]. Both the
convergence to the sliding manifold and convergence to the
origin are guaranteed in a �nite time interval if the control
action is large enough to counteract the e�ect of the uncertain
terms and hypersurface is de�ned suitably [10–12].

STA is a well-known second-order sliding mode (SOSM)
algorithm introduced in [13], and it is a possible solution for
chattering reduction and widely used for control, observa-
tion, and robust exact di�erentiation. �e reaching time
estimation and the �nite-time control method design are
essentially complex problems with the sliding mode control
systems’ study [14–16]. Finite-time convergence and ro-
bustness of the STA have been proved with some methods,
such as geometrical methods [17], homogeneity properties

of the algorithm [18], and Lyapunov methods [19]. �e
Lyapunov stability theorem and Lyapunov function provide
a means of determining stability without explicit knowledge
on system solutions [20–22]. Traditionally, quadratic Lya-
punov functions are constructed to analyze and control
design of nonlinear dynamic systems [23–25]. It should be
noted that there also exist some other formats of Lyapunov
functions, such as integral Lyapunov function, barrier
Lyapunov function, and vector Lyapunov function. Such
attempts have enhanced Lyapunov function applications in
control system design. A strict Lyapunov function is pro-
vided to ascertain �nite-time convergence, and it would
provide an estimate of the convergence time, as well as the
robustness of the �nite-time or ultimate boundedness for the
STA [19, 26]. By a detailed analysis of the Lyapunov function
in �nite time, robust convergence for the STA is proved, and
it is not possible to provide necessary and su�cient con-
ditions to estimate the convergence time from it.

However, the form of the estimate of the convergence
time contained arbitrary positive matrixes which are related
by the algebraic Lyapunov equation (ALE), making it dif-
�cult to operate with it for applications or further de-
velopments [24, 27, 28]. For nonlinear systems, numerical
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techniques (open solutions) have played a significant role in
the controller design process [29–31]. As general solutions to
the complicated nonlinear dynamic problem, the U model
uses linear approaches to design nonlinear control [32, 33].
Specifically, it can be concluded that the applicable systems
fall into classes of an increasing order of complexity: strict
feedback, pure feedback, affine form, and nonaffine systems
[34]. Nonaffine systems are difficult to control because of the
complexity of the systems.

Motivated by the above observations, this paper presents
accurate convergence time of the STA without and with
perturbation and designs the nonaffine STA finite-time
control. *e main contributions are listed as follows:

(1) Accurate convergence time is proposed for the STA
based on the analytical solution of the differential
equation.*e main advantages are that the output of
the systems converges to the origin point at exact
time and the exact time is determined by the designer
before the controller is implemented.

(2) To overcome the main obstacle, the trajectory of
the STA is analyzed by the analytical solution of
the differential equation and LaSalle’s invariance
principle instead of Lyapunov stability theory
used commonly in the traditional sliding mode
control.

(3) Technically, for nonaffine nonlinear systems, sliding
mode control based on the STA and backstepping
achieves finite-time stabilization. *e closed-loop
control systems will achieve stability in finite time
without violation of the constraint.

*e rest of this study is organized as follows: In Section 2,
the problem formulation and preliminaries are presented,
which also contains some definitions and lemmas about the
STA. *ey are presented to establish a basis for designing
and analyzing the STA. In Section 3, accurate convergence
time for finite-time convergence of the STA is developed by
the parametric equation in different initial conditions. In
Section 4, accurate convergence time is developed by the
parametric equation in different initial conditions with
perturbation. In Section 5, STA control is designed for
nonaffine nonlinear systems based on the backstepping skill.
*e closed-loop systems’ trajectory is analyzed, and the
output can be obtained effectively by the finite-time algo-
rithm. In Section 6, three simulated case studies are con-
ducted to initially demonstrate the efficiency and
effectiveness of the procedure. In Section 7, the conclusions
are given to summarize the study.

2. System Description and Preliminaries

*e STA can be written as

_x1 � − k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − k2sign x1( 􏼁,
(1)

where x1 andx2 are the scalar state variables: x1(0) � a

andx2(0) � b, and k1 and k2 are gains to be designed.

If k1 > 0 and k2 > 0, the states x1 and x2 of the system
reach the origin in finite time T; therefore, the system
undergoes finite-time convergence [19], using
x1, x2 ∣ t, k1, k2, a, b􏼈 􏼉 to indicate STA (1).

Lemma 1 (see [35]). For differential equation,

yyx
′ − y � Ax + B, A≠ 0. (2)

3e solution is in the parametric form:

x � C exp − 􏽚
τdτ

τ2 − τ − A
􏼠 􏼡 −

B

A
,

y � Cτ exp − 􏽚
τdτ

τ2 − τ − A
􏼠 􏼡.

(3)

More details about the solution of the parametric
equation (3) are presented in Appendix A.

3. Finite-Time Convergence of STA

As mentioned, when k1 > 0 and k2 > 0, the accurate con-
vergence time is considered. To show the trajectory of the
STA, the analytic method is used to describe the system.

If the initial condition x1(0) � a, then x1 will reach the
origin point in finite time at x1(ta0) � 0, where ta0 indicates
the time of state when x1 reaches the origin, and let
Ta0 � t ∣ 0< t< ta0􏼈 􏼉; if the initial condition x1(0) � 0, then
x1 will reach the origin point in finite time at x1(t00) � 0,
where t00 indicates the time of state when x1 reaches the
origin, and let T00 � t ∣ 0< t< t00􏼈 􏼉.

*e main contribution are the following three facts:

Fact 1. For the STS (1), when k1 > 0, k2 > 0, and A≥ −

(1/4) hold, the initial conditions are
x1(0) � a andx2(0) � b; if a≠ 0 holds, the system state
x1 arrives at the zero point in finite time.
As shown in Figure 1, x1(0) � a, x2(0) � b, and
x1(ta0) � 0 hold.
Fact 2. *is is the most important fact; for the STS (1),
when k1 > 0, k2 > 0, and A≥ − (1/4) hold, the initial
conditions are x1(0) � a andx2(0) � b; if a � 0 holds,
the system states x1 andx2 arrive at the zero point
simultaneously.
As shown in Figure 2, the initial conditions x1(0) �

0 andx2(0) � b hold, in period T00; then at time t00,
x1(t00) � 0 and x2(t00) � 0 hold.
Fact 3. For the STS (1), when k1 > 0, k2 > 0, and A≥ − 1/4
hold, the initial conditions are x1(0) � a and x2(0) � b,
and the system states x1 andx2 arrive at the zero point
simultaneously.

As shown in Figure 3, the initial conditions x1(0) �

a and x2(0) � b hold, and then system states change as in
Figure 1 in period Ta0, where state x1 converges to zero at
time ta0; after that, as in Figure 2, states x1 andx2 converge
to zero in period T00 at time ta0 + t00, where x1(ta0 + t00) �

0 andx2(ta0 + t00) � 0 hold.

2 Complexity



To prove the facts above, in t ∈ Ta0, let

y � −
2
k1

x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

. (4)

Its derivative on the trajectories of (B.2) and (B.6) can be
obtained as follows:

y _y − y � At + B, (5)

where

A � −
2k2

k2
1

,

B �
2b

k2
1
sign(2sign (a) + sign(b)).

(6)

*e details about the parameters of equation (6) are
presented in Appendix B.

*en, based on the parametric solution in Appendix A
and general form of (5), define the solution in different
situations by the parameter A and define the trajectory in
different parameters and different initial conditions.

Case I. For the supertwisting system, when (A � (− 1/4))

and a≠ 0, the trajectory is

t(s) � Cs exp(s) −
B

A
,

y(s) �
C

2
(s + 1)exp(s),

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(7)

where the parameter C is determined by initial conditions
s � s0, t � 0, and y � a1 � − (2/k1)|a|1/2 as follows:

0 � Cs0 exp s0( 􏼁 −
B

A
,

a1 �
C

2
s0 + 1( 􏼁exp s0( 􏼁.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(8)

*erefore, the initial parameter can be obtained as

s0 �
B

2a1A − B
, (9)

and then the parameter C is obtained as

C �
B

As0 exp s0( 􏼁
. (10)

*en, the whole trajectory can be obtained for the
parametric equation, when s1 � − 1, s2 � − ∞, and y � 0:

t s1( 􏼁 � − C exp(− 1) −
B

A
,

t s2( 􏼁 � −
B

A
.

(11)

*e state x1 will arrive at the origin point at ta0 where the
following conditions are met:

(a1) When s2 < s1 < s0, ta0 � t(s1).
(a2) When s2 < s0 < s1, if (zt/zs)> 0, ta0 � t(s1).

T00

t00O

x1
x2

Figure 2: Trajectory of the STS with a � 0.

Ta0

ta0O

a

T00

ta0 + t00

x1
x2

Figure 3: Trajectory of STS in the convergence procedure.

Ta0

ta0O

a

x1
x2

Figure 1: Trajectory of the STS with a≠ 0.
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(a3) When s2 < s0 < s1, if (zt/zs)< 0, ta0 � t(s2).

*erefore, for the STS at time ta0,
x1 ta0( 􏼁 � 0,

x2 ta0( 􏼁 � − k2sign(a)ta0 + b.
􏼨 (12)

Remark 1. If ta0 � b/(k2sign(a)) holds, x2(ta0) � 0 in (12),
and the system converges to the origin point at time ta0; if
not, the system changes into another STA with initial
conditions a � 0 and b≠ 0 because of the time invariance of
the STA.

Case II. For the supertwisting system, when
A � − (1/4) and a � 0,

t(s) � Cs exp(s) −
B

A
,

y(s) �
C

2
(s + 1)exp(s).

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(13)

For the initial conditions, (13) becomes

0 � Cs0 exp s0( 􏼁 −
B

A
,

0 �
C

2
s0 + 1( 􏼁exp s0( 􏼁.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(14)

*erefore, the initial parameter can be obtained as

s0 � − 1, (15)

and then the parameter C can be obtained as

C � −
B

A exp(− 1)
. (16)

*en, for the parametric equation, when s1 � − ∞ and
y � 0,

t00 � −
B

A
. (17)

According to system (7) and convergence time (17), the
states of the system reach the origin point at the same time:

x1 t00( 􏼁 � 0,

x2 t00( 􏼁 � 0.
􏼨 (18)

*erefore, the system reaches finite-time stability.

Remark 2. If the initial condition a � 0, based on the
convergence time t00, both the states reach the origin point at
the same time.

*e supertwisting system is the time invariance system,
and states reach finite-time stability when k1, k2 > 0; there-
fore, if the initial condition a≠ 0, based on the convergence
time ta0, by calculating both the states at ta0, a new
supertwisting system with the initial condition a � 0 can be
obtained. Combining process initial conditions a � 0 and
a≠ 0, the supertwisting system convergence time can be
obtained.

Theorem 1. 3e supertwisting system (1) reaches finite-time
stability, if gains k1 > 0 and k2 > 0 satisfy k2

1 � 8k2 and sys-
tem’s initial condition x1(0) � a and x2(0) � b; the finite
time T satisfies T � ta0 + t00, where ta0 is the time when state
x1 reaches the origin point in first time x2 � b1 ≠ 0, and then
time t00 � − (B1/A) is elapsed, when both states reach the
origin point at the same time; therefore, the STS reaches the
origin point at time T where the following conditions are
met:

(b1) When s2 < s1 < s0, ta0 � − C exp(− 1) − (B/A).
(b2) When s2 < s0 < s1, if C< 0, ta0 � − C exp(− 1)−

(B/A).
(b3) When s2 < s0 < s1, if C> 0, ta0 � − (B/A).

Here,

A � −
2k2

k2
1

,

B �
2b

k2
1
sign(2sign(a) + sign(b)),

B1 �
2b1

k2
1
sign b1( 􏼁,

b1 � − k2sign(a)ta0 + b,

s0 �
− B

4/k1( 􏼁|a|1/2A + B
,

s1 � − 1,

s2 � − ∞,

C �
B

As0 exp s0( 􏼁
.

(19)

Proof of 3eorem 1. Based on the supertwisting system and
gains k1 and k2, if A � − (1/4), the parametric solution can be
obtained in the form of (7); based on the initial condition,
parameters s0 andC can be obtained by (9) and (10), and
then ta0 can be obtained in following different situations:
(b1)–(b3).

When t � ta0, the states of the system change as in (12),
and then the system will elapse the period t00, given by (17),
which the parameter B satisfies:

B �
2b1

k2
1
sign b1( 􏼁, (20)

where

b1 � − k2sign(a)ta0 + b. (21)

*en, at t00 � − (B/A), the states of the supertwisting
system reach the origin point:
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x1 t00( 􏼁 � 0,

x2 t00( 􏼁 � 0.
􏼨 (22)

*is completes the proof of *eorem 1. □

Case III. For the supertwisting system, when A> − (1/4)

and a≠ 0, the trajectory is

t(s) � Cs(1 + ps)q −
B

A
,

y(s) � C 1 +
1
2

s +
p

2
s􏼒 􏼓(1 + ps)q,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(23)

where p �
������
4A + 1

√
(0<p< 1) and q � (1/2p) − (1/2)

(q> 0).

0 � Cs0 1 + ps0( 􏼁
q

−
B

A
,

a1 � C 1 +
1
2
s0 +

p

2
s0􏼒 􏼓 1 + ps0( 􏼁

q
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(24)

*erefore,

s0 �
1

a1A/B( 􏼁 − (1/2) − (p/2)
, (25)

C �
B

As0 1 + ps0( 􏼁
q. (26)

*en, the whole trajectory can be obtained for the
parametric equation, when s1 � − (2/1 + p), s2 � − (1/p),
y � 0, and s2 < s1:

t s1( 􏼁 � C
((p/2) − (1/2))q

(− (p/2) − (1/2))q+1 −
B

A
, (27)

t s2( 􏼁 � −
B

A
. (28)

*e state x1 will reach the origin point at ta0, where the
following conditions are met:

(c1) When s2 < s1 < s0, ta0 � t1.
(c2) When s0 < s2 < s1, ta0 � t1.
(c3) When s2 < s0 < s1, if zt/zs|s�s0

> 0, ta0 � t(s1).
(c4) When s2 < s0 < s1, if zt/zs|s�s0

> 0, ta0 � t(s2).

*en, the states of the supertwisting system at time ta0
become

x1 ta0( 􏼁 � 0,

x2 ta0( 􏼁 � − k2sign(a)ta0 + b.
􏼨 (29)

Case IV. For the supertwisting system, when A> − (1/4)

and a � 0, the trajectory is

t(s) � Cs(1 + ps)q −
B

A
,

y(s) � C 1 +
1
2

s +
p

2
s􏼒 􏼓(1 + ps)q.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(30)

For the initial conditions t � 0 andy � 0,

0 � Cs0 1 + ps0( 􏼁
q

−
B

A
,

0 � C 1 +
1
2
s0 +

p

2
s0􏼒 􏼓 1 + ps0( 􏼁

q
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(31)

*erefore,

s0 � −
2

1 + p
, (32)

C �
B

As0 1 + ps0( 􏼁
q, (33)

for the parametric equation

s2 � −
1
p

. (34)

*erefore, the convergence time is

t00 � −
B

A
, (35)

x1 t00( 􏼁 � 0,

x2 t00( 􏼁 � 0.
􏼨 (36)

*erefore, the system reaches finite-time stability.

Theorem 2. 3e supertwisting system (1), if gains
k1 > 0 and k2 > 0 satisfy k2

1 > 8k2 and system initial conditions
x1(0) � a and x2(0) � b, reaches finite-time stability; the
finite time T satisfies T � ta0 + t00, where ta0 is the time when
state x1 reaches the origin point in first time x2 � b1 ≠ 0, and
then time t00 � − (B1/A) is elapsed, when both states reach the
origin point at the same time.

(d1) When s2 < s1 < s0, ta0 � t(s1).
(d2) When s0 < s2 < s1, ta0 � t(s1).
(d3) When s2 < s0 < s1, if zt/zs|s�s0

> 0, ta0 � t(s1).
(d4) When s2 < s0 < s1, if zt/zs|s�s0

< 0, ta0 � t(s2).

Here,

A � −
2k2

k2
1

,

B �
2b

k2
1
sign(2sign(a) + sign(b)),

B1 �
2b1

k2
1
sign b1( 􏼁,

b1 � − k2sign(a)ta0 + b.

(37)
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Proof of 3eorem 2. Based on the supertwisting system and
gains k1 and k2, if A> − (1/4), the parametric solution can be
obtained in the form of (23); based on the initial condition,
parameters s0 andC can be obtained by (25) and (26), and
then ta0 can be obtained in following different situations:
(d1)–(d4).

When t � ta0, the states of the system change as in (29),
and then the system will elapse period t00, given by (35),
which the parameter B satisfies:

B �
2b1

k2
1
sign b1( 􏼁, (38)

where

b1 � − k2sign(a)ta0 + b. (39)

*en, t00 � − (B/A), and the states of the supertwisting
system reach the origin point at time T:

x1(T) � 0,

x2(T) � 0.

⎧⎨

⎩ (40)

*is completes the proof of *eorem 2. □

Remark 3. From *eorem 1 and *eorem 2, the conver-
gence time is T � ta0 + t00 and then k1 and k2 exist in both ta0
and t00 in the form of B/A; therefore, the gain parameter k1 is
not influenced by the convergence time.

4. Finite-Time Convergence of
STA with Perturbation

*e STA with perturbation can be written as

_z1 � − h1 z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + z2 + ρ1(t),

_z2 � − h2sign z1( 􏼁 + ρ2(t),
(41)

where z1 and z2 are the scalar state variables, with initial
conditions z1(0) � a and z2(0) � b; h1, h2 > 0 are gains to
be designed; and ρ1 and ρ2 are the perturbation terms. It is
well known that the STA is robustly stable to perturba-
tions globally bounded, and the equilibrium point is
0 − ρ1( 􏼁; therefore, suppose the perturbation terms of the

system.
Assume that |ρ1|≤d1, |ρ2|≤d2, | _ρ1|≤ d3, and | _ρ2|≤d4.
Let

x1 � z1,

x2 � z2 + ρ1,
(42)

then system (41) can be changed as

_x1 � − h1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − h2sign x1( 􏼁 + ρ2 + _ρ1.
(43)

Next, let

k1 � h1,

k2 � h2 − ρ2 + _ρ1( 􏼁sign x1( 􏼁,
(44)

then the system can be written as

_x1 � − k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − k2sign x1( 􏼁.
(45)

*e initial conditions are x1(0) � a and b <x2(0)< b

and parameters are k1 � h1 and k2 < k2 < k2, where b � bz

− d1, b � bz + d1, k2 � h2 − d2 − d3, an d k2 � h2 + d2 + d3.
Under the conditions on STA without perturbation in

*eorem 2, the robust finite time is presented for STA
with perturbation. Assume A � − (2k2/k

2
1)> − (1/4), then

h2
1 > 8(h2 − d2 − d3)> 0. *e finite time is presented by

TP � tPa0 + tP00, where tPa0 and tP00 can be obtained by
*eorem 2 in different initial conditions and gains.

In *eorem 2, tPa0 is dependent on k1, k2, a, and b and is
then calculated in different situations to get the maximum. To
compare the influence of perturbation, three STAs are built:

STA 1: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯,

STA2: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯,

STA3: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(46)

Without loss of generality, assume that a> 0, in time
phasing t ∈ [0, tPa0].

For the perturbation of the STS at different gains k2 and
different initial conditions b, assume states x2, x2, and x2 as
x2 � b − k2t, x2 � b − k2t, and x2 � b − k2t; therefore,
x2 ≤ x2 ≤x2 and x1 ≤x1 ≤ x1 in t ∈ [0, tPa0].

*e convergence time satisfies ta0(k1, k2, a, b)≤ tPa0 ≤
ta0(k1, k2, a, b).

Assume that a � 0 and b> 0; to compare the influence of
perturbation, three STAs are built:

STA 1: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯,

STA2: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯,

STA3: x1, x2 t, k1, k2, a, b
􏼌􏼌􏼌􏼌􏽮 􏽯.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(47)

Choose a sliding mode surface as s � c1x1 + c2x2,
s � c1x1 + c2x2, and s � c1x1 + c2x2, where c1 > 0 and c2 > 0;
therefore,

_s � c1 _x1 + c2 _x2

� − c1k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + c1x2 − c2k2sign x1( 􏼁

� − c1k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

+ c1b − c1k2t − c2k2,

(48)

because of

− c1k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

+ c1b − c1k2t − c2k2 ≤ _s≤ − c1k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

+ c1b

− c1k2t − c2k2.

(49)
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*erefore,
_s≤ _s≤ _s. (50)

Because trajectories x1, x2, x1, x2, s, and s converge to
origin in finite time, the trajectory s reaches origin in finite
time. Parameters c1 and c2 are arbitrary positive constants;
therefore, s � 0 could be equivalent to x1 � 0 and x2 � 0.*e
convergence time satisfies

ta0 k1, k2, a, b􏼐 􏼑≤ tP00 ≤ ta0 k1, k2, a, b( 􏼁. (51)

Theorem 3. For the supertwisting algorithm with pertur-
bation (41), if h1, h2 > 0 and h2

1 > 8(h2 − d2 − d3)> 0 hold, the
system converges to the origin point in finite time, and the
maximum convergence time is TP � tPa0 + tP00, where tPa0 �

ta0(k1, k2, a, b) and tP00 � max |b|, | b − k2tPa0|􏽮 􏽯/k2.

Proof of 3eorem 3. For STA with perturbation, when the
initial condition a≠ 0, in the first stage, the state x1 would
arrive at the origin point in finite time tPa0 � ta0(k1, k2, a, b),
and then when the system is in the second stage, both states
x1 andx2 arrive at the origin point in finite time:

tP00 �
max |b|, b − k2tPa0

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌􏽮 􏽯

k2
. (52)

*en, the maximum finite time is presented as TP �

tPa0 + tP00. □

5. STC for Nonaffine Systems

To illustrate the STA, nonlinear system STC is proposed for
the nonaffine system:

_y � f(y, u). (53)

Using the coordinate transform,

x1 � y − yd. (54)

*e virtual control law is

α � − k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + u − f(y, u) + _yd. (55)

*en,

_x1 � − k1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2, (56)

where

x2 � u − α. (57)

Choose the ideal control law

v � − k2sign x1( 􏼁 + _α, (58)

then
_x2 � − k2sign x1( 􏼁. (59)

*erefore, the system satisfies*eorem 1 and*eorem 2
by choosing the gain parameters k1 and k2.

To overcome the nonaffinity, the virtual control
and backstepping skill are used. *ey are extremely
important to ensure the successful design of the proposed
STC.

6. Simulation

Several simulated examples were selected to conduct bench
tests of the STA and STC. Example 1–Example 6 were testing
simple STA, and the purpose of testing these examples was
to investigate whether the convergence time is solved from
the parametric equation. Examples 7–10 were designed for
the test of STC for nonaffine nonlinear systems and dem-
onstrated the superiority of STC and convergence time of the
STA.

Example 1. Consider the STS given by (1), with k1 � 1,
k2 � 1/8, a � 2, and b � − 1 in Case I; based on (9) and (10),
we can get s0 � − 0.5858 and C � − 24.5332, respectively, and
then we can get ta0 � 1.0253; therefore, the state x1 reaches
the zero point at time 1.0253.

Example 2. Consider the STS given by (1), with k1 � 1,
k2 � 1/8, a � 0, and b � − 1.1282 in Case II; based on (16)
and (17), we can get s0 � − 1 and C � − (B/A exp(− 1)), re-
spectively, and then we can get t00 � 9.0256; therefore, the
states x1 andx2 reach the zero point at time 9.0256.

Example 3. Consider the STS given by (1), with k1 � 3,
k2 � 1, a � 3, and b � − 3 in Case III; based on (25) and (26),
we can get s0 � − 0.9510 and C � − 4.6188, respectively, and
then we can get ta0 � 0.4641; therefore, the state x1 reaches
the zero point at time 0.4641.

Example 4. Consider the STS given by (1), with k1 � 3,
k2 � 1, a � 0, and b � − 3.4641 in Case IV; based on (32) and
(33), we can get s0 � − (2/1 + p) and C � (B/As0(1 + ps0)

q),
respectively, and then we can get t00 � 3.4641; therefore, the
states x1 andx2 reach the origin point at time 3.4641.

Example 5. Consider the supertwisting system given by

_x1 � − x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � −
1
8
sign x1( 􏼁,

(60)

with k1 � 1, k2 � 1/8, andA � − (1/4) and initial conditions
x1(0) � 2 andx2(0) � − 1.

Based on *eorem 1, the system (60) reaches finite-time
stability and calculates the time from parametric equation
(7) step by step. Firstly, the initial parameter s0 � − 0.5858 is
calculated from (9) and C � − 24.5332 from (10) because
s2 < s1 < s0 holds; therefore, ta0 � t(s1) and t(s1) can be
obtained from (11) as ta0 � 1.0253 and x2(ta0) � − 1.1282 in
Figure 4. Secondly, t00 � 9.0256 is calculated from (17) in
Figure 5. Finally, the reaching time t � ta0 + t00 � 10.0509 in
Figure 6.
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Example 6. Consider the supertwisting system given by

_x1 � − 3 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − sign x1( 􏼁,
(61)

with k1 � 3, k2 � 1, and A � − (2/9) and initial conditions
x1(0) � 3 and x2(0) � − 3.

Firstly, the initial parameter s0 � − 0.9510 is calculated
from (25) and C � − 4.6188 from (26) because s1 � − 1.5,

s2 � − 3, and s2 < s1 < s0 hold; therefore, ta0 � t(s1) and t(s1)

can be obtained from (27) as ta0 � 0.4641 and x2(ta0) �

− 3.4641 in Figure 7. Secondly, t00 � 3.4641 is calculated
from (35) in Figure 8. Finally, the reaching time t � ta0 +

t00 � 3.9282 in Figure 9.

Example 7. Consider the STA with perturbation as given by
(45), as k1 � 4, 0.5≤ k2 ≤ 1.5, a � 3, and − 5≤ b≤ − 1:

STA 1:

_x1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − sign x1( 􏼁 + 0.3 cos(t) + 0.2 cos(0.1t),

x1(0) � 3,

x2(0) � − 3,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

STA2:

_x1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − 0.5sign x1( 􏼁,

x1(0) � 3,

x2(0) � − 1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

STA3:

_x 1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x 2 � − 1.5sign x1( 􏼁,

x1(0) � 3,

x2(0) � − 5.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(62)

In Figure 10, states of three STAs are presented to
indicate stability in finite time, and convergence time is
ta0 � 0.4099, ta0 � 0.5816, and ta0 � 0.3135, respectively.
*e trajectory indicates states x1, x1, and x1 with the same
initial condition reach zero at different time because of
different x2, x2, and x2. *e trajectories x1 andx2 are in
between x1 andx1 and between x2 andx2, respectively.
State x1 is the last state that reaches zero; therefore, the
maximum convergence time ta0 � 0.5816. In addition, the
maximum of the state |x2| is |x2(ta0)| � 5.8723 and ab-
solutely necessary to estimate finite time t00 in the next
step.

Example 8. Consider the STA with perturbation as given by
(45), as k1 � 4, 0.5≤ k2 ≤ 1.5, a � 0, and b � − 5.8723:

STA 1:

_x1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − sign x1( 􏼁 + 0.3 cos(t) + 0.2 cos(0.1t),

x1(0) � 0,

x2(0) � − 5.8723,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

STA 2:

_x1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − 0.5sign x1( 􏼁,

x1(0) � 0,

x2(0) � − 5.8723,

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

STA 3:

_x 1 � − 4 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x 2 � − 1.5sign x1( 􏼁,

x1(0) � 0,

x2(0) � − 5.8723.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(63)
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Figure 4: Finite-time convergence to the origin point with the
nonzero initial condition of the state (A � (− 1/4)).
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Figure 5: Finite-time convergence with the zero initial condition of
the state (A � (− 1/4)).
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In Figure 11, states of three STAs are presented to in-
dicate stability in finite time, and convergence time is
t00 � 5.6589, t00 � 11.7447, and t00 � 3.9149, respectively.
*e trajectories x1, x2, and s are in between x1 and
x1, x2 andx2, and s and s, respectively. State x1 is the last
state that reaches zero; therefore, the maximum convergence
time t00 � 11.7447. In addition, states of the sliding mode
surface indicate the state s is in between s and s, providing
evidence that t00 is the maximum convergence time.

Example 9. Consider the supertwisting system with per-
turbation given by

_z1 � − h1 z1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign z1( 􏼁 + z2 + ρ1(t),

_z2 � − h2sign z1( 􏼁 + ρ2(t),
(64)

where z1 and z2 are the scalar state variables, with initial
conditions z1(0) � 3 and z2(0) � − 3; h1 � 4 and h2 � 1 are
gains; and ρ1(t) � 2 sin(0.1t) and ρ2(t) � 0.3 cos(t) are
perturbation terms. *erefore, the system (64) changes as
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Figure 9: Finite-time convergence (A � − (2/9)).
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Figure 6: Finite-time convergence (A � − (1/4)).
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Figure 7: Finite-time convergence to the origin point with the
nonzero initial condition of the state (A � (− 2/9)).
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Figure 8: Finite-time convergence with the zero initial condition of
the state (A � (− 2/9)).
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Figure 11: Finite-time convergence of the output and sliding mode surface.
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_x1 � − h1 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + x2,

_x2 � − h2sign x1( 􏼁 + ρ2 + _ρ1,
(65)

where x1 � z1 andx2 � z2 + ρ1; therefore, parameters are
k1 � 4 and 0.5≤ k2 ≤ 1.5, and initial conditions are a � 3
and − 5≤ b≤ − 1; based on*eorem 3, the convergence time
can be obtained.

*e whole convergence process can be split into three
stages. Firstly, the state x1 from initial condition x1(0)

reaches zero in finite time tpa0, and at this time, x2(tpa0)≠ 0.
Secondly, both states x1 andx2 reach zero at the same time
and elapse time tp00 in this stage. Finally, after last two stages,
the states x1 and x2 would stay at zero.

From Figure 12, it can be seen that, in the first stage,
state x1 from the initial condition reaches zero in finite
time as in Figure 10 for Example 7, and the maximum
convergence time ta0 � 0.5816 is calculated, and in this
stage, the maximum of state |x2| is |x2(ta0)| � 5.8723.
*erefore, in the next stage, the initial condition is
x2(0) � − 5.8723, such as in Figure 11 for Example 8, and
then the maximum convergence time t00 � 11.7447 is
calculated. Finally, the total finite convergence time

t � 12.3263; therefore, the system converges to zero after
12.3263.

Example 10. Consider a nonaffine nonlinear system
_y � y + y

3
+ 2u + sin(u), (66)

where y and u are the output and input, respectively, and the
reference output is taken as yd. *e control objective is to
design the STC for the system such that the output follows
the given reference signal yd in finite time.

Choose states x1 � y − yd and x2 � u − α with virtual
control where

α � − 3 x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2sign x1( 􏼁 + yd − y − y

3
− u − sin(u),

v � − sign x1( 􏼁 + _α.
(67)

*e states satisfy the STA condition A � − (2/9) and
initial conditions x1(0) � 3 andx2(0) � − 3. *erefore, the
states x1 andx2 satisfy the condition in Figure 9 and output
and reference output in Figure 10.

It can be observed that, for the nonaffine system, the
closed-loop system has been controlled in finite time ef-
fectively in Figures 13–15, and time can be calculated and
designed by control gain and initial condition.
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Figure 12: Finite-time convergence of the output and maximum stage.

Complexity 11



7. Conclusion

A method to calculate the accurate convergence time of the
STA has been provided, and an STC method for nonaffine
nonlinear systems based on the STA is given.*e trajectory of

the STA is solved in the form of the parametric equation, and
reaching time is calculated accurately.*e result indicated the
gain parameter k1 is not influenced by the convergence time.
For the application of the STA, STC is designed to solve the
nonaffine systems’ control problem by backstepping skill.

Furthermore, after a certain prefixed gain and initial
conditions, the reaching time of the STA is also useful to
design STC. In the future, there still exist some problems to
face with, such as A< − (1/4) in the STA and higher order
twisting algorithm.

Appendix

A. Parameter Solution

Base on Lemma 1, the following solution can be obtained:

t � Cf(τ) −
B

A
,

y � Cτf(τ),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(A.1)

where f(τ) � exp(− 􏽒 τ dτ/(τ2 − τ − A)); calculating the
integral 􏽒 τ dτ/(τ2 − τ − A), we get

􏽚
τ

τ2 − τ − A
dτ �

1
2
ln τ2 − τ − A

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 +

1
2

􏽚
1

τ2 − τ − A
dτ,

(A.2)

and then calculating the integral 􏽒 1/(τ2 − τ − A)dτ, we get
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Figure 13: Finite-time convergence of the output and reference
signal in control.
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􏽚
1

τ2 − τ − A
dx �

−
1

τ − (1/2)
+ C3, A � −

1
4

􏼒 􏼓,

1
������
4A + 1

√ ln
2τ − 1 −

������
4A + 1

√

2τ − 1 +
������
4A + 1

√

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ C3, A> −

1
4

􏼒 􏼓,

2
�������
− 4A − 1

√ arctan
2τ − 1
�������
− 4A − 1

√􏼠 􏼡 + C3, A< −
1
4

􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A.3)

*erefore, the solution of the parametric equation is
discussed in different cases.

Case I. A � − (1/4); based on equations (A.2) and (A.3),
the solution can be obtained as

t � C
exp(1/2τ − 1)

2τ − 1
−

B

A
,

y � Cτ
exp(1/2τ − 1)

2τ − 1
.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(A.4)

To get finite time clearly using s � 1/(2τ − 1), equation
(A.4) is changed as

t � Cs exp(s) −
B

A
,

y �
C

2
(s + 1)exp(s),

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(A.5)

where s is a new parameter variable.
ase II. A> − (1/4); based on equations (A.2) and (A.3),
the solution can be obtained as

t � C
|2τ − 1 +

������
4A + 1

√
|(1/2

����
4A+1

√
)− (1/2)

|2τ − 1 −
������
4A + 1

√
|(1/2

����
4A+1

√
)− (1/2)

−
B

A
,

y � C
τ|2τ − 1 +

������
4A + 1

√
|(1/2

����
4A+1

√
)− (1/2)

|2τ − 1 −
������
4A + 1

√
|(1/2

����
4A+1

√
)− (1/2)

.

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

(A.6)

To get finite time clearly using s � 1/(τ − (1/2) −

(p/2)), equation (A.6) is changed as

t � Cs(1 + ps)q −
B

A
,

y � C 1 +
1
2

s +
p

2
s􏼒 􏼓(1 + ps)q,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(A.7)

where p �
������
4A + 1

√
and q � (1/2p) − (1/2) because of

A � − 2k2/k
2
1 and A> − (1/4); therefore, 0<p< 1 and

q> 0.
Case III. A< − (1/4); based on equations (A.2) and
(A.3), the solution can be obtained as

t �
C

���������
τ2 − τ − A

√
exp((1/

�������
− 4A − 1

√
)arctan(2τ − 1/

�������
− 4A − 1

√
))

−
B

A
,

y �
Cτ

���������
τ2 − τ − A

√
exp((1/

�������
− 4A − 1

√
)arctan(2τ − 1/

�������
− 4A − 1

√
))

.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(A.8)

B. Parameter Equation

To indicate (5) holds, three different situations are con-
sidered based on the sign of the initial condition a.

Firstly, assume that a> 0, then x1(t)> 0, for t ∈ Ta0. Let
us discuss the trajectory when t ∈ Ta0, x1(0) � a, x2(0) � b,
and x1(ta0) � 0, then based on the STA in t ∈ Ta0

x2 � − k2t + b. (B.1)

Substituting (B.1) into (1) leads to

_x1 � − k1x
1/2
1 − k2t + b. (B.2)

Let

y � −
2
k1

x
1/2
1 , (B.3)

then its derivative on the trajectory of (B.2) can be obtained
as follows:

y _y − y � −
2k2

k2
1

t +
2b

k2
1
. (B.4)

Secondly, if the initial condition a< 0, then
x2 � k2t + b. (B.5)

Substituting (B.5) into (1) leads to

_x1 � k1

�����

− x1( 􏼁

􏽱

+ k2t + b. (B.6)

Let

y � −
2
k1

− x1( 􏼁
1/2

, (B.7)

then its derivative on the trajectory of (B.6) can be obtained
as follows:
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y _y − y � −
2k2

k2
1

t −
2b

k2
1
. (B.8)

Finally, if a � 0 because x2(0) � b≠ 0, x1(t)≠ 0, and
sign(x1) � sign(b) when t ∈ Ta0, then based on the STA in
t ∈ Ta0

x2 � − k2sign(b)t + b. (B.9)

Substituting (B.9) into (1) leads to

_x1 � − k1sign(b) x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

− k2sign(b)t + b. (B.10)

Let

y � −
2
k1

x1
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
1/2

, (B.11)

then its derivative on the trajectory of (B.10) can be obtained
as follows:

y _y − y � −
2k2

k2
1

t +
2|b|

k2
1

. (B.12)

Based on (B.4), (B.8), and (B.12), the general form of (5)
holds.
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In this paper, an adaptive optimizing control is proposed for nonlinear synchronous generator system with uncertain disturbance. 
Considering the issue of uncertain item, a low-order Extended State Observer (ESO) is constructed to track each order states. �en, 
combining Backstepping technology and proposed ESO, a dynamic compensation control is designed to compensate the uncertainty 
disturbance in each state quantity. �e proposed method demonstrated that stability of the system can be ensured, and tracking 
burden of ESO can be reduced. Finally, simulation results can show a good tracking performance and anti-interference ability by 
the proposed control method.

1. Introduction

At present, the energy development in the world is mostly 
hydraulic power generation, thermal power generation, wind 
power generation and so on. In modern power industry, syn-
chronous generator is the most commonly used alternator, 
which is widely used in thermal power generation, diesel 
engine power generation, nuclear power generation, and so 
on [1–3]. During the operation of synchronous generators, 
there are many system uncertainties and serious external dis-
turbances. It would lead to great energy loss and bring great 
negative impact on energy conversion e�ciency. �erefore, 
how to e�ectively compensate for uncertain nonlinearity and 
improve energy conversion e�ciency is an open issue. To 
achieve high-performance power system control, it is neces-
sary to overcome the negative e�ects of uncertainties and 
nonlinear factors in the system. For the complex synchronous 
generator model, it is feasible to analyze the stability of syn-
chronous generator directly by using Lyapunov function, but 
the calculation process is complex and the amount of calcu-
lation is large [4–6]. �ere are many uncertain disturbances 
in the actual application scenario of synchronous generator, 
which makes the design of control method greatly di�cult.

Since there are many uncertainties and unknown distur-
bances during the operation of the synchronous generator, it 

is very di�cult to construct the Lyapunov function directly. 
At present, some scholars use Backstepping technology to 
construct Lyapunov functions e�ectively. �ey have com-
pleted the design of the whole system control law [7–9]. 
Although Backstepping technology e�ectively reduces the 
di�culty of constructing Lyapunov functions, it is still di�cult 
to construct systems with multiple uncertainties. In this 
regard, some scholars use adaptive control based on the 
Backstepping technology to compensate for uncertainty inter-
ference [10–15]. However, this method increases the number 
of adaptive parameters, so that the amount of calculation 
increases.

On the other hand, for systems with uncertainties, 
Extended State Observer (ESO) is used to achieve e�ective 
dynamic tracking [16–20]. �e ESO is used to expand the 
uncertain disturbances in the system into a new state. By 
adopting ESO, the uncertain disturbances can be tracked e�-
ciently. Moreover, the control accuracy of the system can be 
improved by using the tracking values of uncertain distur-
bances. However, the ESO designed for the whole system 
model will accumulate disturbances as the dimension of the 
system model increases. �is will result in the performance of 
the observer greatly reduced. Furthermore, in practical appli-
cation scenarios, synchronous generators are structure com-
plex system. And uncertain disturbances are uncertain. In 
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order to broaden the application scenario of ESO, it is neces-
sary to optimize the construction method of ESO.

To sum up, this paper designs a controller based on 
Backstepping technology and low-order ESO to enhance the 
anti-interference ability of the system and improve the e�-
ciency of energy conversion. �e speci�c mathematical model 
of this paper is described in Section 2. �e proposed control 
method is described in detail in Section 3. �e corresponding 
simulation is shown in Section 4.

2. Mathematical Model of Synchronous 
Generator

In this paper, a mathematical model of synchronous generator 
based on rotor � − � axis is considered. And � = �� = �� is 
one of the assumptions.

where � is the rotor angle, � is the viscous friction coe�cient, �
is the pole logarithm, and � is the moment of inertia of the rotor. � and � are the stator resistance and phase inductance, respec-
tively. � the mechanical angular velocity. �� and �� are current of � − � axis. �� is the permanent magnet ¡ux. �� and �� are voltage 
of � − � axis. � represents the unknown load torque disturbances. � is the externally uncertain bounded disturbances term.

In the magnetic �eld control of a synchronous generator, 
the direct current �� is generally set to zero. �erefore, the model 
(1) of the synchronous generator can be simpli�ed as follows:

where �1 = �/�, �2 = ��/�, �3 = ���/�, �4 = �/�, � = 1/�, and�� = 3���/2.
In order to facilitate the design of the controller, �1 = �, �2 = �, and �3 = �� are the system status. �us, the model (2) 

can be described as follows:

Setting

where h is the preset control amount.
�en formula (3) is further represented as follows:

�e system model (5) is a system with uncertain distur-
bance terms. Based on the Backstepping technology, this paper 

(1)

{{{{{{
{{{{{{{

�̇ = �,
�̇ = 1� (

3���
2 �� − ��) − 
,

̇�� = 1� �� + ���� − 
� ��,
̇�� = 1� �� −

���
� � − 
� �� − ���� + 	,

(2)
{
{{
�̇ = �,
�̇ = −�1� + �2�� − �,̇�� = −�3� − �4�� + ��� + �,

(3)
{
{{
�̇1 = �2,�̇2 = −�1�2 + �2�3 − �,�̇3 = −�3�2 − �4�3 + ��� + �.

(4)�� = ℎ + �3�2 + �4�3� ,

(5)
{
{{
�̇1 = �2,�̇2 = −�1�2 + �2�3 − �,�̇3 = ℎ + �.

combines the ESO method to design a control method. It 
improves the anti-interference ability of the system and further 
ensures the stability and tracking performance of the system. 
�e design method is described in the next section.

3. Compensation Control Design

According to the aforementioned model, the design steps of 
the control method are as follows.

Step 1. De�ne tracking error �1 as follows:

where �1� is the expected value, and the second order is 
derivable.

�e Lyapunov function is de�ned as follows:

�us, it can be obtained as follows:

De�ne the tracking error �2 as follows:

where �1 is the virtual controller.
From formulas (8) and (9), it can be obtained as follows:

To ensure that �̇1 is negative, the virtual controller is 
designed as �1 = −�1�1 + �̇1�, where �1 > 0. �en, the following 
result can be obtained:

In the above formula, the inequality −�1�21 ≤ 0 is always 
established. �e processing of the item �1�2 is described in the 
next step.

Step 2. �e Lyapunov function �2 is chosen as:

�us, it can be obtained that:

De�ne tracking error �3 as follows:

�us, the system status is described as follows:

From formulas (13) and (15), it can be obtained as follows:

(6)�1 = �1 − �1�,

(7)�1 = 12�21.

(8)�̇1 = �1 ̇�1 = �1(�2 − �̇1�).
(9)�2 = �2 − �1,

(10)�̇1 = �1(�2 + �1 − �̇1�).

(11)�̇1 = −�1�21 + �1�2.

(12)�2 = �1 + 12�22.

(13)�̇2 = −�1�21 + �2(�1 − �1�2 + �2�3 − � − �̇1).

(14)�3 = �3 − �2.

(15)�3 = �3 + �2.

(16)�̇2 = −�1�21 + �2[�1 − �1�2 + �2(�3 + �2) − � − �̇1].
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In order to satisfy the inequality �̇2 ≤ 0, the virtual controller �2 is designed as follows:

�en, it can be obtained the following formula:

where �1 > 0 and �2 > 0. �erefore, −�1�21 − �2�22 ≤ 0 is estab-
lished. �en, further design is needed to eliminate the impact 
of the error �3 on system stability.

Formula (16) contains an externally bounded disturbance �. In order to ensure the stability of the system, the second-or-
der ESO-1 is constructed to estimate the external uncertain, 
which is bounded interference. �e construction method will 
be introduced in the subsection.

�e ESO-1 is established as follows:

�e function ���(��1, ��, ��) is designed as follows:

where ��1 is the systematic error, �� is a constant in the interval (0, 1). And �� is the length of the interval of the linear segment.
�e stability of the second order ESO-1 of formula (19) is 

demonstrated as follows:
Setting

�us, it can be obtained as follows:

Case 1. �e error e�1 is satis�ed with ������1���� > ��, and then it can 
be obtained that ���(��1, �d, ��) = ������1����������(��1).

When the system is stable, it can be obtained that ̇��1 → 0 and ̇��2 → 0
and

�erefore, if the inequality ������2���� > ������̇����� was established with the 
true parameters, it could be obtained ��1 → �2, ��2 → �.

Case 2. �e error e�1 is satis�ed by ������1���� ≤ ��, it can be 
obtained ���(��1, �d, ��) = ��1/���−1� .

(17)�2 = 1�2 �̇1 +
�1�2 �2 +
1�2 � −
1�2 �1 −
�2�2 �2.

(18)�̇2 = −�1�21 − �2�22 + �2�2�3,

(19)
{
{{
��1 = ��1 − �2,�̇�1 = ��2 − ��1��1 − �1�2 + �2�3,�̇�2 = −��2���(��1, ��, ��).

(20)���(��1, ��, ��) = {
��1
���−1�
, ������1���� ≤ ��,������1����������(��1), ������1���� < ��,

(21){ ��1 = ��1 − �2,��2 = ��2 − �.

(22){ ̇��1 = ��2 − ��1��1,̇��2 = −��2���(��1, ��, ��) − �̇.

(23){ ̇��1 = ��2 − ��1��1,̇��2 = ∓��2������1������ − �̇.

(24){ ̇��1 = ��2 − ��1��1 = 0,̇��2 = ∓��2������1������ − �̇ = 0,

(25)

{{{{
{{{{{

��1 = ∓
���������
�̇
��2
���������
�−1
� ,

��2 = ±��1
���������
�̇
��2
���������
�−1
�

.

�en,

When the system is stable, it can be obtained that ̇��1 → 0 and ̇��2 → 0. �us

and

Similarly, if the inequality ������2���� > ������̇ ⋅ ���−1� ����� was established 
with the true parameters, it could be obtained ��1 → �2 and ��2 → �.

From case 1 and case 2, the stability of the second-order 
ESO-1 can be ensured when the appropriate parameters are 
satis�ed with ������2���� > ������̇����� and ������2���� > ������̇ ⋅ ���−1� �����.
Step 3. �e Lyapunov function �3 is chosen as:

�us, it can be obtained that:

From formula (14), it can be obtained that ̇�3 = �̇3 − �̇2. �us, �̇3 can be written as:

In order to satisfy the inequality �̇2 ≤ 0, it can be designed as 
follows:

where �3 > 0. Formula (30) contains an externally bounded 
disturbance �. Similarly, the second-order ESO-2 is designed 
to estimate the uncertainty disturbance.

�us, the ESO-2 is established as follows:

�e function ���(��1, ��, ��) is designed as follows:

where ��1 is the systematic error, �� is a constant in the  
interval (0, 1), and �� is the length of the interval of the linear 
segment.

(26){ ̇��1 = ��2 − ��1��1,̇��2 = −��2 �����−1� − �̇.

(27){ ̇��1 = ��2 − ��1��1 = 0,̇��2 = −��2 �����−1� − �̇ = 0.

(28)
{{
{{{
��1 = −�̇ ⋅ �

��−1
�
��2
,

��2 = −��1 �̇ ⋅ �
��−1
�
��2
.

(29)�3 = �2 + 12�23.

(30)�̇3 = −�1�21 − �2�22 + �2�2�3 + �3 ̇�3.

(31)�̇3 = −�1�21 − �2�22 + �2�2�3 + �3(ℎ + � − �̇2).

(32)ℎ = −� + �̇2 − �3�3 − �2�2,

(33)
{
{{
��1 = ��1 − �3,�̇�1 = ��2 − ��1��1 − �3�2 − �4�3 + ���,�̇�2 = −��2���(��1, ��, ��).

(34)���(��1, ��, ��) =
{{
{{{

��1
���−1�
, �������1����� ≤ ��,

�������1�����
����
�(��1), �������1����� < ��,
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In summary, the system model (1) is stablity.

4. Simulation Results

In order to verify the feasibility of the above method, the fol-
lowing veri�cation simulation is performed for the synchro-
nous generator control system model. �e parameters are 
shown in Table 1.

�e parameters of the system model are derived from the 
data in Table 1. And choosing �1 = 0.5, �2 = 16.28, �3 = 26, �4 = 80, and � = 40. In the simulation, the initial value of the 
equation of state is set as [ �1(0) �2(0) �3(0) ] = [ 1 0 0 ].  
�e parameters in the Backstepping technology are selected 

(35)�̇3 = −�1�21 − �2�22 − �3�23 ≤ 0.

Same as ESO-1 stability proof process, the stability of 
ESO-2 can be guaranteed when both �������2����� > ������̇����� and �������2����� > �������̇ ⋅ ���−1� ������ are satis�ed.

According to the aforementioned analysis, ESO-2 can 
accurately estimate the uncertainty disturbance � in real time. 
�erefore, formula (30) can be rewritten as:

Table 1: Parameters of synchronous generator.

Parameters Ratings
Torque constant �� 0.14� ⋅ � ⋅ �−1
Number of pole pairs � 4
Stator phase resistance � 2Ω
Stator phase inductance � 25��
Coe�cient of friction � 0.0001� ⋅ � ⋅ � ⋅ ���−1
Moment of inertia � 0.0086 �� ⋅ �2
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dynamic compensation for the uncertain interference term 
and good real-time tracking. Figure 5 is a comparison of the 
real rotor angle control with ESO and without ESO. �e �gure 
indicates that the system without ESO will more easily a�ect 
by the uncertain disturbances and generate the system jitter. 
�is must not be allowed to exist in the practical engineering 
application. By using the proposed method, the system has 
stronger anti-interference ability and satis�es the practical 
engineering requirements. Figure 6 is the error between the 
two. �e error curve is basically stable at 0, that is, the error is 
close to zero. It can be seen that the method proposed in this 
paper can improve the stability of the system and has great 
practical application value.

5. Conclusions

Based on the model of synchronous generator system, this 
paper proposes a new control method by combining 
Backstepping design method and ESO method. Firstly, a 
low-order ESO is constructed, which can estimate the uncer-
tain disturbances in real-time. Secondly, the Lyapunov func-
tion of the synchronous generator system model is constructed 
e�ectively by using Backstepping method. On the premise of 
reducing the amount of calculation, a control method is 
designed to achieve e�ective tracking and strong antijamming 
performance of the system. �e simulation results show that 
this method can improve the antijamming ability and tracking 
performance of the system, and has great application value.
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as: �1 = 30, �2 = 40, and �3 = 0.1. �e parameters in ESO are 
selected as: ��1 = ��1 = 100, ��1 = ��2 = 100, �� = �� = 0.5, 
and �� = �� = 0.01.

In order to track the rotor angle and verify the stability of 
the system, the expected value of the given rotor angle in the 
simulation example is �1� = �1� = sin(�)���/�. And assume 
that the system’s uncertain disturbance terms are � = cos(�)
and � = 2 ∗ sin(�/2). �e simulation results are shown in 
Figures 1–6.

It can be seen from Figures 1 and 2 that both the mechan-
ical angular velocity and the �-axis current are bounded, which 
guarantees the stability of the system. It can be seen from 
Figures 3 and 4 that the established ESO can perform e�ective 
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A technoeconomic optimization problem for a domestic grid-connected PV-battery hybrid energy system is investigated. It
incorporates the appliance time scheduling with appliance-speci�c power dispatch. �e optimization is aimed at minimizing
energy cost, maximizing renewable energy penetration, and increasing user satisfaction over a �nite horizon. Nonlinear objective
functions and constraints, as well as discrete and continuous decision variables, are involved. To solve the proposed mixed-integer
nonlinear programming problem at a large scale, a competitive swarm optimizer-based numerical solver is designed and
employed. �e e�ectiveness of the proposed approach is veri�ed by simulation results.

1. Introduction

Making best use of renewable energies has been a topic that
receives continuous attention [1]. �e photovoltaic (PV)
energy is one of the most concerned renewable energy
because of the ubiquity of solar irradiation and very low
carbon emission [2]. �e PV energy generation is therefore
integrated into power grids in many countries [3]. However,
because of PV energy’s intermittent nature, it is di�cult to
use PV energy alone to support sustained power demands in
the complicated context, such as domestic electrical loads. A
popular paradigm to utilize the PV power source is to in-
tegrate the PV energy into hybrid energy systems, where
multiple power sources are adopted and dispatched co-
operatively [4]. �ere were an enormous number of studies
on hybrid system optimization over the past twenty years.
Advanced technologies have been applied to the economic
power dispatch problem in hybrid energy systems [5–7].
Most of such studies focused on power ¡ow control

strategies where the demand side was rather considered
constraints in the system. �ere were also studies that in-
troduced demand-side management into hybrid energy
system management [8, 9], whereas these studies hardly
explored the potentials of controlling both power ¡ows and
load behaviors. In general, the potentials of incorporating
the power dispatch with demand-side management remain
to be explored at the current stage. Indeed, such a problem is
di�cult because of the complex correlations between power
sources and loads and its large-scale nature.

In this paper, a technoeconomic optimization problem is
extended and improved to investigate further energy e�-
ciency and economic potentials in such a domestic grid-
connected PV-battery hybrid energy system, based on a
series of previous studies by Tazvinga et al. [10–15].�ere are
two parts of the interventions: the power dispatch that
decides which power is to be supplied to which load and
appliance time scheduling that decides when to activate a
speci�c domestic appliance to ful�ll the user requirements.
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(e optimization is implemented over a finite time horizon.
(ere are three objectives involved in the optimization.
Firstly, the overall energy cost over the horizon has to be
minimized. (e energy cost mainly comes from the con-
sumed grid power, based on the time-of-use (TOU) tariff
[16]. (e battery wear cost is also integrated into the overall
cost. Secondly, the usage of renewable energy has to be
maximized. Given that the overall power demand from the
loads is considered constant, this objective is transformed
into the grid power consumption minimization. (irdly, the
user satisfaction has to be maximized. An inconvenience
indicator has been proposed by Setlhaolo and Xia [12] so that
the overall difference between the scheduled appliance
operation and the baseline appliance operation is calculated.
(e objective is thus introduced by minimizing such an
inconvenience indicator. A weighted sum approach is
employed to simultaneously optimize the three objectives,
subject to a series of system constraints.

(emain contributions of this study are listed as follows:
Firstly, the hybrid system design is improved. (e major
improvement from the design perspective is that separate
power dispatch is introduced to each connected appliance,
instead of considering the electrical load (consisting of a
variety of appliances) as a whole. (is is realized by in-
troducing additional power lines between each pair of the
appliances and power sources. (e power dispatch is thus
managed in a more flexible way. In the previous model, all
appliances are compelled to choose the same power source at
one time. In the improved system design, additional power
lines and switches are deployed such that appliances can
choose the power sources themselves. (e supply that
combines various power sources provides the system more
flexible power dispatch choices. For example, at peak hours,
the battery bank cannot support heavy loads independently
because of its capacity limitation. According to the previous
design, the battery bank can only work for a short time in the
late evening; otherwise, the power demands cannot be
matched. In the new design, the battery bank has a much
longer possible working time by only supporting a part of the
loads, which leaves more space for the load scheduling.
Improved flexibility brings more energy efficiency poten-
tials, and thus, more economic benefits can be achieved.

Secondly, the mathematical formulation of the tech-
noeconomic optimization is improved, as the dimension of
decision variables is minimized. (e aforementioned flexi-
bility improves at the cost of additional decision variables,
i.e., the ON/OFF states of the additional switches. (e
number of decision variables grows largely as the problem
scale grows spatially with the number of switches and
longitudinally with the number of control intervals, in
comparison with the previous system design. To reduce the
resulting computational burden, the interplay among the
switch behaviors is identified. Some switch behavior con-
straints are involved; for example, the battery can only
charge or discharge at one time, and the appliance can only
have one active power line connection. (e correlated
switches manifest finite states; as a result, a set of discrete
state variables are introduced. (e values of the discrete
variables indicate the combination of ON/OFF states of the

correlated switches. Given the constraints, the state variables
choose values from a limited range. In this way, the number
of variables to describe the complex and interacting switch
behaviors is minimized. As the ON/OFF states of the
switches are a major part of the decision variables, the di-
mension of the decision variables is largely reduced;
therefore, the computational burden is smaller such that the
problem is more promising to be solved within limited time.

(irdly, an advanced numerical solver is designed for the
proposed problem. A major difficulty to implement the
technoeconomic optimization is the solver. (e investigated
problem involves nonlinear objective functions and con-
straints, as well as continuous and discrete decision vari-
ables. It is thus a mixed-integer nonlinear programming
(MINLP) problem. Furthermore, as mentioned above, the
decision variable can be a large number, e.g., over 700. A
proper solver to such a complicated and large-scale opti-
mization problem is thus required. An intelligent optimi-
zation algorithm, namely, the competitive swarm optimizer
(CSO), is employed to design the numerical solver. Cheng
and Jin firstly proposed the CSO algorithm to solve large-
scale optimization problems [17]. (e CSO algorithm is
designed on the basis of the particle swarm optimization
(PSO) algorithm with a very different searching mechanism.
In the PSO algorithm, the term “particle” is employed to
refer to the individual solutions. (e particles are charac-
terized with two vectors, namely, the position and velocity
vectors. (e position vector describes the value of a solution
and the velocity vector the incremental of the value.(e PSO
updates the position vector with the velocity vector via
interacting with the global best position in the swarm (the
population of individuals) and the personal best position in
history [18]. (e CSO algorithm adopts the position and
velocity vector modelling from PSO but employs a random
pairwise competition mechanism such that the loser particle
can learn from the winner particle to update its position and
velocity. In this way, the CSO algorithm can reduce the
opportunity of convergence to local optimum, thereby
manifesting better and satisfying overall performances than
large-scale PSO algorithms.(e numerical solver is designed
on the pairwise competition concept basis and modified to
better match the investigated scenarios.

A case study is employed to test and verify the effec-
tiveness of the proposed approach, where the power dispatch
and appliance time scheduling on a daily basis are applied to
a typical South African household hybrid system. To
thoroughly investigate the effectiveness, results from three
cases, where different objective functions are applied with
the new flexible power dispatch and the previous dispatch
method, are illustrated and analyzed. For all cases, the CSO-
based numerical solver is employed, and thus, the power
dispatch methods are focused and compared.

(e remainder of this paper is structured as follows:
Section 2 introduces the hybrid system component mod-
elling. Section 3 takes advantage of the component mod-
elling to formulate the technoeconomic optimization
problem. Section 4 describes the CSO-based numerical
solver. Section 5 shows the case study with simulation results
and analysis. Section 6 draws the conclusion.
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2. Domestic PV-Battery Hybrid System

A domestic grid-connected PV-battery hybrid system is
hereby employed as the investigated hybrid system. (e
general layout of the PV-battery hybrid system is illustrated
in Figure 1. (e main purpose of such a system is to supply
the daily activities of a number of domestic appliances, e.g.,
electrical water heater (EWH), stove, television set, and
washing machine. (e involved appliances are connected to
both the power grid and the PV system. A battery bank is
also introduced to facilitate the power dispatch. (e battery
bank is able to charge from the power sources, which in this
case are the power grid and PV system, and discharge to
supply the appliances. In order to make use of all possible
power sources in the system, a power management unit
(PMU) is thereby introduced to implement the energy
conversion and the power dispatch. In this way, the PMU
manages the operation of the system, including (1) the se-
lection of energy flow to support the active appliances, (2)
the time scheduling of the appliances, and (3) the energy
conversion and voltage/current matching. It is clear that the
PMU is the central piece of the hybrid system that manages
from power quality to energy balance. An assumption is
employed that the voltage/current matching is well main-
tained by the PMU. Our investigation focuses on the power
scheduling.

(e power management diagram is depicted in Figure 2.
(ere are several components in the PMU. From the PV
side, there are a solar charge controller and inverter. (e
charge controller integrates a DC/DC converter to tune the
PV output to match the DC loads, including the battery. (e
inverter receives input from the charge controller and
battery and converts the DC power inputs into the AC loads,
which in this case refer to the appliances. From the grid side,
there is an AC charger integrating an AC/DC converter that
allows the battery be charged by the grid. (ere are also a
number of controllable switches to implement switching
control strategies. As Figure 2 depicts, there is one switch for
each power line. (e ON/OFF states of the switches control
the power flows in the system, i.e., the pair of the appliance
and its supplier. For each connected appliance, there are a set
of switches that control whether the appliance is supplied by
the PV, the battery, or the power grid. (e arrows on each
power line indicate the direction of the power flow. As
mentioned above, the additional switches are deployed such
that any connected appliance can choose among multiple
power sources by adjusting the ON/OFF status of switches.
Taking advantage of the developing smart grid and smart
building technologies, appliances are equipped with open
communication interfaces, which allow the PMU to
schedule the activities of the appliances and switches si-
multaneously, in both wired and wireless manners. As a
result, the system design in Figure 2 becomes feasible in
practice.

Remark 1. (ere are more and more domestic loads that
can be made DC in the modern daily life; for example, an
AC light bulb can be replaced with a DC light-emitting
diode (LED) bulb. In the future, it is possible to connect

the DC loads directly to the DC power sources, e.g., the
PV and battery bank. Such a system may reduce the
operational cost of renewable energy resources. How-
ever, currently, most domestic appliances are made AC
for the sake of standardization. Consequently, the system
design mainly focuses on the AC loads at the current
stage; therefore, all involved power sources are tuned to
be AC suppliers. Direct connections between the DC
suppliers and the DC loads can be involved in the future
design.

Assume that there are n appliances connected to the
system. A set of binary variables are employed to denote the
ON/OFF state of the switches. Let k denote the time instant
during operation, g1(k) denotes the ON/OFF state of the
switch between the PV charge controller and the battery,
g2(k) the charge controller and the inverter, g3(k) the AC
charger and the battery, and g4(k) the battery and the in-
verter. g21(k), g22(k), . . . , g2n(k) denote the switches be-
tween the PV and the appliances, g41(k), g42(k), . . . , g4n(k)

the battery and the appliances, and g51(k), g52(k), . . . , g5n(k)

the grid and the appliances. t denotes the time instant over the
operation. P1(k) and P4(k) denote the charging power from
the PV and the grid, respectively. P2(k), P4(k), and P5(k)

denote the power outputs of the respective power sources.
In this system, the operation of appliances is managed

together with the power flows. In this study, the operation
management is actually time scheduling, as the powers of
appliances are considered known a priori and invariable. (e
time scheduling is implemented simultaneously with the
power flow management such that the supply can match the
demand and achieve higher energy efficiency potentials.

(e mathematical formulations of the behavior for each
component in the system are introduced as follows.

2.1. PV Systems. (e PV consists of arrays of solar cells such
that the solar energy is converted into electrical power. (e
converted power is proportional to the solar irradiation and
the size of PV panels. As an alternative power source to the
power grid, the power output is a major concern of the PV
system. It is formulated as follows:

Power grid

Power
management

unit

Energy storage

Photovoltaic
system

Appliance

+–

Figure 1: General layout of the hybrid system.
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Ppv � ηpvIpvAc, (1)

where Ppv denotes the hourly PV power output (kW), ηpv

denotes the efficiency of the solar cells, Ipv denotes the
hourly solar irradiation per unit area (kW/m2), and Ac

indicates the area of the PV panels that receive solar irra-
diation (m2). (ere is an intermittent nature of the PV
system; that is, Ipv can be absent at some sampling instants.
An output profile of the PV system is therefore required.
Usually, the PV outputs over succeeding 24 hours are pre-
dictable [19]. Qpv denotes a time period where Ppv > 0. For
k ∉ Qpv, Ppv is considered to be zero given a very small Ipv. A
PV output profile is usually employed to indicate the hourly
PV power outputs in a day . Qpv can be identified via the PV
output profile.

2.2. Battery Bank. (e battery bank charges from other
power sources and discharges to support electrical load
activities. (e battery bank behaviors are dynamic owing to
the complicated scheduling of both power sources and
appliances. (e state of charge (SOC) is employed to
characterize the battery bank status. (e dynamics of the
SOC can be formulated as follows:

Soc(k + 1) � Soc(k) + ηBg1(k)P1(k) + ηBηcg3(k)P3(k)

− g4(k)P4(k),

(2)

where Soc(k) denotes the SOC at sampling instant k; g1(k),
g3(k), and g4(k) are binary variables that denote the ON/
OFF state of the respective switches at instant k, as depicted
in Figure 2; P1(k), P3(k), and P4(k) are the aforementioned
power outputs; ηc denotes the energy conversion efficiencies
of the AC charger; and ηB denotes the battery charging
efficiency during operation. Given the current-stage battery
system limitations, the simultaneous charging from two

different sources or simultaneous charging and discharging
are considered unpermitted. A constraint of the switches
must be taken into account:

g1(k) + g3(k) + g4(k)≤ 1 (3)

such that only one of the switches g1, g3, and g4 can be
turned on at the same time. Following (2), the SOC at a given
time τ can be formulated as follows:

Soc(τ) � Soc(0) + ηB 􏽘

τ

k�0
g1(k)P1(k) + ηBηc 􏽘

τ

k�0
g3(k)P3(k)

− 􏽘
τ

k�0
g4(k)P4(k),

(4)

where Soc(0) denotes the initial state of the battery bank.
Soc(k) is subject to the following constraint:

C
min ≤ Soc(k)≤C

max
, (5)

where Cmin and Cmax denote the minimum and maximum
available capacity (kWh), respectively.

(e battery wear level is also evaluated. (e wear cost is
formulated as follows:

JB(τ) � φbCD(τ)
BC

TH
, (6)

where CD(τ) � 􏽐
τ
k�0P4(τ) denotes the overall throughput of

the battery bank until instant τ and BC/TH denotes the
battery wear cost per 1 kWh from throughput energy, in
which BC denotes the battery cost and TH denotes the
overall throughput energy. (e calculation of BC/TH can be
found from previous studies [15, 20, 21].

2.3. Power Grid. From the hybrid system viewpoint, the
grid supplies infinite and stable electricity at an alternative

AC charge

BT

pv Charge controller

Inverter

Inverter

Appliance_1

Appliance_2

Appliance_n

P1 P2

P3

P4

P5 g51

g52

g5n

g41

g42

g4n

g21

g22

g2n

g3

g1

Load

Figure 2: Schematic of the investigated power management system.
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voltage level of 220 V. (e grid power comes with a price,
which results in the major operational costs. As men-
tioned above, a TOU tariff is introduced such that the
demand response can be implemented. Let ρ(k) denote the
TOU electricity price at time k of a day. ρ(k) changes
according to which period the time k lies within. (e
overall operational cost at a given time τ can be formu-
lated as follows:

Cost(τ) � 􏽘
τ

k�0
ρ(k) P3(k) + P5(k)􏼂 􏼃. (7)

2.4. Appliances. (e electrical loads consist of the load
profiles of all appliances connected to the hybrid system.
(e boundary identification must be conducted before
system design. Given the domestic scenario of the in-
vestigated system, several reasonable simplifications are
made to characterize the demand-side activities. Firstly,
all appliances within the system require standard AC
power. Secondly, each appliance is subject to a respective
constant operation duration. Control strategies can be
involved to determine the operation of such appliances
[22, 23].

According to previous studies [12–14], from the time-
scheduling perspective, domestic appliances can be cate-
gorized into three types: the flexible loads, the shiftable loads,
and the fixed loads. (e flexible loads’ working times can be
scheduled freely, at any favorable working time. (e shift-
able loads’ working times can be scheduled within a pref-
erable but limited time period. (e fixed loads’ working
times are fixed, unchangeable in any case. For an arbitrary
appliance from any type, the operation duration is constant
such that the time scheduling can be characterized as the
selection of the starting instant.

In the investigated system, an appliance is connected to
the PV, battery bank, and grid. An appliance i from the n
appliances is given. As depicted in Figure 2, there is one
switch for each power source connection. (e ON/OFF
states of the three switches at instant k are denoted by g2i(k),
g4i(k), and g5i(k). (e simultaneous supply from multiple
power sources is unpermitted; therefore, a switch constraint
is introduced as follows:

g2i(k) + g4i(k) + g5i(k)≤ 1, i � 1, 2, . . . , n. (8)

Let Sti denote the starting instant of the appliance i and
Di the operation duration. (e appliance continuously
operates until the end instant, denoted by Eni � Sti + Di − 1.
A continuous operation constraint is introduced as Xia and
Zhang proposed [24]:

􏽘

N− Di+1

k�0
ui(k)ui(k + 1)ui(k + 2) . . . ui k + Di − 1( 􏼁 � 1,

i � 1, 2, . . . , n,

(9)

where ui(k) is a binary variable that indicates whether the
appliance i is active at time k, i.e., the time schedule, and N

denotes the length of a finite scheduling period. In this
case, ui(k) � 1 if Sti ≤ k≤Eni, and ui(k) � 0 if otherwise. It
is notable that the continuous operation constraint is
associated with the actual switch behavior in the following
way:

g2i(k) + g4i(k) + g5i(k) � 1, if ui(k) � 1,

g2i(k) + g4i(k) + g5i(k) � 0, if ui(k) � 0.
􏼨 (10)

Let pi(t) with t � 0, 1, 2, . . . , Di − 1 denote the load
profile over the operation period (0, Di − 1) of the appliance
i. Assuming that pi(t) are known a priori, the power demand
pi(k) can thus be determined: if k � Si + t, pi(k) � pi(t);
otherwise, pi(k) � 0.

2.5. System Constraints. A series of constraints must be
introduced to the system such that the operation re-
quirements are all satisfied and none of the physical laws is
violated.

(a) (e energy balance must be fulfilled anytime during
operation, as indicated by the following equation:

ηI2P2(k)

ηI4P4(k)

P5(k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦ � 􏽘
n

i�1

g2i(k)

g4i(k)

g5i(k)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦pi(k), (11)

where P2(k), P4(k), and P5(k) are the power flows
from the PV output, battery bank discharge, and
power grid supply and ηI2 and ηI4 denote the in-
verter efficiency of the PV and battery bank, re-
spectively. For the convenience of calculation, a
logical state variable swi(k) is employed to describe
the combination of g2i(k), g4i(k), and g5i(k). swi(k)

chooses a value from 0, 1, 2, 3{ }. swi(k) � 0 indicates
the state that all switches are turned off and the
switch states equal to 0. swi(k) � 1 indicates that
only g2i(k) � 1, swi(k) � 2 that only g4i(k) � 1, and
swi(k) � 3 that only g5i(k) � 1.

(b) (e capacity constraints must be followed such that
the power flow is kept within the range of the
component capacity. (e power flows in the system
are thus limited. (e power flows P1(k) and P2(k)

are subject to the following constraint:

0≤P1(k) + P2(k)≤ ηsPpv(k), (12)

where Ppv(k), as mentioned above, is the PV output at
time k and ηs denotes the charge controller efficiency.
(e power flows P2(k) and P4(k) as the supplier are
subject to the following constraints:

0≤ ηI2P2(k)≤PI2(k),

0≤ ηI4P2(k)≤PI4(k),
􏼨 (13)
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where PI2(k) and PI4(k) denote the inverter capacity of
the PV and battery bank, respectively. (e power flows
P3(k) and P5(k) are subject to the following constraint:

0≤g3(k)P3(k) + P5(k)≤P
max
G , (14)

where Pmax
G denotes the allocated grid maximum

power for this grid-connected system. (e power
flows P2(k), P4(k), and P5(k) are obtained from the
energy balance equation (11). P1(k) and P3(k) are
decided by the scheduling algorithm, and they are
part of the decision variables.

(c) (e switch control strategies are also subject to
constraints that prevent infeasible switch behaviors.
(ese constraints are formulated in preceding sec-
tions along with the system component modelling,
i.e., constraints (3) and (8)–(10). Some further as-
sociations of the switch behaviors are identified as
follows:

g1(k) � 1, if P1(k)> 0,

g1(k) � 0, if P1(k) � 0,

g3(k) � 1, if P3(k)> 0,

g3(k) � 0, if P3(k)> 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(15)

g2(k) � 1, if 􏽑
n

i�1
swi(k) − 1( 􏼁 � 0,

g2(k) � 0, if otherwise,

g4(k) � 1, if 􏽑
n

i�1
swi(k) − 2( 􏼁 � 0,

g4(k) � 0, if otherwise.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

In this way, the states of g1(k)− g4(k) at time k can be
identified from the values of P1(k), P3(k), and swi(k) with
i � 1, 2, . . . , n.

3. Problem Statement

(e primary management objective of the investigated
optimization problem is cost minimization. Secondly, the
renewable energy penetration is involved; that is, the usage
of grid power should be minimized as well. Owing to the
TOU tariff, the two objectives manifest certain differences
and must be equally considered in scheduling. Furthermore,
the user satisfaction in time scheduling is taken into account.
All these objectives are evaluated on a finite horizon basis.
Let T denote the number of sampling instants. (e opti-
mization problem is formulated as follows.

3.1. Decision Variables. (e involved decision variables
consist of three parts: (1) the switch control strategy decision
variables, (2) the charging power control variables, and (3)
the appliance time-scheduling decision variables. It is given
that i � 1, 2, . . . , n in the following discussion.

(e switch control variables are swi(k), which can
characterize the status of most switches in the system as
constraints (15) and (16) imply. Given constraints (8)–(10), it
is unnecessary to cover the whole finite horizon. For the
appliance i, swi(k)> 0 when Sti ≤ k≤Eni, and swi(k) � 0 if k
lies outside the working period. (erefore, the minimum
required control variables are swi(k) with k ∈ [Sti, Eni]. (e
dimension of this part is 􏽐

n
i�1Di.

(e charging power control variables are P1(k) and
P3(k). Given constraints (3) and (15), P1(k)∗P3(k) � 0 at
any given instant k; therefore, the dimension of this part is
T.

As mentioned above, the appliance time scheduling is
simplified with the known a priori and constant load profile
pi(t) and operation duration Di. Taking advantage of the
knowledge, the scheduling is implemented with decision
variables Sti. (e dimension of this part is n.

(e dimension of the optimization is therefore
􏽐

n
i�1Di + T + n. Comparing with the previous study [15], the

problem is extended to a higher dimension but simplified by
taking advantage of swi(k) and the constraints such that the
dimension of the optimization grows slower than the
problem scale.

3.2. Objectives. (e cost minimization objective is formu-
lated as follows:

Jc � 􏽘
T

k�0
ρ(k) P3(k) + P5(k)􏼂 􏼃 + φbJB(T), (17)

where φb denotes a weight that indicates the preferable
importance of the battery wearout to the decision-maker.

(e renewable energy penetration objective is formu-
lated as follows:

Je � 􏽘
T

k�0
P3(k) + P5(k)􏼂 􏼃. (18)

(e user satisfaction is evaluated via an inconvenience
indicator, which is adopted from the study of Setlhaolo and
Xia [12]:

β � 􏽘
n

i�1
ci 􏽘

T

k�0
u

bl
i (k) − ui(k)􏽨 􏽩

2
, (19)

where ci denotes an importance factor of the appliance i and
ubl

i (k) denotes the baseline time schedule of the appliance i.
(19) quantifies the difference between the baseline time
schedule and the adopted time schedule. Given the system
modelling and constraints in this study, the user satisfaction
evaluation is simplified as follows:

β �

��������������

􏽘
n

i�1
ci St

bl
i − Sti􏽨 􏽩

2

􏽶
􏽴

, (20)

where Stbl
i denotes the baseline starting instant. Such a

difference has to be minimized such that the user remains
happy with the optimized appliance time schedule.
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3.3. Technoeconomic Optimization. Taking advantage of the
preceding objective functions and constraint formulations,
the technoeconomic optimization problem is obtained by
minimizing the following objective function:

J swi(k), P1(k), P3(k), Sti( 􏼁 � λcJc + λeJe + λbβ, (21)

subject to the battery dynamics (2) and constraints (3),
(8)–(10), and (11)–(16).

According to the above formulations, there are
nonlinear objective functions and constraints, as well as
continuous and discrete decision variables in the prob-
lem. (ey result in a mixed-integer nonlinear pro-
gramming (MINLP) problem, at a relatively large scale.
(e general theoretic approach of solving an MINLP
problem remains an open question; as a result, numerical
solvers are widely employed. In the previous study [15],
an OTPI toolbox https://www.inverseproblem.co.nz/
OPTI/index.php/DL/DownloadOPTI/ in MATLAB was
adopted as the numerical solver. (e former solver took
quite a large amount of time for calculation. In this study,
the implementation of intelligent optimization algo-
rithms on such a problem is investigated. A newly pro-
posed algorithm named the competitive swarm optimizer
(CSO) is adopted as the numerical solver. (e in-
troduction to the CSO-based solver comes in the fol-
lowing section.

4. Numerical Solver Design

4.1.Competitive SwarmOptimizer. In the CSO algorithm, let
x denote a particle and w and l the indices of the winner and
loser particles in a pair. Assume that it is the G-th iteration,
and there have been k − 1 competitions. After the k-th
competition, the next-generation winner particle xw,k(G +

1) remains the same as xw,k(G). (e loser particle
xl,k(G + 1), namely, the position vector, is thereby updated
as follows:

xl,k(G + 1) � xl,k(G) + Vl,k(G + 1), (22)

where Vl,k(G + 1) is the next-generation velocity vector,
updated as follows:

Vl,k(G + 1) � rn1(k, G)Vl,k(G) + rn2(k, G) xw,k(G) − xl,k(G)􏽨 􏽩

+ φrn3 xk(G) − xl,k(G)􏽨 􏽩,

(23)

where rn1, rn2, and rn3 are random vectors; xk(G) is the
center of neighborhood filed particles, i.e., a set of par-
ticles that are close enough to xl,k(G); and φ is the
weighting coefficient of xk(G). Such a neighborhood field
is predefined.(ere is a special case that the neighborhood
covers the whole swarm, where xk(G) indicates the global
mean position of the particles at iteration G. (e velocity
and position vectors are employed for the continuous
cases. In a discrete case, e.g., the decision variables swi(k)

in this study, other update mechanisms must be
employed. A crossover mechanism is hereby employed as
follows:

xl,k(rn, G + 1) � xw,k(rn, G),

xl,k(rn, G + 1) � xl,k(rn, G),
􏼨 (24)

where rn denotes randomly generated indices of the com-
ponents in a particle x and rn the unselected indices. (24)
suggests that the winner particle xw,k(G) selects and copies a
part of its components into the next-generation loser particle
xl,k(G + 1). (e unselected components of xl,k(G + 1) re-
main the same as xl,k(G). In this way, the loser particle can
learn from the winner particle.

For an MINLP problem, there are simultaneously
continuous and discrete components in a particle. In this
case, the continuous part and discrete part are separated,
(23) and (22) are implemented on the continuous part, and
(24) is implemented on the discrete part. After the learning
process, the two updated parts are combined again to
obtain the particle of next generation. (e theoretical proof
of the convergence of the CSO algorithm can be referred to
[17].

(e pseudocode of the CSO according to the preceding
introduction is illustrated in Algorithm 1 [25].

Remark 2. (e introduced CSO algorithm is mainly
designed for continuous problems. For discrete decision
variables, e.g., binary variables or integers, the discrete PSO
algorithm [26, 27] can facilitate the algorithm design. (e
pairwise competition can be further introduced to other
evolutionary algorithms, such as differential evolution
(DE).

Remark 3. Given the investigated MINLP problem (21), the
original CSO algorithm cannot be applied in a straight-
forward way. Modifications that match the decision vari-
ables are to be introduced such that satisfying performances
can be achieved.

4.2. Modified CSO-Based Solver. In order to implement the
CSO algorithm on a constrained problem, a penalty function
is introduced to the original objective function (17). Given
that there are NC constraints to a problem, the penalty
function is formulated as follows:

Pen � 􏽘
T

k�0
􏽘

NC

i�0
ωPen,iPen,i(k), (25)

where

Pen,i(k) �
0, if constraint i is obeyed,

M, if constraint i is violated,
􏼨 (26)

where M is a large positive number and ωPen,i is the
weighting factor for constraint i. A fitness function is thereby
formulated with (17), (25), and (26):

f(x) � Jc + Pen. (27)

In this way, for a minimization problem, a particle
becomes much less competitive when any of the constraints
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is violated, given that a large positive will be added to the
objective function.

After competition, the loser particle must learn from the
winner particle. However, the MINLP search space and
constraints in the investigated problem are quite compli-
cated. (e dynamics of the battery bank charging and
discharging invoke further difficulty to search for the op-
timum. Consequently, the performance of Algorithm 1 is
not satisfying. (e following modifications are thereby
employed to improve the performances on this specific
problem.

Firstly, the learning strategies are modified to improve
the searching efficiency. Let f(G) denote the mean fitness of
the current swarm (at the G-th iteration). After competition,
the fitness of both winner and loser particles is evaluated:

(i) If f(xw,k(G))≥f(G), both winner and loser par-
ticles are considered inferior; therefore, the winner
particle must learn from the global best particle
xgbest(G), while the loser particle must learn from
the winner.

(ii) If f(xl,k(G))≤f(G), both winner and loser parti-
cles are considered superior; therefore, the winner
particle is moved into P(G + 1), and the loser
particle implements mutation subject to the genetic
algorithm style.

(iii) If f(xw,k(G))≤f(G)<f(xl,k(G)), the original
CSO learning strategies are applied.

Secondly, constraints (3) and (15) are employed to
generate battery bank charging and discharging states,
namely, the “knowledge-guided solution filter”. ∀k, g4(k) is
firstly identified subject to (16). If g4(k) � 1, then
P1(k) � P3(k) � 0. If g4(k) � 0, then P1(k) is randomly
generated within [0, Ppv(k) − P2(k)). If g4(k) � 0 and
P1(k) � 0, then P3(k) is randomly generated. If the Soc(k)

reaches its upper bound at time k, then P1(k) � P3(k) � 0.
In this way, the charging and discharging decision variables
are guaranteed to be feasible. (e knowledge-guided solu-
tion filter reduces cost of trial and error during optimization
such that the algorithm can persist searching within a
feasible space.

Remark 4. According to simulations, the modified solver
constantly outperforms the original CSO algorithm on the
investigated problem. (ere lacks a theoretical analysis on
the performances, whereas a hypothesis is made that the
superior performances are resulted from the knowledge-
guided solution filter. Wang and Zheng [28] reported that
exploitation of the algorithm is enhanced by knowledge-
based local search. Further details and investigations are
expected in future works.

Definition:
x: the particle;
P: the swarm;
np: the swarm size, i.e., the number of particles;
G: number of iterations;
w and l: the indices of winner and loser particles;
f(·): the fitness function, assuming that this is a minimization problem;
Terminal condition: the maximum number of iteration Mg is reached;

(1) Begin
(2) Initialize population P(1) with np particles;
(3) while G � 1 toMg do
(4) P(G+ 1)�∅;
(5) while P(G)≠∅ do
(6) Generate two random indices r1 and r2 from np;
(7) if f(xr1

)≤f(xr2
) then

(8) w � r1, l � r2;
(9) else
(10) w � r2, l � r1;
(11) end if
(12) put xw(G) into P(G + 1);
(13) If x is coded as continuous variables, update xl(G) with (23) and (22);
(14) If x is coded as discrete variables, update xl(G) with (24);
(15) If x contains both continuous and discrete parts, update the two parts separately;
(16) put the updated loser particle xl(G) into P(G + 1);
(17) remove particles xr1

and xr2
from P(G);

(18) end while
(19) G�G+ 1;
(20) end while
(21) choose xbest the particle with the best fitness 􏽢f(·) from PMg;
(22) Return xbest;
(23) End

ALGORITHM 1: Pseudo code of the CSO algorithm.
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5. Simulation Results and Analysis

5.1. Case Study. (e case study investigates the operation of
a household, grid-connected, PV-battery hybrid energy
system. (e data are retrieved from the South African do-
mestic appliance operation studies [13–15]. (ere are eight
appliances connected in the system. (e usage profile of the
appliances is shown in Table 1 on a daily basis, where there
are 144 time slots, a.k.a., sampling instants. Each time slot
lasts 10minutes. (e scheduling horizon is 24 hours, i.e., a
whole day. (e adopted usage profile and baseline time
schedule are for the working day scheduling for a typical
South African home. To emphasize, the power of the ap-
pliances is measured average power. (e baseline time
schedule reflects the preferable time according to the in-
habitant’s habits. For example, the inhabitant turns on the
electrical water heater (EWH) twice a day for the hot water
demand. In the morning, the EWH is turned on at 5 : 00 am
(the 31-st time slot), operates for two hours, and is turned off
at 7 : 00 am (the 42-nd time slot) such that the user can use
heated water after breakfast. In the afternoon, the EWH is
turned on again at 5 :10 pm (the 104-th time slot) and turned
off at 7 :10 pm (the 115-th time slot) such that the hot water
for the evening can be ready. (is is the most convenient
EWH operation plan for the user. Similarly, the stove must
be turn on twice for the cooking demands. (e other ap-
pliances have to be turned on and off only once daily.

(ere are several further constraints with the given
scenario. Firstly, for the shiftable appliances, a preferable
range of starting time slots are given in Table 1. (e flexible
appliance can start anytime in a day, and the only re-
quirement is that the operation must be finished before the
end of the horizon.(e fixed appliance cannot be scheduled;
therefore, the preferable range is not applicable (N/A).
Secondly, the washingmachine and electrical dryer work in a
sequence; that is, the dryer must start after the washing
machine job is finished. In this case, it results in an addi-
tional constraint to the preceding ones:

St4 ≥ St3 + D3. (28)

(e adopted PV system and battery bank have their
own limitations, as shown in Table 2. (e PV system in-
tegrates 14 solar panels with the rated power of 0.25 kW.
(erefore, the overall capacity, i.e., the rated output, of the
PV system is 3.5 kW. Actually, the PV system output at any
given time slot depends on the solar irradiation profile.
Such a profile is possible to forecast 24 hours ahead of the
scheduling [19]. In the case study, the timely PV output is
identified based on an hourly profile in [29], as shown
in Table 3, where Qpv is k ∈ [39, 144). (e battery bank
consists of 4 lead-acid batteries, each with 12 V rated
voltage and 105Ah rated capacity; that is, the overall ca-
pacity is 5.04 kWh. (e battery cost is calculated in South
African rand (ZAR), which is R5826. (e lifespan of
the battery bank is 1000 cycles at 50% depth of dis-
charge (http://www.trojanbattery.com/markets/renewable-
energy-re/); therefore, the wear cost per 1 kWh throughput
energy is 5826/(1000 ∗ 0.5∗ 5.04) � 2.312R/kWh. φb � 0.1

Table 1: Typical usage profiles and baseline time schedules.

Appliances Power (kW) Duration (min)
Baseline

Preferable range of StiIndex i Sti Eni

Shiftable

(1) EWH 3.0 120 31 42 [19, 31]

120 104 115 [91, 121]

(2) Stove 2.5 30 32 34 [25, 55]

50 113 117 [97, 127]

(3) Washing machine 0.5 60 109 114 [43, 133]

(4) Electric dryer 2.0 30 116 118 [49, 139]

Fixed
(5) Refrigerator 0.1 1440 1 144 N/A
(6) Television set 0.2 180 104 121 N/A
Flexible
(7) Dishwasher 1.8 150 116 130 [1, 130]

(8) Bread maker 1.5 150 118 132 [1, 130]

Table 2: PV system and battery bank parameters.

PV capacity Ppv 3.5 kWp

Battery bank maximum capacity Cmax 5.04 kWh
Battery bank minimum capacity Cmin 2.52 kWh
Battery bank cost (ZAR) R5826
Initial state of the battery bank 60%Cmax

AC charger efficiency ηc 85%
PV charge controller efficiency ηs 90%
PV inverter efficiency ηI2 95%
Battery bank inverter efficiency ηI4 95%
Battery bank charging efficiency ηB 80%

Table 3: Hourly PV output.

Time slot k [0, 39) [39, 45) [45, 51) [51, 57)

Ppv(k) (kWh) 0 0.15 0.85 1.65
[57, 63) [63, 69) [69, 75) [75, 81) [81, 87)

2.35 2.9 3 2.95 2.55
[87, 93) [93, 99) [99, 105) [105, 111) [111, 144)

2 1.45 0.75 0.1 0
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such that the usage of the battery is encouraged. (e im-
portance factors ci � 1 for each i, i.e., involved appliances,
are considered equally important in this case. (e effi-
ciencies of the charge controller, AC charger, and inverters
are given as well.

(e power grid supply is described as follows: (e
maximum household current is 60A, which is limited by the
utility company. (e charging power from the grid is
considered constant in this case, which is 5 kW; that is,P3(k)

can only be 0 or 5 kWh. Furthermore, the TOU tariff is
adopted from the study in [13], as shown in Table 4.

5.2. Simulations. Simulations are programmed in C++ with
the following running environment: the CPU is Inter Core
i3-8100 CPU@3.60GHz, the RAM is 16GB, and the system
isWindows 10× 64.(ree cases are adopted by adjusting the
weighting factors in (21).

(i) λe � 1, λc � 0, and λb � 0 such that the optimization
employs a single objective, i.e., the renewable energy
penetration.

(ii) λe � 0, λc � 1, and λb � 0 such that only the cost
minimization objective is optimized.

(iii) λe � 1, λc � 1, and λb � 1 such that the multi-
objective optimization of (21) is implemented where
Jc, Je, and β are equally considered.

In each case, there are two demonstrated results. One
result is from the proposed approach, and the other one is
from the previous power dispatch model [15] as the com-
parative results. Both results are reported from the average of
20 runs, taking advantage of the proposed CSO-based opti-
mizer. In the CSO algorithm, the swarm size is 1500 and the
iteration number is 10000. (e neighborhood field is defined
to be the nearest superior particle and inferior particle. (e
details of such a neighborhood field can be referred to [30, 31].

5.3. Results andAnalysis. (e results are reported as follows:

(i) In the first case, the grid power supply is mini-
mized to be 14 kWh, at the energy cost of R16.57
and inconvenience indicator of 14.25. (e power
dispatch is depicted in Figure 3. In the com-
parative result, the minimal grid power is
15.07 kWh, at the energy cost of R14.29 and in-
convenience indicator of 14.59. (e power dis-
patch is depicted in Figure 4. (e improvement of
the objective is 7.1%. (e average running time is
18.43 minutes.

(ii) In the second case, the cost is minimized to be
R7.06, while the overall power supply from the grid
is 14.37 kWh. (e inconvenience indicator is 13.89.
(e power dispatch is depicted in Figure 5. In the
comparative result, the minimal cost is R7.72, with

Table 4: TOU tariff.

Time periods Electricity price Hours
Peak hours R2.2225/kWh [08 : 00, 11 : 00)∪ ​ [19 : 00, 21 : 00)
Standard hours R0.6773/kWh [07 : 00, 08 : 00)∪ ​ [11 : 00, 19 : 00)∪ ​ [21 : 00, 23 : 00)
Off-peak hours R0.3656/kWh [00 : 00, 07 : 00)∪ ​ [23 : 00, 24 : 00)
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Figure 3: Power dispatch of the new design in case (i).
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the grid power supply of 15.57 kWh and in-
convenience indicator of 15.03. (e power dispatch
is depicted in Figure 6. (e improvement of the
objective is 8.6%. (e average running time is
18.36minutes.

(iii) In the third case, the weighted sum of all objec-
tives is minimized. (e optimized objective
function value is 34.64, when the energy cost is
R8.29 and the grid power supply is 15.53 kWh,

and the inconvenience indicator is 10.82. (e
power dispatch is depicted in Figure 7. In the
comparative result, the objective function value is
39.97, where the energy cost is 9.53 and grid
power is 18.78 kWh, with the inconvenience in-
dicator of 11.66 as well. (e power dispatch is
depicted in Figure 8. (e improvement of the
objective is 13.3%. (e average running time is
18.37minutes.
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Figure 5: Power dispatch of the new design in case (ii).
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Figure 4: Power dispatch of the previous design in case (i).
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From Figures 3, 5, and 7, overlaps between different
power supplies can be observed especially during peak
hours, while from Figures 4, 6, and 8, none of the time slots
allows multiple power supplies. In these cases, the grid
power outputs are smoothened under the dispatch with the
proposed approach. From the comparative results, supplies
become more intermittent because of the contradiction
between the renewable penetration objective and the supply

constraint. Allowing the combination of multiple power
supplies reduces such an intermittent performance while,
according to the energy and economy performances in case
studies, making better use of the renewable energy sources.

As a conclusion, the proposed approach outperforms the
previous model in all cases. When comparing the results of
the new and previous designs, it appears that the flexible
power dispatch allows more appliances to be scheduled to
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Figure 7: Power dispatch of the new design in case (iii).
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Figure 6: Power dispatch of the previous design in case (ii).
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standard and off-peak hours, resulting in a lower energy
cost. (e objectives Je and Jc manifest a certain level of
trade-off. (is is resulted from the employment of the TOU
tariff, where some off-peak hours may be infeasible for the
PV system because of its intermittent nature. When com-
paring the results among the three cases, it can be found that
the first two cases can achieve lower energy cost and grid
power consumption because of ignoring the inconvenience
indicator β. It invokes an interesting topic for future studies
that how to strike a balance between the conflicted interests
of user satisfaction and energy efficiency in such a hybrid
energy system management.

6. Conclusions

(is paper investigates a technoeconomic optimization
problem for a domestic grid-connected PV-battery hybrid
energy system, via extending and improving a previously
proposed system design. According to the previous design,
the power dispatch is decided for the totality of the elec-
trical loads. In the new model, appliances that comprise the
electrical loads are supplied and managed, respectively, via
additional power lines and switches from each power
source. Furthermore, the appliance time scheduling is
incorporated into such a flexible power dispatch. In this
way, the system achieves better energy efficiency and
economic performances via the technoeconomic optimi-
zation. (e performances are evaluated by three optimi-
zation objectives: minimizing energy cost, maximizing
renewable energy penetration, and increasing user satis-
faction, over a finite horizon. (ere are nonlinear objective
functions and constraints, as well as discrete and contin-
uous decision variables, in such an optimization problem.

As a result, the problem becomes an MINLP one at a large
scale, which is difficult to solve. A competitive swarm
optimizer-based numerical solver is thereby designed and
employed.

In order to verify that the new design does improve the
performances, a case study is investigated, where the power
dispatch and appliance time scheduling on a daily basis are
applied to a typical South African household hybrid system.
(ere are three optimization cases, each with different
objective functions, including only energy cost minimiza-
tion, only renewable energy penetration maximization, and
a weighted sum of the three objectives. Simulations are
applied in these cases, where comparative results are also
obtained via optimization of the previous system design.(e
same solver and system configurations are employed. In all
cases, the results from the new design outperform results
from the previous design. (e improvement ranges from
7.1% to 13.3% and manifests that further energy efficiency
and economic benefits can be achieved by the proposed
approach. Furthermore, the solver generally takes around
18.4minutes to obtain the solution. It verifies that the
proposed approach has the potential for application in a
real-time context.

(ere are several future works to investigate based on the
current-stage results. Firstly, the performance evaluations,
such as the battery wear cost and the renewable energy
penetration, are simplified. More practical indicators can be
introduced in the future. Secondly, uncertainties from the
environment and user demands are inevitable in practice.
(e real-time feedback mechanism can be introduced to
overcome such uncertainties. (irdly, the game theory-
based power dispatch and load scheduling considering
conflicted interests call further study. Lastly, the CSO-based
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numerical solver can be further investigated to improve the
algorithm performance.
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The reheat steam temperature control system of thermal power unit is a complex control object with time-varying parameters
and large delay. In order to achieve precise control of reheat steam temperature, the performance of the reheat temperature control
system is analyzed according to the data that are obtained based on the constrained predictive control algorithm. Firstly, the process
and mathematical model of reheat steam temperature control system are introduced. Then the principle of constrained predictive
control algorithm is analyzed. Finally, the steady-state values of control quantities of reheat steam temperature control system under
different conditions are given by MATLAB simulation, and, by analyzing the steady-state values and steady-state time of the input
and output of the system, the reference values and the regulating law of the control quantities and the specific constraint range of
the control quantities of the system are given, which can provide reference data and theoretical basis for the field adjustment of the
reheat steam temperature control system in power plant and improve the safety and effectiveness of the system.

1. Introduction

In recent years, China’s electric power industry has developed
rapidly. Ultra-supercritical thermal power unit, which has
the characteristics of nonlinear, uncertain parameters and
time-variation, has become the main unit in coal-fired
power generation industry. Thus higher requirements for
automatic control of coal-fired power plants are put forward.
At the same time, China’s clean energy industry has made
great progress, and a variety of clean energy sources have
entered the electricity market, which has a certain impact
on the traditional coal-fired plants. In order to improve the
market competitiveness of coal-fired plants, it is necessary to
improve the efficiency of unit continuously. Increasing the
pressure and temperature of steam is an effective means to
improve competitiveness, but, due to the design requirement

of the unit’s infrastructure design and the limitation of
metal material of boiler, the upgrading and transformation of
operating parameters of unit require a large amount of invest-
ment of funds. Therefore, it is very important to improve
the control effect of steam temperature on the existing
basis.

In thermal power unit, reheat steam temperature is an
important parameter that affects the economic value of unit.
The reheat steam temperature control system is a complex
object with the characteristics of large inertia and hysteresis,
and the dynamic characteristics of the system are different
during the load variation of generator unit, which make the
control of reheat steam temperature extremely difficult. If the
reheat steam temperature is too high, it may increase the
corrosion of the metal material of pipeline and the heating
surface of the boiler through which the steam flows, so
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that the service life of unit may be reduced. If the steam
temperature is too low, the humidity of steam will be very
high, which not only makes the last turbine blades more
vulnerable to damage, but also reduces the thermal efficiency
of unit. The large variation of reheat steam temperature
will also cause unit fatigue and reduce the service life of
unit. Therefore, understanding the regulating law of the
control quantities and the constraint range of the control
quantities of the reheat steam temperature control system can
not only ensure the safety of thermal equipment, but also
have important significance to the stability of reheat steam
temperature.

In order to improve the control effect of steam temper-
ature, a large number of scholars have adopted a variety
of advanced control strategies to study it. A new cascade
feedback control system with load feed-forward of reheat
steam temperature is proposed in [1]. Single-Neuron Self-
adaptive PSD algorithm controller applied to outer loop and
double-degree PID controller is applied to inner loop, which
achieves good control effect. In [2], based on the charac-
teristics of superheated steam temperature of a boiler, a
new cascade control system is designed. The main regulator
adopts multimodel observer control, and the secondary
controller adoptsweighted synthesizing proportional control.
The system integrates the characteristics of the multimodel
control with those of the state variable control with observer.
The results show that the control system has strong robust-
ness. In [3], an adaptive predictive control algorithm is
designed for the reference model, and two compensators
are introduced; one is two-order compensator for process;
the other one is time delay compensator for the reference
model. The algorithm has been applied in a 200MW peak
regulating drum boiler for reheating temperature process,
and high control accuracy is obtained. As the superheated
steam temperature has large inertia, time-delay, and non-
linearity and its dynamic characteristics change with the
operating conditions, a self-tuning PID controller based on
fuzzy-RBF neural networks is presented for its control in
[4], which has the advantages of traditional PID control,
neutral networks control, and fuzzy control and optimizes
online PID parameters. In [5], a new intelligent control
algorithm of cloud models is proposed. The variant dimen-
sion cloud model intelligent controller, which contains a
one-dimension cloud model controller to eliminate steady-
state error, is designed, and it is used for superheated steam
temperature control of a supercritical once-through 600MW
boiler. In [6], a multimodel internal mode control strategy
is proposed, and it has been successfully applied to a 1024
t/h supercritical pressure boiler. Performance studies show
that the control strategy ensures that the superheated steam
temperature stays within the desired range for both steady
and varying loads. In [7], dynamic matrix control (DMC)
is applied in controlling steam temperatures of a large-scale
once-through boiler-turbine system. Online optimization is
performed for the DMC using the step response model. The
simulation results show satisfactory performance of the pro-
posed DMC technique. Aiming at the characteristics of large
inertia, large time delay, and nonlinearity of Reheater Tem-
perature Control System, a hybrid optimization algorithm

(MPSO-RBF) for radial basis function (RBF) neural network
based on modified particle swarm optimization (MPSO)
is presented in [8]. The results have proved that MPSO-
RBF method has good performance index. In [9], a scheme
combining neural network identification technology and
adaptive inverse control technology is proposed for the
control of boiler superheated steam temperature in fossil-
fired power plant. The identified inverse model is preset
as the controller and connected in series with the con-
trolled object to form an adaptive inverse control system.
In [10, 11], active disturbance rejection control (ADRC) is
applied in the control of superheated steam temperature.
Comparing with PID algorithm, the method achieved an
excellent performance. In [12], a nonlinear control strategy
for steam power plants is proposed.The strategy decomposes
the overall plant into three separate subsystems and applies
decoupling with dead time compensation for each one of
them. The simulation results show that the method has
good performance and robustness. When the superheated
steam temperature is controlled by adjusting the cooling
water, the nonlinear characteristics of the valve are caused
by the flow rate. In [13], by collecting the valve input and
output data and fitting the valve flow characteristic curve, a
valve opening degree compensator based on the polynomial
fitting method was designed. The simulation results show
that the method can overcome the nonlinear problem caused
by valve flow characteristics. In [14], a system of automatic
control over the temperature of superheated steam for the
boiler with three-tier steam cooling system is considered.
A regulating algorithm rests on a cascade control method
with the temperature error correction based on a force signal.
The force signal is a speed of steam temperature change
after the condensate injection. The simulation results show
the effectiveness of the method. Besides, based on robust
H∞ control method, the reheat steam temperature control
system of boiler is studied in [15]. In [16], according to the
characteristics of reheat steam temperature, a hybrid opti-
mization method based on Biogeography-Based Optimiza-
tion (BBO) algorithm is proposed to optimize the traditional
PID controller. It turns out that the optimized PID controller
has better tracking ability and better anti-internal and exter-
nal interference performance in reheat steam control sys-
tem.

Aiming at the difficulty of reheat steam temperature
control, model predictive control is a useful control method.
It can deal with multivariable, constrained, and time-delay
problems effectively and has good dynamic control per-
formance. Model predictive control (MPC) [17–20] was
proposed in the 1980s. It has been improved and developed
continuously in recent years and has been widely used in
many industrial fields such as robots [21–24]. The control
mechanism of MPC is that, at each sampling time, according
to the current measurement information, an open-loop
optimization problem in finite time domain is solved online,
and the first element of the control sequence is acted on
the controlled object. At the next sampling time, the above
process is repeated; that is, the optimization problem is
refreshed and resolved with new measurements. In addition,
in the actual industrial control process, the physical quantity
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Figure 1: The process diagram of reheat steam temperature control system.

of the system can only be taken in a certain range, such
that the opening range of the valve dampers in the unit of
thermal power plant can only be taken from 0% to 100%.
Executing agencies are not allowed to change too much to
prevent damage to them.Therefore, in actual control process,
the control input and output must be constrained according
to the actual requirement, so that their values can be kept
within a certain range. Considering the above factors, the
reheat steam temperature control system of 660 MW Ultra-
supercritical Once-through Boiler in a power plant is taken
as the research object in this paper. And the control process
of reheat steam temperature in coal-fired power plant is
studied and analyzed by using constrained predictive control
algorithm. Through the simulation results, the regulation law
and the restriction range of system inputs during the reheat
steam temperature system regulation are obtained, which
provides theoretical and data support for field regulation. In
this way, we can improve the safety and efficiency of reheat
steam temperature control and the quality of reheat steam
temperature control of ultra-supercritical coal-fired units.

The paper is organized as follows. In Section 2, the tech-
nological principle and mathematical model of reheat steam
temperature control system are formulated. Then the prin-
ciple of constrained predictive control algorithm is analyzed
in Section 3. In Section 4, we apply constrained predictive
control to reheat steam temperature control system and carry
out MATLAB simulation. And, by analyzing the simulation
results, the input regulation law and appropriate constraint
range of system inputs are given. Finally, conclusions are
given in Section 5.

2. The Technological Principle and
Mathematical Model of Reheat Steam
Temperature Control System

2.1. The Technological Principle of Reheat Steam Temperature
Control System. At present, in order to improve the opera-
tion efficiency of large-scale thermal power unit, the steam
which has finished the work in the high-pressure cylinder is
reheated generally. The process of steam reheating involves
three steps. At first, the steam discharged from high pressure
cylinder is resent back to the boiler for heating. Then the
reheat steam is heated to a certain temperature. Finally, the
reheat steam is sent to themiddle- and low-pressure cylinders
for work.

There are many ways to regulate reheat steam tempera-
ture. The commonly used methods include adjusting flue gas
damper opening, swinging burner swing angle, and spraying
water to reduce temperature. The process diagram of reheat
steam temperature control system is shown in Figure 1. In
the control process of steam temperature, reheat steam pipe
is generally divided into side A and side B. The burner and
the flue gas baffle act on the reheat steam temperature of
both sides at the same time. The sprinkler that is installed
on the A side and the B side of the reheater can only control
the reheat steam temperature of the A side and the B side,
respectively. When reheat steam temperature is controlled
by flue gas damper, the tail flue of the boiler is divided into
two parallel flues. Low temperature reheater is arranged in
the main flue, low temperature superheater is arranged in
the bypass flue, and economizer is arranged behind them.
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Temperature regulating damper is installed under econo-
mizer. By changing the opening of two flue dampers, the ratio
of flue gas that flows through cryogenic reheater and cryo-
genic superheater is changed, so as to control the temperature
of reheat steam. Specifically, when the opening of the flue
gas damper increases, the reheat steam temperature increases;
otherwise the reheat steam temperature decreases.Theway of
adjusting the swing angle of the burner is to change the up and
down inclination angle of the swing burner nozzle, whichwill
adjust the position of the high temperature flame center in the
furnace, so as to change the flue gas temperature at the outlet
of the furnace and control the reheat steam temperature.
Similar to the flue gas damper, the reheat steam temperature
increases with the increase of burner swing angle; otherwise
the reheat steam temperature decreases. In case of emergency,
sprinklers on both sides of reheater can spray water to cool
down.

In general, adjusting flue gas damper opening and burner
swing angle is the main control means in the control process
of reheat steam temperature system. The performance of
burner swing angle regulation and flue gas damper regulation
is stable, and heat shock is small, so the two control methods
have higher thermal economy. Although spray desuperheat-
ing has a rapid effect on reheat steam temperature control,
it will reduce the thermal efficiency of the unit, so it is not
the main method of regulation. Usually only in the process of
unit start-up and shutdown, or in the case of accident, spray
desuperheating is used as an auxiliary emergency means.
Besides, in the normal operation of the unit, small amount
of cooling water can be used intermittently, or it can be
combined with other temperature regulation methods as a
fine-tuning method of reheat steam.

2.2. The Mathematical Model of Reheat Steam Temperature
Control System. From the above analysis, we can learn that
the ideal control method for the reheat steam temperature
should be to use the burner swing angle and the flue gas
damper to adjust the reheat steam temperature roughly and
use the method of water spraying to reduce the temperature
to achieve fine adjustment. As an emergency safety measure,
the sprinkler valve should be kept as small as possible. At the
same time, the variance of burner swing angle and flue gas
damper opening must be limited to a certain range.

According to the requirements of reheat temperature
control process, the mathematical model [25] of reheat steam
temperature control system for 660 MW ultra-supercritical
once-through boiler in a power plant is established:

[𝑦1
𝑦2] = [𝐺11 𝐺12 𝐺13 0

𝐺21 𝐺22 0 𝐺24] ×
[[[[[
[

𝑢1
𝑢2
𝑢3
𝑢4

]]]]]
]

. (1)

where 𝑢1, 𝑢2, 𝑢3, 𝑢4 are the control quantities of the system
and 𝑦1, 𝑦2 are the output of the system. It should be noted
that the model is established based on the input variance and
output variance of reheat steam temperature control system.
For example, in model (1), 𝑦1 is the variance of the reheat

steam temperature on the A side of reheater, rather than the
actual reheat steam temperature. If the initial temperature of
reheat steam is 580∘C and the expected temperature is 590∘C,
then 𝑦1 is the change of the initial temperature, that is, 10∘C.
Similarly, 𝑦2 is the variance of reheat steam temperature on
the B side of reheater, 𝑢1 is the variance of the flue gas damper
opening, 𝑢2 is the variance of the burner swing angle, 𝑢3 is
the variance of the sprinkler valve opening on the A side of
reheater, and 𝑢4 is the variance of the sprinkler valve opening
on the B side of reheater.

The transfer functions of burner swing angle-reheat steam
temperature, flue gas damper-reheat steam temperature,
and spray desuperheating-reheat steam temperature can be
described by the mode of first-order inertia plus pure delay.
The expression of the transfer functions is as follows:

𝐺 (𝑠) = 𝐾
𝑇𝑠 + 1 exp (−𝜏𝑠) , (2)

where 𝐾 is the gain, 𝑇 is the first-order inertia time, and𝜏 is the delay time. The transfer function form of 𝐺11, 𝐺12,𝐺13, 𝐺21, 𝐺22, 𝐺24 in model (1) is determined by (2).

3. Theoretical Analysis of Constrained
Predictive Control [26]

The theoretical analysis of predictive control algorithm is
usually based on the state space equation of the systemmodel.
Therefore, the transfer function model of the research object
in this paper needs to be transformed into the state space
model. The transformation method can be easily found in
many data [27], so it is no longer detailed.

The state space incremental model of the linear discrete
time system is considered as follows:

Δ𝑥 (𝑘 + 1) = 𝐴Δ𝑥 + 𝐵𝑢Δ𝑢 (𝑘) + 𝐵𝑑Δ𝑑 (𝑘) , (3a)

𝑦𝑐 (𝑘) = 𝐶𝑐Δ𝑥 (𝑘) + 𝑦𝑐 (𝑘 − 1) , (3b)

𝑦𝑏 (𝑘) = 𝐶𝑏Δ𝑥 (𝑘) + 𝑦𝑏 (𝑘 − 1) , (3c)

where

Δ𝑥 (𝑘) = 𝑥 (𝑘) − 𝑥 (𝑘 − 1) ,
Δ𝑢 (𝑘) = 𝑢 (𝑘) − 𝑢 (𝑘 − 1) ,
Δ𝑑 (𝑘) = 𝑑 (𝑘) − 𝑑 (𝑘 − 1) .

(4)

In the model ((3a), (3b), and (3c)), Δ𝑥(𝑘) ∈ R𝑛𝑥 is the
state increment; Δ𝑢(𝑘) ∈ R𝑛𝑢 is the increment of control
input; Δ𝑑(𝑘) ∈ R𝑛𝑑 is the increment of measurable external
interference; 𝑦𝑐(𝑘) ∈ R𝑛𝑐 is the controlled output; 𝑦𝑏(𝑘) ∈
R𝑛𝑏 is the constrained output; 𝐴, 𝐵𝑢, 𝐵𝑑, 𝐶𝑐, 𝐶𝑏 is the system
matrix of the corresponding dimension.

The control objective is to make the controlled output 𝑦𝑐
track the given reference input 𝑟. At the same time, the control
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quantity, control increment, and output of the system satisfy
the following control constraints and output constraints:

𝑢min (𝑘) ≤ 𝑢 (𝑘) ≤ 𝑢max (𝑘) , ∀𝑘 ≥ 0, (5a)

Δ𝑢min (𝑘) ≤ Δ𝑢 (𝑘) ≤ Δ𝑢max (𝑘) , ∀𝑘 ≥ 0, (5b)

𝑦min (𝑘) ≤ 𝑦𝑏 (𝑘) ≤ 𝑦max (𝑘) . ∀𝑘 ≥ 0, (5c)

At 𝑘 time, the measured value of state is 𝑥(𝑘). According
to the basic principle of predictive control, the optimization
problem of constrained MPC is described as follows.

Question 1

min
Δ𝑈(𝑘)

𝐽 (𝑥 (𝑘) , Δ𝑈 (𝑘)) (6)

satisfies system dynamics (𝑖 = 0, 1, ⋅ ⋅ ⋅ , 𝑝) and the following
time-domain constraints ((8a), (8b), and (8c)):

Δ𝑥 (𝑘 + 𝑖 + 1 | 𝑘) = 𝐴Δ𝑥 (𝑘 + 𝑖 | 𝑘) + 𝐵𝑢Δ𝑢 (𝑘 + 𝑖)
+ 𝐵𝑑Δ𝑑 (𝑘 + 𝑖) , (7a)

Δ𝑥 (𝑘 | 𝑘) = Δ𝑥 (𝑘) , (7b)

𝑦𝑐 (𝑘 + 𝑖 | 𝑘) = 𝐶𝑐Δ𝑥 (𝑘 + 𝑖 | 𝑘)
+ 𝑦𝑐 (𝑘 + 𝑖 − 1 | 𝑘) , 𝑖 ≥ 1, (7c)

𝑦𝑐 (𝑘 | 𝑘) = 𝑦𝑐 (𝑘) , (7d)

𝑦𝑏 (𝑘 + 𝑖 | 𝑘) = 𝐶𝑏Δ𝑥 (𝑘 + 𝑖 | 𝑘)
+ 𝑦𝑐 (𝑘 + 𝑖 − 1 | 𝑘) , 𝑖 ≥ 1, (7e)

𝑦𝑏 (𝑘 | 𝑘) = 𝑦𝑏 (𝑘) , (7f)

𝑢min (𝑘 + 𝑖) ≤ 𝑢 (𝑘 + 𝑖) ≤ 𝑢max (𝑘 + 𝑖) ,
𝑖 = 0, 1, ⋅ ⋅ ⋅ , 𝑚 − 1, (8a)

Δ𝑢min (𝑘 + 𝑖) ≤ Δ𝑢 (𝑘 + 𝑖) ≤ Δ𝑢max (𝑘 + 𝑖) ,
𝑖 = 0, 1, ⋅ ⋅ ⋅ , 𝑚 − 1, (8b)

𝑦min (𝑘 + 𝑖) ≤ 𝑦𝑏 (𝑘 + 𝑖) ≤ 𝑦max (𝑘 + 𝑖) .
𝑖 = 0, 1, ⋅ ⋅ ⋅ , 𝑝, (8c)

where

𝐽 (𝑥 (𝑘) , Δ𝑈 (𝑘)) = 󵄩󵄩󵄩󵄩󵄩Γ𝑦 (𝑌𝑝,𝑐 (𝑘 + 1 | 𝑘) − 𝑅 (𝑘 + 1))󵄩󵄩󵄩󵄩󵄩2
+ 󵄩󵄩󵄩󵄩Γ𝑢Δ𝑈 (𝑘)󵄩󵄩󵄩󵄩2 .

(9)

In the above optimization problems, Γ𝑦 and Γ𝑢 are weighted
matrices, and they are given as follows:

Γ𝑦 = diag {Γ𝑦,1, Γ𝑦,2, ⋅ ⋅ ⋅ Γ𝑦,𝑝}𝑝×𝑝 ,
Γ𝑢 = diag {Γ𝑢,1, Γ𝑢,2, ⋅ ⋅ ⋅ Γ𝑢,𝑚}𝑚×𝑚 , (10)

𝑅(𝑘 + 1) is a reference sequence of control output, and it is
given as

𝑅 (𝑘 + 1) =
[[[[[[
[

𝑟 (𝑘 + 1)
𝑟 (𝑘 + 2)

...
𝑟 (𝑘 + 𝑝)

]]]]]]
]𝑝×1

, (11)

Δ𝑈(𝑘) is a sequence of control quantity. As an independent
variable for constrained optimization problems, it is defined
as

Δ𝑈 (𝑘) 𝑑𝑒𝑓=
[[[[[[
[

Δ𝑢 (𝑘)
Δ𝑢 (𝑘 + 1)

...
Δ𝑢 (𝑘 + 𝑚 − 1)

]]]]]]
]𝑚×1

, (12)

𝑌𝑝,𝑐(𝑘 + 1 | 𝑘) is the p step control output based on model
((3a), (3b), and (3c)) prediction at 𝑘 time, and it is defined as

𝑌𝑝,𝑐 (𝑘 + 1 | 𝑘) 𝑑𝑒𝑓=
[[[[[[
[

𝑦𝑐 (𝑘 + 1 | 𝑘)
𝑦𝑐 (𝑘 + 2 | 𝑘)

...
𝑦𝑐 (𝑘 + 𝑝 | 𝑘)

]]]]]]
]𝑝×1

. (13)

Specifically, the controlled output 𝑦𝑐(𝑘 + 𝑖 | 𝑘) and
constrained output 𝑦𝑏(𝑘 + 𝑖 | 𝑘) of predictive control are
calculated by equation ((7a), (7b), (7c), (7d), (7e), and (7f)),
where (7b), (7d), and (7f) indicate that the measured states
are the initial condition for predicting the future dynamics of
the system. If the states are not all measurable, the estimated
states are used as the initial conditions for predicting the
future dynamics of the system.𝑌𝑝,𝑐(𝑘 + 1 | 𝑘) can be calculated by the equation

𝑌𝑝,𝑐 (𝑘 + 1 | 𝑘) = 𝑆𝑥Δ𝑥 (𝑘) + 𝐼𝑦𝑐 (𝑘) + 𝑆𝑢Δ𝑈 (𝑘)
+ 𝑆𝑑Δ𝑑 (𝑘) , (14)

where

𝑆𝑥 =
[[[[[[[[[
[

𝐶𝑐𝐴
𝐶𝑐𝐴2 + 𝐶𝑐𝐴...
𝑝∑
𝑖=1

𝐶𝑐𝐴𝑖

]]]]]]]]]
]𝑝×1

,

𝐼 =
[[[[[[[
[

𝐼𝑛𝑐×𝑛𝑐𝐼𝑛𝑐×𝑛𝑐...
𝐼𝑛𝑐×𝑛𝑐

]]]]]]]
]𝑝×1

,
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𝑆𝑑 =
[[[[[[[[[
[

𝐶𝑐𝐵𝑑
𝐶𝑐𝐴𝐵𝑑 + 𝐶𝑐𝐵𝑑...
𝑝∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑑

]]]]]]]]]
]𝑝×1

,

𝑆𝑢

=

[[[[[[[[[[[[[[[[[[[
[

𝐶𝑐𝐵𝑢 0 0 ⋅ ⋅ ⋅ 0
2∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢 𝐶𝑐𝐵𝑢 0 ⋅ ⋅ ⋅ 0
... ... ... ...

𝑚∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢 𝑚−1∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 𝐶𝑐𝐵𝑢
... ... ... ...

𝑝∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢 𝑝−1∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 𝑝−𝑚+1∑
𝑖=1

𝐶𝑐𝐴𝑖−1𝐵𝑢

]]]]]]]]]]]]]]]]]]]
]𝑝×𝑚

.

(15)

The constrained optimization problem is a quadratic
programming (QP) problem, so we transform it into a QP
description.The specific transformation process is detailed in
[15].

The constraint MPCoptimization Question 1 is converted
into the following QP problem description:

min
Δ𝑈(𝑘)

Δ𝑈 (𝑘)𝑇𝐻Δ𝑈 (𝑘) − 𝐺 (𝑘 + 1 | 𝑘)𝑇 Δ𝑈 (𝑘) (16a)

satisfies 𝐶𝑢Δ𝑈 (𝑘) ≥ 𝑏 (𝑘 + 1 | 𝑘) . (16b)

The QP problem ((16a) and (16b)) has a solution to any
weighting matrix Γ𝑦 ≥ 0, Γ𝑢 ≥ 0, which is denoted asΔ𝑈∗(𝑘). Obviously, Δ𝑈∗(𝑘) is a function that is related to
the measured value 𝑥(𝑘), the control horizon 𝑚, and the
prediction horizon 𝑝. According to the basic principle of
predictive control, the first step of the obtained open-loop
control sequence will be applied to the controlled system. At
the next sampling time, the constrained optimization ques-
tion 1, that is, QP problem ((16a) and (16b)), will be refreshed
with the newmeasured value and solved again.Therefore, the
closed-loop control law of constrained MPC is defined as

Δ𝑢 (𝑘) = [𝐼𝑛𝑢 × 𝐼𝑛𝑢 0 ⋅ ⋅ ⋅ 0] Δ𝑈∗ (𝑘) . (17)

4. Performance Analysis of
Reheat Steam Temperature Control
System with Variable Load

4.1. Simulation Results. The transfer functions [25] of spray
desuperheating (valve opening), reheat steam temperature,
burner swing angle, reheat steam temperature and flue gas
damper, and reheat steam temperature of a 660MW ultra-
supercritical once-through boiler under 400MW, 500MW,
and 600MW load are shown in Tables 1, 2, and 3.

According to the mathematical model in Tables 1, 2 and
3, we simulate the control effect of reheat steam temperature

Table 1: The model of flue gas damper-reheat steam temperature
under 400 MW, 500 MW, and 600 MW.

Load 𝐺11 𝐺21

400MW 0.34
284.5𝑠 + 1 𝑒−251𝑠 0.31

261.3𝑠 + 1 𝑒−250𝑠
500MW 0.69

244.2𝑠 + 1 𝑒−170𝑠 0.67
214.3𝑠 + 1 𝑒−152𝑠

600MW 0.85
210.1𝑠 + 1 𝑒−121𝑠 0.81

201.2𝑠 + 1 𝑒−121𝑠

Table 2:Themodel of burner swing angle-reheat steam temperature
under 400 MW, 500 MW, and 600 MW.

Load 𝐺12 𝐺22
400MW 1345.6𝑠 + 1 𝑒−300𝑠 1.01324.1𝑠 + 1 𝑒−300𝑠
500MW 1.18375.1𝑠 + 1 𝑒−251𝑠 1.275384.2𝑠 + 1 𝑒−260𝑠
600MW 1.36

397.3𝑠 + 1 𝑒−161𝑠 1.445
289.5𝑠 + 1 𝑒−153𝑠

system of boiler based on constraint predictive control algo-
rithm when the loads of generator unit are 400MW, 500MW,
and 600MW, respectively. The initial temperature of reheat
steam is set to 580∘C and the expected output temperature
of reheat steam is set to 590∘C; that is, the reference input is𝑟 = 10. The sampling period is 10 seconds. The prediction
horizon is p=100, and the control horizon is m=3.The output
error weighting matrix of quadratic performance index is
ywt = [], and control quantity weighting matrix of quadratic
performance index is uwt = [1 1 1 1].

In order tomake comparison and analysis, the constraints
of 𝑢𝑗 are set to 0∼8, 0∼10, 0∼12, and 0∼15, respectively, where𝑗 = 1, 2, 3, 4. Note that if we want to rise the reheat steam
temperature, 𝑢1, 𝑢2 should be greater than or equal to 0
and 𝑢3, 𝑢4 should be close to or equal to 0. Therefore, the
constraints of 𝑢𝑗 should start from 0. The unit of 𝑢1, 𝑢3, 𝑢4
is %. The unit of 𝑢2 is degree.

When the load of generator unit is 400MW, 𝑢𝑗 ∈ [0, 15],Δ𝑢𝑗 = 0.5, the simulation results of reheat steam temperature
control system are shown in Figures 2 and 3.

From Figures 2 and 3, we can see that the steady state
values of 𝑢1, 𝑢2, 𝑢3, 𝑢4 are 13.94, 5.62, 0.26, and 0, respectively,
and the time that is required for the input and output to reach
the steady state is about 120 sampling periods, that is, 1200s.
Similarly, we can obtain the steady state time of the 𝑢𝑗 and𝑦1,2 and the steady state values of 𝑢𝑗 under different loads and
different input constraints, and they are shown in Tables 4,
5, 6, and 7. According to the data that is obtained from the
simulation, we can analyze the control performance of the
reheat steam temperature control system.

Since the dynamic characteristics of reheat steam tem-
perature control system are different during the change of
generators load, that is, the model parameters of reheat steam
temperature control system are changing with the change of
generator load, so the models of reheat steam temperature
control system under one or several loads can only provide
the system input under the one or several loads at the site,
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Table 3: The model of spray desuperheating-reheat steam temperature under 400 MW, 500 MW, and 600 MW.

Load 𝐺13 𝐺24
400MW −1.4

85𝑠 + 1 𝑒−40𝑠 −1.39
82𝑠 + 1 𝑒−39𝑠

500MW −1.11
41𝑠 + 1 𝑒−35𝑠 −1.02

40𝑠 + 1 𝑒−34𝑠
600MW −0.81

34𝑠 + 1 𝑒−26𝑠 −0.79
31𝑠 + 1 𝑒−24𝑠

Table 4: Steady-state values of 𝑢𝑗 when 𝑢𝑗 ∈ [0, 15].
𝑢𝑗 ∈ [0, 15] 400MW 500MW 600MW
Δ𝑢𝑗 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2
Steady-state time of 𝑦1,2 120 100 90 85 95 87 85 80 60 55 50 45
Steady-state time of 𝑢𝑗 120 100 90 85 95 87 85 80 60 55 50 45
Steady-state value of 𝑢1 13.94 13.2 12.63 12.12 12.62 12.78 12.61 12.44 10.63 10.89 10.56 10.20
Steady-state value of 𝑢2 5.62 5.84 6.02 6.18 1.21 1.13 1.22 1.34 0.96 0.82 1.00 1.20
Steady-state value of 𝑢3 0.26 0.24 0.23 0.22 0.12 0.13 0.12 0.11 0.42 0.45 0.42 0.38
Steady-state value of 𝑢4 0 0 0 0 0 0 0 0 0 0 0 0

Table 5: Steady-state values of 𝑢𝑗 when 𝑢𝑗 ∈ [0, 12].
𝑢𝑗 ∈ [0, 12] 400MW 500MW 600MW
Δ𝑢𝑗 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2
Steady-state time of 𝑦1,2 110 100 95 90 105 100 98 95 60 55 55 55
Steady-state time of 𝑢𝑗 110 100 95 90 105 100 98 95 60 55 55 55
Steady-state value of 𝑢1 11.16 10.51 9.98 9.55 11.12 10.94 10.79 10.68 10.10 9.81 9.40 9.05
Steady-state value of 𝑢2 6.48 6.67 6.84 6.97 2.00 2.09 2.17 2.23 1.26 1.42 1.65 1.85
Steady-state value of 𝑢3 0.19 0.18 0.17 0.16 0.03 0.02 0.01 0 0.37 0.33 0.29 0.25
Steady-state value of 𝑢4 0 0 0 0 0 0 0 0 0 0 0 0

Table 6: Steady-state values of 𝑢𝑗 when 𝑢𝑗 ∈ [0, 10].
𝑢𝑗 ∈ [0, 10] 400MW 500MW 600MW
Δ𝑢𝑗 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2
Steady-state time of 𝑦1,2 115 105 100 95 110 100 95 90 105 95 90 80
Steady-state time of 𝑢𝑗 115 105 100 95 110 100 95 90 105 95 90 80
Steady-state value of 𝑢1 9.25 8.65 8.18 8.05 9.73 9.59 9.46 9.35 9.09 8.71 8.33 8.03
Steady-state value of 𝑢2 7.06 7.25 7.39 7.43 2.78 2.87 2.92 3.01 1.82 2.04 2.25 2.42
Steady-state value of 𝑢3 0.15 0.13 0.12 0.11 0 0 0 0 0.26 0.22 0.18 0.14
Steady-state value of 𝑢4 0 0 0 0 0.07 0.08 0.01 0.01 0 0 0 0

Table 7: Steady-state values of 𝑢𝑗 when 𝑢𝑗 ∈ [0, 8].
𝑢𝑗 ∈ [0, 8] 400MW 500MW 600MW
Δ𝑢𝑗 0.5 1 1.5 2 0.5 1 1.5 2 0.5 1 1.5 2
Steady-state time of 𝑦1,2 130 130 130 130 120 105 103 100 108 100 98 95
Steady-state time of 𝑢𝑗 130 130 130 130 120 105 103 100 108 100 98 95
Steady-state value of 𝑢1 7.57 7.57 7.57 7.57 7.91 7.81 7.74 7.67 7.67 7.46 7.34 7.23
Steady-state value of 𝑢2 7.58 7.58 7.58 7.58 3.85 3.90 3.95 3.99 2.62 2.74 2.81 2.87
Steady-state value of 𝑢3 0.11 0.11 0.11 0.11 0 0 0 0 0.10 0.08 0.07 0.06
Steady-state value of 𝑢4 0 0 0 0 0.20 0.21 0.22 0.22 0 0 0 0
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Figure 2:The variation curve of reheat steam temperaturewhen the
load of generator unit is 400MW, 𝑢𝑗 ∈ [0, 15], Δ𝑢𝑗 = 0.5.
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Figure 3: The variation curve of system input when the load of
generator unit is 400MW, 𝑢𝑗 ∈ [0, 15], Δ𝑢𝑗 = 0.5.

and they cannot provide the basis for the field adjustment
of the control system under other loads. Therefore, we need
to analyze the input and output of the system based on the
existing models under the three loads and get the regulation
law of the control quantities, which can provide a theoretical
basis for the actual field adjustment.

4.2. Analysis of Control Quantities of Reheat Steam Tempera-
ture Control System. From the steady-state values of Tables
4, 5, 6, and 7, we can see that 𝑢1and 𝑢2 are relatively large,
and they play major roles during the regulation of reheat
steam temperature. 𝑢3 and 𝑢4 are close to 0, which means
that the opening of the two sprinkler valves remains almost
unchanged. It is consistent with the control requirement that

spray desuperheating is not as the main regulating method
during the regulation of reheat steam temperature.

Control quantities 𝑢3 and 𝑢4 do not play a major role
during the control process of reheat steam temperature, so
we mainly analyze 𝑢1 and 𝑢2. Firstly, the change of 𝑢1 is
analyzed. From the Tables 4–7, it can be seen that whenΔ𝑢𝑗 is
equal and the constraint of control quantities is invariable, the
three steady-state values of 𝑢1 do not change much under the
three loads.That is to say, when the reheat steam temperature
rises from 580∘C to 590∘C and the load of generator unit is
400MW, the variance of flue gas damper opening is basically
the same as that under 500MW and 600MW load. Besides,
the smaller the constraint range of 𝑢1 is, the closer the three
steady-state values of 𝑢1 are under the three loads. Thus,
although the model parameters of reheat steam temperature
control system change with the change of generator load, the
adjustment of flue gas damper opening just has little change
under different loads. Taking Table 7 as an example, when𝑢𝑗 ∈ [0, 8] and Δ𝑢𝑗 = 0.5, the three steady-state values of𝑢1, which are 7.57, 7.91, and 7.67, respectively, are the closest
under the three loads. The variation range of 𝑢1 is between
7.57 and 7.91, and the change is not obvious. Therefore, under
any other load, the control quantity𝑢1 can take the value from
7.57 to 7.91.

Next, we analyze the change of 𝑢2 according to the
Tables 4–7. It can be seen that when the Δ𝑢𝑗 is equal and
the constraint of control quantities is invariable, 𝑢2 changes
greatly under the three loads. And the higher the generators’
load is, the smaller the 𝑢2 is. Taking Table 5 as an example,
when Δ𝑢𝑗 = 0.5, under 400MW, 500MW, and 600MW
load, the steady-state values of 𝑢2 are 6.48, 2.00, and 1.26,
respectively, which means if the reheat steam temperature
rises from 580∘C to 590∘C, the swing angle of the burner
needs to be increased by 6.48 under 400 MW load, while
the opening of burner swing angle needs to be increased by
2.00 and 1.26, respectively, under 500MWand 600MWloads.
It shows that, in the process of regulating the reheat steam
temperature control system, with the increase of the load of
the generator unit, the adjusting range of burner swing angles
should be gradually reduced. Therefore, in the actual field
adjustment, the higher the generator load is, the smaller the
adjustment range of the burner swing angles should be, so
as to avoid damaging thermal equipment caused by excessive
reheat steam temperature.

The correctness of the above analysis can also be veri-
fied by Simulink simulation. Taking Table 6 as an example,
under different loads, we take the steady-state value of 𝑢j,
respectively, at Δ𝑢j = 0.5, as the system input and set the
increment of 𝑢2 to 4 in the Simulink simulation. In this way,
we can learn the effect of reheat steam temperature when
the adjusting range of burner swing angles is too large. The
simulation results are shown in Figures 4, 5, and 6.

From Figure 4, we can see that when the load of the
generator unit is 400MW and the increment of 𝑢2 is 4, that
is, 𝑢2 = 7.06 + 4 = 11.06, the reheat steam temperature rises
by about 14∘C. It is 4∘C higher than the desired output, but it
still meets the maximum deviation of system output, which is±5∘C.When the load of the generator unit is 500MW, we can
see that the reheat steam temperature rises by about 14.8∘C
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Figure 4:The variation curve of 𝑦1 when the load of generator unit
is 400MW, 𝑢𝑗 ∈ [0, 12], and the increment of 𝑢2 is 4.
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Figure 5: The variation curve of 𝑦1 when the load of generator unit
is 500MW, 𝑢𝑗 ∈ [0, 12], and the increment of 𝑢2 is 4.

from Figure 5, and it is approaching the maximum deviation
of output. From Figure 6, we can see that the reheat steam
temperature rises by about 15.4∘C under 600MW load, and
it has exceeded the maximum deviation of system output.
Thus, in order to ensure the safety of the thermal equipment,
the higher the load of the generator unit is, the smaller the
adjustment range of the burner swing angles should be.

4.3. Analysis of the Constraint Range of Control Quantities. In
this paper, the control quantities 𝑢𝑗 are the variance of system
input. Taking the 𝑢1 as an example, it is not the actual opening
of the flue gas damper, but it is the opening variance of the flue
gas damper. If the original opening of the flue gas damper
is 50 and 𝑢1 = 10, then the actual opening of the flue gas
damper is 60. In the actual process, the opening of the control
quantities has a maximum value, so it is necessary to restrict
the range of control quantities of the system to ensure that
the control quantities do not exceed their maximum value.
Next, we analyze the constraints of the control quantities and
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Figure 6: The variation curve of 𝑦1 when the load of generator unit
is 600MW, 𝑢𝑗 ∈ [0, 12], and the increment of 𝑢2 is 4.
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Figure 7:The variation curve of reheat steam temperaturewhen the
load of generator unit is 400MW, 𝑢𝑗 ∈ [0, 6], Δ𝑢𝑗 = 0.5.

give an appropriate constraint range for reference during field
adjustment of reheat temperature control system.

Firstly, the constraint range of the control quantities
should not be too small; otherwise the reheat steam tempera-
ture cannot reach the desired temperature. Figures 7 and 8 are
the simulation results of input and output of the reheat steam
temperature system when the generator load is 400MW, 𝑢𝑗 ∈[0, 6], Δ𝑢𝑗 = 0.5. The initial temperature of reheat steam is
580∘C and the desired temperature is 590∘C.

It can be easily seen from Figure 7 that when 𝑢𝑗 is limited
to 0∼6, the steady state values of the reheat steam temperature
are about 588.0 and 587.9, which do not reach the desired
temperature. From Figure 8, we can be seen that the steady-
state values of 𝑢1, 𝑢2 have reached the maximum value of
input constraint range, which is 6, and the steady-state values
of 𝑢3, 𝑢4 have almost reached the minimum value of input
constraint range, which is 0. This shows that in the reheat
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Figure 8: The variation curve of system input when the load of
generator unit is 400MW, 𝑢𝑗 ∈ [0, 6], Δ𝑢𝑗 = 0.5.
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Figure 9:The variation curve of reheat steam temperaturewhen the
load of generator unit is 400MW and 𝑢𝑗 ∈ [0, 7.5].

steam temperature control system, if the constraint range
of the control quantities is too small, even if 𝑢1, 𝑢2 reach
the upper bound of the constraint range and the 𝑢3, 𝑢4 is
close to lower bound, the final reheat steam temperature
cannot reach the desired temperature. Therefore, there must
be a minimum upper bound for the constraint range of the
control quantities. Next, we try to find out the minimum
upper bound of the constraint range of the control quantities
under 400MW, 500MW, and 600MW loads, respectively, by
simulation.

When the load of the generator unit is 400MW and𝑢𝑗 ∈ [0, 7.5], the input and output of the system are shown
in Figures 9 and 10. From Figure 10, we can see that the
steady-state values of 𝑢1, 𝑢2 have reached the upper bound
of input constraint range, which is 7.5, and the steady-state
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Figure 10: The variation curve of system input, when the load of
generator unit is 400MW, 𝑢𝑗 ∈ [0, 7.5], Δ𝑢𝑗 = 0.5.

values of 𝑢3, 𝑢4 are 0.03 and 0, respectively, which have almost
reached the lower bound of input constraint range. As can be
seen from Figure 9, the steady-state values of 𝑦1, 𝑦2 are 590
and 589.9, respectively, which reach the desired temperature
basically. It can be considered that the minimum upper
bound of input constraint is about 7.5 under 400MW load.
Similarly, we can get the minimum upper bound of input
constraint under 500MWand 600MWloads, which are about
5.3 and 4.5, respectively. From the minimum upper bound
of the input constraint range under the three loads, we can
see that the higher the generator load is, the smaller the
minimum upper bound of the input constraint range is. This
also shows that, in the actual operation process, with the
increase of the generator load, the adjusting range of system
inputs should be gradually reduced.

Next, we also make a simple analysis of the maximum
upper limit of input constraint range. We can observe the
change of system input by simulation when the constraint
range of system inputs is too large.When the load of generator
unit is 400MW, 𝑢𝑗 ∈ [0, 40], Δ𝑢𝑗 = 2, the variation curve of
input and output of the system is shown in Figures 11 and 12.
From the two figures, we can see that although the system
output can reach the desired value, the steady-state value of𝑢1 has reached 29.0, which means that if the initial opening
of 𝑢1 is greater than 71, the final value of 𝑢1 has exceeded the
maximum opening it can reach. This is obviously unreason-
able.Therefore, the upper limit value of the control quantities
constraint range should not be too large; otherwise it may
exceed themaximum range of the control quantities opening.
What is the maximum upper bound of the control quantities
constraint range? If we want to get an exact value, we need
a huge amount of data. Since our existing data is limited,
we can only analyze it based on the existing data and get a
rough analysis result. Compared with the steady-state value
of 𝑢1, 𝑢2 in other constraint ranges, when the constraint range
of system inputs is 0∼15, the steady-state value of 𝑢1, 𝑢2 has
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Table 8: Reference values of 𝑢𝑗 and input constraint.
𝑢𝑗 ∈ [0, 8], Δ𝑢𝑗=2 400MW 500MW 600MW
𝑢1 7.57 7.67 7.23
𝑢2 7.58 3.99 2.87
𝑢3 0.11 0 0.06
𝑢4 0 0.22 0
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Figure 11:The variation curve of reheat steam temperaturewhen the
load of generator unit is 400MW, 𝑢𝑗 ∈ [0, 40], Δ𝑢𝑗 = 2.
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Figure 12: The variation curve of system input when the load of
generator unit is 400MW, 𝑢𝑗 ∈ [0, 40],Δ𝑢𝑗 = 2.

the largest fluctuation. Therefore, in the existing data, we can
roughly consider that themaximumupper bound value of the
constraint range of the control quantities is 15.

From the analysis of Section 4.3 of the control quan-
tities of reheat steam temperature control system, we can

learn that, with the increase of the load of the generator
unit, the adjusting range of burner swing angles should
be gradually reduced, and large adjustment of the control
quantities may cause reheat steam temperature being too
high and the equipment is damaged, which means that,
under different loads, the smaller the fluctuation of 𝑢𝑗 is,
the better the stability and robustness of the system are.
By observing and analyzing the data in Tables 4–7, we
can see that when the constraint range of 𝑢𝑗 is 0∼ 8 andΔ𝑢𝑗 = 2, the fluctuation of steady-state values of 𝑢𝑗 is the
smallest under different loads compared with that in other
constraint ranges. In order to provide reference values of 𝑢𝑗
and input constraint for adjustment of reheat steam tem-
perature system in power plant, the most appropriate input
values and input constraint in the existing data are given in
Table 8.

5. Conclusions

Aiming at the problem of reheat steam temperature control,
the reheat steam temperature control system of 660MW
thermal power generator unit is studied based on the con-
strained predictive control algorithm in this paper. Under the
condition of input constraint, steady state value of control
quantities and the time that system reaches steady state in
different constraint ranges are listed in tabular form. By
analyzing the data in the tables, the reference values of
system input and input constraint are given. These data and
analysis provide reference for field adjustment of reheat steam
temperature system in power plant.
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For repeatable motion of redundant mobile manipulators, the flexible base platform and the redundant manipulator have to be
returned to the desired initial position simultaneously after completing the given tasks. To remedy deviations between initial
position and desired position of each kinematic joint angle, a special kind of repeatable optimization for kinematic energy
minimization based on terminal-time Zhang neural network (TTZNN) with finite-time convergence is proposed for inverse
kinematics of mobile manipulators. It takes the advantages that each joint of the manipulator is required to return to the desired
initial position not considering the initial orientation of itself for realizing repeatable kinematics control. Unlike the existed training
methods, such an optimization of kinematic energy scheme based on TTZNN can not only reduce the convergent position error
of each joint to zero in finite time, but also improve the convergent precision. Theoretical analysis and verifications show that
the proposed optimal kinematic energy scheme accelerates the convergent rate, which is tended to be applied in practical robot
kinematics. Simulation results on the manipulator with three mobile wheels substantiate the timeliness and repetitiveness of the
proposed optimization scheme.

1. Introduction

Robot tracking planning of redundant robotic manipulators
is to achieve the motion actions to steer the end-effector
along with the desired trajectories in the energy optimal
system [1–3]. Tracking planning is an important part in engi-
neering robotic applications, such as telecommunication [4],
energetic optimization [5], and welding manufacturing [6].
Redundancy of the manipulators is defined as possessing
more degrees of freedom (DOF) than the number that the
given tasks are required to use. In other words, the end-
effector of manipulators will not be able to fulfill a special
task if it does not take enough DOF number. The structure of
the robot manipulators is tended to be improved with more
DOF for the reason of their ability to plan flexible motion
trajectory and to optimize different types of kinematic
schemes.

Redundant manipulators with fixed base have been inves-
tigated bymany researchers [7–9]. For expanding the motion

dimension of the manipulators and adding control flexibility
of the manipulators, redundant mobile manipulators have
been attracted more attention in engineering fields. Due to
the unpredicted basements, as compared to the traditional
redundant manipulators, the control solutions for trajectory
planning give out many difficulties, for example, how to
coordinate the relationship between the flexible basement
driven by the given tasks and themotion trajectory steered by
the integration of the redundant mobile manipulators. How
to move to the desired path in time is a considerable problem
for inverse kinematics of the mobile manipulators. It is
generally known that pseudoinverse solution in joint-velocity
formulation is the important method for inverse motion.
However, the singularity of each joint angle is not able to
be guaranteed when they are moving along the trajectory.
Furthermore, each joint angle may not be in their desired
initial position after completing the given tasks, which will
not yield repetitive motion phenomenon of joint angles.
The end-effector of the redundant manipulators may have
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difficulties to do the same work when it is demanded for
tracking a closed path in the workspace.

To solve these kinematic problems of redundant mobile
manipulators, many perfect solving methods have been
investigated in many literatures [10–12]. In [13], Tchon pro-
posed a repetitive optimization for kinematic mobile manip-
ulators in engineering fields using endogenous configuration
algorithm. However, the joint limits of the manipulators
were not considered when the broken phenomenon in
mechanism may occur. Miah et al. [14] firstly proposed an
online optimization algorithm for trajectory moving when
the mechanism parameters and measurement error of the
nonholonomic differential-drive mobile manipulators were
unknown. Tao et al. [15] proposed a kind of adaptive neural
network model for spacecraft given special tasks in a coor-
dinated control with the consideration of arriving delays
and operative uncertainties. In [16], a near-optimal trajectory
planning scheme was proposed for receding-wheeled mobile
manipulators. Xu [17] proposed a trajectory control method
based on neural network for omnidirectional wheeled mobile
redundant manipulators with unknown disturbances. In [18],
a predictive control scheme with sum-of-squares approach
for obstacle avoidance problems in an unknown environ-
ment with various polynomial systems was investigated. As
the traditional forward kinematics problems concerned, it
transformed the joint angles data into Cartesian space with
pseudoinverse method for mobile manipulators. However,
the solutions for inverse kinematics problemsmay havemany
multiple situations and appear deformity of each joint, which
is more difficult to be solved directly [19, 20]. Actually, most
of the given tasks with the end-effector are in Cartesian while
the angular constraint works are in the joint space. How to
coordinate the trajectory planning problem in two spaces is
worth thinking about especially for inverse motion problem
of redundant mobile manipulators.

With the development of neural technologies, a great
number of neural networks have been sprung up for the abil-
ity of parallel processing, adaptability, memory capacitance,
and convenient hardware implementation. Around adaptive
neural networks, many research works have been proposed
to discuss about. He et al. [21] put forward an adaptive neural
network model for a health intelligent robot with unknown
parameter dynamic system.Chen et al. [22] designed an effec-
tive adaptive neural network structure for controllers with
uncertain information about input parameters and output
slide constraints. In literature [23], a prescribed adaptive
neural network model characterizing high computation and
enough stability was introduced for a disturbed nonlinear
system. Recently, with the deep learning of neural networks,
a series of network structures are derived around adaptive
dynamics.He [24] studied the adaptive fuzzy neural networks
for trajectory designing of the mobile manipulators using
impedance learning, which effectively integrate the robot arm
and the surrounding environment and induce the robotic
manipulators to arrive the destination freely. In [25], the
adaptive neural network scheme with radial basis function
(RBF) was developed to be applied to precision trajectory
tracking of distributed movable manipulator device. After the
widespread with Gradient recurrent neural network (GNN)

[26], Chen et al. [27] proposed a Jacobian-matrix-adaption
method based on Zhang neural network for path schema-
tization of the manipulators only considering the input and
output parameter information of the robotic models. Fur-
thermore, another kind of recurrent neural network (RNN),
which has the powerful energy for multirobot processing, is
popularized in redundant mobile manipulators and learning
systems [28]. Li et al. [29] considered the motion planning
for multiple manipulators using distributed neural schemes
while all the manipulators can reach the desired position
as digital information received. Jin [30] introduced several
RNN models from the perspective of control theorem to
minimize dynamical error. A type of Zhang neural networks
(ZNN) using RNN models is established for solving time-
varying calculation problems. Recently, Zhang [31] pro-
posed a varying-parameter Zhang neural network (VP-
ZNN), which takes the exponential convergence in robotic
engineering fields. In addition, convergence and robustness
of VP-ZNNwith different activation functions is presented in
[32], which is deemed to be applied in repetitive kinematics
of manipulators.

There are many solutions for the solving of mechanical
kinematics with different types of redundant manipulators.
Among these conventional kinematic problems, repetitive
movements are often encountered in various engineering
areas. Closed path when redundant manipulators have fin-
ished the given tasks is the basis of repetitive works espe-
cially in the operation process of redundant mobile manip-
ulators. To achieve repetitive motion, a series of Zhang
neural networks (ZNN) are proposed, which are formu-
lated as quadratic problems subjected to equation and joint
constraints [33–35]. As comparing to the traditional RNN
neural methods, ZNN models have the ability of realize
the repeatable motion for mobile manipulators as long as
time is infinity. As a systematic methodology, zeroing neural
dynamic models (ZND) [36–38] have been gradually for-
mulated and situated in many applications, which can avoid
the disturbance of internal noise produced by the dynamical
systems. In order to shorten the convergent time with ZNN,
Li et al. [39] firstly introduced a special kind of activation
functions to accelerate the convergent speed of ZNN model
in finite time, which greatly improved the convergent time.
From then on, different ideals about Li’s activation function
have been studied in literatures and show the finiteness of
ZNN combining with this novel nonlinear activated function
[40–42]. Motivated by these research results, around the
finite-time convergence of ZNN, we investigate a type of
terminal-time Zhang neural network (TTZNN), which can
reduce the convergent error of dynamic energy system to zero
in appointed time. Based on this activation function, a repeat-
able optimization of kinematic energy system is constructed
and systematic theory and finiteness analysis for motion
planning of redundant mobile manipulators are provided.
Experimental results and comparisons are illustrated the
superiority and timeliness of the TTZNN for trajectory
tracking of mobile manipulators.

The remainder of this paper is divided into five parts.
In Section 2, a kinematic model of redundant mobile
manipulator is presented. Section 3 gives out the theoretical
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analysis and proof of TTZNN to guarantee the precision
and timeliness of the proposed energy system. At the same
time, a repeatable motion scheme is established. Stability
and convergence of TTZNN are given out in Section 4. In
Section 5, numerical simulations are visualized to validate the
superiority of TTZNN. Section 6 concludes the paper with
future prospects. Finally, the main contributions of this work
are listed as follows.(1) A novel repeatable optimization for kinematic energy
system with finite-time convergence based on TTZNN for
solving trajectory planning of redundant mobile manipula-
tors is proposed. It is the first time to put forward such a finite-
time kinematic criterion, which gives out a new inspiration in
the area of robotic manipulator fields.(2) A terminal-time Zhang neural network (TTZNN) is
established for solving repeatable motion planning of mobile
manipulators. It is the first time for providing such a neural
activation function with finite-time convergence of ZNN as
well as in the deep learning of mobile manipulators not
considering the initial position of each joint.(3) The model of the redundant mobile manipulator in
this manuscript is the first time to be structured, which is
composed of a three-wheel platform and a seven free joints
redundant manipulator PA10. It makes a progress in the field
for repetitive control of complex mobile manipulators.(4) Numerical simulation experiments and comparisons
with TTZNN optimization scheme of kinematic energy
system verified the superiority and timelessness of the pro-
posed trajectory planning optimization. Furthermore, dif-
ferent motion schemes and neural solutions for repeatable
motion are compared in the end.

2. Kinematics Structure of
Mobile Manipulators

In this section, amobilemanipulation which is composed of a
mobile platform with three Swedish wheels and a seven-DOF
manipulator PA10 is constructed to demonstrate the real-
time of the repetitive motion scheme. The 3D model of the
mobile manipulation is visualized in Figure 1. Three Swedish
wheels of the mobile platform are all independent. For
simplicity, only the end-effector position for given trajectories
is considered. In the following paragraphs, the kinematics
principle of the mobile platform is analyzed according to the
content in literature [43].Then, the kinematic equation of the
PA10 manipulator with seven-DOF joints is given by [44].
Finally, the kinematics modeling ofmobile system is obtained
combining with the velocity kinematics equation.

�.�. Kinematic Formulation of �e Mobile Platform. The geo-
metrical rotation of the mobile base is visualized in Figure 2.
Symbols described in Figure 2 are explained as below.

(1) 𝐶: center point of mobile base; the coordinates in
base plane are (𝑥𝑐, 𝑦𝑐, 𝑧𝑐). Besides, 𝑧𝑐 is an invariable
constant;

(2) 𝐿: distance between wheels and 𝐶;
(3) 𝑟: radius about each Swedish wheel;

r

wheel 1 wheel 2

wheel 3

6 (Pivot axis)
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Figure 1: 3D integration model of mobile manipulator with three
Swedish wheels.
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Figure 2: Geometrical modeling of the mobile platform.

(4) 𝜃0: heading angle of the kinematic base; angle deriva-
tive with time is the velocity ̇𝜃0;

(5) 𝜑̇1, 𝜑̇2, 𝜑̇3: the rotational velocity of each Swedish
wheel.

According to Figure 2, the kinematic formulation of
mobile base can be easily got. For the derivative of heading
angle with respect to time ̇𝜃0, we havė𝜃0 = 𝐴𝜑̇ (1)

where𝐴 = [𝑟/(3𝐿), 𝑟/(3𝐿), 𝑟/(3𝐿)] and 𝜑̇ = [𝜑̇1, 𝜑̇2, 𝜑̇3]T. And
for the derivative of point 𝐶’s coordinate values with respect
to time 𝑥̇𝑐 and ̇𝑦𝐶, we have

𝑃̇𝑐 = 𝐵𝜑̇ (2)

where 𝑃̇𝑐 = [𝑥̇𝑐, ̇𝑦𝑐]T and 𝐵 is a matrix related to the heading
angle of mobile base 𝜃0.

𝐵
= 23𝑟[[

[
− sin (𝜃0) − sin (𝜋3 − 𝜃0) sin (𝜋3 + 𝜃0)
cos (𝜃0) − cos (𝜋3 − 𝜃0) − cos (𝜋3 + 𝜃0)

]]
]

(3)
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Table 1: D-H parameters of PA10.

Joint(rad) Axis 𝑎𝑖(m) 𝛼𝑖(rad) 𝑑𝑖(m) 𝜃𝑖(rad)𝜃1(Shoulder1) Rotating 0 -𝜋/2 0.317 𝜃1𝜃2(Shoulder2) Pivoting 0 𝜋/2 0 𝜃2𝜃3(Shoulder3) Rotating 0 -𝜋/2 0.45 𝜃3𝜃4(Elbow1) Pivoting 0 𝜋/2 0 𝜃4𝜃5(Elbow2) Rotating 0 -𝜋/2 0.48 𝜃5𝜃6(Wrist1) Pivoting 0 𝜋/2 0 𝜃6𝜃7(Wrist2) Rotating 0 0 0.07 𝜃7
Combining (1) and (2), the following equations can be
obtained:

[ ̇𝜃0
𝑃̇𝐶] = [𝐴

𝐵] × 𝜑̇ (4)

This article takes 𝑟 = 0.1 m and 𝐿 = 0.3 m.

�.�. Kinematics of PA�� Redundant Manipulator. The PA10
manipulator is a redundant robotic arm with seven-DOF
joints. For any stationary manipulators, the end-effector
matrix vector 𝑟(𝑡) is the kinematic path produced by the joint
matrix vector 𝜃(𝑡). The forward equation of the kinematic
manipulators is defined as

𝑟 (𝑡) = 𝑓 (𝜃 (𝑡)) (5)

In this manuscript, the end-effector vector of PA10 manip-
ulator is written as 𝑟w(𝑡) = [𝑥w, 𝑦w, 𝑧w]T and the joint
vector of PA10 manipulator is written as 𝜃(𝑡) = [𝜃1(𝑡), 𝜃2(𝑡),. . . , 𝜃7(𝑡)]T. The mechanical information about PA10 manip-
ulator can be found in literature [44]. Due to the space
limitation, details of each joint for PA10 manipulator are
omitted here. The D-H parameters of the PA10 manipulator
are listed in Table 1.

�.�. Integration Modeling of �e Mobile Manipulator. After
understanding the structure of the mobile base and the
seven-joint manipulator, the model of the proposed mobile
manipulator with three Swedish wheels is formulated by
the kinematic integration of PA10 manipulator and the
movable platform. In fact, the main difference between
mobile manipulators and stationary manipulators is just the
movable base. The movable platform may bring uncertainty
prospect. Connecting the bottom coordinate system with
global coordinate system by using the transformation matrix,
an entirely new kinematical control equation based on global
coordinate system can be described as follows

𝑟w = [𝑅 (𝜃0) 𝑃𝐶0 ] [𝑓 (𝜃)
1 ] = [𝑃𝐶0 ] + 𝑅 (𝜃0) 𝑓 (𝜃) (6)

where𝑅(𝜃0) is the rotation matrix between PA10manipulator
and the mobile platform.

𝑅 (𝜃0) = [[
[
cos 𝜃0 − sin 𝜃0 0
sin 𝜃0 cos 𝜃0 0

0 0 1
]]
]

(7)

By differentiating (6) with respect to time 𝑡, we have
̇𝑟w = 𝐽 (𝜃0, 𝜃) [ ̇𝜃0̇𝜃 ] + [𝑃̇𝐶0 ] (8)

Jacobin matrix 𝐽(𝜃0, 𝜃) is defined as 𝐽(𝜃0, 𝜃) = 𝜕𝑔(𝜃0, 𝜃)/𝜕𝜔
with 𝜔 = [𝜃0; 𝜃]. To simplify (8), substituting (4) into (8), (8)
can be rewritten as

̇𝑟w = 𝐽 (𝜃0, 𝜃) [𝐴𝜑̇
̇𝜃 ] + [𝐵𝜑̇

0 ] (9)

Set a vector Θ = [𝜑T, 𝜃T]T, and Θ̇ = [𝜑̇T, ̇𝜃T]T is the time
derivative of Θ. Equation (9) can be rewritten as follows:

̇𝑟w = (𝐽 (𝜃0, 𝜃) [𝐴 0
0 𝐼] + [𝐵 0

0 0]) [𝜑̇
̇𝜃] = 𝐾Θ̇ (10)

where 𝐼 represents the identity matrix and parameter and 𝐾
is a matrix and is defined as

𝐾 = 𝐽 (𝜃0, 𝜃) [𝐴 0
0 𝐼] + [𝐵 0

0 0] (11)

The kinematical equation (10) of the proposed mobile
manipulator system is finally derived on velocity-level solu-
tion.

3. Optimization of The Kinematic
Energy System

As mentioned in Introduction part, a manipulator is redun-
dant when its free joints are more than theminimum number
of angles required to execute the special tasks with end-
effector. An important issue in operating procedure carries
out the inverse motion resolution problem, which is related
to the kinematic designing of redundant manipulators. The
traditional illustration of such amotion problem is that given
the desired trajectory 𝑟d(𝑡) ∈ 𝑅𝑚 of the end-effector of
the manipulators, the corresponding trajectory of each joint
angle 𝜃(𝑡) ∈ 𝑅𝑛 is required to be calculated online. In order
to get the solution 𝜃(𝑡), consider the following mathematics:

𝑓 (𝜃) 󳨀→ 𝑟d (12)

The kinematical function 𝑓(⋅) is a nonlinear unknown sys-
tem. Mobile manipulators possess more free joints than the
necessity to complete a specific task by the end-effector (in
expression 𝑚 < 𝑛). Therefore, the repetitive motion scheme
for redundant manipulators in literature [7, 9] may not be
taken effect for mobile manipulators. In addition, the initial
position of each free joint angle has to be considered. For
mobile manipulators, wheels of the stationary platform are
rotatable and the manipulator upstairs is redundant, which
is tended to cause kinematic uncertainty phenomenon. In
literature [44], a repeatable motion scheme is proposed for
mobile manipulators with two wheels as long as the conver-
gent time is infinity. Motivated by the above research ideas,
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we present a repeatable optimization for kinematic energy
systemwith trajectory planning ofmobilemanipulators. Such
an optimization criterion for kinematic control can not only
minimize the distance between the initial joints state and
the final joints state after executing time, but also reduce
the convergent time of each joint angle to zero in limited
time.

Let us consider the norm equation (13) for repeatable
kinematic energy scheme

minimize 12 󵄩󵄩󵄩󵄩󵄩𝐷Θ̇ + 𝑔󵄩󵄩󵄩󵄩󵄩22
subject to 𝐾Θ̇ = ̇𝑟wd + 𝜅 (𝑟wd − 𝑟w)

(13)

where 𝐷 = [𝐶,0;0,𝐼] ∈ 𝑅(𝑛+𝑚)×(𝑛+𝑚), 𝐶 = [𝐴 cos(𝜃0);𝐵].𝑔 = [𝛽1Ψ(sin(𝜃0)−sin(𝜃0(0)));𝛽2Ψ(𝑃𝑐−𝑃𝑐(0)); 𝛽3Ψ(𝜃−𝜃(0))].𝜃0(0),𝑃𝑐(0), and 𝜃(0) represent the initial state of all free joints
including the rotating platform. 𝛽1, 𝛽2, 𝛽3, and 𝜅 are four
adjustable parameters greater than 0. 𝑟wd is the desired path of
the end-effector; 𝑟w is the trajectory of end-effector in action.
The repetitive optimization of kinematic energy system for
mobile manipulator (13) can be simplified as

minimize 12Θ̇T𝐷T𝐷Θ̇ + 𝑔TΘ̇
subject to 𝐾Θ̇ = ̇𝑟wd + 𝜅 (𝑟wd − 𝑟w)

(14)

�.�. �eoretical Analysis. To realize the repeatable kinematic
control for mobile manipulators, there are three important
factors in the designing mode, i.e., the each joint angle 𝜃𝑖 of
the redundant manipulators located on mobile platform, the
rotation direction 𝜃0 of the platform base, and the location
point 𝑃𝑐 of the redundant manipulator on the rotational
platform. Obviously, three wheels of the mobile platform
are likely to deviate from the desired initial position at first.
At the same time, joints of the redundant manipulator with
seven DOF are prompt to be fixed with incorrect state for
the parameter deviation of the manipulator itself. Therefore,
repeatable optimization for kinematic energy system with
mobile manipulators is equivalent to get the repetitive-
ness of the three variable 𝜃𝑖, 𝜃0, and 𝑃𝑐. By following the
Zhang design rule in [9], we get the following realizing
steps.

Firstly, the idea of terminal-time dynamic function 𝐸(𝑡)
(𝐸(𝑡) = 𝑒𝑖(𝑡)), i=1,2,. . .n, can be set up to face finite-
time convergent solving problem. Secondly, we can choose a
limited value activation function through the Zhang neural
network designing rule so that the convergent time of the
kinematic energy system is reduced to zero rapidly. We get
the dynamic equation of TTZNN as below.

̇𝑒𝑖 (𝑡) = −𝛽√ 󵄨󵄨󵄨󵄨𝑒𝑖 (𝑡)󵄨󵄨󵄨󵄨1/𝛿 + 󵄨󵄨󵄨󵄨𝑒𝑖 (𝑡)󵄨󵄨󵄨󵄨 sgn (𝑒𝑖 (𝑡)) = −𝛽Ψ (𝑒𝑖) (15)

with 𝛽𝑖 > 0, 0 < 𝛿 < 1. sgn(⋅) is sign function of the value−1, 0, 1. Finally, based on the terminal-time Zhang neural
function (15), we expand the designing rule (15) for different

error definition and we obtain the following three types of
error functions:

𝐸1 = sin (𝜃0) − sin (𝜃0 (0)) (16)

𝐸2 = 𝑃𝑐 − 𝑃𝑐 (0) (17)

𝐸3 = 𝜃 − 𝜃 (0) (18)

where 𝜃(0), 𝜃0(0), and 𝑃𝑐(0) represent the initial position
of 𝜃, 𝜃0, and 𝑃𝑐. It is necessary to point out that the
rotating platform is circulating at 360 degrees with time. The
orientational angle 𝜃0 needs to be returned to the desired
initial position. The position error 𝜃0 − 𝜃0(0) is not possible
for realizing repetitive kinematics of the mobile platform.
Therefore, the sine function is activated and the disposal
scheme of optimization energy system is easy to yield. By
combining the design rule (15) of TTZNN, the following three
time-varying dynamic equations can be obtained:

̇𝜃0 cos (𝜃0) = −𝛽1Ψ(sin (𝜃0) − sin (𝜃0 (0))) (19)

𝑃̇𝑐 = −𝛽2Ψ(𝑃𝑐 − 𝑃𝑐 (0)) (20)

̇𝜃 = −𝛽3Ψ (𝜃 − 𝜃 (0)) (21)

where𝛽1 > 0, 𝛽2 > 0, and 𝛽3 > 0 are the scalar parameters for
convergent rate. Theoretical analysis in the next section has
been proved the equation (19), (20), and (21) holds for 𝑡 > 𝑡𝑠,
where 𝑡𝑠 shows a constant after 𝑒𝑖𝑗 converge to zero. Each joint
angle of the mobile redundant manipulator system can move
back to their desired initial place exponentially no matter the
initial position of the mobile manipulator is wherever.

Actually, the important three variables in repeatable kine-
matic energy systemof suchmobilemanipulator structure are𝜃0, 𝑝𝑐 and movable angles Θ. Equations (19)-(20) have to be
evolved intomatrix form. Let us recall the dynamic equations
(1) and (2) in Section 2.1; the following matrix equation can
be obtained

𝐶 ̇𝜑 + [𝛽1Ψ(sin (𝜃0) − sin (𝜃0 (0)))𝛽2Ψ(𝑃𝑐 − 𝑃𝑐 (0)) ] = 0 (22)

Then, the matrix-vector time-varying dynamical equa-
tion can be described as below:

𝐷Θ̇ + 𝑔 = 0 (23)

Combining with the definition of𝐷 and 𝑔, the corresponding
parameters are 𝐷 = [𝐶,0;0,𝐼], 𝐶 = [𝐴 cos(𝜃0); 𝐵], 𝑔 =[𝛽1Ψ(sin(𝜃0) − sin(𝜃0(0))); 𝛽2Ψ(𝑃𝑐 − 𝑃𝑐(0)); 𝛽3Ψ(𝜃 − 𝜃(0))].
Remark �. From the above derivation, we can get the con-
clusion that the solution for minimization of the kinematic
energy system (14) is equal to solve the time-varying problem
(23). The repetitive motion control of such mobile manipu-
lator can be achieved while the convergent time is finite. It
is necessary to mention that the kinematic scheme in (14)
looks like a traditional optimization matrix equation, but the
corresponding parameters of 𝐷 and 𝐾 in (14) result in differ-
ent kinematics meaning. To avoid the occurrence of accidents



6 Complexity

during the movement of each joint, it is better to compute the
convergent error with ‖𝐷Θ̇+𝑔‖2. ‖ ⋅‖2 represents a two-norm
vector. Therefore, we get the optimization scheme for mobile
manipulators for doing repetitive trajectory tasks in finite
time not considering the initial position of each kinematic
joint.

�.�. Designing for Kinematics Energy System. Analysis about
the scheme for kinematics energy system (14) is stated.
The optimal index of ‖𝐷Θ̇ + 𝑔‖22 is formulated as (𝐷Θ̇ +𝑔)T(𝐷Θ̇ + 𝑔)/2. The optimal performance can be exploited
as 𝑋T𝐷T𝐷𝑋/2 + 𝑔T𝐷𝑋 + 𝑔T𝑔/2. Since the repetitive motion
optimization scheme is based on velocity level and the
variable Θ̇ is object to be optimized. The term 𝑔T𝑔/2 is
thought to be a constant matrix in the executing process.
The repeatable optimization index of kinematics energy
system canbe defined as the following quadratic optimization
problem:

minimize 𝑋T𝑀X2 + 𝑃T𝑋
subject to 𝐾𝑋 = ̇𝑟wd + 𝜅 (𝑟wd − 𝑟w)

(24)

where 𝑋 = Θ̇, 𝑀 = 𝐷T𝐷 ∈ 𝑅(𝑛+3)×(𝑛+3), and 𝑃 =𝐷T𝑔 ∈ 𝑅𝑛+3. Other parameters are defined as before. The
performance index in (24) is for the repeatable motion
planning of kinematics energy system and originated from
the simplified formula of (13) and (14). The term of 𝐾𝑋 =̇𝑟wd+𝜅(𝑟wd−𝑟w) represents forward kinematics equationwhile
the initial moving point is drifting from the desired path.

Remark �. Let us look at the criterion (24); the kinematic
scheme with equation limitation has not been considered
joint limits of the redundantmanipulator onmobile platform.
Accidentsmay be happenedwhile the unexpected trajectories
are given and the redundant manipulators may be damaged,
which leads to do nonrepeated motion. At the same time,
we can not incorporate the physical limits of the redundant
manipulators into the optimization scheme.Therefore, we set
the maximum border of each angle joint in programming
before simulation experiments are performed. The primary
tasks will be completed accurately with this three-wheel
manipulator system.

4. Terminal-Time ZNN Approach

In Section 3, a universal repeatable optimization of the
kinematic energy system is presented and formulated for tra-
jectory planning of mobile manipulators with three wheels.
To solve the optimal scheme (24), we use the solution of
terminal-time Zhang neural network (TTZNN) approach
(15) to calculate the convergent time 𝑡. By deriving the
variable Θ̇with Lagrangian theory, we get the following time-
varying equation:

𝑊(𝑡) 𝑦 (𝑡) − V (𝑡) = 0 (25)

with 𝑊(𝑡) = [𝑀,𝐾T(𝑡); 𝐾(𝑡), 0] ∈ 𝑅(𝑛+𝑚)×(𝑛+𝑚), 𝑦(𝑡) = [𝑋(𝑡);𝜆(𝑡)] ∈ 𝑅𝑛+𝑚, and V(𝑡) = [−𝑃; ̇𝑟wd + 𝜅(𝑟wd − 𝑟w)].

W
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(·)
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Figure 3: Diagram procedure of the TTZNN model (27).

The vector-valued convergent error function is given as

𝐸 (𝑡) = 𝑊(𝑡) 𝑦 (𝑡) − V (𝑡) (26)

To make the every vector 𝑒𝑖(𝑡) of convergent error to zero
timely, following the TTZNN design formula (15), the repeti-
tive kinematics modeling based on TTZNN can be depicted:

̇𝑦 = (𝐼 − 𝑊) 𝑦̇ + V̇ − 𝑊̇𝑦 − 𝛽Ψ (𝑊𝑦 − V) (27)

The corresponding control diagram for TTZNN (27) is
visualized in Figure 3.

Theorem 3. Consider the repeatable kinematics scheme (��).
Given any initial value of vector 𝑦(0) in (��), the state value𝑦(𝑡) of dynamic system (��) globally converges to the theoretical
value 𝑦∗(𝑡) in finite time 𝑡𝑠:

𝑡𝑠 ≤ 1𝛽𝛿 (𝐻3 (𝑒𝑖 (0))𝛿𝑒𝑖 (0) − 𝐻 (𝑒𝑖 (0))
− 12 ln

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝐻 (𝑒𝑖 (0)) − 1
𝐻 (𝑒𝑖 (0)) + 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)
(28)

where 𝐻(𝑒𝑖(0)) = √1 + (𝛿𝑒𝑖(0))−1.
Proof. The proof procedure is divided to two parts. Firstly,
to prove the stability of the proposed TTZNN, we need
to introduce the Lyapunov theorem candidate like 𝑉(𝑡) =𝑒2𝑖 (𝑡)/2. The time derivative of 𝑉(𝑡) is expressed 𝑉(𝑡) = 𝑒𝑖 ̇𝑒𝑖.
Therefore, we can get the equation

𝑉̇ (𝑡) = −𝛽√ 󵄨󵄨󵄨󵄨𝑒𝑖 (𝑡)󵄨󵄨󵄨󵄨1/𝛿 + 󵄨󵄨󵄨󵄨𝑒𝑖 (𝑡)󵄨󵄨󵄨󵄨 sgn (𝑒𝑖 (𝑡)) 𝑒𝑖𝑗 (𝑡) (29)

where 𝛽 > 0, 𝑉̇(𝑡) < 0. 𝑦(𝑡) in TTZNN modeling (27) can
converge to its theoretical value 𝑦∗(𝑡).

Secondly, let us consider the terminal-time dynamic
system (15); if 𝑒𝑖(𝑡) ≥ 0, we get

̇𝑒𝑖 (𝑡) = −𝛽√ 𝑒𝑖 (𝑡)𝛿−1 + 𝑒𝑖 (𝑡) (30)

In order to solve (30) with time 𝑡, we need to intro-
duce symbol 𝑥, which satisfies 𝑒𝑖𝑗 = (𝛿𝑥)−1. Then, we get
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Figure 4: The flowchart of TTZNNmodel for kinematic planning of the mobile manipulator.

d𝑡 = √1 + 𝑥(𝛽𝛿𝑥2)−1d𝑥. By means of integral methods, we
obtain the solution of (30):

𝑡 = −1𝛽𝛿 [(1 + 𝑥)3/2𝑥
− 12 (2√1 + 𝑥 + ln

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
√1 + 𝑥 − 1√1 + 𝑥 + 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)]󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑥(𝑡)

𝑥(0)

(31)

Setting 𝑥 = (𝛿𝑒𝑖)−1, we have
𝑡 = −1𝛽𝛿 (𝐻3 (𝑒𝑖)(𝛿𝑒𝑖)−1 − 𝐻 (𝑒𝑖) − 12 ln

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝐻 (𝑒𝑖) − 1
𝐻 (𝑒𝑖) + 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝑥(𝑡)

𝑥(0)

(32)

When 𝑒𝑖(𝑡) = 0, the convergence time is calculated.

𝑡𝑠 ≤ 1𝛽𝛿 (𝐻3 (𝑒𝑖 (0))(𝛿𝑒𝑖 (0))−1 − 𝐻 (𝑒𝑖 (0))

− 12 ln
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
𝐻 (𝑒𝑖 (0)) − 1
𝐻 (𝑒𝑖 (0)) + 1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨)
(33)

For better understanding, the solution steps for the
entire executing process of kinematics energy optimization
algorithm are visualized the in Figure 4.

5. Verification for Optimization of
Kinematic Energy System

In this section, different trajectories with the three-wheel
mobile manipulator visualized in Figure 1 are performed to

illustrate the repetitiveness and finiteness of the proposed
optimization scheme of the kinematics system based on
TTZNN model (27). Comparisons among ZNN model,
TTZNN model, and GNN model are analyzed from the
perspective of convergence in form of ‖ ⋅ ‖2. It is necessary to
point out that the scalar parameters 𝛽, 𝜆, 𝜅, and 𝛿 are positive
constant. In the executing procedure of mobile manipulators,
the parameters𝛽 and𝜆 are inappropriate to be setmuch larger
as the hardware is not allowed. It will bring algebraic circles
with simulation experiments and lead to termination of the
mobile manipulator in motion.


.�. Circular Path Tracking. To realize the repeatable kine-
matics of the proposed mobile manipulator model, the end-
effector is required to complete a circular path with radius𝑟 = 0.5m. During the tracking procedure, the desired
initial joints of the redundant manipulator PA10 are 𝜃∗(0) =[0, −𝜋/4, 0, 𝜋/2, 0, −𝜋/4, 0]T. Joints of the three rotational
wheels are 𝜑 = [0, 0, 0]. The actual initial joints are 𝜃(0) =[0, −𝜋/4, 0, 𝜋/2, 0, −𝜋/4 + 2, 0]T. The deviation of the sixth
angle with redundant manipulator is 2 rad. The executing
recurrent time is 𝑇 = 10s. The axes of 𝑋,𝑌, 𝑍 for the desired
trajectory of the end-effector are given as

𝑟wdx (𝑡) = 0.2 × cos(2𝜋(sin ( 𝜋𝑡2𝑇))2) − 0.1646
𝑟wdy (𝑡) = 0.15 × cos(𝜋6 ) sin(2𝜋(sin ( 𝜋𝑡2𝑇))2)
𝑟wdz (𝑡) = 0.1 × cos(2𝜋(sin ( 𝜋𝑡2𝑇))2) + 0.5518

(34)

The corresponding simulation results are visualized in
Figures 5, 6, and 7. Figure 5(a) shows the motion trajectory
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Figure 5: Simulation results about repeatable optimization of kinematic energy systemwith TTZNN solver when the end-effector is required
to complete a circular path. (a) Motion trajectories with the entire mobile manipulator. (b) Vertical view for entire mobile manipulator. (c)
Profiles of the desired trajectory and actual path of the end-effector.

of the entire mobile manipulator with ten free joints during
the executing time. The actual path of the end-effector and
the desired path of the end-effector are overlapped, which
illustrates the kinematic repetitiveness. Figure 5(b) shows us
the kinematic trajectories of the platform wheels, connec-
tion point 𝐶, and end-effector from vertical perspective.
The motion direction of the end-effector of the redundant
manipulator is visualized in Figure 5(c). The initial position
of the end-effector is deviate from the desired trajectory at
first. Then, it moves to the desired trajectory in few seconds.
The corresponding convergent precision is specialized in
Figures 6(b) and 6(a). The distance between the desired
path and actual motion path is less than 10−4 in 𝑋,𝑌, 𝑍
three directions. The joints movements with the redundant
manipulator depicted in Figure 7(a) are continuous and
smooth, which illustrates the all the joints come back to the
initial desired position.

For illustrating themovement of threewheelswithmobile
platform, Figures 6(c), 6(d), 7(b), and 7(c) are investigated
to illustrate the finial position of the mobile wheels. At the

beginning of the task, profiles of mobile platform (𝑥𝑐(0) =0, 𝑦𝑐(0) = 0, 𝑧𝑐(0) = 0) are specialized in Figure 7(b). Later,
the mobile platform moves with the redundant manipulator
quickly to complete the circular path. It is to say that the
flexible platform takes larger kinematic space than fixed
base manipulators. The change profile of the heading angle
with the mobile platform 𝜃0 is shown in Figure 6(d), which
coordinates with the rotation base. Figure 7(c) visualizes the
trajectories of three wheels. At first, the three Swedish wheels
are stationary. With increase of radius, the mobile base needs
to help the redundant manipulator for tracking. Therefore, it
moves away from the initial point𝑥𝑐(0), 𝑦𝑐(0), 𝜃0(0) gradually
but returns back to the desired space at last, which is
synthesized with the profiles in Figures 6(c) and 6(d). The
above experimental results substantiate the effectiveness of
the proposed repeatable kinematic optimization (24) based
on TTZNN neural solver.


.�. Lissajous Path Tracking. To verify the finiteness and
convergence of the proposed TTZNN method, we outline a
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Figure 6: Circular planning profiles of the three-wheel mobile manipulator synthesized by TTZNNmodel (27). (a) Position files of the end-
effector. (b) Position error of the end-effector in three dimensions. (c) Profiles of the mobile base for 𝑃𝐶. (d) Trajectory with heading angle𝜃0.

desired Lissajous-shaped trajectory to be functioned by the
end-effector of the mobile manipulator in three axis 𝑥, 𝑦, and𝑧.

𝑟wdx (𝑡) = 0.8 cos(4𝜋(sin ( 𝜋𝑡2𝑇))2 + 𝜋6) − 0.7645
𝑟wdy (𝑡) = 0.8 sin(4𝜋(sin ( 𝜋𝑡2𝑇))2 + 𝜋6) − 0.0073
𝑟wdz (𝑡) = 0.7518

(35)

The executing recurrent time is 𝑇 = 10s. The designing
parameters 𝛽1 = 10, 𝛽2 = 10 and 𝛽3 = 10 are
used in this manuscript. The initial desired position of the
mobile base is set 𝑥𝑐 = 0, 𝑦𝑐 = 0, 𝑧𝑐 = 0. The initial
value of joint angles with redundant manipulator PA10 is
given 𝜃∗(0) = [0, −𝜋/4, 0, 𝜋/2, 0, −𝜋/4, 0]T rad. Deviation
angle with the sixth joint of redundant manipulator PA10 is
2 rad.

The corresponding experimental results are shown in
Figures 8–10 by the solution of TTZNN model (15) when the
end-effector of the mobile manipulator is given to complete
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Figure 7: Profiles about the free joint angles of the mobile manipulator. (a) Motion trajectories of each joint angle of redundant manipulator
PA10. (b) Rotating profiles for three wheels. (c) Motion trajectories with the mobile base.

the Lissajous-shaped path. Figure 8(a) shows that the desired
trajectory and the actual motion path are coincide well with
each other. From Figure 8(c), we can see the line with “+”
symbol is not at the desired path at first and move near to
the solid line in a few seconds. In Figure 8(b), two lines are
overlapped in kinematic procedure. Figure 9(b) depicts the
profiles of the position error 𝐸𝑥, 𝐸𝑦, 𝐸𝑧 of the end-effector.
The precision of position error in three dimensions is less
than 10−4, which is consistent with the theoretical analysis in
Section 3.2. More simulation results about the kinematics of
mobile manipulator are visualized in Figures 9(a) and 9(c).
Obviously, each joint is smooth and regular. Furthermore,
to verify the repetitive ness of the proposed kinematic
optimization scheme (24) with the movable base, movements

of the mobile platform with three wheels are illustrated
in Figure 10. The details of the kinematic three wheels are
shown in Figure 10(c). Pay attention to the statement of the
three wheels. They are stationary during 1s. From 𝑡 = 1s,
three wheels begin to move away and reach 0.6m in five
seconds. From 𝑡 = 5s, three wheels move towards to the
desired initial position, which can be seen in Figure 10(b).
Because the Lissajous-shaped path can be reached by the
redundant manipulator at the beginning, with the extension
of kinematic path, the mobile base carrying the redundant
manipulator moves together and returns to the desired initial
position (𝑥𝑐(0) = 0, 𝑦𝑐(0) = 0 and 𝜃0(0) = 0) in the end,
which is well displayed in Figures 10(a) and 10(d). All the free
joints 𝜃𝑖 of the redundant manipulator PA10 return to their
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Figure 8: Lissajous path tracking profiles synthesized by TTZNN model (27). (a) Trajectories for the mobile manipulator. (b) Vertical view
for the three-wheel mobile manipulator. (c) Lissajous tracking profiles of the end-effector.

desired state 𝜃∗(0). The above simulation examples are fully
verified the effectiveness of the repeatable motion planning
by TTZNN model solution.


.�. Comparisons with Existing Kinematic Energy Optimiza-
tion. To witness the finiteness and precision of the proposed
repeatable motion scheme with TTZNN model (15), the
comparisons with the existed repetitive motion solutions
(GNN, ZNN, and TTZNN) are simulated in the following
part.

(�) Comparison with the Scheme of Gradient Neural
Network (GNN) [��]. One kind of recurrent neural network
models is Gradient neural network (GNN). It is an alternative
for solving time-varying problems and is applied to kinematic
planning of manipulators. The dynamic formula with GNN
can be shown in (36):

̇𝑦 (𝑡) = −𝛾𝑊𝑇 (𝑡) (𝑊 (𝑡) 𝑦 (𝑡) − V (𝑡)) (36)

where 𝛾 > 0 is the adjustable parameter to scale the
convergent speed. Linear activation function is considered. In
the whole experimental process, 𝛾 = 1 is set. The repeatable
motion plan is the same as (37). The simulation examples are

shown in Figure 11(a) synthesized with GNNmodel when the
end-effector of the mobile manipulator is assigned to execute
a circle trajectory. Obviously, the motion trajectory of the
end-effector is not coincided with the desired trajectory even
after the execution time, which is visualized in Figure 11(a).
Then convergent error of position 𝑋𝑌𝑍 axis with the end-
effector takes larger value, which is a good explanation of
the phenomenon in Figure 11(c). Comparing with the ZNN
model for repetitive scheme in (24), GNN model does not
possess the ability for time-varying inverse kinematics even
the scalar parameters 𝛾 are set 104.

The above simulation profiles illustrate that GNN model
is not effective for dealing time-varying problems. Simulta-
neous kinematics of the movable platform and the flexible
manipulator makes the tracking tasks difficult within fixed
time.

(�) Comparison with the Scheme of Zhang Neural Network
(ZNN) [�]. Another kind of the recurrent neural network
models is ZNN, which is designated to address time-varying
problems. The convergent error of dynamic kinematic equa-
tion can rapidly reduce to zero as long as time is infinite.
Motivated by the theorem of ZNN, a repetitive motion plan
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Figure 9: Simulated programs for the repeatable optimization of kinematic energy system (24) under the control of TTZNN. (a) Joints files.
(b) Position error of the end-effector (c) Position changing profiles about the end-effector.

for redundant manipulators is set as: minimize ̇𝜃T ̇𝜃/2 +𝑢(𝜃(𝑡) − 𝜃(0))T ̇𝜃, subject to 𝐽(𝜃) ̇𝜃 = ̇𝑟 + 𝜅(𝑟 −𝑓(𝜃)). The ZNN
model is defined as

𝑦̇ (𝑡) = −𝑊̇ (𝑡) 𝑦 (𝑡) + (𝐼 − 𝑊(𝑡)) 𝑦̇ (𝑡) + V̇ (𝑡)
+ 𝛾 [𝑊 (𝑡) 𝑦 (𝑡) − V (𝑡)] (37)

where 𝛾 > 0 is used to scale the convergent rate. For compar-
isons, the scaling parameter 𝛾 = 1 is set. The corresponding
profiles synthesized by ZNN (37) are visualized in Figures
11(b) and 11(d) when a circle tracking path is set. As seen

from Figure 11(b), considering the deviation of the initial
position, each joint of the mobile manipulator comes back
to the desired place finally. The position error of 𝐸𝑥, 𝐸𝑦, 𝐸𝑧
reaches 10−4 in Figure 11(d). After themotion task, themobile
manipulator has returned to the desired position as long as
time goes infinity. To verify the convergence speed of three
different neural network model (GNN, ZNN, and TTZNN),
the residual error 𝐽𝐸 = ‖𝑊(𝑡)𝑦(𝑡) − V(𝑡)‖2 is supposed to
show the different convergent rate when the end-effector is
required to perform a circular path. In Figure 12, the blue
trajectory (with TTZNN) sharply reduces to zero within
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Figure 10: Simulated information about the mobile platform. (a) Position files of the mobile base. (b) Heading angle profiles. (c) Rotating
profiles for three wheels. (d) Movable platform trajectories.

0.05s, while the red dotted line shows comparatively slower
speed. The residual error with GNN in red color decreases
very slow and even does not reach zero at 𝑡 = 10s.

To show the different convergent precision withe GNN,
ZNN, and TTZNN, Table 3 lists the displacement of each
joint with the proposed mobile manipulator model. From
Table 3, under the repeatable optimization scheme in (24)
with the solution of ZNN, the convergent precision displayed
is less than 10−5 rad. The maximum joint distance with
GNN is 0.1. When the repeatable optimization of kinematics
system with TTZNN is operated, distance between desired
position and initial position is around 10−8, which can be
seen in Table 3. Table 2 shows us the kinematic profiles of
the mobile platform with three position parameters 𝑥𝑐, 𝑦𝑐, 𝜃0.
From Table 2, under the repeatable motion planning (24)
with GNN solver, 𝑥𝑐, 𝑦𝑐, 𝜃0 do not return to their initial
position. On the contrary, with TTZNN and ZNN, the
movable base has returned to the initial position in 10s. We

Table 2: Position profiles of the mobile base when its end-effector
tracks a circle path using different neural models.

Variate Scheme 𝑡 = 0 𝑡 = 10s Position error
GNN 0 0.081125 0.081125𝑥𝑐(m) ZNN 0 -9.06238e-05 9.06238e-05

TTZNN 0 -4.85327e-09 4.85327e-09
GNN 0 -0.050597 0.050597𝑦𝑐(m) ZNN 0 1.37810e-05 1.37810e-05

TTZNN 0 7.45148e-09 7.45148e-09
GNN 0 -0.169099 0.169099𝜃0(rad) ZNN 0 -1.67426e-06 1.67426e-06

TTZNN 0 4.97184e-09 4.97184e-09

can see the convergent precision has reached to 10−9, while
the corresponding position parameters 𝑥𝑐, 𝑦𝑐 and 𝜃0 with
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Figure 11: Comparison profiles using different neural optimization scheme. (a) Trajectories of the end-effector with GNN. (b) Trajectories of
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Figure 12: Residual error 𝐽𝐸 with different neural networks under
the kinematic repeatable scheme (24).

ZNN are less than 10−5. It is necessary to state that the ZNN
model can do better performance in trajectory planning of
mobile manipulators when the adjusting parameter is more
than 𝛾 = 1000. Though better experimental results can
be obtained as the same results performed by TTZNN, the
convergent time is infinite, which is not prompt to be applied
in engineering fields.

6. Conclusion

To achieve the finite-time convergence for repetitive tra-
jectory planning of mobile manipulators, an optimization
scheme of kinematic energy system based on TTZNN is
presented and analyzed. Theoretical finite time has been
proved and the upper limitation of the convergent time
has been calculated for the formulation of repeatable opti-
mization scheme. A mobile platform of three wheels and
a redundant manipulator of seven free joints are combined
together to constitute a new mobile manipulator system.
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Table 3: Free joints of the manipulator PA10 synthesized with
scheme (24) with different neural solutions

Joint (rad) Scheme 𝜃∗𝑖 (0) 𝜃𝑖(10) |𝜃𝑖(10) − 𝜃∗𝑖 (0)|
GNN 0 -0.001243 0.001243𝜃1 ZNN 0 -4.98251e-05 4.98251e-05

TTZNN 0 -5.21435e-09 5.21435e-09
GNN -0.785398 -0.886456 0.101058𝜃2 ZNN -0.785398 -0.785275 1.23249e-04

TTZNN -0.785398 -0.785398 5.84480e-09
GNN 0 0.087746 0.087746𝜃3 ZNN 0 -5.58358e-05 5.58358e-05

TTZNN 0 -1.30718e-08 1.30718e-08
GNN 1.57080 1.56293 0.007871𝜃4 ZNN 1.57080 1.57078 1.18503e-05

TTZNN 1.57080 1.57080 5.74257e-10
GNN 0 -0.009014 0.009014𝜃5 ZNN 0 6.14588e-06 6.14588e-06

TTZNN 0 1.21890e-09 1.21890e-09
GNN 1.21460 -0.796231 0.010832𝜃6 ZNN 1.21460 -0.785364 3.41855e-05

TTZNN 1.21460 -0.785398 8.99498e-09
GNN 0 0 0𝜃7 ZNN 0 0 0

TTZNN 0 0 0

Numerical simulations via the proposed mobile manipula-
tor fully substantiate the effectiveness of the optimization
method for any initial joint position. Future work may focus
on the realization for resisting disturbance of noise pollution
when such a mobile manipulator is assigned to do repeatable
work.
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Complex energy systems can effectively integrate renewable energy sources such as wind and solar power into the information
network and coordinate the operation of renewable energy sources to ensure its reliability. In the voltage source converter-
based high voltage direct current system, the traditional vector control strategy faces some challenges, such as difficulty in PI
parameters tuning and multiobjective optimizations. To overcome these issues, a finite control set model predictive control-
based advanced control strategy is proposed. Based on the discrete mathematical model of the grid-side voltage source converter,
the proposed strategy optimizes a value function with errors of current magnitudes to predict switching status of the grid-side
converter. Moreover, the abilities of the system in resisting disturbances and fault recovery are enhanced by compensating delay and
introducing weight coefficients. The complex energy system in which the wind power is delivered by the voltage source converter-
based high voltage direct current system is modeled by Simulink and simulation results show that the proposed strategy is superior
to the tradition PI control strategy under various situations, such as wind power fluctuation and fault occurrences.

1. Introduction

To deal with energy shortage and environment pollution
issues, the development of complex energy systems, which
can effectively coordinate the operation with various renew-
able energy sources such as wind and solar power to
ensure its reliability, has drawn much attention from many
countries. The focus is on the wind farm due to its high
efficiency of wind power utilization and no occupation of
land resources [1–4]. With the increasing capacity of the
wind farm and innovations of power electronic technologies,
many researchers focus on applications of the voltage source
converter-based high voltage direct current (VSC-HVDC)
technique and require better operational performance of the
converter of the VSC-HVDC system.

The model predictive control (MPC) [5–9] has been
extensively applied in the control of modular multilevel

inverters [10], uninterruptible power systems [11], and
neutral-point clamped converters [12] due to its advantages
such as control flexibility and being free of modulators. The
MPC strategies used for the control of the converter can
be classified as the continuous control set MPC and the
finite control set (FCS) MPC. For the continuous control set
MPC, a modulator generates switching states based on the
continuous output of the predictive controller. However, the
FCS-MPC considers the limited number of switching states
of the converter for solving optimization problems.

In [13], the MPC was applied to the low voltage ride-
through (LVRT) of photovoltaic (PV) power plants to
improve the transient stability of PV power plants. The
proposed MPC based strategy is able to control the output
current of the inverters quickly based on the reference
current. After a fault in the grid, the proposed strategy can
control the reactive power output of the PV power plant to
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support the system voltage and improve the transient stability
of the system.The simulation results show that the PV power
plant is able to support the voltage with the proposed strategy
in the low voltage situation.

In [14–17], the FCS MPC strategy was used to optimize
the control of inverters. A mixed logical dynamical (MLD)
model for inverters was proposed in [15]. By treating the
MLD model as a predictive model, a FCS-MPC strategy for
inverters was developed. The proposed strategy considers
the discreteness of inverters and selects the switch state
corresponding to the optimal objective value as the control
signal for inverters to control the output voltage. The simu-
lation and test results validate that the proposed FCS-MPC
strategy can improve the output voltage quality of inverters.
To improve the conventional FCS-MPC strategy, a multistep
prediction FCS-MPC strategy for converters is proposed in
[15], in which the optimal and suboptimal control actions are
considered in one control cycle.The optimal control action is
determined in a fashion that the control action is optimal in
two control cycles. Simulation results show that the proposed
multistep FCS-MPC scheme can improve the quality of the
output voltage of the three-phase inverter and reduces the
tracking error of the reference voltage as compared with
the conventional FCS-MPC. In [16], the authors proposed
a FCS-MPC strategy for a four-level converter to control
output currents and voltages of flying capacitors. A discrete
model of the converter is developed to obtain switching
states. During each sampling period, the predicted variables
are evaluated by an evaluation function and the optimal
switching state with the minimum cost value is selected and
applied to the converter. In [17], the authors proposed a
simplified FCS-MPC with extended voltage vectors for two-
level three-phase grid-connected converters. The proposed
algorithm uses multiple voltage vectors for the prediction
process to reduce the ripple in the grid current.Moreover, the
proposed approach utilizes a preselection scheme along with
a simplified MPC approach to reduce the number of voltage
vectors used in the proposed strategy. Simulations show that
the proposed strategy retains the effectiveness obtained in
the case where all the voltage vectors are used, and at the
same time the current ripple is not adversely affected and the
control delay is effectively reduced.

Improved MPC strategies were proposed for the STAT-
COM and multilevel converters in [18, 19]. A novel control
delay elimination for the MPC strategy was proposed in
[18] for the control of the cascaded STATCOM. The MPC
based optimization problem was proposed and simplified for
the possible switching states. Based on the further recursion
of the simplified MPC based model, the effect of control
delay on the control performance is reduced. The simulation
results show that the proposed delay elimination for the
MPC strategy can improve current tracking control of the
cascaded STATCOM and the system has strong robustness.
In [19], the discrete mathematic model of the modular
multilevel converter-based HVDC (MMC-HVDC) system is
developed, and an improved MPC strategy is proposed for
the five-level MMC.Moreover, the improvedMPC strategy is
combined with the voltage-sequencing algorithm to reduce
computational burdens and realize the transmission power

control in the MMC-HVDC system and circulating current
elimination.

In [20–23], the MPC strategies were applied to the
control of electric motors. In [20], the authors proposed
a MPC strategy combined with a disturbance observer
(DOB) for regulating the torque of a permanent magnet
synchronous motor (PMSM) without the steady state error.
In the proposed strategy, the online optimal solutions can be
obtained without relying on a numeric algorithm based on
the property of the input matrix of the PMSM. The results
show that the proposed MPC strategy ensures satisfactory
torque control performance. A quasideadbeat MPC strategy
for induction motors was proposed in [21]. By building a
rolling optimization problem, the optimal switching state
corresponding to the optimal voltage vector was selected as
the output of the inverter. The simulations and experimental
results show that the proposed strategy can reduce com-
putational time and ensure satisfactory static and dynamic
performance for torque.

However, the above researches mainly focus on the
steady state and have not studied operational performance
of inverters under renewable energy integration and system
disturbances. To deal with the above issues, a FCS-MPC
based control strategy for the VSC-HVDC system is pro-
posed. The control strategy generates the reference value
through the outer loop and compares the reference value
with the predicted value obtained under a given voltage
vector. Then, the switching status corresponding to the value
function with the smallest difference is obtained and used in
the next sampling period, which can achieve the fast tracking
of the reference value. Moreover, abilities of the system
in resisting disturbances and fault recovery are enhanced
by compensating delay and introducing weight coefficients.
The VSC-HVDC connected OWF system is modeled in the
MATLAB/Simulink and simulation results validate that the
proposed FCS-MPC strategy is superior to the tradition PI
control strategy under various situations, such as wind power
fluctuation and fault occurrences.

The contributions of this paper are summarized as fol-
lows: (1) a FCS-MPC based control strategy for the complex
energy system is proposed considering the renewable energy
integration and system disturbances; (2) a MPC based delay
compensation technique is proposed. Compared with the
conventional PI control strategy, the proposed FCS-MPC
has the following advantages: (1) it is easy to tune control
parameters; (2) it can realize multiobjective optimization and
incorporate constraints; (3) there is no need to implement the
decoupling process; (4) no PMWmodulators are required.

2. Control Strategies for Wind Farm-Side
VSC and Direct Driven Permanent Magnet
Synchronous Generator

Figure 1 shows the typical configuration of the OWF con-
nected to an external AC grid through the complex energy
system. The complex energy system consists of the wind
farm-side VSC (WF-VSC), the grid-side VSC (GS-VSC), and
the DC transmission system. To ensure utilization of the
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Figure 1: Typical configuration of the wind farm connected to an external AC grid though the complex energy system.

OWP and secure operation of the complex energy system,
the GS-VSC shouldmaintain the steadyDC voltage of the DC
transmission system.

2.1. Control Strategy for the WF-VSC. The mathematical
model of theWF-VSC in the synchronized rotating d-q frame
is formulated as below.

𝐿d𝑖sd
d𝑡 = 𝑢sd − 𝑖sd𝑅 + 𝜔�푠𝐿𝑖sq − Vsd

𝐿d𝑖sq
d𝑡 = 𝑢sq − 𝑖sq𝑅 − 𝜔�푠𝐿𝑖sd − Vsq

𝐶d𝑢dc
d𝑡 = 32 (𝑆sd𝑖gd + 𝑆sq𝑖sq) − 𝑖dc

(1)

where 𝑢sd and 𝑢sq are the d-axis and q-axis components of the
three-phase voltage, respectively; 𝑖sd and 𝑖sq are the d-axis and
q-axis components of the three-phase current, respectively;
Vsd and Vsq are the d-axis and q-axis components of the
voltage at the converter side, respectively; 𝑆sd and 𝑆sq are
the d-axis and q-axis components of the switching function,
respectively; 𝜔�푠 is synchronized angular velocity. The direct
control strategy is applied to maintain the voltage magnitude
and frequency at the WF side.

The control structure of theWF-VSC is shown in Figure 2.
It can be seen that the voltage magnitude and phase at the
WF side are controlled through commands in d-q axis and
the synchronized angular velocity of the WF-VSC. To reduce
control complexity, the initial voltage angle at the WS side is
set as zero and voltage magnitude components in d-q-axis
are used for feedback control. The differences between the
reference values and real-time values of voltage magnitude
are used to obtain the modulation ratio and generate the
trigger pulse.

2.2. Control Strategy for Direct Driven PermanentMagnet Syn-
chronous Generator. The typical configuration of the direct
driven permanent magnet synchronous generator (PMSG) is
shown in Figure 3. The direct driven PMSG system consists
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Figure 2: Control structure of the WF-VSC.

of the wind turbine, PMSG, generator-side converters, and
grid-side converters.

The double closed loop control strategy, namely, the outer
loop of angular velocity and inner loop of current, is applied
to the generator-side converter to achieve the MPPT. The
grid-side converter controls the DC voltage to ensure wind
power integration. In this paper, the PMSG-based wind farm
is represented by an equivalent single-machine model. Since
the dynamic response speed of the grid-side converter is
faster than the ones of the wind turbine and generator-side
converters, the wind turbine, the PMSG, and generator-side
converters are simplified as an equivalent voltage resource,
as shown in Figure 3. Different levels of wind power output
are simulated by controlling power output of the grid-side
converter.

The control strategy for the grid-side converter is shown
in Figure 4. In this paper, input wind power variation is
simulated by controlling the grid-side converter of the PMSG
because this study focuses on the verification of the abilities
of the system with the proposed control strategy in resisting
disturbances and fault recovery under different situations,
such as wind speed variation and fault occurrence. As shown
in Figure 4, the actual wind speed is simulated by the wind
power generator, which generates the varying input wind
power and obtains the d-axis component of the reference
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Figure 4: The PI control structure of grid-side controller of the PMSG.

value of the three-phase AC current. The reference value of
the three-phase AC voltage is compared with the measure
value to obtain the q-axis component of the reference value
of the three-phase current through the PI unit. Then, the d-q
axis components of the three-phase current are adjusted by
PI units and transformed using Park inverse transformation
to control the converter.

3. FCS-MPC Based Control
Strategy for GS-VSC

The FCS-MPC based control strategy for the GS-VSC is
shown in Figure 5. As shown in Figure 5, the proposed
control strategy is applied to the DC voltage control of the
GS-VSC.The DC voltage reference value 𝑢∗dc is compared to
the actual value 𝑢dc, and the difference between them is used
to generate the current reference value through the PI units.
Then, the measurement unit collects three-phase grid voltage
(e) and grid current (i), and these values are used to obtain

the predicted values in the 𝛼𝛽 coordinate system by using the
proposed predicted models. Finally, a value function is used
to evaluate the difference between the predicted value and
the reference value. The value function is optimized over a
rolling horizon to obtain the optimal switching combination
corresponding to the value function with the smallest value.
Finally, the optimal switching combination is applied to
control the GS-VSC.

As the most important blocks of the FCS-MPC based
control strategy, the predicted model of the GS-VSC and
the value function are described in detail in the following
subsections. In addition, the method of delay compensation
is also illustrated.

3.1. Discrete Predicted Model of the GS-VSC. The discrete
predicted model of the GS-VSC is formulated and described
in this subsection. The structure of the GS-VSC is shown in
Figure 6.TheGS-VSC consists of six IGBT and six antiparallel
diodes.𝑢a,𝑢b, and𝑢c represent the three-phase output voltage
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Figure 6: The structure of the GS-VSC.

of the converter; 𝑖a, 𝑖b, and 𝑖c represent the three-phase grid
current; 𝑒a, 𝑒b, and 𝑒c represent the three-phase grid voltage;𝑢a, 𝑢b, and 𝑢c represent the three-phase output voltage of the
converter. L is the reactance, R is the resistance, and C is the
capacitance. 𝑢dc, 𝑖dc, and 𝑖L are the DC voltage, DC input
current, and DC output current, respectively. More details on
the structure of the GS-VSC can be found in [24–27].

To derive the predictedmodel of the grid current, the GS-
VSC should be modeled. The dynamic equation of the grid
current in the three-phase stationary reference frame is as
follows:

𝐿di
d𝑡 = u − e − 𝑅i (2)

where i is the vector of current; u is the vector of output
voltage of converter; e is the vector of the grid voltage. Vectors
i, u, and e can be expressed as

[[
[
i
u
e

]]
]
= 23 [[[

𝑖a 𝑖b 𝑖c𝑢aN 𝑢bN 𝑢cN𝑒a 𝑒b 𝑒c
]]
]
[[[
[

1
a

a2

]]]
]

(3)

where a= ej2�휋/3; 𝑢aN, 𝑢bN, and 𝑢cN represent the three-phase
output voltage of the converter to the neutral point and can
be obtained using the following equation:

𝑢xN = 𝑆x𝑢dc, (x = a, b, c) (4)

where 𝑆x is the switching function representing the switching
status of each bridge arm of the converter; 𝑢dc is the DC
voltage. The 𝑆x can be expressed as follows [28]:

𝑆x = {{{
0 𝑢𝑝𝑝𝑒𝑟 𝑎𝑟𝑚 𝑖𝑠 𝑜𝑝𝑒𝑛, 𝑙𝑜𝑤𝑒𝑟 𝑎𝑟𝑚 𝑖𝑠 𝑐𝑙𝑜𝑠𝑒𝑑
1 𝑢𝑝𝑝𝑒𝑟 𝑎𝑟𝑚 𝑖𝑠 𝑐𝑙𝑜𝑠𝑒𝑑, 𝑙𝑜𝑤𝑒𝑟 𝑎𝑟𝑚 𝑖𝑠 𝑜𝑝𝑒𝑛 (5)

Suppose that the sampling period is 𝑇�푠; the derivative of
the grid current can be discretized using the forward Euler
approximation method as below:

d𝑖
d𝑡 ≈ 𝑖 (𝑘 + 1) − 𝑖 (𝑘)𝑇s (6)
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Table 1: Relation between the value function, switching status, and voltage vector.

Value function Switching combinations (𝑆a, 𝑆b, 𝑆c) Voltage vectors
g0 000 𝑈0 = 0
g1 100 𝑈1 = 2/3𝑢dc
g2 110 𝑈2 = 1/3𝑢dc + 𝑗√3/3𝑢dc
g3 010 𝑈3 = −1/3𝑢dc + 𝑗√3/3𝑢dc
g4 011 𝑈4 = −2/3𝑢dc
g5 001 𝑈5 = −1/3𝑢dc − 𝑗√3/3𝑢dc
g6 101 𝑈6 = 1/3𝑢dc − 𝑗√3/3𝑢dc
g7 111 𝑈7 = 0

where i(k+1) and i(k) are sampling current values in k+1th and
k-th sampling periods, respectively. Substitute (6) into (2); the
predicted current can be expressed as

𝑖 (𝑘 + 1) = 𝑇s𝐿 (𝑢 (𝑘) − 𝑒 (𝑘)) + (1 − 𝑅𝑇s𝐿 ) 𝑖 (𝑘) (7)

The expression of (7) in the 𝛼𝛽 coordinate system can be
obtained using Clarke transformation as below:

[𝑖�훼 (𝑘 + 1)𝑖�훽 (𝑘 + 1)] =
𝑇�푠𝐿 [

𝑢�훼 (𝑘) − 𝑒�훼 (𝑘)𝑢�훽 (𝑘) − 𝑒�훽 (𝑘)]

+ (1 − 𝑅𝑇�푠𝐿 )[𝑖�훼 (𝑘)𝑖�훽 (𝑘)]
(8)

where 𝑖�훼(𝑘+1) and 𝑖�훽(𝑘+1) are 𝛼-axis and 𝛽-axis components
of the current in k+1th period, respectively; 𝑢�훼(𝑘) and 𝑢�훽(𝑘)
are 𝛼-axis and 𝛽-axis components of the output voltage of
converter in k-th period, respectively; 𝑒�훼(𝑘) and 𝑒�훽(𝑘) are𝛼-axis and 𝛽-axis components of the grid voltage in k-th
period, respectively. As shown in (8), the current of the GS-
VSC in k+1th period can be accurately predicted according
to the current measurement of the GS-VSC ink-th period,
which can achieve the fast tracking and control of theGS-VSC
current and enhance the ability of the GS-VSC in resisting
system disturbances.

3.2. Value Function. Themain goal of theGS-VSC is to ensure
power balance of the VSC-HVDC transmission system and
achieve wind power integration. The control strategy of the
GS-VSC is described as follows. According to the desired
reference output and the current input of the GS-VSC, the
output voltage vector (U) of the GS-VSC can be obtained by
determining the switching function value, namely, switching
status, of each bridge arm of the converter.Then, based on the
output voltage vector (U), grid voltage vector (E), and equiva-
lent reactance𝑍s, themagnitude and angle controllable there-
phase current (𝑖a, 𝑖b, 𝑖c) can be obtained to control the input
and output power of the GS-VSC. Therefore, it is important
to determine the optimal output voltage vector (U) of the GS-
VSC.

It can be seen from (4) and (5) that the output voltage
vector (U) is determined by the switching functions of
three bridge arms, namely, 𝑆a, 𝑆b, and 𝑆c. In the study,

it is assumed that the GS-VSC is a three-phase two-level
converter. Considering there are three switching function
values (𝑆a, 𝑆b, and 𝑆c), there are eight possible switching
states and eight corresponding voltage vectors. Moreover,
sinceU0=U7, seven possible voltage output vectors are shown
in Table 1.

The traditional GS-VSC uses the double closed loop
structure (outer loop of power and inner loop of current) to
determine the switching functions (𝑆a, 𝑆b, and 𝑆c) to control
the AC voltage output and current (power output) of the GS-
VSC. However, parameters of the PI controller are sensitive to
the systemparameters and it is difficult to tune PI parameters.
In addition, the feedforward compensator term affected by
the circuit parameters is required to be decoupled in the
traditional control strategy. To overcome these issues, a FCS-
MPC based control strategy is proposed.

FCS-MPC is a model-based closed loop control method.
Based on the eight possible switching combinations and
eight corresponding voltage vectors (U), the predicted GS-
VSC current value of the next period can be obtained using
the discrete predicted model of the GS-VSC given by (8).
Then, comparing the predicted value with the reference value
using the value function defined in (9), the optimal switching
combination corresponding to the smallest value of value
function is obtained and used to generate trigger pulse, which
can achieve the optimal control of the GS-VSC.

g = 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훼 (𝑘 + 1) − 𝑖g�훼 (𝑘 + 1)󵄨󵄨󵄨󵄨󵄨
+ 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훽 (𝑘 + 1) − 𝑖g�훽 (𝑘 + 1)󵄨󵄨󵄨󵄨󵄨

(9)

where 𝑖g�훼(𝑘 + 1) and 𝑖g�훽(𝑘 + 1) are the real and imaginary
parts of the predicted current vector in the k+1 period under
a given voltage vector, respectively; 𝑖∗g�훼(𝑘+1) and 𝑖∗g�훽(𝑘+1) are
the real and imaginary parts of the predicted current vector
in the k+1 period under a given voltage vector, respectively.

Repeat the above procedures in the following sampling
periods and thus the output current of the GS-VSC is
optimized and controlled over the rolling horizon. Based
on the above analyses, compared with the traditional PI
control-based double closed loop control strategy, the FCS-
MPC strategy controls converters directly according to the
limited switching combinations. As such, there is no need
to implement the decoupling process and the complex PI
tuning process. Moreover, no modulators are required and
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multilevel constraints can be considered. In particular, there
is the lowest calculation complexity when two-level converter
is used.

3.3. Consideration of Delay Compensation in the Proposed
Strategy. The difference between the current reference and
current measurement is used to construct the objective func-
tion, namely, the value function in (9), which transforms the
problem of finding the optimal modulation satisfying control
targets into a problem of finding the optimal switching
combination corresponding to the value function with the
smallest value. However, the current reference in (9) is the
value in the future period, which causes delay in the control
of the GS-VSC and affects the control accuracy and response
speed of the GS-VSC with the FCS-MPC strategy. To deal
with this problem, this study proposes to modify the value
function using the predicted current value in k+2th period.
The predicted function of current in k+2th period is

𝑖 (𝑘 + 2 | 𝑘) = 𝑇s𝐿 (𝑢 (𝑘 + 1) − 𝑒 (𝑘 + 1))
+ (1 − 𝑅𝑇s𝐿 ) 𝑖 (𝑘 + 1)

(10)

where i(k+1) and 𝑖(𝑘 + 2 | 𝑘) are the predicted currents in
the (k+1)-th and (k+2)-th periods using information collected
in k-th period, respectively; u(k+1) is the output voltage in
the (k+1)-th period; e(k+1) is the grid voltage in the k+1th
period.

The value function considering the delay compensation is
as follows:

g̃ = 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훼 (𝑘 + 2 | 𝑘) − 𝑖g�훼 (𝑘 + 2 | 𝑘)󵄨󵄨󵄨󵄨󵄨
+ 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훽 (𝑘 + 2 | 𝑘) − 𝑖g�훽 (𝑘 + 2 | 𝑘)󵄨󵄨󵄨󵄨󵄨

(11)

To ensure the stability of the DC voltage under the fault
occurrence andwind power fluctuation, theDC current error
is introduced into the value function as below:

ĝ = 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훼 (𝑘 + 2 | 𝑘) − 𝑖g�훼 (𝑘 + 2 | 𝑘)󵄨󵄨󵄨󵄨󵄨
+ 󵄨󵄨󵄨󵄨󵄨𝑖∗g�훽 (𝑘 + 2 | 𝑘) − 𝑖g�훽 (𝑘 + 2 | 𝑘)󵄨󵄨󵄨󵄨󵄨 + 𝜆 󵄨󵄨󵄨󵄨𝑢∗dc − 𝑢dc󵄨󵄨󵄨󵄨

(12)

where 𝜆 is the weight coefficient. The predicted value of the
DC voltage is introduced to the value function to improve
the stability of the DC voltage under steady state and fault
occurrences.

3.4. The Algorithm of the FCS-MPC Based Control Strategy.
The algorithm of the FCS-MPC based control strategy is
illustrated in Figure 7 and has the following steps.

Step 1. Formulate the mathematical model of the GS-VSC
based on the eight switching combinations and the rela-
tion between the switching combination and corresponding
input/output voltage and current.

Step 2. Construct the discrete-timemodel in order to predict
the values of control variables in future periods.

Start

Real-time measurement

Yes
No

No

Yes

i (k),e (k),U＞＝

Set initial of gＩＪ as infinite

Predict current i(k+1), (7)

for p=0:7

Predict current i(k+2|Ｅ), (10)

Calculate value function, (12)

g<gＩＪ?

gＩＪ=g, op=i

i=7?

Figure 7: The flow chart of the FCS-MPC algorithm for GS-VSC.

Step 3. Based on the switching states currently applied,
construct the discrete current model (8) in order to predict
the current in k+1th period.

Step 4. Predict the current in k+2th period for each possible
switching combination.

Step 5. Use the value function representing the expected
performance of the system to evaluate all possible switching
combinations.

Step 6. Choose the voltage vector corresponding to the value
function with the smallest value and obtain the correspond-
ing optimal switching combination.

Step 7. Update the status of switches based on the optimal
switching combination and go back to step 2 for the next
sampling period.

4. Case Studies

The VSC-HVDC connected offshore WF, as shown in
Figure 1, is modeled in the MATLAB/Simulink to validate
the efficiency of proposed FCS-MPC strategy.The simulation
parameters are listed in Table 2.

4.1. Case 1: Wind Power Fluctuation. The comparisons
between the proposed FCS-MPC strategy and traditional PI
double closed loop control strategy under the wind power
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Table 2: Simulation parameters.

Parameters Values
Rated capacity of wind farms P/MW 4 × 300
DC voltage𝑢dc/kV ±320
Length of DC transmission line /km 300
DC capacitor C/𝜇F 75
Reactance of line L/mH 200
Sampling period𝑇s/𝜇s 50
Number of time steps 60000
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Figure 8: Response characteristics with two strategies under wind power fluctuation.

fluctuation are carried out in this case.Thewindpower output
is 600MW between 0s to 1s and increases to 1100MW at 1.1s
and then remains unchanged. It is assumed that the wind
farm operates with the unity power factor. The simulation
results of theGS-VSCwith two strategies are shown in Figures
8(a)–8(c).

As shown in Figures 8(a)–8(c), the GS-VSC with two
strategies can quickly respond to theWF power output varia-
tion and achieve steady wind power integration. Compared
with the traditional double closed PI control strategy, the
FCS-MPC adopts the single loop (outer loop of voltage)
control strategy, which enables the GS-VSC to have a faster
response speed and higher response accuracy, as shown
in Figures 9(a)–9(b). Moreover, as shown in Figure 9(c),
the DC voltage of the VSC-HVDC system is restored
to the reference value more rapidly when the FCS-MPC
control strategy is used because the term involved in the
DC predicted voltage is considered in the value function.
Therefore, the GS-VSC with the proposed FCS-MPC strategy
can ensure the steady operation of the VSC-HVDC system

and has better performance under the steady state opera-
tion.

4.2. Case 2: AC Fault Occurrence at Grid Side. It is assumed
that a three-phase short-circuit fault occurs at grid side at 2s
and lasts for 10ms.The response characteristic of the GS-VSC
system is shown in Figures 9(a)–9(c).

As shown in Figure 9, when the traditional PI control
strategy is applied to the GS-VSC, the fault occurrence has
big impacts on the active/ reactive power outputs, voltage,
and current outputs of GS-VSC and they are restored to
the reference values slowly. In addition, due to the limited
ability of the traditional PI control strategy in controlling the
DC voltage, the DC voltage cannot be restored to reference
value within 3s, as shown in Figure 9(c). However, when
applying the proposed FCS-MPC strategy, the impacts of the
fault occurrence on the outputs of GS-VSC are limited, and
the active/reactive power outputs and voltage and current
outputs ofGS-VSCare restored to the reference values rapidly.
Moreover, the DC voltage is restored to the reference value
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Figure 9: Response characteristic VSC-HVDC with two strategies under AC fault occurrence at grid side.

within 2.5s because the predictive control for the DC voltage
is considered in the proposed strategy, thus improving the
ability of the GS-VSC in controlling the DC voltage under
fault occurrences.

4.3. Case 3: DC Fault Occurrence. It is assumed that a DC
line fault occurs at the left side of the DC transmission line at
2.0s and lasts for 100ms. The response characteristics of the
VSC-HVDC system with two control strategies are shown in
Figures 10(a)–10(e).

As shown in Figure 10(a), the active and reactive power
decrease to -2200MW and -2000MW, respectively, in the PI
control strategy while both the active and reactive power
decrease to -1000MW in the proposed FCS-MPC strategy. As
shown in Figures 10(b) and 10(c), the AC voltage decreases to
0.75 p.u. and the maximum transient current reaches 5 p.u.
that far exceeds the maximum tolerant level of the GS-VSC.
When the FCS-MPC strategy is applied to the GS-VSC, as
shown in Figures 10(d) and 10(e), the AC voltage decreases to
0.9 p.u and the maximum transient current is 2.4 p.u. It can
been seen that the fluctuations of AC voltage, AC current, and
active/reactive power are smaller in the proposed FCS-MPC
strategy, which demonstrates the better performance of the
FCS-MPC strategy.

4.4. Case 4: Grid Voltage Drops. To further validate the effec-
tiveness of the proposed FCS-MPC strategy, the simulations
are conducted when grid voltage drops. It is assumed that the
grid voltage decreases from 1p.u. to 0.5 p.u. at 2.0s and the
voltage remains 0.5 p.u. for 100ms.The simulation results are
shown in Figures 11(a)–11(e).

As shown in Figures 11(a)–11(e), when the proposed
FCS-MPC strategy is applied, the active power decreases

to 540MW and is restored to the normal level at 2.14s.
The reactive power has a very small fluctuation. The AC
voltage can be restored to 1.0 p.u. rapidly after the fault is
cleared and there is a very small fluctuation in AC current.
However, when the PI control strategy is used, the active
power decreases to 550MW and is restored to the normal
level at 2.25s. The reactive power increases to 500Mvar and is
restored to the normal level slowly. Likewise, the AC voltage
and AC current are restored to the normal level slowly.
Therefore, the FCS-MPC strategy makes the system more
resistant to system disturbances.

4.5. Case 5: Comparative Analysis of Harmonic Distor-
tion Rates of Cases1-4. Perform the Fourier analyses under
selected conditions, namely, the period (1.2s-1.4s) in Case 1
with the maximum wind power output and periods (2.3s-
2.5s) in Case 2-Case 4. The distortion rates of the AC voltage
and AC current under different operation conditions are
shown in Table 1.

As shown in Table 3, Cases 1-4 represent the Fourier
analysis results under the steady state conditions under the
windpower fluctuation, underAC fault occurrence at the grid
side, underDC fault occurrence, and under grid voltage drop,
respectively. It can be seen from Table 1 that, in the proposed
FCS-MPC strategy, the distortion rates of grid-connected
voltage and current of GS-VSC are lower than 1%, which is
far lower than the one in the traditional PI control strategy.

5. Conclusions

To overcome the issues in the operation of the complex
energy system, this study proposes a FCS-MPC based novel
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Figure 10: Response characteristic with two control strategies under DC fault.

Table 3: Harmonic distortion rates of Cases 1-4 with the FCS-MPC and PI strategy.

Current Voltage
FCS-MPC PI FCS-MPC PI

case 1 0.98 1.55 0.53 2.25
case 2 0.62 2.05 0.48 2.94
case 3 0.37 4.22 0.42 5.20
case 4 0.48 3.59 0.75 6.94

control strategy. The proposed control strategy has a simple
control structure, removes the inner loop of current and
complex PI parameter tuning process, and achieves multiob-
jective optimization of the complex energy system.Moreover,
the proposed control strategy considers the impact of delay
and introduces the term of the DC voltage prediction in the
value function to improve the stability of DC voltage control
and enhances the abilities of the complex energy system in

resisting disturbances and recovering after faults. The simu-
lation results under the wind power fluctuation, three-phase
short circuit fault, and grid voltage drop validate that the
system with the FCS-MPC strategy has better dynamic char-
acteristics and parameter robustness.Moreover, the proposed
strategy improves the abilities of the VSC-HVDC in resisting
disturbances and fault recovery and reduces distortion rates
of the grid-connected voltage and current of the GS-VSC.
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Nomenclature

𝑢sd, 𝑢sq: d-axis and q-axis components of the
three-phase voltage𝑖sd, 𝑖sq: d-axis and q-axis components of the
three-phase current

Vsd, Vsq: d-axis and q-axis components of the
voltage at the converter side𝑆sd, 𝑆sq: d-axis and q-axis components of the
switching function𝜔s: Synchronized angular velocity𝑢a, 𝑢b, 𝑢c: Three-phase output voltage of the
converter𝑖a, 𝑖b, 𝑖c: The three-phase grid current𝑒a, 𝑒b, 𝑒c: The three-phase grid voltage𝑢a, 𝑢b, 𝑢c: The three-phase output voltage of the
converter𝐿: Reactance𝑅: Resistance

𝐶: Capacitance𝑢dc, 𝑖dc, 𝑖L: The DC voltage, DC input current, and
DC output current

i, u, e: The vector of current, the vector of output
voltage of converter, and the vector of the
grid voltage𝑢xN: x=a, b, c, the three-phase output voltage of
the converter to the neutral point𝑆x: x=a, b, c, the switching function
representing the switching status of each
bridge arm of the converter𝑢dc: The DC voltage of the VSC-HVDC system𝑖(𝑘): The sampling current value in k-th
sampling period𝑖�훼(𝑘 + 1): 𝛼-axis component of the current in
(𝑘+1)-th period𝑖�훽(𝑘 + 1): 𝛽-axis component of the current in
(𝑘+1)-th period
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𝑢�훼(𝑘 + 1): 𝛼-axis component of the output voltage of
the converter in (𝑘+1)-th period𝑢�훽(𝑘 + 1): 𝛽-axis component of the output voltage of
the converter in (𝑘+1)-th period𝑒�훼(𝑘 + 1): 𝛼-axis component of the grid voltage in
(𝑘+1)-th period𝑒�훽(𝑘 + 1): 𝛽-axis component of the grid voltage in
(𝑘+1)-th period𝑖g�훼(𝑘 + 1): The real part of the predicted current in
the (𝑘+1)-th period under a given voltage
vector𝑖g�훽(𝑘 + 1): The imaginary part of the predicted
current in the 𝑘+1th period under a given
voltage vector𝑖∗g�훼(𝑘 + 1): The real part of the reference current in
the (𝑘+1)-th period under a given voltage
vector𝑖∗g�훽(𝑘 + 1): The imaginary parts of the reference
current in the 𝑘+1th period under a given
voltage vector𝜆: The weight coefficient𝑖(𝑘 + 2 | 𝑘): The predicted current value in the
(𝑘+2)-th period using information
collected from 𝑘-th period𝑔op: The initial value of the value function.
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To improve the reliability of power grid fault diagnosis by enhancing the processing ability of uncertain information and adequately
utilizing the alarm information about power grids, a fault diagnosis method using intuitionistic fuzzy Petri Nets based on time
series matching is proposed in this paper. First, the alarm hypothesis sequence and the real alarm sequence are constructed using
the alarm information and the general grid protection configuration model, and the similarity of the two sequences is used to
calculate the timing confidence. Then, an intuitionistic fuzzy Petri Nets fault diagnosis model, with an excellent ability to process
uncertain information from intuitionistic fuzzy sets, is constructed, and the initial place value of the model is corrected by the
timing confidence. Finally, an application of the fault diagnosis model for the actual grid is established to analyze and verify the
diagnostic results of the newmethod.The results for some test cases show that the newmethod can improve the accuracy and fault
tolerance of fault diagnosis, and, furthermore, the abnormal state of the component can be inferred.

1. Introduction

With the development of the power grid, an increasing num-
ber of new energy sources, such as solar energy, photovoltaics,
and wind energy [1], have been integrated into power grids,
which poses a potential threat to the safe operation of the
grids [2]. It is becoming more and more urgent to form a fast
and accurate power grid fault diagnosis method. At present,
the mainly grid fault diagnosis method is that power grid
dispatchers use the data which from Supervisory Control
And Data Acquisition (SCADA) and their own experience
to analyze the fault. However, the accuracy and speed of
traditional fault diagnosis methods are difficult to meet the
requirements of current power grids when complex faults [3]
occur, so many automatic diagnosis methods are proposed
as follows: Expert Systems [4], Artificial Neural Networks
[5, 6], BayesianNetworks [7, 8], Rough Sets [9], andPetriNets
[10, 11]. In recent years, due to fuzzy Petri Nets’ advantages
of rapid concurrency and the ability to process uncertain

information, the research adapting fuzzy Petri Nets to grid
fault diagnosis has attracted increasing attention.

Wang L, Sun J [12, 13] proposed a fault diagnosis model
based on fuzzy Petri Nets to solve the uncertainty of protec-
tion and circuit breaker action in grids.Thematrix dimension
reduction method has improved the calculation speed. Wang
Y N and Cheng X Z [14, 15] used weighted fuzzy Petri Nets
and the hierarchical transition method to analyze grid faults.
In order to stratify the transition set and optimize the algo-
rithm, the two-layer general model was established for each
component. In [16], a fuzzy Petri Nets fault diagnosismethod,
considering protection and circuit breaker action timing, was
proposed, which improved the ability of handling uncertain
information and fault tolerance. Cheng X Z [17] proposed
a fuzzy Petri Nets diagnosis method based on directional
weighting. In this model, subnet models were established
for each propagation direction, and different weights were
assigned according to the degree of the influence of different
components on the results. In [18], aweighted fuzzy PetriNets
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fault diagnosis method, based on multisource information
fusion, was proposed, which introduced electrical quantity
and took the time series attribute into consideration. In
addition, fuzzy neural Petri Nets [19] were used in the field
of fault diagnosis.

The fuzzy Petri Nets fault diagnosis models, mentioned
above, take into account the uncertainty of protection and
circuit breaker trip information, as well as the calculation
and fault tolerance of the model. However, the impact of
uncertain and incomplete information [21] on the fault
diagnosis results is not fully considered in these models. In
particular, timing data in the alarm information also needs
to be further mined, and the use of big data to solve complex
problems [22] in fault diagnosis has become a trend too.

Petri Nets are directed graph structures with timing
constraints, and the temporal logic of the alert information
is automatically considered when generating the Petri Nets
model in an online application. However, the received alert
information may have various conditions, such as rejection,
misoperation, and timing disorder, which may reduce the
accuracy of the diagnosis results. Against the background
of the above research, the intuitionistic fuzzy Petri Nets
fault diagnosis model, based on time series matching, is
established to process time series information. The timing
information is further mined using the method of timing
matching, and the sequence difference and time difference at
the time of the fault are calculated by the Edit Distance and
the Dynamic Time Warping (DTW) Distance, respectively.
At the same time, the description of information uncertainty
is more precise by the intuitionistic fuzzy set considering the
degree of membership and nonaffiliation of the information.
This paper mainly does the following work.

(1) To study the timing properties of alert information, the
time series confidence is calculated by analyzing the timing
constraint relationship between the protection and the circuit
breaker to verify and filter the alarm information and correct
the confidence value of the initial position.

(2) To establish an intuitionistic fuzzy Petri Nets fault
diagnosis model, the intuitionistic fuzzy algorithm is used
to deal with the membership degree and nonmembership
degree relationship of the alarm information, when the fault
occurs, which can improve the model’s ability to deal with
uncertain and incomplete alarm information.

(3) To establish a two-layer fault diagnosismodel, after the
fault occurs, the nonmembership value of the terminal posi-
tion is modified according to the number of remote backup
protection actions of the component, and the membership
value is optimized by the hierarchical transition technique
and the Gaussian function.

The reasoning process based onmatrix operation is given.

2. Intuitionistic Fuzzy Time Petri Nets

2.1. The Basic Theory of Intuitionistic Fuzzy Sets. The intu-
itionistic fuzzy set [25] has three aspects: membership degree,
nonmembership degree, and hesitation degree.Therefore, the
set is more accurate concerning the description of uncertain
and incomplete information. Intuitionistic fuzzy sets can be
defined according to the following [26].

Definition 1. Assuming that X is a given theoretical domain,
the definition of the intuitionistic fuzzy sets of domain X is as
follows:

𝐴 = {⟨𝑥, 𝜇𝐴 (𝑥) , 𝛾𝐴 (𝑥)⟩ | 𝑥 ∈ 𝑋} (1)

(1) 0 ≤ 𝜇𝐴(𝑥) + 𝛾𝐴(𝑥) ≤ 1, where 𝜇𝐴(𝑥) : 𝑥 󳨀→ [0, 1]
and 𝛾𝐴(𝑥) : 𝑥 󳨀→ [0, 1] represent the membership function
and the nonmembership function of set A, respectively, and
for any element in set 𝐴, 𝑥 ∈ 𝑋, 0 ≤ 𝜇𝐴(𝑥) + 𝛾𝐴(𝑥) ≤ 1.

(2) The function pair (𝜇𝐴(𝑥), 𝛾𝐴(𝑥)) is defined as the intu-
itionistic fuzzy index in the X domain, which is composed of
membership degree 𝜇𝐴(𝑥) and nonmembership degree 𝛾𝐴(𝑥).

(3) 𝜋𝐴(𝑥) = 1 − 𝜇𝐴(𝑥) − 𝛾𝐴(𝑥) is set as the degree of
hesitation of 𝑥 in the intuitionistic fuzzy set A in the domain
of X, indicating that 𝑥 belongs to the degree of uncertainty of
set A. Additionally, for any 𝑥 ∈ 𝑋, 0 ≤ 𝜋𝐴(𝑥) ≤ 1.
2.2. Time Series Model in the Power Grid. The time series
model in the grid is defined on the basis of study [20].𝑥 = (V, 𝑡) is set as a single element in the timing collection,
and the alert information V is defined as a triple: V = (𝐴, Δ𝑡, 𝑆)

(1) 𝐴 indicates component action or alarm information.
(2) Δ𝑡 represents the length of the error of time, Δ𝑡 and𝑡 constitute a time constraint, and the time when event A

occurs is [𝑡 − Δ𝑡/2, 𝑡 + Δ𝑡/2].
(3) 𝑆 denotes a fuzzy flag, 𝑆 = 0: 𝑥 = (V, 𝑡) denotes

a fuzzy term, and 𝑆 = 1: 𝑥 = (V, 𝑡) denotes a certain
term. The introduction of fuzzy items has a good distinction
between uncertain and incomplete information caused by
misoperation, refusal, and information loss in the power
grid, which is beneficial for improving the accuracy of
diagnosis. When Ai is indicated as an electrical equipment
failure (Busbar, Line, Transformer) or circuit breaker and
circuit breaker failure protection simultaneously trip, the
time element 𝑥𝑖 = (V𝑖, 𝑡𝑖) is a fuzzy item.

2.3. Time Series Reasoning Process. The application of time
series information in grid fault diagnosis, in [15, 17], is only
used to filter alarm information. In this paper, time series
similarity matching is used to calculate the Edit Distance and
DTW Distance between the actual alarm time series and the
alarm hypothesis time series, which is then converted to time
confidence that can be used to correct the probability of the
model.

The Edit Distance is a measure used to calculate the
distance between two strings of sequences, which can be
expressed as the minimum number of edit operations
required to convert a string into another string (editing
operations include insert, delete, and replace).

For example, string sequences 𝑋 = {𝑥1, 𝑥2, . . . , 𝑥𝑛}, Y ={𝑦1, 𝑦2, . . . , 𝑦𝑛}, the Edit Distance𝐷𝑛,𝑘 can be calculated from𝐷0,0 by

𝐷𝑖,𝑗

=
{{{{{{{{{

0 𝑖 = 𝑗 = 0
min (𝐷𝑖−1,𝑗−1 + 𝐿 (𝑥𝑖, 𝑦𝑖) , 𝐷𝑖−1,𝑗 + 1,𝐷𝑖,𝑗−1 + 1)
𝑖 > 0 𝑜𝑟 𝑗 > 0

(2)
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In the formula, if 𝑥𝑖 = 𝑦𝑖, then 𝐿(𝑥𝑖, 𝑦𝑖) = 0; otherwise,𝐿(𝑥𝑖, 𝑦𝑖) = 1.
Editing Distance has been already a mature calculation

method. However, due to the high uncertainty of information
in the grid fault (the loss of, and erroneous, information,
as well as timing chaos), it is difficult to make accurate
judgments on sequences that are not synchronized. In this
paper, the Editing Distance is combined with the Dynamic
Time Warping Distance to form a time similarity matching
calculation method to increase the processing ability of
the asynchronous information. The specific discussion is as
follows.

For time series𝑋 and time series 𝑌,
𝑋 = {𝑥1 = (𝑉𝑥1, 𝑡𝑥1) , 𝑥2 = (𝑉𝑥2, 𝑡𝑥2) , . . . , 𝑥𝑛

= (𝑉𝑥𝑛, 𝑡𝑥𝑛)}
𝑌 = {𝑦1 = (𝑉𝑦1, 𝑡𝑦1) , 𝑦2 = (𝑉𝑦2, 𝑡𝑦2) , . . . , 𝑦𝑛

= (𝑉𝑦𝑚, 𝑡𝑦𝑚)}
(𝑛 ≤ 𝑚)

(3)

If 𝑋 and 𝑌 are not obscured, the distance [20] between
them can be defined as

𝐷 (𝑋, 𝑌) = 𝑎𝐷𝑒𝑑𝑖𝑡 (𝑋, 𝑌𝑠) + 𝑏𝐷𝑡𝑖𝑚𝑒 (𝑋, 𝑌𝑠) (4)

𝐷𝑡𝑖𝑚𝑒 (𝑋, 𝑌𝑠) = ∑
𝑥𝑖|∈𝑋,𝑥𝑖|∉𝑌𝑠

1 (5)

𝐷𝑡𝑖𝑚𝑒 (𝑋, 𝑌𝑠)
= ∑
𝑥𝑖|=𝑦𝑗

󸀠 ,𝛽≥𝛾

(4𝜋 arctan(2 󵄨󵄨󵄨󵄨󵄨𝑡𝑥𝑖 − 𝑡𝑦𝑗󸀠󵄨󵄨󵄨󵄨󵄨Δ𝑡𝑥𝑖 + Δ𝑡𝑦𝑗󸀠) − 1) (6)

(1)𝛽 = |𝑡𝑥𝑖−𝑡𝑦𝑗󸀠|, 𝛾 = |(Δ𝑡𝑥𝑖+Δ𝑡𝑦𝑗󸀠)/2| 𝑖 = 1, 2, . . . , 𝑛; 𝑗 =1, 2, . . . , 𝑝.
(2) 𝑌𝑠 = (𝑦1󸀠, 𝑦1󸀠, . . . 𝑦𝑝󸀠). For any 𝑦𝑖󸀠 |∈ 𝑌𝑠, there is 𝑦𝑖󸀠 |∈𝑋, and𝑦𝑖󸀠 is the element of time series𝑌, (𝑖 = 1, 2, . . . , 𝑝), and𝐷𝑒𝑑𝑖𝑡(𝑋, 𝑌𝑠) denotes the Edit Distance of the time seriesX and

Ys for identifying information loss and timing disorder. Since
Ys is a time subsequence of the Y set, the simplified formula
applies to the general case.

(3) 𝐷𝑡𝑖𝑚𝑒(𝑋, 𝑌𝑠) represents the DTW Distance between
time series X and Ys; a is the weight of the Edit Distance,
and b is the weight of the DTW Distance. Due to the special
information, such as information error, information loss,
or timing disorder, the alarm information, received by the
system,may cause large deviations in timingmatching. Based
on this, the weight coefficients a and b are defined to quantify
the deviation in order to adjust the proportion of the Edit
Distance and the DTW Distance. The smaller the difference
between the two time series, the more similar they are.

The confidence calculation method for timing matching
is defined in [20], and the calculated distance between the
actual alarm time series and the alarm hypothesis time series
ismapped to the (0, 1) interval by (7).The smaller the distance

between the two time series, the higher the confidence level
obtained.

𝐶𝑋 =
{{{{{{{{{

1 D (X,Y) ≤ 1
1𝐷 (𝑋, 𝑌) 1 < D (X,Y) ≤ 10

0.1 D (X,Y) > 10
(7)

2.4. Intuitionistic Fuzzy Time Petri Nets (IFTPN). Intuitionis-
tic Fuzzy Time Petri Nets (IFTPN) can be defined as a seven-
tuple, 𝐼𝐹𝑇𝑃𝑁 = {𝑃, 𝑇𝜆, 𝐹, 𝑇𝑡, 𝐼, 𝑂,𝑀0,}.

(1) 𝑃 = {𝑝1, 𝑝2, 𝑝3, . . . , 𝑝𝑛} indicates a collection of finite
places in IFIAPN.

(2) 𝑇𝜆 = {𝜆1, 𝜆2, 𝜆3, . . . , 𝜆n} indicates a set of finite
transitions in IFIAPN.

(3) 𝐹 = {𝑓1, 𝑓2, 𝑓3, . . . , 𝑓n} indicates a set of transition
thresholds in IFIAPN, where𝑓𝑗 = (𝛼𝑗, 𝛽𝑗), 𝑗 = 1, 2, 3, . . . , 𝑚
are intuitionistic fuzzy sets, and 𝛼𝑗 ≥ 0, 𝛽𝑗 ≥ 0 represent the
uncertainty and the uncertainty of transition 𝜆𝑗, respectively.

(4) 𝑇𝑡 = {𝑡1, 𝑡2, 𝑡3, . . . , 𝑡n} indicates the time status
information of the initial places.

(5) 𝐼 represents the input matrix 𝐼 = (𝑊𝐼𝑖𝑗)𝑛×𝑚, 𝑊𝐼𝑖𝑗

represents the logic element, 𝑊𝐼𝑖𝑗 ∈ [0, 1], and ∑0≤𝑖≤𝑛𝑊𝐼𝑖𝑗 =1. If there is a directed arc, from place 𝑝𝑖 to transition 𝑡𝑖, then
the value of𝑊𝐼𝑖𝑗 is the weight of the directed arc. If there is no
directed arc from 𝑝𝑖 to 𝑡𝑖, then𝑊𝐼𝑖𝑗 = 0, 𝑖 = 1, 2, 3, . . . , 𝑛; 𝑗 =1, 2, 3, . . . , 𝑚

(6) 𝑂 indicates the output matrix, 𝑂 = (𝑊𝑂𝑖𝑗)𝑛×𝑚, 𝑊𝑂𝑖𝑗

represents the logic element, and 𝑊𝑂𝑖𝑗 ∈ [0, 1]. If there is a
directed arc from transition 𝑡𝑗 to place 𝑝𝑖, then the value of𝑊𝑂𝑖𝑗 is 𝑐𝑗 of the confidence of the rule 𝑡𝑗, and 𝑐𝑗 = (𝜇𝑐, 𝛾𝑐)
represents the weight parameter of the directed arc from
transition 𝑡𝑗 to place 𝑝𝑖. If there is no directed arc from 𝑡𝑗 to𝑝𝑖, then𝑊𝑂𝑖𝑗 = 0, 𝑖 = 1, 2, 3, . . . , 𝑛; 𝑗 = 1, 2, 3, . . . , 𝑚.

(7) 𝑀0 is the initial state, 𝑀0 =[𝑚0(𝑝1), 𝑚0(𝑝2), 𝑚0(𝑝3), . . . , 𝑚0(𝑝𝑖)], 𝑚0(𝑝𝑖) is the initial
state of the proposition 𝑝𝑖, 𝑀0(𝑝𝑖) = (𝜇𝑖, 𝛾𝑖), where 𝜇𝑖
represents the degree of certainty of the place 𝑝𝑖, 𝛾𝑖 represents
the uncertainty of the place 𝑝𝑖, and𝑀0(𝑝𝑖) ∈ [0, 1].
3. Grid Fault Diagnosis Based on Time Series
Intuitionistic Fuzzy Petri Nets

In this paper, the IFTPN grid fault diagnosis model is
constructed by the time series similarity matching method,
including the intuitionistic fuzzy Petri Nets theory and the
time series characteristics of grid component faults. The
model focuses on the timing properties of protection\circuit
breaker action, in grid faults, and adopts a layered transition
model structure, which can be used to visually describe the
logical relationship and timing characteristics of protection
and circuit breakers.

3.1. IFTPN-Based Modeling Method. According to the relay
protection setting rules, the components in the power grid
are equipped with corresponding primary protection and
backup protection, and different protections are provided for
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different components. For example, the protection of the Bus-
bar is composed of primary protection and remote backup
protection. The protection of the line and the transformer
provides corresponding primary protection, near backup
protection, and far backup protection at the sending end and
the receiving end.

The IFTPN model is built according to the above rules.
When the grid fails, the protection and circuit breakers act in
a sequence (main protection, main protection corresponding
to the circuit breaker, near backup protection, near backup
protection corresponding to the circuit breaker, far backup
protection, and remote backup protection corresponding to
the circuit breaker) to stop the action until the problem is
resolved.

The time stamp of the first piece of alarm information
received is used as a reference point. The alarm hypothesis
time series is generated according to the component action
delay:main protection (10ms, 20ms), near backup protection
(485 ms, 545 ms), far backup protection (960 ms, 1070 ms),
and circuit breaker trip delay (20 ms, 40 ms).

The IFTPN fault diagnosis model for Busbars, transform-
ers, and lines is established, according to the actual grid
model, shown in Figure 1. As shown in Appendix A, Figures
5 and 6 are fault diagnosis models for single Busbar A1 and
double Busbar B2, respectively, and Figure 7 is the model for
line L2. The model structures of the transformer and line are
the same; only the protection and circuit breaker components
are different. This information is not included here.

To facilitate the description of the algorithm and simplify
the reasoning process, the operator is defined as follows:

Suppose A, B, and C make up the 𝑚 × 𝑛 order matrix, D
is the𝑚 × 𝑞matrix, and E is the 𝑞 × 𝑛matrix.

(1) Direct multiplication operator ∙ : 𝐶 = 𝐷 ∙ 𝐸, that is,𝑐𝑖𝑗 = 𝑎𝑖𝑗𝑏𝑖𝑗.
(2) Comparison operatorΘ : 𝐶 = 𝐴Θ𝐵; that is, 𝑐𝑖𝑗 = (1, 0)

when 𝑎𝑖𝑗 ≥ 𝑏𝑖𝑗; otherwise, 𝑐𝑖𝑗 = (0, 1).
(3) Multiplication operator ⊗ : 𝐶 = 𝐷 ⊗ 𝐸; then 𝑐𝑖𝑗 =

max1≤𝑘≤𝑞 (𝑑𝑖𝑘𝑒𝑘𝑗).
(4) Addition operator ⊕ : 𝐶 = 𝐴 ⊕ 𝐵; then 𝑐𝑖𝑗 =

max(𝑎𝑖𝑗, 𝑏𝑖𝑗).
The components in the grid of this paper adopt the

modeling method of hierarchical transition. For the Busbar,
the first layer of the model is a submodel of the sending
end and receiving end, including two layers of transitions,
and the integrated model has one layer of transitions in the
second layer. For the line, the first layer of the model includes
two transitions in each direction, and the second layer of the
model has one transition. When the topology changes, the
architecture and operation matrix of the improved model are
less adjusted, and the model is more versatile, because it does
not need to make any modifications to the model but only
update the values of the initial library in the first layer model.

3.2. Algorithm Improvement. The reasoning process of the
algorithm described in [13] is complicated, and the number
of iteration calculations is too many. Compared with study
[13], the algorithm in [11] is optimized, but it is not applied in
the process of matrix reasoning. The algorithm is improved
in the following ways in this article.

(1) Algorithm Optimization for Certainty

𝜓𝑘𝜇 = 𝑓𝜓 (𝑂𝑘
𝑛×1 ⊗ 𝜓𝑘−1𝜇𝑚×1) (8)

The deterministic value of the interlayer confidence is
processed by the Gaussian function, which is applied to the
matrix deduction process.𝑓𝜓(𝑥) is theGaussian function [13]:

𝑓𝜓 (𝑥) = 𝑒−3(𝑥−1)2 (9)

The application of this function can make the calcu-
lation results more in line with the characteristics of the
fault diagnosis and make the probability of failure more
of an ideal value within (0, 1). Assuming that Figure 2
is the Busbar B1 sending end model, place P1 represents
the line main protection, and place P2 is the protection
corresponding to the circuit breaker, if the uploaded pro-
tection and circuit breaker action information satisfy the
time constraint, the deterministic value of place P1 is set
to 0.8564, and the deterministic value of place P2 is set
to 0.8333. The accumulative determinant value of transition
input is 0.8564×0.5+0.8333×0.5=0.8448. After processing
using the Gaussian function, the certainty value of place P5
is 𝑓𝜓(0.8448) = 0.93028, which is significantly higher than
the certain degree, before processing. This paper specifies
that the transition is triggered by the deterministic value.The
corresponding calculation is performed for each transition
trigger, until the final vector of the model is obtained.
(2) Algorithm Optimization of Uncertainty

For a faulty component in the system, when the pri-
mary protection of the component and the corresponding
circuit breaker are rejected, the backup protection of the
component will act.The higher the number of protection and
circuit breaker actions in the fault propagation direction, the
greater the fault probability of the component, and the lower
the uncertainty of the corresponding component actions.
According to the above situation, the uncertainty value of
the terminal place in the direction of the fault propagation
is corrected by formula (11) in this paper.

𝜓𝑘𝛾 = 𝛾󸀠𝜓 (𝑂𝑘
𝑛×1 ⊗ 𝜓𝛾𝑘−1𝑚×1

) (10)

The uncertainty of the terminal place in the component
failure propagation direction is set to 𝛾, according to the
actual spreading direction of the faulty component, after
time series processing. The value of the uncertainty, after
correction, is

𝛾󸀠 = 𝛾𝑁𝑢𝑚 (11)

The algorithm for the entire confidence is described as

𝜓𝑘𝑚×1 = (𝜓𝑘𝜇, 𝜓𝑘𝛾) (12)

The improved algorithm includes the cumulative cal-
culation of transition input values, threshold comparisons,
and vector calculations for the terminal place. The specific
confidence reasoning process is as follows.
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(1) The initial state is set to𝑀0
𝑛×1. The input intuitionistic

fuzzy value of the transition is calculated.

𝜂𝑘𝑚×1 = 𝐼𝑇𝑛×𝑚 ∙ 𝑀𝑘
𝑛×1

(13)

(2) The threshold of the transition is compared with the
input intuitionistic fuzzy value of the transition, and then
the transition set 𝜑𝑘𝑚×1, capable of triggering the transition,
is obtained.

𝜑𝑘𝑚×1 = 𝜂𝑘𝑚×1Θ𝐹𝑚×1 (14)

(3) The input intuitionistic fuzzy value 𝜓𝑘𝑚×1, which can
trigger the transition based on the obtained set 𝜑𝑘𝑚×1 of the
transitions that can be excited, is calculated.

𝜓𝑘𝑚×1 = 𝜂𝑘𝑚×1 ∙ 𝜑𝑘𝑚×1 (15)

(4)The discriminant value𝑀𝑘+1
𝑛×1 of the place, obtained by𝑘 + 1 calculations, is calculated.

𝑀𝑘+1
𝑛×1 = 𝑂𝑘

𝑛×1 ⊗ 𝜓𝑘𝑚×1 ⊕𝑀𝑘
𝑛×1

(16)

(5) If 𝑀𝑘+1
𝑛×1 = 𝑀𝑘

𝑛×1, then the confidence matrix of the
Petri Nets is stable; that is, the reasoning ends; otherwise, let𝑘 = 𝑘 + 1 and return to step (4).

3.3. Settings of Simulation Parameters

3.3.1. Identification Value Data. This paper uses the statistical
probability data of long-term actual operation, provided by
study [24]. The data are weighted by the timing confidence
to assign values to the protection place and the circuit
breaker place. The following settings are provided for the
refusal, misoperation, and unoperated component place of
the protection and circuit breakers in the grid.

Definition (𝜇1, 𝛾1) is the identification value when the
alarm information exists, and (𝜇2, 𝛾2) is the identification
value when the alarm information does not exist, or the
protection and the circuit breaker are rejected or misplaced.
The relationship is as follows:

𝜇2 = 𝜔 × 𝜇1 (17)

𝛾2 = 𝛾1𝜔 (18)

The parameter 𝜔 is used to express great uncertainty in
action fault events.

3.3.2. Setting the Model Network Parameters. (1) The initial
value of the initial component place and virtual place is (0, 1).

(2) The input arc weight is 𝜔 = (1/𝑁), where 𝑁 is
the number of inputs, from place to transition. If the place,
connected through the output arc, is the component place,
the output arc has an identification value of (0.95, 0.025); if
the place, connected by the output arc, is a virtual place, the
output arc has an identification value of (1, 0).

(3) Learning from study [24], it must be ensured that the
model’s fault-tolerant transition threshold is set to a value
(0.2, 0.7).
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Figure 1: Actual grid model.
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Figure 2: Basic structure diagram of IFTPN.

3.3.3. Fault Degree Parameter Threshold Setting. The metric
function of the probability of failure of the device is

𝑓 (𝑁) = {{{
𝜇 − 𝛾𝜇 , 𝜇 > 𝛾
0, 𝜇 < 𝛾 (19)

where N represents the faulty component and (𝜇, 𝛾) rep-
resents the intuitionistic fuzzy identification value of the
faulty component. When the metric value 𝑓(𝑁) > 𝜃 of the
faulty element, it is determined that the component N is
faulty, where 𝜃 is the threshold for determining whether the
component N has a fault. To ensure accurate operation, the
degree of uncertainty of the fault should bemuch greater than
the uncertainty, so the value of 𝜃 is set to 0.56.
4. IFTPN Troubleshooting Process

According to the fault alarm information, received by the
power dispatching center, the fault area of the system is
searched, the suspected fault component set is obtained, and
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Figure 3: Fault diagnosis model frame structure.

Table 1: Comparison of the fault degree of the two methods in study [20].

Component Transmission line L8 Busbar B7 Transmission line L6
Weighted fuzzy Petri nets 0.76745 0.82152 0.51649
Time-series weighted fuzzy Petri nets 0.76745 0.79695 0.2
This article 0.96723 0.9975 0.1

Table 2: Comparison of the diagnostic results under the same conditions.

Number Alarm information Suspected
Faulty device

Fault probability
The

method of
[13]

The
method of

[23]

The
method of

[24]

The
method of
this paper

1 L0407Rm; L0407Sm;
CB0407; CB0704 act

L0407 0.99 0.8910 0.9968 0.9673

2
L0407Rm; L0407Sm;

L0807Rs; L0907Rs; CB0407;
CB0807; CB0907 act

L0407 0.8798 0.8178 0.9601 0.9640

3 L0407Rm; L0407Sm;
CB0704 act

L0407 0.5705 0.7143 0.9506 0.9553

4 L0407Rm; CB0407;
CB0704; act

L0407 0..6016 0.7125 0.9503 0.9550

5
L0407Rm; L0407Sm;

L0807Rs; L0907Rs; CB0807;
CB0907 act

L0407 0.5012 0.6411 0.9385 0.9412

6 L0407Sm act L0407 0.4286 0.2688 0.1341 0
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Table 3: Comparison of the proposed method and three existing methods for grid fault diagnosis.

Method Processing of timing
information

Consider
uncertainty Modeling form Performance

Study [20]

Using time series
matching method,
making full use of

time-scale
information

No Timing matching
model

The calculation speed is fast
but only considers the

timing factor; too singular

Study [15] Timing not
considered No Fuzzy Petri nets

model

High diagnostic efficiency;
good fault tolerance; did
not consider the impact of

timing

Study [24] Timing not
considered Yes Intuitionistic Fuzzy

Petri Nets Model

Full consideration of the
impact of uncertain,

incomplete information but
does not take timing into

account

The
method of
this paper

Using the time series
matching method,
making full use of

time-scale
information

Yes

Intuitionistic Fuzzy
Petri Nets Model

Based on Time Series
Matching

Fully consider the timing
information, and uncertain

and incomplete
information; better fault
tolerance; precise fault

diagnosis

Table 4: The code of alarm information.

Number Fault type
a1 L2 sending end main protection action
a2 L2 receiving end main protection action
a3 CB8 trip
a4 CB12 trip
a5 Failure protection B3 action
a6 CB13 trip
a7 T3 far backup protection action
a8 T4 far backup protection action
a9 L5 far backup protection action
a10 CB15 trip
a11 CB14 trip
a12 CB32 trip

the IFTPN fault diagnosis model is established. The fault
diagnosis process is shown in Figure 3 and is divided into
five parts: (1) the search and establishment of fault areas; (2)
the similarity matching of the time series; (3) the evaluation
of the action for the protection and the action of the circuit
breaker; (4) the establishment of the fault diagnosis model;
(5) the matrix deduction of fault cases.

The specific steps are as follows.
(1) After the grid fault occurs, according to the data

information uploaded to the system, the fault area is first
searched, then the suspected fault component is searched,
and finally the suspicious fault component set is constructed.

(2) According to the principle of relay protection setting,
a protection model is constructed for the protection device
of the suspected faulty component to form a set of alarm
hypothesis time series.

(3) The distance (Edit Distance and DTW Distance)
between each time subsequence in the alarm hypothesis time
series set and the alarm information sequence, received by the
system center, are calculated by timing matching.

(4) The confidence level of the component protection
action value is obtained by timing matching, and the state
of the protection device that does not meet the time series
matching is evaluated, including the action state of the
protection and circuit breaker (rejection, misoperation, and
information loss) and the time-scale accuracy of the alarm
information (time-scale deviation and timing chaos).

(5) The IFTPN grid fault diagnosis model is established.
The probability value of the initial library is corrected by the
confidence of the protection and circuit breaker action. The
inference algorithm is formed according to the intuitionistic
fuzzy Petri Nets model, and the forward deduction is per-
formed in the form of a matrix. Then, the fault probability
value of the component is obtained.

5. Case Simulation

5.1. Case 1. In order to describe the entire reasoning process,
the number of pieces of fault information is shown in Table 4,
and the alarm information, with time stamps, is shown
in Table 5. The sequence based on the case failure alert
information is 𝑋 = {𝑥1, 𝑥2, 𝑥3, . . . , 𝑥11}.

(1) Lines L2, L5, and Busbar B3 search for the fault area
according to the alarm information sequence to determine
possible faulty elements.

(2) Since the information cannot be uploaded when the
line, Busbar, and circuit breaker are faulty, the corresponding
time-scale information is defined as a fuzzy item. According
to the general model of the protection configuration, the
time series inference rules and the time series of the alarm
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Table 5: Actual alarm information.

Time series set Alert message content Time series number
((a1, 0,1), 435) L2 sending end main protection action x1
((a2, 0,1), 436) L2 receiving end main protection action x2
((a3, 0,1), 460) CB8 trip x3
((a5, 0,1), 740) Failure protection B3 action x4
((a6, 0,1), 766) CB13 trip x5
((a7, 0,1), 936) T3 far backup protection action x6
((a8, 0,1), 937) T4 far backup protection action x7
((a9, 0,1), 938) L5 far backup protection action x8
((a10, 0,1), 961) CB15 trip x9
((a11, 0,1), 963) CB14 trip x10
((a12, 0,1), 973) CB32 trip x11

Table 6: Failure collection.

Transmission
line L2

{{a1, a3}, {a2, a4, a5, a6}, {a2, a4, a5, a8, a10},{a2, a4, a5, a7, a11}, {a2, a4, a5, a9, a12}}
Transmission
line L5

{a12}
Busbar B3 {a5, a6}

information, a time series hypothesis set for the failed
component, and the values of a and b are both 5. The fault
set of Busbar B3 and lines L2, L5 is shown in Table 6.

(3) In the case of complex faults, the protection and circuit
breaker only act in response to one faulty component. In
this case, the fault set of line L2 covers the fault set of line
L5 and Busbar B3, and then the fault analysis of line L2 is
prioritized. The initial place reliability of the circuit breakers
of the line L5 protection configuration, of the protection of
the Busbar B3, and of the circuit breakers corresponding to
the Busbar B3 protection is corrected to (0.19666, 0.03147),
(0.17128, 0.0579), and (0.16666, 0.04825), respectively.

(4) Taking line L2 as an example, the time series con-
fidence of the faulty component is calculated, as shown in
Table 7, and it is used to correct the value of the initial place.
Through the analysis of the time series, CB12 is refused. The

maximum six propagation directions for the fault of line L2
are (B3, CB13), (T3, CB14), (T4, CB15), (L5, CB32), (B2, CB6),
and (L4, CB27).

According to the alarm information, four determined
fault propagation directions are obtained and modeled sepa-
rately.The intuitive fuzzy Petri Nets fault diagnosis model for
line L2 is shown in Figure 7. Taking the receiving end of line
L2 as an example in the direction of L5 propagation, matrix
reasoning is performed on the fault confidence of line L2.
(1) Input Matrix 𝐼 with Weights

𝐼 =
[[[[[[[[[[[
[

0.5 0.5 0 0 0 0 0 0 0 0
0 0 0.5 0.5 0 0 0 0 0 0
0 0 0 0 0.5 0.5 0 0 0 0
0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1 0

]]]]]]]]]]]
]

(20)

(2) Output Matrix 𝑂 with Confidence

𝑂 =
[[[[[[[[[[[
[

(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1) (0, 1)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1) (0, 1)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (1, 0) (0, 1)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0.95, 0.025)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0.95, 0.025)
(0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0, 1) (0.95, 0.025)

]]]]]]]]]]]
]

(21)

(3) Transition Threshold Matrix

Γ = [(0.2, 0.7) , (0.2, 0.7) , (0.2, 0.7) , (0.2, 0.7) , (0.2, 0.7) ,
(0.2, 0.7)] (22)

(4) The Fuzzy Value Matrix of the Initial Place

M0 = [(0.9913, 0.006294) , (0.19666, 0.03094) ,
(0.7930, 0.007868) , (0.16716, 0.0364) ,
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Table 7: The calculation of time series confidence.

Alarm hypothesis time series ED TD TOD TSC
{((a1, 10, 1), 435), ((a3, 10, 1), 460)} 0 0 0 1
{((a2, 10, 1), 436), ((a4, 10, 1), 461)} 1 0 5 0.2{((a2, 10, 1), 436), ((a4, 10, 0), 461),((a5, 10, 1), 740), ((a6, 0, 1), 765)} 0 0 0 1

{((a2, 10, 1), 436), ((a4, 10, 0), 461),((a5, 10, 1), 740), ((a7, 0, 1), 936),((a11, 0, 1), 961)} 0 0 0 1

{((a2, 10,1), 436), ((a4, 10,0), 461), ((a5,
10,1), 740), ((a8, 10,1), 937), ((a10, 0,1),962)} 0 0 0 1

{((a2, 10,1), 436), ((a4, 10,0), 461), ((a5,
10,1), 691), ((a9, 10,1), 938), ((a12, 10,1),963)} 0 0 0 1

ED: Edit Distance; TD: DTWDistance; TOD: total distance;
TSC: time series confidence.

(0.6939, 0.008991) , (0.7375, 0.008251) , (0, 1) , (0, 1) ,
(0, 1) , (0, 1)]

(23)

Derived by algorithm,

M1 = [(0.9913, 0.006294) , (0.19666, 0.03094) , (0.7930, 0.007868) , (0.16716, 0.0364) ,
(0.6939, 0.008991) (0.7375, 0.008251) , (0.59398, 0.018617) , (0.48008, 0.022134) , (0.7157, 0.008621) , (0, 1)]

M2 = [(0.9913, 0.006294) , (0.19666, 0.03094) , (0.7930, 0.007868) , (0.16716, 0.0364) , (0.6939, 0.008991) ,
(0.7375, 0.008251) , (0.59398, 0.018617) , (0.48008, 0.022134) , (0.7157, 0.008621) , (0.7454, 0.008351)]

M3 = [(0.9913, 0.006294) , (0.19666, 0.03094) , (0.7930, 0.007868) , (0.16716, 0.0364) , (0.6939, 0.008991) ,
(0.7375, 0.008251) , (0.59398, 0.018617) , (0.48008, 0.022134) , (0.7157, 0.008621) , (0.7454, 0.008351)]

(24)

When M3 = M2, the inference calculation ends. The
value of the fuzzy confidence of line L2 in the direction
in which line L5 propagates is (0.7454, 0.008351); that is,
the degree of certainty of line L2 in the direction in which
line L5 propagates is 0.7454, and the degree of uncertainty
is 0.008351. According to the metric function formula, the
fault probability of line L2 is 𝐹(𝐿2𝑡5) = 0.9888. Similarly,
the probability of failure in other propagation directions is𝐹(𝐿2𝑡3) = 0.9882, 𝐹(𝐿2𝑡4) = 0.9882, and 𝐹(𝐿2𝐵3) = 0.9869.

A comparison curve, before and after data optimization,
is shown in Figure 4.

Figure 4 shows a comparison of raw data values and
optimized values between 0 and 1. If the certainty of the fault
value is in (0.078135, 1), it will be optimized. Conversely, if
it is in (0, 0.078135), no processing will be done. Taking the
data point 0.561146 as the fault distinguishing point, it can be
clearly seen from the Figure 4 that the fault discrimination
degree of the data after optimization is significantly higher
than the raw data. In Figure 4, the intersections of the four
lines perpendicular to the x-axis and the two curves are a
comparison of the raw data and the optimized data in Case

1. From the comparison results of each set of data in the
figure, the method can improve the accuracy of the fault
diagnosis results in line with expectations. In the direction of
the sending end, the fault confidence of line L2 is 𝐹(L2CB8) =0.96725.

In summary, the final failure probability value of line L2
is 𝐹(L2) = 0.9776, and it is determined, by 𝐹(L2) > 𝜃, that L2
is the faulty item.

5.2. Case 2. In order to describe the entire reasoning process,
the number of pieces of fault information is shown in Table 8,
and the alarm information, with time stamps, is shown
in Table 9. The sequence based on the case failure alert
information is𝑋 = {𝑥1, 𝑥2, 𝑥3, . . . , 𝑥10}.

(1) Searching for the fault area, based on the alarm
information received after the fault occurs, the suspect faulty
component is determined as line L8, Busbar B7, and line L6.

(2) According to the general protection configuration
model and the timing matching rule, the alarm hypothesis
time series is generated for the protection of each suspi-
cious component and the corresponding circuit breaker. The
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Figure 4: Data optimization comparison curve.
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Figure 7: Line L2 fault comprehensive diagnosis model.

components related to line L8 are L8 sending end main
protection, CB30 circuit breaker, and CB40 circuit breaker.
The components related to Busbar B7 are B7 main protec-
tion, CB34 circuit breaker, CB35 circuit breaker, CB33 circuit
breaker, L6 transmission end remote backup protection, and
CB20 circuit breaker. The components related to line L6 are
L6 sending end remote backup protection and CB20 circuit
breaker. The hypothetical time series of the corresponding
suspicious elements can be constructed according to the fault
set in Table 10.

(3) The distance between the hypothesis time and the
actual alarm time series of all fault sets of line L6, line L8,
and Busbar B7 are calculated and then converted into timing
confidence, wherein the default value of parameters a and b is
5. Table 11 is the total distance and the timing confidence after
correction, and the reason for the correction is described in
step (4).

(4) The time series confidence is calculated according to
(4), as shown in Table 11. The probability values of the initial
library are weighted using time series confidence. According
to the timing matching, the main protection of the line L8
transmitter is matched with the CB30 circuit breaker. The B7
main protection is matched with the CB34 circuit breaker,
CB35 circuit breaker, and CB33 circuit breaker and is matched
with the line L6 sending end backup protection and CB20
circuit breaker.The terminal primary protection information
of line L8 is missing, because the CB40 circuit breaker trip

Table 8: The code of alarm information.

Number Fault type
a1 L8 sending end main protection action
a2 CB30 trip
a3 CB40 trip
a4 B7 main protection action
a5 CB34 trip
a6 CB35 trip
a7 CB33 trip
a8 L6 send end far backup action
a9 CB20 trip
a10 CB29 trip
a11 L8 receiving end main protection
a12 CB31 trip

does not satisfy the time-scale matching of the fault set of
Busbar B7 but matches the time-scale of the line L8 receiving
end main protection. Therefore, it is determined that the
information of the primary protection of the receiving end
of L8 is lost. The circuit breaker CB31 of the main protection
of Busbar B7 refuses to operate, and the far-end backup
operation of line L6 causes the CB20 circuit breaker to trip,
which satisfies the timing matching of Busbar B7 in the line
L6 fault propagation direction.
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Table 9: Actual alarm information.

Time series set Alert message content Time series
number

((a1, 0,1), 05: 315)
L8 sending end main
protection action x1

((a2, 0,1), 05:344) CB30 trip x2
((a3, 0,1), 05:345) CB40 trip x3
((a4, 0,1), 06:315) B7 main protection action x4
((a5, 0,1), 06:343) CB34 trip x5
((a6, 0,1), 05:327) CB35 trip x6
((a7, 0,1), 06:352) CB33 trip x7

((a8, 0,1), 06:824)
L6 send end far backup

action x8

((a9, 0,1), 06:846) CB20 trip x9
((a10, 0,1), 08:100) CB29 trip x10

Table 10: Failure collection.

Transmission
line L8

({{((a1, 10, 1), 05 : 315)}, {((a2, 10, 1), 05 : 344)},{((a11, 10, 0), 05 : 315)}, {((a3, 10, 1), 05 : 345)}})
Busbar B7

(((a4, 10, 1), 06 : 315), {{{((a5, 10, 1), 06 : 343)},{((a6, 10, 1), 05 : 327)}, {((a7, 10, 1), 06 : 352)},{((a3, 0, 1), 05 : 345)}}, {{((a12, 10, 0), 06 : 344)},{((a8, 10, 0), 06 : 824)}, {((a9, 10, 0), 06 : 846)}}})
Transmission
line L6

{((a8, 0, 1), 06 : 824)}, {((a9, 0, 1), 06 : 846)}
Table 11: The calculation of time series confidence.

Alarm hypothesis time
series ED TD TOD TSC

{((a1, 10, 1), 05 :315), ((a2, 10, 1), 05 : 344)} L8
0 0 0 1

{((a11, 10, 0), 05 :315), ((a3, 10, 1), 05 : 345)} 1 0 5 0.2

{((a4, 10, 1), 06 :315), ((a5, 10, 1), 06 : 343)}

B7

0 0 0 1

{((a4, 10, 1), 06 :315), ((a6, 10, 1), 05 : 327)} 0 1 1 1

{((a4, 10, 1), 06 :315), ((a7, 10, 1), 06 : 352)} 0 0 0 1

{((a4, 10, 1), 06 :315), ((a3, 0, 1), 05 : 345)} 0 1 1 1

{((a4, 10, 1), 06 :315), ((a12, 10, 0), 06 : 344)} 1 0 5 0.2

{((a4, 10, 1), 06 :315) ((a8, 10, 0), 06 : 824)},{((a9, 10, 0), 06 : 846)} 0 0 0 1

{((a8, 0, 1), 06 : 824)},{((a9, 0, 1), 06 : 846)} L6 1 1 10 0.1

ED: Edit Distance; TD: DTWDistance; TOD: total distance;
TSC: time series confidence.

The circuit breaker CB29 has no relevant components to
form a sequence with it, and the difference between the time
stamps of other components is large, so CB29 is judged to be
malfunctioning.

The CB40 circuit breaker exists in both the fault set of
line L8 and the fault set of Busbar B7. Since CB40 satisfies
the protection action time sequence of line L8 and operates
accurately, the CB40 circuit breaker should be within the fault
set of line L8. According to the fault sets of Busbar B7, the
CB35 circuit breaker should act on the fault of Busbar B7,
and the circuit breaker CB35 also does not satisfy the fault
sets of other components. Thus, the error of the CB35 circuit
breaker time mark in the Busbar B7 fault sets can be judged.
Therefore, theweights of the time distances of theCB40 circuit
breaker and the CB35 circuit breaker in the Busbar B7 fault
sets should be corrected. In (4), the weights a and b are
corrected to 𝑎 = 9 and 𝑏 = 1. The total distance of Busbar
protection in this direction is 1. The initial probability values
of the protection and circuit breakers are corrected using the
time series confidence obtained.

Line L6 does not satisfy the timing matching, and the
failure probability can be directly considered as time series
confidence P (L6) =0.1.

(5) According to the IFTPN model inference algorithm,
the confidence degree of the final line can be obtained. The
fault of line L8 is P (L8) =0.96723, and the probability of the
failure of Busbar B7 is P (B7) =0.9975.

The obtained data results are compared with study [24]
in relation to the same faulty case. As shown in Table 1, the
failure probability value of the component that should be
faulted is significantly increased, and the failure probability
value of the nonfaulty component is significantly reduced.

According to the reasoning process and the comparison
in Table 1, the IFTPN grid fault diagnosis model, established
in this paper, can accurately solve many complicated situa-
tions, such as timing chaos, protection, circuit breaker refusal,
misoperation, and information loss.The results show that the
probability of the failure of the same component ismore accu-
rate under the same fault condition (the failure probability
of the faulty component is greater, and the probability of the
failure of the nonfaulty component is smaller).

The fault diagnosis results, obtained by the method
presented in this paper, through line L0407 in study [27],
are shown in Table 2. Compared to the original method,
the method proposed in this paper effectively improves the
accuracy of fault diagnosis. A comparison of the grid fault
diagnosis method, proposed in this paper, and the other
three grid fault diagnosis methods is shown in Table 3. The
proposed method has a better fault tolerance performance,
higher accuracy of diagnosis results, and faster diagnosis
speed.

6. Conclusion

(1) For uncertain and incomplete information in power grids,
we propose the IFTPN fault diagnosis model in this paper.
The influence of the combination of the intuitionistic fuzzy
algorithm and Petri Nets on the fault diagnosis results is
explored. The results show that the model can still make a
rapid and effective diagnosis of power system faults, when the
information is incomplete.

(2) In order to make full use of the alarm information,
we introduce the concept of timing matching into the
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intuitionistic fuzzy Petri Nets for grid fault diagnosis. The
initial place data are corrected by timing confidence, and
the case deduction shows that the diagnosis results are more
accurate.

(3) In this paper, the degrees of certainty and uncertainty
in the intuitionistic fuzzy algorithm are separately optimized
in the calculation process.The optimization curve shows that
the method improves the accuracy and reliability of fault
diagnosis. In futurework,wewill research the electrical quan-
tity itself and the effect of the time-constrained relationship
between electrical quantity and component action on the
diagnostic results.

Appendix

A.

(1) The IFTPN fault diagnosis model of the single Busbar A1

is shown in Figure 5, and (a) is the subnet diagnostic model
and (b) is the comprehensive diagnostic model.The sequence
is {(A1m, CB1, Ss, CB1); (A1m, CB2, T1s, CB2); (A1m, CB3, T2s,
CB3)}.

(2) IFTPN fault diagnosis model of double Busbar B1 is
shown in Figure 6, and (a) is the subnet diagnosis model and
(b) is the comprehensive diagnosis model. The sequence is{(B1m, CB4, T1s, CB4); (B1m, CB5, T2s, CB5); (B1m, CB6, L2Rs,
CB12); (B1m, CB6, L4Rs, CB27); (B1m, CB7, L1Rs, CB11); (B1m,
CB9, L3Rs, CB28).

(3) The IFTPN fault diagnosis model of line L2 is shown
in Figure 7, and (a) and (b) are the diagnostic model for
the terminal network and (c) is the comprehensive diagnosis
model. The sequence is {({{L2Sm, CB8, L2Sr, CB8}, {T1s,CB4},{T2s,CB5}, {L3Rs, CB28}, {L1Rs, CB11}, {L4Rs,CB27}}); ({{L2Rm,
CB12, L2Rr, CB12}, {T3s,CB14}, {T4s,CB15}, {L5Rs,CB32},{L1Ss,CB7}, {L6Rs,CB31}})}.
B.

See Tables 4, 5, 6, 7, 8, 9, 10, and 11.
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A new neural network sliding mode control (NNSMC) is proposed for backlash-like hysteresis nonlinear system in this paper.
Firstly, only one neural network is designed to estimate the unknown system states and hysteresis section instead of multiscale
neural network at former researches since that can save computation and simplify the controller design. Secondly, a new NNSMC
is proposed for the hysteresis nonlinearity where it does not need tracking error transformation. Finally, the Lyapunov functions are
adopted to guarantee the stabilities of the identification and control strategies semiglobally uniformly ultimately bounded (UUB).
Two cases simulations are proved the effectiveness of the presented identification approach and the performance of the NNSMC.

1. Introduction

Many systems make hysteresis nonlinearities such as power
systems, motor systems, and intelligent material systems. In
some systems, the hysteresis can be applied to solve some
problem. For example, some waveform generator systems
utilized hysteresis to produce the designed waveform. But in
most systems, the existence of the hysteresis nonlinearities
will degrade the performance of the system and even lead to
unstabilized in severe case. Therefore, the hysteresis investi-
gations attract attention and also have many results for either
system.

Due to the conflict of the fast development of economic
and fossil energy lacking and pollution, it is inevitable to
develop clean reproducible energy. Then, the new energy
systems become more important and attract more attention
than before. For example, the new energy vehicles will
become the mainstream of the vehicle investigation and will
occupy large scale market. But in most new energy systems,
the existence of the hysteresis hinders the research progress
and affects the improvement of the new energy applica-
tion. Therefore, to investigate the hysteresis nonlinearity has
important significance for new energy systems.

The hysteresis models have been investigated for many
years. There are four familiar hysteresis models which are

Preisach model, Prandtl-Ishlinskii (P-I) model, Bouc-Wen
model, and backlash-like model. These hysteresis models are
all mathematicalmodels that havemore extensive application
compared with the physical models such as Jiles-Atherton’s
(J-A)model.The Preisachmodel is the premiermathematical
hysteresis model to deal with themagnetic systems firstly, but
now it has a broader application for most hysteresis systems.
We [1] proposed a novel identification to estimate the discrete
Preisach model, where the new approach utilized the lower
triangular matrix calculating the Preisach density function.
The proposed identification could save computation and
deduce complexity contrasting with the classic identification.
We also investigated the Bouc-Wen hysteresismodel ofmotor
systems in [2]. The hysteresis motor servo system with Bouc-
Wen model firstly was transformed into a canonical state
space form, then, a high-order neural network observer
(HONN) was proposed and a filter for the tracking errors
was adopted to simplify the controller design. Different from
[2], we researched a backlash-like hysteresis system in [3].
A new Multiscale Chebyshev Neural Network (MCNN) was
proposed to estimate the unknown system parameters and
hysteresis section.Then the vector error was transformed into
scalar error simplifying the controller and the stability of the
closed system was guaranteed by Lyapunov function. In [3],
two Chebyshev NN were applied to estimate the unknown
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states and hysteresis sections, respectively, and the tracking
error was transformed to simplify the adaptive controller
design. Nevertheless, we continue to investigate the backlash-
like hysteresis model in this paper since it is fewer parameters
and has analytical solution, but we will propose new NN and
no longer use adaptive controller designing the controller for
hysteresis systems.

Neural network is an important intelligent approach
for identification and control systems [4–8]. Different NN
structure was proposed and applied for different systems. A
high-order neural network (HONN) was utilized to identifi-
cation and control nonlinear system in [9, 10]. A multitime-
scale recurrent high-order neural networks (MSRHONN)
was proposed in [10] for singularly perturbed systems by
the optimal bounded ellipsoid algorithm. The new approach
could achieve faster convergence and the controller structure
was simplified. In [3], the Multiscale Chebyshev Neural Net-
work (MCNN) was presented to identification the hysteresis
nonlinear systems. As an important intelligent method, The
NN will be attended broader.

Different from adaptive control [11, 12], sliding mode
control (SMC) [13] draws more attention in recent years. In
some circuit, the hysteresis was utilized by the overshoot of
the output voltage response. Literature [13] took advantage
of the inherently variable-structure of the DC-DC system to
design a modified sliding mode control regulating the DC
hysteresis circuit system. The fuzzy adaptive Proportional-
Integral-Derivative (PID) SMC was proposed for hysteresis
piezoactuated nanopositioning stage in [14]. Meanwhile, we
also proposed SMC to control the hysteresis motor servo
system with discrete Preisach model in [1]. A composite
control consisting of discrete inverse model-based controller
(DIMBC) and discrete adaptive sliding mode controller
(DASMC) was presented for discrete hysteresis systems
which could accelerate the reaching time and enhance the
robustness of the controller. In this paper, we further utilize
the SMC to deal with a continuous hysteresis system with
Baclash-Like system. Since the existing of the chattering
in SMC, the control performance will be degraded. If not
handling it, when the chattering is serious, that will damage
the equipment in real system. Several approaches can restrain
the chattering. We have investigated the influence and the
restrainedmethod of the chattering in [1].Then, in this paper,
we adopt tanh(⋅) function replacing the sign(⋅) function; for
the tanh(⋅) function is a continuous function, and it can well
restrain the chattering of the SMC.

This research is a further investigation based on [3].
But it has three points different from [3]. First is one new
NN designed to estimate the unknown states and hysteresis
sections in this research which is different from two Mul-
tiscale Chebyshev Neural Networks (MSCNN) in [3] since
the new design will simplify the controller and reduce the
computation. We adopt one NN in this research because
almost new energy systems only have one time scale, it
does not need multiscale NN structure. But beyond that,
the investigations of new energy system with NN controller
are not common yet, one scale NN controller is researching,
and multiscale NN will be investigate as well as other
systems. Second is no tracking error transformation in this

paper since the tracking error transformation in [3] could
lead to the decline control performance. In this research,
we transform the system into canonical form to avoid the
complicated computation of controller design such as back-
stepping. Since the system is converted, the tracking error
transformation is not necessary to simplify the computation.
After all, the tracking error transformation is exactly save the
calculation but can degrade the control precision. Finally, in
this paper, we design a sliding mode control (SMC) instead
of the adaptive control in [3]. The SMC controller has more
strong robustness which can preferably compensate the error
and disturbance result from the NN and other external
causes.

The rest of the paper is organised as follows: Section 2
states the problem formulation.TheNN identification design
is proposed in Section 3 and Section 4 shows SMC controller
design. The simulations are given in Section 5. Section 6
concludes the papers. Data availability statement, conflicts of
interest and acknowledgments are at the end of the paper.

2. Preliminaries

Considering a hysteresis nonlinear system is described as

𝑥̇ = 𝑓1 (𝑥) + 𝑓2 (𝑥) V
V̇ = 𝑔 (𝑥, 𝑢) 𝑢 (1)

with 𝑓𝑖(0) = 0, 𝑖 = 1, 2 and 𝑔(0, 0) = 0, where 𝑥 ∈ R𝑛, V ∈
R𝑚 are the states and intermediate input, respectively, 𝑢 ∈ R𝑙

is the control input, 𝑓𝑖, 𝑔, 𝑖 = 1, 2 denote unknown general
nonlinear smooth functions, respectively, and V represents
hysteresis nonlinearity. In this paper, we discuss the hysteresis
nonlinearity V that is described by backlash-like model. The
backlash-like hysteresis V can be expressed as follows [15]:

V̇ = 𝑔 (𝑥, 𝑢) 𝑢 = 𝛾 |𝑢̇| (𝛼𝑢 − V) + 𝛽𝑢̇, (2)

where 𝛾 > 0, 𝛼 > 0 are positive constants and 𝛼 > 𝛽.
The figure of backlash-like hysteresis is illustrated in

Figure 1, where 𝛼 = 2.3, 𝛽 = 0.15, 𝛾 = 1.1, and the input𝑢 = 𝐾 sin(6𝑡), 𝐾1 = 4, 𝐾2 = 3, and𝐾3 = 2.
To address the unknown system state function 𝑓1(𝑥),𝑓2(𝑥), system (1) are rewritten as follows:

𝑥̇ = 𝐴𝑥 + 𝑓1 (𝑥) + 𝐵V + 𝑓2 (𝑥)
V̇ = 𝑔 (𝑥, 𝑢) 𝑢, (3)

where 𝐴 ∈ R𝑛×𝑛 is Hurwitz matrix, 𝐵 ∈ R𝑛×1, 𝐴, 𝐵 are
controllable, and 𝑓1(𝑥) = 𝑓1(𝑥) − 𝐴𝑥, 𝑓2(𝑥) = 𝑓2(𝑥) − 𝐵.

Considering the Hurwitz state matrix 𝐴, given a positive
definite matrix 𝑃 = 𝑃𝑇 > 0, there exists positive definite
matrix 𝑄 = 𝑄𝑇 > 0 such that the inequality

𝐴𝑇𝑃 + 𝑃𝐴 ≤ −𝑄 (4)

holds.
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Figure 1: The curves of the backlash-like hysteresis models.

According to [3, 16], the equation V̇ = 𝑔(𝑥, 𝑢)𝑢 can be
solved as

V = 𝛼𝑢 + (V0 − 𝛼𝑢0) 𝑒−𝛾(𝑢−𝑢0) sign(𝑢̇)
+ 𝑒−𝛾𝑢 sign(𝑢̇) ∫𝑢

𝑢0

(𝛽 − 𝛼) 𝑒𝛾𝜉 sign(𝑢̇)𝑑𝜉, (5)

where V0, 𝑢0 are the initial values of V, 𝑢.
Then, substituting the backlash-like model (2) into sys-

tem (3), we have

𝑥̇ = 𝐴𝑥 + 𝑓1 (𝑥) + 𝐵𝛼𝑢 + 𝐵 (V0 − 𝛼𝑢0) 𝑒−𝛾(𝑢−𝑢0) sign(𝑢̇)
+ 𝐵𝑒−𝛾𝑢 sign(𝑢̇) ∫𝑢

𝑢0

(𝛽 − 𝛼) 𝑒𝛾𝜉 sign(𝑢̇)𝑑𝜉) + 𝑓2 (𝑥) (6)

Define a smooth function as follows:

𝐹 (𝑥) = 𝑓1 (𝑥) + 𝑓2 (𝑥) , (7)

then system (6) can be deduced as

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝐹 (𝑥) + 𝐵 (V0 − 𝛼𝑢0) 𝑒−𝛾(𝑢−𝑢0) sign(𝑢̇)
+ 𝐵𝑒−𝛾𝑢 sign(𝑢̇) ∫𝑢

𝑢0

(𝛽 − 𝛼) 𝑒𝛾𝜉 sign(𝑢̇)𝑑𝜉). (8)

3. NN Identification Design

Neural network (NN) can commendably approximate the
nonlinearity systems. But different NN structure has different
characteristics. In this paper, we adopt high-order neural net-
work (HONN) to estimate the unknown general nonlinear
smooth functions and hysteresis nonlinearity. The HONN
is an excellent NN for nonlinear systems, where the big
advantage is that only needs less neurons and computational

costs. Thus the HONN developed high-order basis function
connections so that it can easily approximate the high-order
nonlinearities.

Considering system (8), the unknown function 𝐹(𝑥)
and the hysteresis nonlinearity 𝐵(V0 − 𝛼𝑢0)𝑒−𝛾(𝑢−𝑢0) sign(𝑢̇) +𝐵𝑒−𝛾𝑢 sign(𝑢̇) ∫𝑢

𝑢0
(𝛽 − 𝛼)𝑒𝛾𝜉 sign(𝑢̇)𝑑𝜉) will be approximated by

NN.Hence there exists unknown boundedNNweightmatrix𝑊 ∈ R𝑛×𝑝 and Ψ(𝑥) = [Ψ1, Ψ2, . . . , Ψ𝑝]𝑇 ∈ R𝑝 which can be
identified by the following model:

̇̂𝑥 = 𝐴𝑥 + 𝐵𝑢 + 𝑊Ψ, (9)

where the activation function Ψ(𝑥) is defined as

Ψ (𝑥) = [Ψ1, Ψ2, . . . , Ψ𝑝]𝑇 ∈ R
𝑝

Ψ𝑘 = ∏
𝑖∈𝐿

[𝜓 (𝑥)]𝑑𝑖(𝑘) , 𝑘 = 1, 2, . . . , 𝑝
𝜓 (𝑥) = 𝑐1 + 𝑒−𝑑𝑥 + ℎ,

(10)

where 𝐿 represent the collections of 𝑝 node ordered subsets,𝑐, 𝑑, ℎ are designed parameters, and𝑑𝑖(𝑘) is designed nonneg-
ative integer.

Assuming an ideal NN can be approximated system (1) as

𝑥̇ = 𝐴𝑥 + 𝐵𝑢 + 𝑊∗Ψ + 𝜀, (11)

where 𝑊∗ means the ideal NN weight matrix, the NN 𝑊∗Ψ
completely substitutes the unknown function 𝐹(𝑥) and the
hysteresis nonlinearity, 𝜀 is a bounded approximation error,𝑖.𝑒., ‖𝜀‖ ≤ 𝜀𝑀, and 𝜀𝑀 is a known positive constant vector.

Define the identification error 𝑒 as
𝑒 = 𝑥 − 𝑥. (12)

Then, the derivative of the error 𝑒 can be deduced by (9) and
(11):

̇𝑒 = 𝑥̇ − ̇̂𝑥 = 𝐴𝑒 + 𝑊̃Ψ + 𝜀, (13)

where 𝑊̃ = 𝑊∗ − 𝑊.
The identification structure of HONN can be illustrated

in Figure 2.
Considering references [9, 17], the following assumption

is proposed.

Assumption 1. The error norm of NN weight matrix 𝑊̃ is
bounded by ‖𝑊̃‖ ≤ 𝑊𝑀, and the basis function of NN is
bounded, 𝑖.𝑒., ‖Ψ‖ ≤ 𝜓𝑀.
Theorem 2. Considering system (1) which is approximated by
the NN of (11), if the identification error is defined as (12),
based on the Assumption 1, the identification 𝑒 is semiglobally
uniformly ultimately bounded (UUB) and it converges to a
small compact set around zero as ‖𝑒‖ ≤ √2(𝜂2/𝜂1)/‖𝑃‖, where𝜂1, 𝜂2 are defined in (17).
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Figure 2: The structure of the NN identification.

Proof. Define the Lyapunov function as

𝑉 = 12𝑒𝑇𝑃𝑒. (14)

From (13), the derivative of 𝑉 can be deduced as

𝑉̇ = 12 ̇𝑒𝑇𝑃𝑒 + 12𝑒𝑇𝑃 ̇𝑒
= 12 (𝐴𝑒 + 𝑊̃Ψ + 𝜀)𝑇 𝑃𝑒 + 12𝑒𝑇𝑃 (𝐴𝑒 + 𝑊̃Ψ + 𝜀)
= 12𝑒𝑇𝐴𝑇𝑃𝑒 + 12Ψ𝑇𝑊̃𝑇𝑃𝑒 + 12𝜀𝑇𝑃𝑒 + 12𝑒𝑇𝑃𝐴𝑒

+ 12𝑒𝑇𝑃𝑊̃Ψ + 12𝑒𝑇𝑃𝜀
≤ −12𝑒𝑇𝑄𝑒 + 𝑒𝑇𝑃 (𝑊̃Ψ + 𝜀)
≤ −12𝑒𝑇𝑄𝑒 + 󵄩󵄩󵄩󵄩󵄩𝑒𝑇󵄩󵄩󵄩󵄩󵄩 ‖𝑃‖ (󵄩󵄩󵄩󵄩󵄩𝑊̃Ψ󵄩󵄩󵄩󵄩󵄩 + ‖𝜀‖) .

(15)

Invoking Young's inequality 𝑎𝑏 ≤ (𝑎2 + 𝑏2)/2 on the term‖𝑒𝑇‖‖𝑃‖(‖𝑊̃Ψ‖ + ‖𝜀‖), we have
󵄩󵄩󵄩󵄩󵄩𝑒𝑇󵄩󵄩󵄩󵄩󵄩 ‖𝑃‖ (󵄩󵄩󵄩󵄩󵄩𝑊̃Ψ󵄩󵄩󵄩󵄩󵄩 + ‖𝜀‖)

≤
󵄩󵄩󵄩󵄩󵄩𝑒𝑇󵄩󵄩󵄩󵄩󵄩2 ‖𝑃‖2 + (󵄩󵄩󵄩󵄩󵄩𝑊̃Ψ󵄩󵄩󵄩󵄩󵄩 + ‖𝜀‖)2

2 ,
(16)

then considering Assumption 1 and (16), the derivative of 𝑉
in (15) yields

𝑉̇ ≤ −12𝑒𝑇𝑄𝑒 +
󵄩󵄩󵄩󵄩󵄩𝑒𝑇󵄩󵄩󵄩󵄩󵄩2 ‖𝑃‖2 + (𝑊𝑀𝜓𝑀 + 𝜀𝑀)22

≤ −𝜂1𝑉 + 𝜂2,
(17)

where 𝜂1 = ((1/2)𝑒𝑇𝑄𝑒 + ‖𝑒𝑇‖2‖𝑃‖2/2)/𝑒𝑇𝑃𝑒; 𝜂2 = (𝑊𝑀𝜓𝑀 +𝜀𝑀)2/2.
According to the Lyapunov theorem, 𝑉 is UUB and the

identification error 𝑒 is bounded. Moreover, integrating both
sides of (17) over the time [0.𝑡], the inequality can be solved
as

𝑉 ≤ 𝑉0𝑒−𝜂1𝑡 + 𝜂2𝜂1 (1 − 𝑒−𝜂1𝑡) ≤ 𝜂2𝜂1 + 𝑉0𝑒−𝜂1𝑡. (18)

Then, by applying (14), the bound of the identification
error 𝑒 can be solved as

‖𝑒‖ ≤ √ 2 (𝜂2/𝜂1 + 𝑉0𝑒−𝜂1𝑡)‖𝑃‖ (19)

such that it has

lim
𝑡󳨀→∞

‖𝑒‖ ≤ lim
𝑡󳨀→∞

√2 (𝜂2/𝜂1 + 𝑉0𝑒−𝜂1𝑡)‖𝑃‖ = √2 (𝜂2/𝜂1)‖𝑃‖ . (20)

That means the identification error 𝑒 can be converged to a
small compact set around zero.

The proof is completed.

4. Controller Design

Considering system (1), if the system is a pure feedback
system, in order to avoid the complicated computation of the
back-stepping controller, new state variables are defined to
transform the state variables into canonical form based on
reference [9]. Therefore, the new alternative states can be
defined as

𝑧1 = 𝑥1
𝑧2 = 𝑧̇1
𝑧𝑖 = 𝑧̇𝑖−1, 𝑖 = 2, 3, . . . , 𝑛,

(21)

and the transformed canonical system is

𝑧̇1 = 𝑧2
𝑧̇𝑖 = 𝑧𝑖+1, 𝑖 = 1, 2, . . . , 𝑛 − 1
𝑧̇𝑛 = ́𝑎𝑛 (𝑥𝑛) + 𝑏́𝑛𝑢,

(22)

where the definition of ́𝑎𝑛, 𝑏́𝑛 can be obtained by the method
of the reference [9].

For the existing of the hysteresis nonlinearity, we also can
adopt the approach of reference [9] to avoid the complicated
controller design. Considering 𝐴 is Hurwitz matrix and 𝐴, 𝐵
are controllable, without loss of generality, we can transform
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the system (8) into a normalized form. Then, assume the
matrixes 𝐴, 𝐵 are

𝐴 =
[[[[[[
[

𝑎11 𝑎12 ⋅ ⋅ ⋅ 𝑎1𝑛𝑎21 𝑎22 ⋅ ⋅ ⋅ 𝑎2𝑛... ... d
...

𝑎𝑛1 𝑎𝑛2 ⋅ ⋅ ⋅ 𝑎𝑛𝑛

]]]]]]
]

,

𝐵 =
[[[[[[
[

𝑏1𝑏2...
𝑏𝑛

]]]]]]
]

,

(23)

According to the fact that 𝑧2 = 𝑟1(𝑥) = 𝑧̇1 = 𝑎11𝑥1 +𝑎12𝑥2 + ⋅ ⋅ ⋅ + 𝑎1𝑛𝑥𝑛 + 𝑏1𝑢 + 𝑓1(𝑥(1)) + 𝑓2(𝑥(1)) + 𝑏1(V0 −𝛼𝑢0)𝑒−𝛾(𝑢−𝑢0) sign(𝑢̇) + 𝑏1𝑒−𝛾𝑢 sign(𝑢̇) ∫𝑢𝑢0(𝛽−𝛼)𝑒𝛾𝜉 sign(𝑢̇)𝑑𝜉), it has
the following:

𝑧̇2 = 𝑧̈1 = 𝜕𝑟1 (𝑥)𝜕𝑥1 𝑥̇1 + 𝜕𝑟1 (𝑥)𝜕𝑥2 𝑥̇2
= 𝑎11𝑥̇1 + 𝑎12𝑥̇2 + 𝜕𝑓1 (𝑥1)𝜕𝑥1 𝑥̇1 + 𝜕𝑓2 (𝑥1)𝜕𝑥1 𝑥̇1

+ 𝜕𝑓1 (𝑥1)𝜕𝑥2 𝑥̇2 + 𝜕𝑓2 (𝑥1)𝜕𝑥2 𝑥̇2.
(24)

Then, we also can obtain

𝑧̇3 = 𝑧̈2
= 𝑎12𝑥̈2 + 𝜕 (𝜕𝑓1 (𝑥1) /𝜕𝑥1) 𝑥̇1𝜕𝑥2 𝑥̇2

+ 𝜕 (𝜕𝑓2 (𝑥1) /𝜕𝑥1) 𝑥̇1𝜕𝑥2 𝑥̇2
+ 𝜕 (𝜕𝑓1 (𝑥1) /𝜕𝑥2) 𝑥̇2𝜕𝑥2 𝑥̇2
+ 𝜕 (𝜕𝑓2 (𝑥1) /𝜕𝑥2) 𝑥̇2𝜕𝑥2 𝑥̇2
+ 𝜕 (𝜕𝑓1 (𝑥1) /𝜕𝑥1) 𝑥̇1𝜕𝑥3 𝑥̇3
+ 𝜕 (𝜕𝑓2 (𝑥1) /𝜕𝑥1) 𝑥̇1𝜕𝑥3 𝑥̇3

+ 𝜕 (𝜕𝑓1 (𝑥1) /𝜕𝑥2) 𝑥̇2𝜕𝑥3 𝑥̇3
+ 𝜕 (𝜕𝑓2 (𝑥1) /𝜕𝑥2) 𝑥̇2𝜕𝑥3 𝑥̇3.

(25)

By parity of reasoning, we apply the method of reference
[9], the canonical form of system (8) can be obtained as (22).

According to the preceding discuss, without loss of
generality, the coefficient matrixes 𝐴, 𝐵 can be adopted as

𝐴 =
[[[[[[[[[
[

0 1 0 ⋅ ⋅ ⋅ 0
0 0 1 ⋅ ⋅ ⋅ 0
0 0 0 ⋅ ⋅ ⋅ 0
... ... ... d

...
−𝑎1 −𝑎2 −𝑎3 ⋅ ⋅ ⋅ −𝑎𝑛

]]]]]]]]]
]

,

𝐵 =
[[[[[[[[[
[

0
0
0
...
𝑏

]]]]]]]]]
]

.

(26)

Then, the system is described by NN in (11) which can be
rewritten as

𝑥̇1 = 𝑥2
𝑥̇2 = 𝑥3

...
𝑥̇𝑛 = −𝑎1𝑥1 − 𝑎2𝑥2 − ⋅ ⋅ ⋅ − 𝑎𝑛𝑥𝑛 + 𝑏𝑢 + 𝐶𝑊∗Ψ + 𝐶𝜀,

(27)

where 𝐶 ∈ R1×𝑛 is a transformed vector parameters for the
NN in (11).

Remark 3. For the existing of the hysteresis nonlinearity
and the nonlinear smooth functions 𝑓(𝑥), 𝑓2(𝑥), we cannot
use the linear system method to transform the coefficient
matrixes (23) into normalized form (26). But under some
conditions, we also use the linear systemmethod to transform
the coefficient matrixes, that can be simplify the computation
and is convenient for the controller design.

5. Define the Sliding Mode Manifold 𝑠
as Follows

𝑠 = 𝑐1𝑒1 + 𝑐2 ̇𝑒1 + ⋅ ⋅ ⋅ + 𝑒(𝑛)1 , (28)

where the error 𝑒1 is defined as
𝑒1 = 𝑥1 − 𝑥𝑑, (29)

where 𝑥𝑑 is the reference input signals.
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Design the sliding mode controller input as follows:

𝑢 = 1𝑏 (−𝜍𝑠 − 𝐶𝑊̂Ψ − 𝑚̂ + 𝑧̂ + 𝑥(𝑛+1)𝑑 − sign (𝑠)) , (30)

where 𝜍 > 0, 𝑧̂ = 𝑎1𝑥1 + 𝑎2𝑥2 + ⋅ ⋅ ⋅ , 𝑎𝑛𝑥𝑛, 𝑚̂ = 𝑐1 ̇̂𝑒1 − 𝑐2 ̈̂𝑒1 −⋅ ⋅ ⋅ − 𝑐𝑛−1𝑒(𝑛−1)1 , and 𝑠 = 𝑐1𝑒1 + 𝑐2 ̇̂𝑒1 + ⋅ ⋅ ⋅ + 𝑒(𝑛)1 .
The NN update law is selected as

̇̂𝑊 = −𝜌𝑠Ψ, (31)

where 𝜌 is designed parameter.
Define the errors as

𝑥𝑖 = 𝑥𝑖 − 𝑥𝑖, 𝑖 = 1, 2, . . . , 𝑛. (32)
Then, the following theorem holds.

Theorem 4. Considering system (27), the sliding mode mani-
fold is defined in (28), the controller is chosen as in (30), the NN
update law is chosen as in (31), and then, the control system is
semiglobally uniformly ultimately bounded (UUB).

Proof. Define the Lyapunov function as

𝑉𝑡 = 12𝑠2. (33)

According to (28), (29), and (30), we have

𝑉̇𝑡 = 𝑠 ̇𝑠 = 𝑠 (𝑐1 ̇𝑒1 + 𝑐2 ̈𝑒1 + ⋅ ⋅ ⋅ + 𝑒(𝑛+1)1 ) = 𝑠 (𝑐1 ̇𝑒1 + 𝑐2 ̈𝑒1
+ ⋅ ⋅ ⋅ − 𝑎1𝑥1 − 𝑎2𝑥2 − ⋅ ⋅ ⋅ − 𝑎𝑛𝑥𝑛 + 𝑏𝑢 + 𝐶𝑊∗Ψ
+ 𝐶𝜀 − 𝑥(𝑛+1)𝑑 ) = 𝑠 (𝑐1 ̇𝑒1 + 𝑐2 ̈𝑒1 + ⋅ ⋅ ⋅ − 𝑎1𝑥1 − 𝑎2𝑥2
− ⋅ ⋅ ⋅ − 𝑎𝑛𝑥𝑛 + 𝐶𝑊∗Ψ + 𝐶𝜀 − 𝜍𝑠 − 𝑚̂ + 𝑧̂
− sign (𝑠)) = 𝑠 (−𝜍𝑠 − 𝑎1𝑥1 + (𝑐1 − 𝑎2) 𝑥2 + ⋅ ⋅ ⋅
+ (𝑐𝑛−1 − 𝑎𝑛) 𝑥𝑛 + 𝐶𝑊̃Ψ + 𝐶𝜀 − sign (𝑠)) = −𝜍𝑠2
+ 𝑠 (−𝑎1𝑥1 + (𝑐1 − 𝑎2) 𝑥2 + ⋅ ⋅ ⋅ + (𝑐𝑛−1 − 𝑎𝑛) 𝑥𝑛
+ 𝐶𝑊̃Ψ + 𝐶𝜀 + 𝜍𝑠 − sign (𝑠)) = −𝜍𝑠2
+ 𝑠 ((𝑐1 − 𝑎1) 𝑥1 + (𝑐1 + 𝑐2 − 𝑎2) 𝑥2 + ⋅ ⋅ ⋅
+ (𝑐𝑛−1 − 𝑎𝑛 + 1) 𝑥𝑛 + 𝐶𝑊̃Ψ + 𝐶𝜀 − sign (𝑠)) ,

(34)

where 𝑠 = 𝑠 − 𝑠 = 𝑐1𝑥1 + 𝑐2𝑥2 + ⋅ ⋅ ⋅ + 𝑥𝑛.
DefineΔ𝑚𝑎𝑥 ≥ |(𝑐1−𝑎1)𝑥1+(𝑐1+𝑐2−𝑎2)𝑥2+⋅ ⋅ ⋅+(𝑐𝑛−1−𝑎𝑛+1)𝑥𝑛 +𝐶𝑊̃Ψ+𝐶𝜀| − sign(𝑠), according to Young's inequality,

(34) can be deduced as

𝑉̇𝑡 ≤ −𝜍𝑠2 + 12 (𝑠2 + Δ2𝑚𝑎𝑥) = − (2𝜍 − 1)𝑉𝑡 + 12Δ2𝑚𝑎𝑥. (35)

To solve inequality (35), we have

𝑉𝑡 ≤ 𝑒−󰜚(𝑡−𝑡0)𝑉 (𝑡0) + 12Δ2𝑚𝑎𝑥 ∫
𝑡

𝑡0

𝑒−󰜚(𝑡−𝜉)𝑑𝜉
= 𝑒−󰜚(𝑡−𝑡0)𝑉 (𝑡0) − 12󰜚Δ2𝑚𝑎𝑥 (1 − 𝑒−󰜚(𝑡−𝑡0)) ,

(36)

where 󰜚 = 2𝜍 − 1.

Let the parameter 𝜍 > 1/2, and one can obtain

lim
𝑡󳨀→∞

𝑉𝑡 ≤ 12󰜚Δ2𝑚𝑎𝑥. (37)

Therefore, based on the Lyapunov theory, the controlled
system is semiglobally uniformly ultimately bounded (UUB).

The proof is completed.

Remark 5. Based onTheorem4, all the closed loop signals are
bounded. But on the structure of the NNSMC, we obviously
known that the NN identification is a part of the closed
loop and the update law of NN is deduced by the closed
loop.Therefore, the identification connected with the control
design, it is online estimating the nonlinear functions and
online adjusting by the tracking errors.

6. Simulations

Considering a hysteresis system as follows:

𝑥̇1 = 𝑥2
𝑥̇2 = 1.30.186𝑥1 + cos𝑥20.186

+ 21 + sin (−0.5 (𝑥1 − 𝑥2)) + 0.12 cos𝑥2 V
V̇ = 0.08 |𝑢̇| (2𝑢 − V) + 0.03𝑢̇.

(38)

6.1. Controller Design. In order to verify the effectiveness
of the proposed NNSMC, A PID controller is designed to
compare with the proposed NNSMC. The PID controller
gains are chosen as 𝐾𝑃 = 50,𝐾𝐼 = 3,𝐾𝐷 = 1.26. Otherwise,
for NNSMC, the sliding mode manifold is defined as in (28),
the NNSMC controller is defined as in (30). The parameters
are selected as 𝑐 = 6.28, 𝑑 = 2, ℎ = 1, 𝑐1 = 5.95, 𝑎1 = 6.99,𝑎2 = 5.38, 𝑏 = 5.38, 𝜌 = 0.05, and 𝜍 = 2.

We design two different control input signal to test the
proposed approaches. Firstly, a square wave signal is selected
for the hysteresis system, and then two amplitude sine signals
are adopted with NNSMC which will compare with the PID
controller.

The two different controllers will test the system (38)
with reference input. The proposed NNSMC firstly estimates
the unknown states and hysteresis part with NN and uses
the sliding mode controller to control the hysteresis system
online.

6.2. Control Results. Two different reference input signals are
selected to test the proposed NNSMC.The NN identification
is adopted estimating the unknown nonlinear functions and
then the SMC is applied to control the closed loop. In order
to verify the effectiveness of the NN identification and SMC,
A square wave signal firstly utilizes tracking the system. Two
amplitude sine signals are adopted with NNSMC and PID
controller. The details are listed as follows.
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Figure 3: The control results of NNSMC versus PID control.
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Figure 4: The control results of NNSMC versus PID control.

6.2.1. Case 1. We chose the reference square wave with
amplitude which is 𝑎 = 2, and the duty ratio is 50%. Then
the tracking results are illustrated in Figure 3, the errors are
shown in Figure 4, and the sliding mode reaching phase
process is illustrated in Figure 5. From Figures 3 and 4, it is
clear that the proposed NN identification and the NNSMC
have a good tracking performance. The dynamic procedures
are less than 10𝑠 and the errors are shown in the same
phenomenon.

In order to restrain chattering of the SMC, we adopt
tanh(⋅) function instead of the sign(⋅) function in the sim-
ulations. From Figure 5, we can see that the chattering is
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Figure 5: The control results of NNSMC versus PID control.
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Figure 6: The control results of NNSMC versus PID control.

suppressed and the sliding mode quickly reaches the sliding
mode manifold.

6.2.2. Case 2. The reference input is chosen as a sinusoidal
signal 𝑥𝑑 = 0.2 sin(𝑥). The controller results and errors
are illustrated in Figures 6 and 7. It is shown that the
proposed NNSMC can more precisely track the states than
the PID controller with shorter dynamic adjustment time
from Figure 6. The adjustment time of NNSMC for 𝑥2 is
less than 1𝑠𝑒𝑐, but the PID controller adjustment time is
more than 3𝑠𝑒𝑐. The tracking errors also demonstrate the
same conclusion from Figure 7. The mean absolute error
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Figure 7: The tracking errors of NNSMC versus PID control.
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Figure 8: The control input of NNSMC.

(MAE) of NNSMC and PID controllers are listed in Table 1.
According to the Table 1, the two approaches’ MAE of𝑀𝐴𝐸1
are 0.0021, 0.0121 and the MAE of𝑀𝐴𝐸2 are 0.0066, 0.0078,
respectively. It is obviously shown that the proposed NNSMC
has better performance for the hysteresis nonlinear system.
The NNSMC controller signal is illustrated in Figure 8.
From the controller signal, one also finds that the dynamic
adjustment time is less than 1𝑠𝑒𝑐 in this simulation.

6.2.3. Case 3. In order to demonstrate the performance of the
proposed NNSMC, the reference input is selected as 𝑥𝑑 =0.1 sin(𝑥) that has a smaller amplitude than Case 1 and the
results are illustrated in Figures 9 and 10.The controller input
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Figure 9: The control results of NNSMC with 𝑥𝑑 = 0.1 sin(𝑥).
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Figure 10: The tracking errors of NNSMC with 𝑥𝑑 = 0.1 sin(𝑥).
Table 1: The mean absolute errors of NNSMC and PID controller.

Controller 𝑀𝐴𝐸1 𝑀𝐴𝐸2
NNSMC 0.0021 0.0066
PID 0.0121 0.0078

is shown in Figure 11. It is clearly illustrated that the proposed
NNSMC has excellent performance to track the hysteresis
nonlinear system. The dynamic adjustment time only has
about 0.5𝑠𝑒𝑐, then it keeps stable stage and the tracking error
holds a neighbourhood of zero. From Figure 10, one can
obviously find the same conclusion and the MAE of𝑀𝐴𝐸1 =0.0018, 𝑀𝐴𝐸2 = 0.0056, respectively. Compared with the
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Figure 11: The control input of NNSMC with 𝑥𝑑 = 0.1 sin(𝑥).

results of Case 1, the control precisions are higher on the small
signals, that suit the real conditions. With the increase of
the reference input signal, the control performance becomes
degradation.

7. Conclusions

A new neural network identification approach and neural
network sliding mode control were proposed for hysteresis
nonlinear system with backlash-like model. Since classical
adaptive control needs to deal with the tracking error (error
transformation or back-stepping, 𝑒𝑡𝑐.) on the controller
design, in this paper a neural network sliding mode con-
troller was designed where it did not need tracking error
transformation. Moreover, the unknown system states and
the unknown hysteresis section were estimated only by one
neural network for saving the computation and simplifying
the control design. The stability of the closed loop was
guaranteed by Lyapunov theory and the simulation results
verified the effectiveness of the presented approaches.
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With the development of complex renewable energy systems, the frequency control and regulation of the power grid powered by
such renewable energies (e.g., wind turbine) are more critical, since the adopted different power generators can lead to frequency
variations. To address the frequency regulation of such power grids, we will present a variable coefficient coordinated primary
frequency regulation scheme for synchronous generator (SG) and doubly fed induction generator (DFIG).The variable adjustment
coefficient of DFIG is defined according to the current reserve capacity, which can be applied to adjust different operation
conditions to regulate the frequency variation within a predefined allowable range. Since the DFIG can make full use of the reserve
wind power in the system frequency regulation, the proposed method can address both the frequency regulation response and
the economic performance. Simulation results indicate that the proposed coordinated control scheme can achieve satisfactory
frequency regulation response and lead to reduced demand for frequency regulation of SG.

1. Introduction

The wind power industry in all countries of the world is
developing at a relatively fast speed. By 2050, 100% renewable
energy can be supplied to the world, of which wind power
accounts for 40% [1, 2]. This indicates that wind energy will
gradually become themain source of renewable energy in the
future. Today, wind power technology is relatively mature;
however, wind power has a highly uncertain nature because
wind speed is greatly affected by environmental conditions
such as temperature and airflow changes. The connection of
more wind power to power grid not only has many problems
in the operation of the wind farm itself but also brings
difficulties to the operation and regulation of the power grid
[3, 4].The traditional doubly fed induction generator- (DFIG-
) based wind turbine does not have frequency regulation
capability because its rotor speed is completely decoupled
from the system frequency. Thus, the inertial response and
frequency regulation capability of the power grid are influ-
enced in this configuration. Nowadays, some wind power
industries in developed countries have required that wind

farms should have a certain frequency regulation capability
by proposing advanced strategies. However, it is recognized
that the adjustable frequency range of DIFG-based wind tur-
bines is seriously limited by the wind speed [5].Moreover, the
wind power is usually included in the frequency regulation,
making it a complicated process during the coordinationwith
the traditional synchronous generators [6].

To address the above issues, many efforts have been done
to investigate the feasibility to incorporate wind power into
power grid frequency regulation in recent years by devel-
oping advanced control strategies and frequency regulation
schemes [7, 8]. In [9–11], the potential problems caused by
the large-scale wind power integration were introduced, and
the recent research progress of two essential related aspects,
control strategy and frequency regulation capability, has been
reviewed. In terms of DFIG control designs, the authors of
[12–15] proposed using proportional, differential controller
(PD controller) to construct a primary frequency regula-
tion controller on the rotor side, where the corresponding
converter was designed, so that DFIG can adapt quickly
to the frequency changes induced in the system. Moreover,
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after developing speed control schemes, the authors of [16–
18] proposed several composite frequency control schemes
for variable speed wind turbines by combining the variable
pitch control approaches and virtual inertial controlmethods.
In [19], the variable droop is introduced to enhance the
primary frequency contribution of wind turbine generators
(WTG), and the droop parameter of every WTG is regulated
to optimize the power output according to the reserve
power margin available. In [20], a reduced-order model-
based integrated controller method was suggested, which can
provide inertial response and primary frequency control for
WTG. This controller allows for a coupled control of torque
and pitch angle at all speed range ofDFIGs. In [21], simulation
results indicate that the inertial term can be omitted, and
the synthetic inertia strategy reduces to a very fast droop
control strategy. It is noted that all the above-mentioned
methods have been proposed from either the perspective
of the wind farms or the internal control synthesis of wind
turbines to study the possibility and validity of using wind
power in the frequency regulation of power grid. However,
when thewind power with variable frequency is incorporated
into the power grid as a new type of frequency regulation
power supply, the economic performance of the DFIG-based
wind turbines and the ability of system frequency regulation
should be considered simultaneously. Therefore, in order to
obtain better power grid response and frequency modulation
ability, it is necessary to coordinate the frequency regulation
outputs between the DFIGs and the synchronous generators,
according to the adjustable frequency capacity ofDFIG-based
wind turbines under different wind speeds. In fact, this idea
has been recognized as one of emerging research topics as it
can improve the wind frequency regulation.

Inspired by the above discussion, this paper explores the
feasibility of using DFIGs to implement frequency regulation
from the point of view of the adjustment coefficient. We
found that the adjustable frequency wind turbines can effec-
tively undertake the frequency regulation responsibility of the
power grid. We propose a coordinated primary frequency
regulation strategy between the synchronous generators
and the DFIG-based wind turbines by using the variable
coefficients. The strategy considers the influence of wind
speed variation upon DFIG’s wind energy acquisition and
improves the maximum power point tracking (MPPT) [22,
23] operationmode of traditional DFIG. In theMPPT region,
DFIG achieves deloading operation by controlling the rotor
speed to deviate fromMPPT operating point; in the constant
power region, DFIG operates in deloading operation by
controlling the pitch angle so as to reserve active power for
DFIG to participate in primary frequency regulation of power
grid.This strategy takes into account the frequency regulation
ability and economic performance. In the allowable range of
frequency variations, the DFIG can make full use of spare
capacity to participate in the system frequency regulation.
It can not only reduce the frequency regulation pressure
of the synchronous generators but also reduce the wind
power curtailment indirectly. Finally, the simulation result
demonstrates the effectiveness of the proposed strategy. The
main contribution of this paper is to introduce a variable
coefficient coordinated frequency regulation for SG and

DFIG, which can adapt to different operation conditions
to make full use of the reserve wind power, and address
both the frequency regulation response and the economic
performance.

The structure of this paper is described as follows:
Section 2 provides the system modeling and problem formu-
lation. Section 3 presents the coordinated control scheme for
generators. The coordinated frequency regulation strategy is
given in Section 4, and numerical simulations are shown in
Section 5. Finally, some conclusions are given in Section 6.

2. System Formulation and Problem Statement

In this paper, the studied system includes the synchronous
generator (SG) and DFIG-based wind turbine generator
(WTG). The connection structure between SG and WTG
is shown in Figure 1(a). The WTG system for primary
frequency regulation consists of aerodynamics model, pitch
angle control system as shown in Figure 1(b), DFIG with
supplementary controller to realize inertial response, and
lookup tables to compute maximum and deloading power.

In Figure 1(b), f is the current frequency, 𝑓𝑁 is the rated
frequency, 𝜔∗𝑟 is the expected angular velocity, 𝜔𝑟 is the
current angular velocity, 𝛽0 is the reserved pitch angle for
load shedding, 𝐾𝛽 is the proportional coefficient, 𝑇𝛽 is the
time constant of the controller, and 𝛽max and 𝛽min are the
maximumandminimum limit of pitch angle. Comparedwith
the traditional pitch angle control, the frequency response
link of pitch angle is added, and the frequency deviation of
power grid is used as input. By adjusting the pitch angle to
respond to the frequency change, DFIG-based wind turbines
can provide long-term power support for the power grid.

A simplified aerodynamic model is used when the elec-
trical behavior of the wind turbine is the main interest of
the study. The relationship between the wind speed and the
aerodynamic torque can be described as

𝑇W = 12𝜌𝜋𝑅3V2𝐶𝑃 (𝜃, 𝜆) (1)

where𝑇w is the aerodynamic torque extracted from the wind,𝜌 is the air density, R is the wind turbine rotor radius, V is the
equivalent wind speed, 𝜃 is the pitch angle of the rotor, 𝜆 is
the tip speed ratio, and 𝐶p is the aerodynamic efficiency of
the rotor.

Numerical approximations have been developed to cal-
culate 𝐶p for given values of 𝜃 and 𝜆. Here the following
approximation is used as

𝐶𝑃 (𝜃, 𝜆) = 0.22 (116𝜆𝑖 − 0.4𝜃 − 5.0) 𝑒
−12.5/𝜆𝑖 (2)

where

𝜆𝑖 = 11/ (𝜆 + 0.08𝜃) − 0.035/ (𝜃3 + 1) (3)

Actually, the dynamic characteristics of DFIG and power
grid are decoupled in conventional MPPT control method;
the wind turbines cannot respond to the system frequency
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Figure 2: Frequency regulation characteristics of synchronous generator and DFIG-based wind turbine in parallel operation mode.

changes. However, the rotational inertia stored in WTG is
remarkable; hence, there exists the waste of rotational inertia
of DFIG rotor on the traditional operation mode. However,
if there is an appropriate operation condition, it can be
fully released and utilized through proper control strategy
to support the system stability. The aim of this paper is
to develop a new control strategy for WTG to participate
in the primary frequency regulation, and the coordinated
control strategy between SG andDFIG for primary frequency
regulation is explored.

3. Coordinated Control of Synchronous
Generators and DFIG-Based Wind Turbines

�.�. Frequency Regulation Characteristics. According to the
primary frequency regulation principle of SG, the adjustment

coefficient, namely, 𝑅W, of the DFIG-based wind turbine is
defined as

𝑅W = − Δ𝑓Δ𝑃W (4)

where Δ𝑃W is the frequency regulation of DFIG and Δf is the
frequency variation of system.

When a synchronous generator and a DFIG-based wind
turbine are connected in parallel, the relationship between
the frequency regulation characteristic and the active power
allocation among generators can be illustrated in Figure 2. In
the figure, 𝐴𝐵𝐷 represents the adjusting characteristic curve
of the synchronous generator. 𝐴𝐶𝐸 represents that of the
DFIG-based wind turbine. We suppose that the total load of
the system is Σ𝑃L, which is corresponding to the line segment
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𝐶𝐵 in the figure. When the system frequency is 𝑓N, the load
carried by the synchronous generator is 𝑃G1, and the load
carried by the wind turbine is 𝑃W1, such that

𝑃G1 + 𝑃W1 = ∑𝑃L (5)

After the system load increases Δ𝑃L and then is stable at
f 1, the power output increase of the synchronous generator isΔ𝑃G and the total generated power output is 𝑃G2; the power
output increase of the wind turbine is Δ𝑃W and the total
power output is 𝑃W2. The sum of the increased power output
of two generators isΔP. According to Figure 1 and (4), we can
obtain

Δ𝑃G∗Δ𝑃W∗ =
𝑅W∗𝑅G∗

(6)

where Δ𝑃G∗ and Δ𝑃W∗ represent the per unit values of power
output of the synchronous generator and DFIG-based wind
turbine, respectively; 𝑅G∗ and 𝑅W∗ are the per unit values
of adjustment coefficients of the synchronous generator and
DFIG-based wind turbine, respectively.

According to (6), when a synchronous generator and a
DFIG are operated in parallel mode and the power incre-
ments of generators are retained at their respective per unit
values, the power allocation between the SG and DFIG-
based wind turbine is inversely proportional to the respective
adjustment coefficients. That is, the generator with smaller
adjustment coefficient has larger load increment, while the
generator with larger adjustment coefficient has smaller load
increment. Thus, the following can be concluded: (1) when
a synchronous generator and a DFIG-based wind turbine
run in parallel, the DFIG-based wind turbine participating in
the frequency regulation can effectively reduce the frequency
regulation pressure of the synchronous generator; (2) the fre-
quency regulation output of the synchronous generator and
DFIG-based wind turbine can be coordinated by adjusting
the ratio of 𝑅G∗ to 𝑅W∗.

�.�. Coordinated Control Strategy a	er DFIG-Based Wind
Turbine Connected to the Power Grid. In the primary fre-
quency regulation, the frequency regulation output of the
synchronous generator is given by

Δ𝑃 = − 1𝑅∗
Δ𝑓𝑓N 𝑃N (7)

where Δf is the system frequency deviation, 𝑓N is the system
rated frequency, 𝑅∗ is the per unit value of adjustment
coefficient, and 𝑃N is the rated capacity of the generator.

When aDFIG and n synchronous generators are operated
in parallel, according to (7), the adjustment equations are
given as follows:

Δ𝑃G𝑖 = − 1𝑅𝑖∗
Δ𝑓𝑓N 𝑃G𝑖N (𝑖 = 1, 2, . . . , 𝑛) (8)

Δ𝑃W = − 1𝑅W∗

Δ𝑓𝑓N 𝑃WN (9)

where Δ𝑃G𝑖 and Δ𝑃W are the frequency regulation outputs
of synchronous generator 𝑖 and DFIG-based wind turbine,
respectively; 𝑃G𝑖N and 𝑃WN are the rated capacity of syn-
chronous generator i and DFIG-based wind turbine, respec-
tively.

In the steady state, when the frequency variation of the
whole system is Δf, the frequency regulation output of all
generators in the system Δ𝑃Σ can be calculated as

Δ𝑃Σ = 𝑛∑
𝑖=1

Δ𝑃G𝑖 + Δ𝑃W (10)

From (8)-(10), we can obtain

Δ𝑃Σ = −Δ𝑓𝑓N ( 𝑛∑
𝑖=1

𝑃G𝑖N𝑅𝑖∗ + 𝑃WN𝑅W∗
) (11)

If all generators involved in the system are replaced by an
equivalent generator, the frequency regulation output of the
system is

Δ𝑃Σ = − 1𝑅Σ∗
Δ𝑓𝑓N 𝑃ΣN (12)

where 𝑅Σ∗ is the equivalent adjustment coefficient and 𝑃ΣN
is the total capacity of the system. From (8) and (9), we can
derive

−Δ𝑓∗ = 𝑅𝑖∗Δ𝑃G𝑖𝑃G𝑖N = 𝑅W∗Δ𝑃W𝑃WN
= 𝑅Σ∗Δ𝑃Σ𝑃ΣN (13)

Based on (11) and (12), one can further obtain

𝑅Σ∗ = 𝑃ΣN∑𝑛𝑖=1 (𝑃G𝑖N/𝑅𝑖∗) + 𝑃WN/𝑅W∗
(14)

Equations (12) and (15) illustrate that, from the point
of view of the whole power network, when the capacity
connected to the system is a constant, the smaller adjustment
coefficient of each parallel operation generator is, the smaller
equivalent adjustment coefficient 𝑅Σ∗ of the system will be,
and the larger unit power regulation is, the better ability
of primary frequency regulation will be; on the contrary,
the larger adjustment coefficient of each parallel operation
generator is, the larger equivalent adjustment coefficient 𝑅Σ∗
of the system will be, and the smaller unit power regulation
is, the weaker ability of primary frequency regulation will be.
From (13), when the system load changes, the power of each
generator can be determined as

Δ𝑃𝑖 = 𝑅Σ∗Δ𝑃Σ𝑃ΣN × 𝑃G𝑖N𝑅𝑖∗ (15)

When the wind turbines that have no frequency regula-
tion ability are connected to the power grid, 𝑃WN/𝑅W∗ ≈ 0,
and 𝑅W∗ goes to infinity. Then the remaining synchronous
generators use differential control schemes. If more wind
turbines with no frequency regulation ability replace tradi-
tional synchronous generators, which are connected to the
power grid, then we know that 𝑃WN/𝑅W∗ = 0 and 𝑅Σ∗
of the system will become larger. Hence, connecting the
large-scale wind turbines with no frequency regulation ability
to the power network will obviously reduce the frequency
regulation capability of the system.
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4. Coordinated Strategy for
Frequency Regulation

The primary frequency regulation control system coordi-
nated by DFIGs and synchronous generators is shown in
Figure 2.Theoverall system consists of three controlmodules:(1) area A: in this area, the power is constant; then through
tuning the pitch angle action system, the active power output
of DFIGs can be adjusted to adapt the change of the system
frequency; (2) area B: this area is the maximum power
point tracking module. It can realize the ability of power
reservation by switching the running profile of the DFIG
and adjusting the active power of the DFIG to participate
in the frequency regulation according to the tuning variable
adjustment coefficient; (3) area C: this area is the coordinated
control module for the synchronous generator. According to
the system frequency deviation, we choose the corresponding
adjustment coefficient and coordinate the frequency regula-
tion output between the synchronous generators and DFIGs.


.�. Control Strategy of Primary Frequency Regulation with
DFIG-Based Turbine. In this paper, the traditional operation
mode of DFIG is modified and improved. In the maximum

power point tracking area, the DFIG controls deloading
operation through increasing or reducing the rotor speed.
While in the constant power area, it can reserve the active
power by adjusting the pitch angle, so that the DFIG has the
frequency regulation capacity.


.�.�. Maximum Power Point Tracking Control. Inspired by
the principle of synchronous generator speed governor, a
primary frequency regulation controller attached to the rotor
side converter of a wind turbine is designed in this paper. We
make the DFIG-based wind turbine whose load is reduced
by 20% operate at the current wind speed, which is shown
in area A in Figure 3. In this figure, 𝜔r is the corresponding
rotor speed at the current wind speed, 𝑃󸀠𝑜𝑝𝑡 is the suboptimal
power when the wind turbine’s load is reduced by 20%, 𝑅𝜔
is the adjustment coefficient of the DFIG maximum power
point tracking module, f is the real-time frequency of the
system, 𝑓N is the rated frequency of the system, K1 is the
gain value, ΔP𝜔 is the frequency regulation power of DFIG-
based wind turbine corresponding to the system frequency
variation, and 𝑃Σ is the sum of suboptimal power 𝑃󸀠𝑜𝑝𝑡 and
frequency regulation power ΔP𝜔.
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For the wind turbines, the frequency regulation power
corresponding to the frequency variation is

Δ𝑃𝜔 = −Δ𝑓𝑅𝜔 =
Δ𝑓Δ𝑓0𝑃0 (16)

DFIG-based wind turbines can participate in the fre-
quency regulation as the traditional synchronous generators
if the variable adjustment coefficient is tuned at themaximum
power point tracking area, and the adjustment coefficient
can be adjusted automatically according to the current wind
speed to determine the amount of frequency regulation
power.


.�.�. Control Strategy in Power Constant Area. In this paper,
we introduce the regulation coefficient of the pitch angle.
Through improving the traditional pitch angle control sys-
tem, the DFIG can also realize the function of deloading
reservation in the power constant area to respond to the
system frequency variation. In the constant power area,
deloading operation of DFIG can be achieved by presetting
the pitch angle 𝛽0, which is calculated by the following
equation:

(1 − 𝑑%) 0.44 sin 𝜋 (𝜆𝑐 − 3)15
= (0.44 − 0.0167𝛽0) sin 𝜋 (𝜆𝑐 − 3)15 − 0.3𝛽0
− 0.00184 (𝜆𝑐 − 3) 𝛽0

(17)

where the tip speed ratio of DFIG-based wind turbine is
defined as 𝜆𝑐 = 𝑅𝜔max/V.

According to the principle of synchronous generator
governor, we design the controller of pitch angle for area B
as shown in Figure 3. In the figure, 𝛽𝜔 is the pitch angle of the
DFIG-based wind turbine when the power is constant. Δf is
the difference between the system’s current frequency 𝑓 and
the rated frequency 𝑓N. 𝑅𝛽 is the static adjustment coefficient
of pitch angle. K2 is the gain value. In the power constant
area, the improved pitch angle control system enables DFIG
to adapt to the currentwind speed by adjusting the pitch angle
according to its characteristic.

When the DFIG-based wind turbine is involved in the
frequency regulation, the movement range of pitch angle is

Δ𝛽 = −Δ𝑓𝑅𝛽 =
Δ𝑓Δ𝑓0𝛽0 (18)

In the constant power area, the variable adjustment
coefficient between the pitch angle and the frequency charac-
teristic is introduced and tuned. DFIG-based wind turbines
can respond to the system frequency variation through
changing mechanical power captured by the DFIG according
to the variation of system frequency. Thus, DFIG is able to
participate in the frequency adjustment process.


.�. Coordinated Strategy of Primary Frequency Regulation
between DFIG and Synchronous Generator. For the system

with multiple generators, the frequency adjustment can be
coordinated and achieved by those generators which have
frequency regulation ability. When DFIG-based wind tur-
bines are connected to the system, it is necessary for the
traditional generators to detect the inclusion of these new
generators. When the system frequency changes, part of the
frequency regulation power will be allocated to the wind
turbines according to thewind speed [24, 25] and the induced
frequency deviation. Therefore, it is necessary to divide the
frequency regulation region of the system according to the
magnitude of the system frequency deviation.

The control and coordination strategies of the syn-
chronous generators are shown in area C in Figure 2. The
basic methods are summarized as follows.(1) When the system is in the normal operation region
and the frequency deviation is within the allowable range
(0.2 Hz), if DFIG-based wind turbines are used in the
frequency regulation and deloading operation, it will lead to
a wind power curtailment and reduction of the wind power’s
economic efficiency. In general, the adjustment coefficient of
SG is between 0.03 and 0.05. In this case, in order to reduce
the frequency regulation output of SGs, we set the regulation
coefficient 𝑅G to 0.05, so that the more reserved power of
DFIG-based wind turbines will be used for the frequency
regulation and the “abandoned air” will be reduced. In
particular, in the power constant area, the reserved power of
DIFG-based wind turbines is larger, and thus the adjustable
frequency power output will be increased as well.(2)The frequency deviation is large when the system is in
the emergency regulatory area. In order to make the system
run stably and accelerate the recovery of system frequency,
the synchronous generators and DFIG-based wind turbines
should be used in the system frequency regulation as much
as possible. The adjustment coefficient of the synchronous
generator is usually set to 0.03, so that the DFIGs participate
in the system frequency regulation as much as possible
according to the current wind speed.

The above-mentioned coordinate control strategies for
the studied system with DFIGs and synchronous generator
can be implemented by using the following steps:(1) Measure the system frequency and calculate the
frequency variations(2) If the frequency variation is larger than 0.2 Hz, we set
the adjustment coefficient of the SG as 0.03; otherwise, we set
the adjustment coefficient of the SG as 0.05(3) Measure the rotor’s speed 𝜔r of the DIFG under the
current wind speed(4) If 𝜔r > 𝜔max, we can calculate the pitch adjusting
coefficient 𝑅𝛽 in the constant area based on (17) and then
apply the obtained 𝑅𝛽 to the pitch operation system(5) If 𝜔r ≤ 𝜔max, we can calculate the pitch adjusting
coefficient 𝑅𝜔 in the maximum power tracking area based on
(17) and then apply the obtained 𝑅𝜔 to the pitch operation
system(6) Calculate the primary frequency regulation of the
synchronous generator, Δ𝑃G, based on the result of Step(2) and the primary frequency regulation of DFIG, Δ𝑃W,
based on Step (4) or (5). Then we obtain the total frequency
regulation of the system as Δ𝑃Σ = Δ𝑃G + Δ𝑃W.
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Figure 4: Flow chart of the proposed algorithm.

The practical implementation of the proposed algorithm
can be found in Figure 4.

5. Simulations

In order to verify the effectiveness of the proposed frequency
regulation strategy, we use Matlab/Simulink to carry out
simulations, where the simulatedmodel includes 4-generator
and 2-area power grid [26].The structure of this test system is
shown in Figure 5. The power grid model consists of 3 tradi-
tional synchronous generators with a rated power of 700MW,
and the inertial time constant is 6.5s. In addition, a DFIG-
based wind turbine with equivalent capacity 800×15MW is
connected to bus 2; the upper limit of active power per unit
is 1, and the capacities of load L1 and L2 are 1200MW and
1800MW, respectively. The variable pitch time constant of
the wind turbine is 3s and the rated wind speed is 12m/s. In
the model, the DFIG-based wind turbine is operated in the
condition of reducing 20% load, and there is a load jump
on L1 at the time of 40s. In practical situations, wind farm
participating in frequency regulation is generally selected
in rich wind area. Moreover, when the scale of wind farm
is very large, the gathering effect of wind energy is also
significant as it can decrease the fluctuation ofwind speed and
output power. Accordingly, the wind speed becomes flatter.

In this paper, the major focus is on the feasibility analysis of
participation of wind turbine in frequency regulation; hence,
we select a constant wind speed in the simulation. In this
simulation, the output active power of DFIG and SG is per
unite value based on 𝑆B.
�.�. Load Variation in Maximum Power Point Tracking Area.
Two cases are simulated in this study: (a) the frequency
variation is less than 0.2 Hz and (b) the frequency variation
is larger than 0.2 Hz.

In case (a), the wind speed is set to 9m/s. At the time of
40s, the applied load suddenly increases by 300MW, and then
the frequency has a deviation less than 0.2Hz.The adjustment
coefficients of the SG, 𝑅G, are set to 0.03, 0.04, and 0.05,
respectively. The corresponding simulation results are shown
in Figure 6.

In Figure 6, we find that the frequency regulation output
of the SG is gradually reduced as long as the adjustment
coefficient increases (Figure 6(b)), while the frequency reg-
ulation output of the DFIG-based wind turbine is gradually
increased (Figure 6(c)). From the point of view of the system
frequency recovery, the frequency recovery response is the
best when we set 𝑅G=0.03 as shown in Figure 6(a). However,
if the adjustment coefficient of the SG is small, the frequency
regulation output of DFIG is limited as shown in Figure 6(c).
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Figure 5: The structure of 2-area test system.
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Figure 6: Simulation results of the maximum power tracking area when frequency change is less than 0.2Hz.

When we set 𝑅G=0.05, the frequency can also be retained
within a bound around 0.2Hz, and the system frequency is
relatively stable.Therefore, in order to increase the frequency
regulation output of the DFIG-based wind turbines as much
as possible and make full use of the restored power of the
DFIG-based wind turbine for frequency regulation, we can
take 𝑅G=0.05. The pitch angle variation is also shown in
Figure 6(d). The fluctuations shown in Figure 6 are due to
the fact that the system is operated in the MTTP area and the
frequency variation is larger than 0.2 Hz, so that it will take

some transient periods to achieve a new steady state because
of the limited control effect of �𝑓.

In case (b), the wind speed is also 9m/s. At the time
of 40s, the applied load suddenly increases by 600MW; the
frequency has a deviation larger than 0.2Hz. The adjustment
coefficients of the synchronous generator are also the same
as (a). The corresponding simulation results are shown in
Figure 7. According to Figure 7(a), the frequency recovery
response is the best when we set 𝑅G=0.03. When the fre-
quency change is greater than 0.2Hz, the system is in the
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Figure 7: Simulation curves of the maximum power tracking area when frequency change is greater than 0.2Hz.

emergency frequencymodulation stage, and the ultimate goal
is to improve the frequency recovery effect of the system. All
synchronous generators and DFIGs should output power as
much as possible, which are shown in Figures 7(b) and 7(c).
According to the frequency recovery effect of Figure 7(a) and
the pitch angle variation shown in Figure 7(d), the adjustment
coefficient of the synchronous machine should be set as𝑅G=0.03.

�.�. Load Variation in Constant Power Area. Two cases at
the constant power areas are simulated in this study: (a)
the frequency variation is larger than 0.2 Hz, and (b) the
frequency variation is less than 0.2Hz.

In case (a), in the constant power area, the wind energy
captured by DFIG is mainly regulated by adjusting the pitch
angle controlled by the pitch control mechanism. The wind
speed is set as 15m/s. At the time of 40s, the load suddenly
increases by 600MW; then the frequency has a deviation
more than 0.2Hz. The adjustment coefficients of SG, 𝑅G, are
set as 0.03, 0.04, and 0.05 respectively. The simulation results
are shown in Figure 8.

In Figure 8, when𝑅G is set as 0.03, the frequency recovery
performance is the best among these three cases and the
frequency deviation can be retained within a bound 0.02Hz
as shown in Figure 8(a). Because the frequency deviation
is more than 0.2Hz at one period during the process of
frequency recovery, themagnitude of the frequency deviation
is larger than the normal value. Thus, the system enters in

the emergency control phase. In order to make the system
frequency recover better, the DFIG-based wind turbine can
make full use of the restored power for frequency regulation
when the power is constant, the wind speed is fast, and the
DFIGhasmuch reserved power. From the frequency recovery
result in Figure 8(a), when we take 𝑅G=0.03, the DFIG-based
wind turbine and synchronous generators can participate in
the frequency regulation as much as possible (Figure 8(b)).
Figure 8(c) also shows that the output of DFIG wind turbines
has reached the upper limit of active power per unit. Thus,
we can put 20% of the reserved power into the frequency
regulation as a part of the frequency regulation power, such
that theminimumvalue of the frequency drop and the steady-
state deviation responses have been significantly improved.
Figure 8(d) provides the corresponding pitch angle variation.

In case (b), the wind speed is set as 15m/s. At the time of
40s, the load suddenly increases by 300MW; the frequency
has a deviation less than 0.2Hz. The adjustment coefficients
of SG, 𝑅G, are set to 0.03, 0.04, and 0.05, respectively. The
simulation results are shown in Figure 9. When the system
frequency is reduced within 0.2Hz, the frequency can be
restored well when 𝑅G = 0.03, 0.04, and 0.05 according to
the frequency variation in Figure 9(a). Figure 9(d) shows
that when 𝑅G = 0.05, the action range of pitch angle is the
largest, reaching 2.8∘, and the reserve power of DFIG released
amounts to 0.07 pu (Figure 9(b)), which reduces the steady-
state frequency deviation of the system to 0.15 Hz.This shows
that the DFIG effectively reduces the power change rate of
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Figure 8: Simulation diagram of the power constant area when frequency variation is greater than 0.2Hz.
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Figure 9: Simulation diagram of the power constant area when frequency variation is less than 0.2Hz.

SG in the initial stage of frequency change (Figure 9(c)) and
can continuously provide active power effective support for
power grid.

In the process of frequency modulation, the reserve
power of DFIG can be fully used for frequency regulation
by increasing the power output of DFIG, thus indirectly

reducing the wind abandonment. The simulation results of
Figure 9 show that when the frequency varies within the
allowable range, the larger the 𝑅G value is, the smaller the
static adjustment coefficient 𝑅𝛽 of pitch angle will be. The
range of pitch angle action will be larger, and the frequency
regulation capability of DFIG will be enhanced, so that it can
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undertake more power output and further reduce the steady-
state frequency deviation of power grid.

6. Conclusions

In this paper, we presented a control strategy for system
with the wind turbines being incorporated into the frequency
regulation by further tailoring the primary frequency regu-
lation principle of traditional synchronous generators. The
DFIG can provide inertial power support to the power grid
and participate in the frequency regulation together with
the synchronous generators.Through theoretical analysis and
simulation verifications, the following conclusions can be
obtained:(1) The wind turbines with adjustable frequency can
effectively undertake the frequency regulation responsibility
of the power grid, and the frequency regulation output
between the synchronous generators and the DFIG-based
wind turbines can be coordinated and allocated by adjusting𝑅G∗ and 𝑅W∗.(2)Thevariable difference coefficient of DFIG in different
wind speed sections is defined and calibrated. In correspond-
ing to the wind speed changes in real time, the frequency
regulation output can be determined considering the current
reserved capacity.(3) Through coordinating the frequency regulation out-
put between the DFIG and the synchronous generators, the
frequency deviation is retained within the allowable ranges,
and the resorted power of the DFIG-based wind turbine can
be used for the frequency regulation as much as possible.
Those proposed methods can not only meet the demand of
the power network frequency regulation but also minimize
the “abandoned air” generated by the DIFG load reduction.

Future work will focus on validating the proposed coor-
dinate and control strategies under more realistic wind speed
and operation scenarios.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that there are no conflicts of interest
regarding the publication of this paper.

Acknowledgments

This research was supported in part by the Yunnan Electrical
Power Experiment Institute.

References

[1] J. Dong, G. Xue, M. Dong, and X. Xu, “Energy-saving power
generation dispatching inChina: Regulations, pilot projects and
policy recommendations - A review,” Renewable & Sustainable
Energy Reviews, vol. 43, pp. 1285–1300, 2015.

[2] R. Saidur, N. A. Rahim, M. R. Islam, and K. H. Solangi, “Envi-
ronmental impact of wind energy,” Renewable & Sustainable
Energy Reviews, vol. 15, no. 5, pp. 2423–2430, 2011.

[3] G. Lalor, A. Mullane, and M. O’Malley, “Frequency control
and wind turbine technologies,” IEEE Transactions on Power
Systems, vol. 20, no. 4, pp. 1905–1913, 2005.

[4] J. Ekanayake and N. Jenkins, “Comparison of the response of
doubly fed and fixed-speed induction generator wind turbines
to changes in network frequency,” IEEE Transactions on Energy
Conversion, vol. 19, no. 4, pp. 800–802, 2004.

[5] H. Bevrani, A. Ghosh, and G. Ledwich, “Renewable energy
sources and frequency regulation: Survey and new perspec-
tives,” IET Renewable Power Generation, vol. 4, no. 5, pp. 438–
457, 2010.

[6] R. G. de Almeida and J. A. Peças Lopes, “Participation of doubly
fed induction wind generators in system frequency regulation,”
IEEE Transactions on Power Systems, vol. 22, no. 3, pp. 944–950,
2007.

[7] J. E. Sierra andM. Santos, “Wind and payload disturbance rejec-
tion control based on adaptive neural estimators: application on
quadrotors,”Complexity, vol. 2019, Article ID 6460156, 20 pages,
2019.

[8] Q. Guo, Z. Sun, Y. Zhang, and W. Xu, “Time-delayed feed-
back control in the multiple attractors wind-induced vibration
energy harvesting system,” Complexity, vol. 2019, Article ID
7973823, 11 pages, 2019.

[9] N. Nguyen and J. Mitra, “An analysis of the effects and
dependency of wind power penetration on system frequency
regulation,” IEEE Transactions on Sustainable Energy, vol. 7, no.
1, pp. 354–363, 2016.

[10] J. C. G. Arispe and H. J. Florero, “Wind farms integration in
power system and frequency regulation effects,” IEEE Latin
America Transactions, vol. 15, no. 4, pp. 698–704, 2017.

[11] N. Nguyen and J. Mitra, “An analysis of the effects and
dependency of wind power penetration on system frequency
regulation,” in Proceedings of the ���� IEEE Power and Energy
Society General Meeting (PESGM), pp. 1-1, Boston, Mass, USA,
July 2016.

[12] X. Tian, W. Wang, L. Yan et al., “Coordinative control strategy
of virtual inertia and primary frequency of DFIGs based wind
farms,” in Proceedings of the ���� IEEE PES Asia Pacific Power
and Energy Engineering Conference, APPEEC ����, pp. 2169–
2174, Xi’an, China, October 2016.

[13] Z. Zhang, Y. Wang, H. Li, and X. Su, “Comparison of inertia
control methods for DFIG-based wind turbines,” in Proceedings
of the ���� IEEE ECCE Asia Downunder - �th IEEE Annual
International Energy Conversion Congress and Exhibition, IEEE
ECCE Asia ����, pp. 960–964, VIC,Melbourne, Australia, 2013.

[14] A. H. M. I. Ferdous, M. R. I. Sheikh, and M. A. Shobug,
“Controlling of frequency fluctuation of wind turbine generator
using wind speed controlled pitch controller,” in Proceedings
of the �nd International Conference on Electrical, Computer
and Telecommunication Engineering, ICECTE ����, pp. 1–4,
Rajshahi, Bangladesh, 2016.

[15] S. Hu and G. Zhu, “A vector control strategy of grid-connected
brushless doubly fed induction generator based on the vector
control of doubly fed induction generator,” in Proceedings of
the ��st Annual IEEE Applied Power Electronics Conference and
Exposition, APEC ����, pp. 3310–3316, Long Beach, Calif, USA,
March 2016.
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This paper proposes a new scheme for solving finite time neural networks adaptive tracking control issue for the nonaffine pure-
feedback nonlinear system.The procedure, based on homeomorphismmapping and backstepping, effectively deals with constraint
control and design difficulty induced by pure-feedback structure. The most outstanding novelty is that finite time adaptive law
is proposed for training weights of neural networks. Furthermore, by combining finite time adaptive law and Lyapunov-based
arguments, a valid finite time adaptive neural networks controller design algorithm is presented to ensure that system is practical
finite stable (PFS) rather than uniformly ultimately bounded (UUB). Because of using the finite time adaptive law to trainingweights
of neural networks, the closed-loop error system signals are in assurance of bounded in finite time. Benchmark simulations have
well demonstrated effectiveness and efficiency of the proposed approach.

1. Introduction

During the past decades, lots of studies have been done
to solve neural networks (NNs) control and improve the
adaptive law for training neural networks weights [1–3].
Among these works, the core is NNswhich are used as online
approximation functions for the unknownnonlinearities, due
to their inherent approximation capabilities [4, 5]. Almost
all the neural adaptive control designs and stability analyses
are Lyapunov uniformly ultimately bounded (UUB) results
[5]; based on the Krasovskii–LaSalle invariance principle, it
is challenging to establish a generalized powerful framework
for neural control [6–8], even though it has been used to get
sufficient conditions for smooth stabilization for closed-loop
systems [9–11].

Traditionally, Quadratic Lyapunov Functions are in com-
mon used to construct for analysis and control design of lin-
ear and nonlinear even time delay dynamic systems [12, 13].
There also exist some other formats of Lyapunov functions,

such as integral Lyapunov function [14], barrier Lyapunov
function [15, 16], and vector Lyapunov functions [17, 18]. Such
attempts have enhanced Lyapunov function applications in
control system design [19], for example, integral Lyapunov
function for controller singularity problems and barrier Lya-
punov function for output constraint problems. Nonlinear
systems differ from linear system, because the complexity of
the relation between states and input and therefore numerical
techniques (open solutions) have played a significant role in
controller design process [20–22]. Young’s Inequality as an
important lemma has been widespread used to realize UUB
(uniformly ultimately bounded) in neural network based
adaptive control [23].

In terms of complex of system structure such as pure-
feedback and nonaffine, mean value theorem [24] is popular
to use to eliminate. Due to its universal approximation
capability for nonlinear systems, neural network has been
extensively utilized to achieve modelling. Many elegant
model structure design techniques, such as strict-feedback,

Hindawi
Complexity
Volume 2019, Article ID 9053858, 11 pages
https://doi.org/10.1155/2019/9053858

http://orcid.org/0000-0002-6561-5917
http://orcid.org/0000-0001-8173-1179
http://orcid.org/0000-0001-6400-9184
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2019/9053858


2 Complexity

pure-feedback, affine form, and nonaffine systems [3, 25, 26],
have been obtained based on backstepping procedure and
Lyapunov synthesis.

Based on virtual control and iterative learning con-
trol [25], backstepping procedure provided an important
methodology to control affine or nonaffine, strict-feedback,
or pure-feedback form SISO nonlinear uncertain systems,
which are split into several subsystems. In every subsystem,
neural networks approximate the unknown nonlinear sys-
tems with adaptive law, based on Lyapunov stability theory,
then the systems achieve the asymptotic stability or uniformly
ultimately bounded stable. In order to better exploit the
application of adaptive neural networks [27, 28], finite time
stable results are more meaningful for uncertain system
[29, 30], high order stochastic nonlinear system [31], and
interconnected nonlinear system [32].

It should be noted that the research on finite time neural
networks control is still in a very beginning stage. Although
there exist a few of adaptive finite control algorithms which
have been developed for some special systems and bench
tested with simulations and applications [33–35], it is very
hard to extend the research results to the general systems
or algorithms. The key issue is how to systematically obtain
finite time adaptive law of neural networks [9, 36] weight
from finite time convergence of close loop systems [37]. In
regard to neural network based such adaptive control to the
authors’ best knowledge, there are a few results about finite
time adaptive neural networks control. That is because it is
not easy to design the finite time neural networks adaptive
controller and lack of relevant inequality skills to finish finite
time stability analysis. There has been any reference to show
finite time adaptive algorithm for weights of NNs having been
expanded to solve the problems of finite control for pure-
feedback nonaffine nonlinear systems.

Motivated by the above critical analyses, we investigated
neural backstepping control via finite time adaptive algo-
rithm.At the first stage, the homeomorphismmapping is pro-
posed in place of barrier Lyapunov functions and commonly
utilized in traditional constraints control. Then with finite
adaptive algorithm, adaptive neural networks backstepping
control procedure is designed for nonaffine pure-feedback
nonlinear systems. Sufficient condition is given via Lyapunov
finite time stability theory to make sure all the signals in
the closed-loop system are global uniformly bounded in
finite time and the tracking error is remained in a bounded
compact set. The main contributions of this paper can be
summarized as follows:

(1) This paper is the first study to propose the finite
time adaptive law based on Young’s inequality skill
for adaptive neural networks control. The main
advantages are that adaptive neural networks controls
achieve finite time stabilization including weights
of neural networks and closed-loop control system
uniformly ultimately bounded stable in finite time.

(2) To keep full state constraints in a bounded compact
set, the homeomorphism mapping is proposed in
place of barrier Lyapunov functions and commonly
utilized in traditional constraints control.

(3) New finite time adaptive neural networks techniques,
including virtual control and finite adaptive law, are
introduced for ensuring the successful design of the
finite time adaptive neural networks backstepping
control.

The rest of this paper is organized as follows. Section 2
gives problem formulation and preliminaries, including some
definitions and necessary inequality with lemmas. Nonaffine
pure-feedback nonlinear systems finite time adaptive neural
networks control is considered in Section 3, and a new finite
time adaptive law is developed for training neural networks.
Lyapunov finite time stable theory is used to guarantee the
closed-loop system signals with prescribed performance in
finite time. Simulation study is presented in Section 4 to
indicate efficiency and effectiveness of the procedure. The
conclusion and future works are discussed in Section 5.

2. Problem Description and Preliminaries

In this section, problem description, the notation, basic
definitions, and lemmas on the system stability are presented.
Consider the following nonlinear system:

𝜉̇ (𝑡) = 𝜑 (𝜉 (𝑡) , 𝑢 (𝑡) , 𝑡) , 𝑡 ≥ 0
𝜉 (𝑡) = 𝜙 (𝑡) , 𝑡 = 0
𝜁 (𝑡) = 𝜓 (𝜉 (𝑡) , 𝑢 (𝑡) , 𝑡)

(1)

where 𝜉 = (𝜉1 𝜉2 ⋅ ⋅ ⋅ 𝜉𝑛)𝑇 ∈ R𝑛, 𝑢 ∈ R, 𝜁 ∈ R𝑚, 𝜙(𝑡)
are state variable, control input, output, and initial condition,
respectively, and 𝜑(⋅), 𝜓(⋅) are nonlinear smooth functions.

The ideal output is 𝜁𝑑(𝑡); therefore, the objective is to
design an adaptive state feedback to ensure the output 𝜁(𝑡)
tracking 𝜁𝑑(𝑡) and controller in the form

𝑢 (𝑡) = 𝛼 (𝜉 (𝑡) , 𝜃̂ (𝑡))
̇̂𝜃 (𝑡) = 𝛽 (𝜉 (𝑡) , 𝜃̂ (𝑡)) (2)

where 𝜃̂ indicate the estimated values of unknownparameters
and the 𝜃∗ indicate the ideal values. For system (1) with the
homeomorphism mapping,

𝐻 : (𝑎1 𝑎1) × (𝑎2 𝑎2) × ⋅ ⋅ ⋅ × (𝑎𝑛 𝑎𝑛) 󳨀→ R
𝑛 (3)

propose to transform the system to realize the constraints
control, such as 𝑥 = 𝐻(𝜉), and 𝜉 ∈ (𝑎1 𝑎1) × (𝑎2 𝑎2) × ⋅ ⋅ ⋅ ×(𝑎𝑛 𝑎𝑛), 𝑥 ∈ R𝑛, and then system (1) changes into

𝑥̇ (𝑡) = 𝑓 (𝑥 (𝑡) , 𝑢 (𝑡) , 𝑡) , 𝑡 ≥ 0
𝑥 (𝑡) = 𝜍 (𝑡) , 𝑡 = 0
𝑦 (𝑡) = 𝑔 (𝑥 (𝑡) , 𝑢 (𝑡) , 𝑡)

(4)

where 𝑥 = (𝑥1 𝑥2 ⋅ ⋅ ⋅ 𝑥𝑛)𝑇 ∈ R𝑛, 𝑢 ∈ R, 𝑦 ∈ R,𝜍(𝑡) indicate the state, control, output, and initial condition,
respectively, and 𝑓(⋅), 𝑔(⋅) are nonlinear smooth functions.
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For the homeomorphism mapping, both 𝑥 = 𝐻(𝜉) and 𝜉 =𝐻−1(𝑥) exist, and specially, 𝑦 − 𝑦𝑑 = 𝐻(𝜉 − 𝜉𝑑) hold.
The adaptive controller in the form

𝑢 (𝑡) = 𝛼 (𝑥 (𝑡) , 𝜃̂ (𝑡))
̇̂𝜃 (𝑡) = 𝛽 (𝑥 (𝑡) , 𝜃̂ (𝑡)) (5)

and the output of system (4) 𝑦(𝑡) track the 𝑦𝑑(𝑡).
If controller (5) is designed based on system (4), then put

the controller into system (1); the states 𝜉 are constraint where𝜉 ∈ (𝑎1 𝑎1)× (𝑎2 𝑎2)× ⋅ ⋅ ⋅ × (𝑎𝑛 𝑎𝑛), because the states 𝜉 and𝑥 satisfy the of the homeomorphism mapping relation (3).

Remark �. There are lots of researches about constraint con-
trol [15, 38, 39], which employ the barrier Lyapunov functions
to realize constraints. The controller design is relatively com-
plicated because of the complexity of derivation of barrier
Lyapunov functions. The homeomorphism mapping skill is
easy to achieve, as the mapping is used for transformation
of states, which is independent for the controller design.
After that, a new model emerged, then based on the new
model, all control methods can be used, such as sliding model
control [40], adaptive control [26, 41], and especially neural
networks control which applied without model information.
Such homeomorphism mapping is easy to choose as

𝜉 = 2𝑎𝜋 arctan (𝑥) ,
𝜉 = 𝑏 tanh (𝑥) ,
𝜉 = sgn (𝑥) 𝑐 (1 − 𝑒−𝑥2)1/2

(6)

which satisfy 𝑥 ∈ R and |𝜉| < 𝑎, 𝑏, 𝑐, respectively.
A continuous nonaffine pure-feedback nonlinear system

can be described as follows:

𝜉̇𝑖 = 𝜑𝑖 (𝜉𝑖+1) , 1 ≤ 𝑖 ≤ 𝑛 − 1
𝜉̇𝑛 = 𝜑𝑛 (𝜉𝑛, 𝑢)
𝜁 = 𝜉1

(7)

where 𝜉 = (𝜉1 𝜉2 ⋅ ⋅ ⋅ 𝜉𝑛)𝑇 ∈ R𝑛, 𝑢 ∈ R, 𝜁 ∈ R,𝜑(𝑡) indicate the state, control, output, and initial condition,
respectively, and 𝜉𝑖 = [𝜉1, 𝜉2, . . . , 𝜉𝑖]𝑇 ∈ R𝑖, 𝜑𝑖(⋅) are smooth
nonlinear functions.

Assumption �. The nonlinear function 𝜑 in system (1) is as
follows:

𝜕𝜑𝑖𝜕𝜉𝑖+1 ̸= 0,
𝜕𝜑𝑛𝜕𝑢 ̸= 0

(8)

when 1 ≤ 𝑖 ≤ 𝑛 − 1.

Based on homeomorphism mapping (7), nonlinear pure-
feedback nonaffine system can be described as follows:

𝑥̇𝑖 = 𝑓𝑖 (𝑥𝑖+1) , 1 ≤ 𝑖 ≤ 𝑛 − 1
𝑥̇𝑛 = 𝑓𝑛 (𝑥𝑛, 𝑢)
𝑦 = 𝑥1

(9)

where 𝑥𝑖 = [𝑥1, 𝑥2, . . . , 𝑥𝑖]𝑇 ∈ R𝑖, 𝑥 = (𝑥1 𝑥2 ⋅ ⋅ ⋅ 𝑥𝑛)𝑇 ∈
R𝑛, 𝑢 ∈ R,𝑦 ∈ R, and 𝜑(𝑡) indicate the state, control, output,
and initial condition, respectively, and 𝑓𝑖(⋅) are nonlinear
smooth functions.

Assumption �. Nonlinear function 𝑓𝑖 in system (9) is as
follows:

𝜕𝑓𝑖𝜕𝑥𝑖+1 ̸= 0,
𝜕𝑓𝑛𝜕𝑢 ̸= 0

(10)

when 1 ≤ 𝑖 ≤ 𝑛 − 1.
Notation. Throughout this paper, 𝑊 ∈ R𝑚×𝑛 represents the
matrix, 𝑊 = [𝑤𝑖𝑗]𝑚×𝑛, rational number 𝜂, and matrix, matrix

𝑊𝜂 denote element-by-element powers,𝑊𝜂 = [𝑤𝜂𝑖𝑗]𝑚×𝑛, 𝑊̃𝜂𝑇
denote the transposition ofmatrix𝑊𝜂, such as 𝑊̃𝜂𝑇 = (𝑊̃𝜂)𝑇.𝑊∗, 𝑊̂, 𝑊̃ indicate ideal weight, estimatedweight, and error
between ideal and estimated weight.

In brief, the following radial basis function (RBF) NN is
used to approximate the continuous function 𝐹(𝑥) : R𝑛 󳨀→
R over a compact set

𝐹𝑁𝑁 (𝑥,𝑊) = 𝑊𝑇Ψ (𝑥) (11)

where input 𝑥 ∈ Ω ⊂ R𝑛, weight vector 𝑊 =[𝑤1 ⋅ ⋅ ⋅ 𝑤𝑙]𝑇 ∈ R𝑙, and node vector Ψ(𝑥) =[𝜓1(𝑥) ⋅ ⋅ ⋅ 𝜓𝑙(𝑥)]𝑇, with the element 𝜓𝑖(𝑥) being chosen as
the commonly used Gaussian function as below

𝜓𝑖 (𝑥) = exp[− (𝑥 − 𝜇𝑖)𝑇 (𝑥 − 𝜇𝑖)𝜂2𝑖 ] , 𝑖 = 1, 2, . . . , 𝑙. (12)

where 𝜇𝑖 = [𝜇𝑖1 ⋅ ⋅ ⋅ 𝜇𝑖𝑛]𝑇, the center of the receptive field,
and 𝜂𝑖 is the width of the Gaussian function.

It has been proven that RBF NN can approximate any
continuous function over a compact set Ω𝑥 ⊂ R𝑛 as

𝐹 (𝑥) = 𝑊∗𝑇Ψ (𝑥) + 𝜀 (𝑥) (13)

where 𝑊∗ is the ideal NN weight and 𝜀(𝑥) is the NN
approximation error.

𝑊∗ = arg min
𝑊∈R𝑙

{sup 󵄨󵄨󵄨󵄨󵄨𝐹 (𝑥) − 𝑊𝑇Ψ (𝑥)󵄨󵄨󵄨󵄨󵄨} (14)

Definition 
. Consider system 𝑥̇ = 𝑓(𝑥, 𝑢), where 𝑥 is a state
vector and 𝑢 is the input vector.The solution is practical finite
stable (PFS) if for all 𝑥(𝑡0) = 𝑥0, there exist 𝜀 > 0 and𝑇(𝜀, 𝑥0) < ∞, such that ‖𝑥‖ < 𝜀, for all 𝑡 ≥ 𝑡0 + 𝑇.
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Lemma 5. Consider system 𝑥̇ = 𝑓(𝑥, 𝑢); suppose that there
exist continuous function 𝑉(𝑥) and scalars 𝜆 > 0, 0 < 𝛼 < 1,
and 0 < 𝜂 < ∞ such that

𝑉̇ (𝑥) ≤ −𝜆𝑉𝛼 (𝑥) + 𝜂 (15)

�en, the trajectory of system 𝑥̇ = 𝑓(𝑥, 𝑢) is PFS.
Proof. There exists a scalar 0 < 𝜃 ≤ 1 such that inequality (15)
can be expressed as

𝑉̇ (𝑥) ≤ −𝜃𝜆𝑉𝛼 (𝑥) − (1 − 𝜃) 𝜆𝑉𝛼 (𝑥) + 𝜂 (16)

Clearly, 𝑉̇(𝑥) ≤ −𝜃𝜆𝑉𝛼(𝑥) if 𝑉𝛼(𝑥) > 𝜂/𝜆(1 − 𝜃). According
to Lemma 5, the decrease of 𝑉(𝑥) in finite time drives the
trajectories of the closed-loop system into 𝑉𝛼(𝑥) ≤ 𝜂/𝜆(1 −𝜃). Therefore, the trajectories of the closed-loop system are
bounded in finite time as

lim
𝜃󳨀→𝜃0

𝑥 ∈ (𝑉𝛼 (𝑥) ≤ 𝜂𝜆 (1 − 𝜃)) (17)

where 0 < 𝜃0 < 1. And the time needed to reach (17) is
bounded as

𝑇 ≤ 𝑉1−𝛼 (𝑥0)𝜆𝜃0 (1 − 𝛼) (18)

where 𝑉(𝑥0) is the initial value of 𝑉(𝑥).
Lemma 6 ([42], Young’s inequality). For any constant 𝑎, 𝑏 ∈
R, the following inequality holds:

𝑎𝑏 ≤ 1𝑝𝑎𝑝 + 1𝑞𝑏𝑞 (19)

where 𝑝 > 1, 𝑞 > 1, and 1/𝑝 + 1/𝑞 = 1.
Remark �. Based on Young’s inequality, then the following
inequalities hold:

𝑧𝜀 ≤ 34𝑧4/3 + 14𝜀4 (20)

−𝑊̃𝑇𝑊̂1/3 ≤ −12𝑊̃2/3
𝑇𝑊̃2/3 + 𝑊∗2/3𝑇𝑊∗2/3 (21)

There are two key inequalities in adaptive neural networks
finite time control.

3. Control Design and Stability Analysis

Consider system (9), using the coordinate transform as

𝑧1 = 𝑥1 − 𝑦𝑑
𝑧𝑖 = 𝑥𝑖 − 𝛼𝑖−1, 𝑖 = 2, 3, . . . , 𝑛

𝑧𝑛+1 = 𝑢 − 𝛼𝑛
(22)

where 𝛼𝑖 is the virtual control and the ideal virtual control are
𝛼∗1 = −𝑘1𝑧1/31 + 𝑥2 − 𝑓1 + 𝑦̇𝑑
𝛼∗𝑖 = −𝑧𝑖−1 − 𝑘𝑖𝑧1/3𝑖 + 𝑥𝑖+1 − 𝑓𝑖 + 𝛼̇∗𝑖−1 2 ≤ 𝑖 ≤ 𝑛 − 1
𝛼∗𝑛 = −𝑧𝑛−1 − 𝑘𝑛𝑧1/3𝑛 + 𝑢 − 𝑓𝑛 + 𝛼̇∗𝑛−1

(23)

In the first step, consider system

𝑧1 = 𝑥1 − 𝑦𝑑 (24)

Then it has

𝑧̇1 = 𝑓1 (𝑥2) − 𝑦̇𝑑 (25)

Based on ideal virtual control law (23), choose the NN to
approximate the nonlinear system 𝑓1, 𝑥2 ∈ Ω1 ⊂ R2, andΩ1 is compact set

𝑓1 (𝑥2) − 𝑦̇𝑑 = 𝑊𝑇∗1 Ψ1 (𝑥2) + 𝜀1 (26)

Therefore

𝑧̇1 = 𝑊∗𝑇1 Ψ1 (𝑥2) + 𝜀1 (27)

Choose the practical virtual control law

𝛼1 = −𝑘1𝑧1/31 + 𝑥2 − 𝑊̂𝑇1Ψ1 (𝑥2) (28)

Choose the adaptive law

̇̂𝑊1 = Γ1 [𝑧1Ψ1 (𝑥2 (𝑡)) − 𝜎1𝑊̂1/31 ] (29)

where Γ1 = Γ𝑇1 > 0 and 𝜎1 > 0 is positive constant design
parameters.

Then based on (27) and (28)

𝑧̇1 = 𝑊∗𝑇1 Ψ1 (𝑥2) + 𝜀1 − 𝑘1𝑧1/31 + 𝑥2 − 𝛼1
− 𝑊̂𝑇1Ψ1 (𝑥2)

(30)

let

𝑧2 = 𝑥2 − 𝛼1 (31)

therefore

𝑧̇1 = −𝑊̃𝑇1Ψ1 (𝑥2) − 𝑘1𝑧1/31 + 𝑧2 + 𝜀1 (32)

where

𝑊̃1 = 𝑊̂1 − 𝑊∗1 (33)

Choose Lyapunov candidate function

𝑉1 = 12𝑧21 + 12𝑊̃T
1 Γ−11 𝑊̃1 (34)

then

𝑉̇1 = 𝑧1𝑧̇1 + 𝑊̃T
1 Γ−11 ̇̃𝑊1

= −𝑘1𝑧4/31 + 𝑧1𝑧2 + 𝑧1𝜀1 − 𝜎1𝑊̃T
1 𝑊̂1/31

(35)

Based on inequalities from Lemma 6 and Remark 7, the
following hold:

𝑧1𝜀1 ≤ 34𝑧4/31 + 14𝜀41 (36)
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and

−𝜎1𝑊̃𝑇1 𝑊̂1/31 ≤ −𝜎12 𝑊̃(2/3)T1 𝑊̃2/31 + 𝜎1𝑊∗1 (2/3)T𝑊∗1 2/3 (37)

Then based on (35), it gives

𝑉̇1 = −(𝑘1 − 34) 𝑧4/31 + 𝑧1𝑧2 − 𝜎12 𝑊̃(2/3)T1 𝑊̃2/31 + 14𝜀41
+ 𝜎1𝑊∗1 (2/3)T𝑊∗1 2/3

(38)

then it has

𝑉̇1 ≤ 𝑧1𝑧2 − 𝜂1 (12𝑧21)
2/3 − 𝜂1 (12𝑊̃T

1 Γ−11 𝑊̃1)2/3

+ 14𝜀41 + 𝜎1𝑊∗1 (2/3)T𝑊∗1 2/3
≤ 𝑧1𝑧2 − 𝜂1𝑉2/31 + 𝛿1

(39)

where

𝜂1 = min(41/3 (𝑘1 − 34) , 𝜎1
21/3 (𝜆max (Γ1))2/3)

𝛿1 = 14𝜀41 + 𝜎1𝑊∗1 (2/3)T𝑊∗1 2/3
(40)

The 𝑖th step 2 ≤ 𝑖 ≤ 𝑛 − 1
𝑧𝑖 = 𝑥𝑖 − 𝛼𝑖−1 (41)

Choose the virtual control law (23), choose the NN to
approximate the nonlinear system 𝑓𝑖(𝑥𝑖+1)− 𝛼̇𝑖−1, 𝑥𝑖+1 ∈ Ω𝑖 ⊂
R𝑖+1, and Ω𝑖 is compact set

𝑓𝑖 (𝑥𝑖+1 (𝑡)) − 𝛼̇𝑖−1 = 𝑊∗𝑇𝑖 Ψ𝑖 (𝑥𝑖+1) + 𝜀𝑖 (42)

where

𝛼̇𝑖−1 = 𝑖∑
𝑗=1

𝜕𝛼𝑖−1𝜕𝑥𝑗 𝑥̇𝑗 + 𝑖−1∑
𝑗=1

𝜕𝛼𝑖−1
𝜕𝑊̂𝑇𝑗

̇̂𝑊𝑇𝑗 + 𝑦(𝑖)𝑑 (43)

Based on the system,

𝑧̇𝑖 = 𝑊∗𝑇𝑖 Ψ𝑖 (𝑥𝑖+1) + 𝜀𝑖 (44)

Choose the practical virtual control law

𝛼𝑖 = −𝑧𝑖−1 − 𝑘𝑖𝑧1/3𝑖 + 𝑥𝑖+1 − 𝑊̂𝑇𝑖 Ψ𝑖 (𝑥𝑖+1) (45)

Choose the adaptive law

̇̂𝑊𝑖 = Γ𝑖 [𝑧𝑖Ψ𝑖 (𝑥𝑖+1) − 𝜎𝑖𝑊̂1/3𝑖 ] (46)

where Γ𝑖 = Γ𝑇𝑖 > 0 and 𝜎𝑖 > 0 is positive constant design
parameters. Then

𝑧̇𝑖 = −𝑊̃𝑖Ψ𝑖 (𝑥𝑖+1) − 𝑧𝑖−1 − 𝑘𝑖𝑧1/3𝑖 + 𝑧𝑖+1 + 𝜀𝑖 (47)

where

𝑊̃𝑖 = 𝑊̂𝑖 − 𝑊∗𝑖 (48)

Choose Lyapunov candidate function

𝑉𝑖 = 12𝑧2𝑖 + 12𝑊̃T
𝑖 Γ−1𝑖 𝑊̃𝑖 (49)

then

𝑉̇𝑖 = 𝑧𝑖𝑧̇𝑖 + 𝑊̃𝑖Γ−1𝑖 ̇̃𝑊T
𝑖

= −𝑧𝑖−1𝑧𝑖 − 𝑘𝑖𝑧4/3𝑖 + 𝑧𝑖𝑧𝑖+1 + 𝑧𝑖𝜀𝑖 − 𝜎𝑖𝑊̃T
𝑖 𝑊̂1/3𝑖

(50)

Based on Lemma 6 and Remark 7, the following inequalities
hold:

𝑧𝑖𝜀𝑖 ≤ 34𝑧4/3𝑖 + 14𝜀4𝑖 (51)

and

−𝜎𝑖𝑊̃T
𝑖 𝑊̂1/3𝑖 ≤ −𝜎𝑖2 𝑊̃(2/3)T𝑖 𝑊̃2/3𝑖 + 𝜎𝑖𝑊∗𝑖 (2/3)T𝑊∗𝑖 2/3 (52)

Then based on (49), it yields

𝑉̇𝑖 = 𝑧𝑖𝑧̇𝑖 + 𝑊̃T
𝑖 Γ−1𝑖 ̇̃𝑊𝑖

= −𝑧𝑖−1𝑧𝑖 − (𝑘𝑖 − 34) 𝑧4/3𝑖 + 𝑧𝑖𝑧𝑖+1
− 𝜎𝑖2 𝑊̃(2/3)T𝑖 𝑊̃2/3𝑖 + 14𝜀4𝑖 + 𝜎𝑖𝑊∗𝑖 (2/3)T𝑊∗𝑖 2/3

(53)

And

𝑉̇𝑖 ≤ −𝑧𝑖−1𝑧𝑖 + 𝑧𝑖𝑧𝑖+1 − 𝜂𝑖 (12𝑧2𝑖 )
2/3

− 𝜂𝑖 (12𝑊̃T
𝑖 Γ−1𝑖 𝑊̃𝑖)2/3 + 14𝜀4𝑖

+ 𝜎𝑖𝑊∗𝑖 (2/3)T𝑊∗𝑖 2/3
≤ −𝑧𝑖−1𝑧𝑖 + 𝑧𝑖𝑧𝑖+1 − 𝜂𝑖𝑉2/3𝑖 + 𝛿𝑖

(54)

where

𝜂𝑖 = min(41/3 (𝑘𝑖 − 34) , 𝜎𝑖
21/3 (𝜆max (Γ𝑖))2/3)

𝛿𝑖 = 14𝜀4𝑖 + 𝜎𝑖𝑊∗𝑖 (2/3)T𝑊∗𝑖 2/3
(55)

The 𝑛th step is the most important step. Based on the system

𝑧𝑛 = 𝑥𝑛 − 𝛼𝑛−1 (56)

Choose the NN to approximate the nonlinear system𝑓𝑛(𝑥𝑛, 𝑢) − 𝛼̇𝑛−1, 𝑥𝑇𝑛+1 ≜ [𝑥𝑇𝑛 𝑢] ∈ Ω𝑛 ⊂ R𝑛+1, and Ω𝑛 is
compact set

𝑓𝑛 (𝑥𝑛, 𝑢) − 𝛼̇𝑛−1 = 𝑊∗𝑇𝑛 Ψ𝑛 (𝑥𝑛+1) + 𝜀𝑛 (57)
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where

𝛼̇𝑛−1 = 𝑛∑
𝑗=1

𝜕𝛼𝑛−1𝜕𝑥𝑗 𝑥̇𝑗 + 𝑛−1∑
𝑗=1

𝜕𝛼𝑛−1
𝜕𝑊̂𝑇𝑗

̇̂𝑊𝑇𝑗 (58)

Based on system

𝑧̇𝑛 = 𝑊∗𝑇𝑛 Ψ𝑛 (𝑥𝑛+1) + 𝜀𝑛 (59)

Choose practical virtual control law

𝛼𝑛 = −𝑧𝑛−1 − 𝑘𝑛𝑧1/3𝑛 + 𝑢 − 𝑊̂𝑇𝑛Ψ𝑛 (𝑥𝑛+1) (60)

Choose adaptive law

̇̂𝑊𝑛 = Γ𝑛 [𝑧𝑛Ψ𝑇𝑛 (𝑥𝑛+1) − 𝜎𝑛𝑊̂1/3𝑛 ] (61)

where Γ𝑛 = Γ𝑇𝑛 > 0 and 𝜎𝑛 > 0 are positive constant design
parameters, then

𝑧̇𝑛 = −𝑊̃𝑇𝑛Ψ𝑛 (𝑥𝑛 (𝑡)) − 𝑧𝑛−1 − 𝑘𝑛𝑧1/3𝑛 + 𝑧𝑛+1 + 𝜀𝑛 (62)

where

𝑊̃𝑛 = 𝑊̂𝑛 − 𝑊∗𝑛 (63)

From the inequality

−𝜎𝑛𝑊̃𝑇𝑛𝑊̂1/3𝑛 ≤ −𝜎𝑛2 𝑊̃𝑛2/3𝑇𝑊̃𝑛2/3 + 𝜎𝑛𝑊∗𝑛 2/3𝑇𝑊∗𝑛 2/3 (64)

choose Lyapunov candidate function

𝑉𝑛 = 12𝑧2𝑛 + 12𝑊̃𝑛Γ−1𝑛 𝑊̃T
𝑛 (65)

Then

𝑉̇𝑛 = 𝑧𝑛𝑧̇𝑛 + 𝑊̃𝑛Γ−1𝑛 ̇̃𝑊T
𝑛

= −𝑧𝑛−1𝑧𝑛 − 𝑘𝑛𝑧4/3𝑛 + 𝑧𝑛𝑧𝑛+1 + 𝑧𝑛𝜀𝑛 − 𝜎𝑛𝑊̃T
𝑛𝑊̂1/3𝑛

(66)

Based on the lemma, the following inequalities hold:

𝑧𝑛𝜀𝑛 ≤ 34𝑧4/3𝑛 + 14𝜀4𝑛 (67)

and

−𝜎𝑛𝑊̃T
𝑛𝑊̂1/3𝑛 ≤ −𝜎𝑛2 𝑊̃(2/3)T𝑛 𝑊̃2/3𝑛 + 𝜎𝑛𝑊∗𝑛 (2/3)T𝑊∗𝑛 2/3 (68)

Then, it gives

𝑉̇𝑛 ≤ −𝑧𝑛−1𝑧𝑛 − (𝑘𝑛 − 34) 𝑧4/3𝑛 + 𝑧𝑛𝑧𝑛+1
− 𝜎𝑛2 𝑊̃(2/3)T𝑛 𝑊̃2/3𝑛 + 14𝜀4𝑛 + 𝜎𝑛𝑊∗𝑛 (2/3)T𝑊∗𝑛 2/3

(69)

then

𝑉̇𝑛 ≤ −𝑧𝑛−1𝑧𝑛 + 𝑧𝑛𝑧𝑛+1 − 𝜂𝑛 (12𝑧2𝑛)
2/3

− 𝜂𝑛 (12𝑊̃T
𝑛Γ−1𝑛 𝑊̃𝑛)2/3 + 𝛿𝑛

≤ −𝑧𝑛−1𝑧𝑛 + 𝑧𝑛𝑧𝑛+1 − 𝜂𝑛𝑉2/3𝑛 + 𝛿𝑛
(70)

where

𝜂𝑛 = min(41/3 (𝑘𝑛 − 34) , 𝜎𝑛
21/3 (𝜆max (Γ𝑛))2/3)

𝛿𝑛 = 14𝜀4𝑛 + 𝜎𝑛𝑊∗𝑛 (2/3)T𝑊∗𝑛 2/3
(71)

The 𝑛 + 1th step is the most important step.

𝑧𝑛+1 = 𝑢 − 𝛼𝑛 (72)

Based on system

𝑧̇𝑛+1 = V − 𝛼̇𝑛 (73)

Choose the NN to approximate the nonlinear system−𝛼̇𝑛(𝑥𝑛+1), 𝑥𝑇𝑛+1 = [𝑥𝑇𝑛 𝑢] ∈ Ω𝑛+1 ⊂ R𝑛+1, and Ω𝑛+1 is
compact set

−𝛼̇𝑛 = 𝑊∗𝑇𝑛+1Ψ𝑛+1 (𝑥𝑛+1) + 𝜀𝑛+1 (74)

where

𝛼̇𝑛 = 𝑛∑
𝑗=1

𝜕𝛼𝑛𝜕𝑥𝑗 𝑥̇𝑗 +
𝑛∑
𝑗=1

𝜕𝛼𝑛
𝜕𝑊̂𝑇𝑗

̇̂𝑊𝑇𝑗 + 𝑦(𝑛+1)𝑑 (75)

Based on system

𝑧̇𝑛+1 = V + 𝑊∗𝑇𝑛+1Ψ𝑛+1 (𝑥𝑛+1 (𝑡)) + 𝜀𝑛+1 (76)

Choose adaptive law

̇̂𝑊𝑛+1 = Γ𝑛+1 [𝑧𝑛+1Ψ𝑛+1 (𝑥𝑛+1) − 𝜎𝑛+1𝑊̂1/3𝑛+1] (77)

where Γ𝑛+1 = Γ𝑇𝑛+1 > 0 and 𝜎𝑛+1 > 0 are positive constant
design parameters.

V = −𝑧𝑛 − 𝑘𝑛+1𝑧1/3𝑛+1 − 𝑊̂𝑇𝑛+1Ψ𝑛+1 (𝑥𝑛+1 (𝑡)) (78)

then

𝑧̇𝑛+1 = −𝑧𝑛 − 𝑘𝑛+1𝑧1/3𝑛+1 − 𝑊̃𝑇𝑛+1Ψ𝑛+1 (𝑥𝑛+1) + 𝜀𝑛+1 (79)

where

𝑊̃𝑛+1 = 𝑊̂𝑛+1 − 𝑊∗𝑛+1 (80)

Choose Lyapunov candidate function

𝑉𝑛+1 = 12𝑧2𝑛+1 + 12𝑊̃𝑛+1Γ−1𝑛+1𝑊̃T
𝑛+1 (81)
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then

𝑉̇𝑛+1 = 𝑧𝑛+1𝑧̇𝑛+1 + 𝑊̃𝑛+1Γ−1𝑛+1 ̇̃𝑊T
𝑛+1

= −𝑧𝑛𝑧𝑛+1 − 𝑘𝑛+1𝑧4/3𝑛+1 + 𝑧𝑛+1𝜀𝑛+1
− 𝜎𝑛+1𝑊̃T

𝑛+1𝑊̂1/3𝑛+1
(82)

From the inequality

−𝜎𝑛+1𝑊̃𝑇𝑛+1𝑊̂1/3𝑛+1 ≤ −𝜎𝑛+12 𝑊̃𝑛+12/3𝑇𝑊̃𝑛+12/3

+ 𝜎𝑛+1𝑊∗𝑛+12/3𝑇𝑊∗𝑛+12/3
(83)

and

𝑧𝑛+1𝜀𝑛+1 ≤ 34𝑧4/3𝑛+1 + 14𝜀4𝑛+1 (84)

we have

𝑉̇𝑛+1 ≤ −𝑧𝑛𝑧𝑛+1 − (𝑘𝑛+1 − 34) 𝑧4/3𝑛+1
− 𝜎𝑛+12 𝑊̃𝑛+12/3𝑇𝑊̃𝑛+12/3 + 14𝜀4𝑛+1
+ 𝜎𝑛+1𝑊∗𝑛+12/3𝑇𝑊∗𝑛+12/3

(85)

Then

𝑉̇𝑛+1 ≤ −𝑧𝑛𝑧𝑛+1 − 𝜂𝑛+1 (12𝑧2𝑛+1)
2/3

− 𝜂𝑛+1 (12𝑊̃T
𝑛+1Γ−1𝑛+1𝑊̃𝑛+1)2/3 + 𝛿𝑛+1

≤ −𝑧𝑛𝑧𝑛+1 − 𝜂𝑛+1𝑉2/3𝑛+1 + 𝛿𝑛+1
(86)

where

𝜂𝑛+1
= min(41/3 (𝑘𝑛+1 − 34) , 𝜎𝑛+1

21/3 (𝜆𝑚𝑎𝑥 (Γ𝑛+1))2/3)
𝛿𝑛+1 = 14𝜀4𝑛+1 + 𝜎𝑛+1𝑊∗𝑛+1(2/3)T𝑊∗𝑛+12/3

(87)

Choose Lyapunov candidate functions

𝑉 = 𝑛+1∑
𝑖=1

𝑉𝑖 (88)

then based on (39), (54), (70), and (86), it has

𝑉̇ ≤ −𝜂𝑉2/3 + 𝛿 (89)

where

𝜂 = min (𝜂𝑖) , 𝑖 = 1, 2, 3, . . . , 𝑛 + 1
𝛿 = 𝑛+1∑
𝑖=1

𝛿𝑖 (90)

Theorem 8. Under Assumptions � and � and Lemmas � and
�, consider nonlinear system (
) for which the model dynamics
is approximated by neural networks (��), (
�), (��), and (�
),
the control law (��) with the virtual control (��), (
�), and (��),
and adaptive laws (�
), (
�), (��), and (��), then the following
statements hold:

(1) All the signals of the closed-loop system, including𝑥𝑖, 𝛼𝑖, 𝑊̂𝑖, remain bounded all the time.
(2) �e closed-loop signal 𝑧 = [𝑧1 𝑧2 ⋅ ⋅ ⋅ 𝑧𝑛+1]𝑇 ∈ R𝑛+1

converges to a compact set defined by

Ω𝑠 = {z | ‖z‖2 ≤ 𝛿𝜂} (91)

in finite time, where 𝛿, 𝜂 are constants related to the
design parameters.

(3) �e finite time 𝑇 is given by

𝑇 ≤ 3𝑉1/3 (𝑥0)𝜂𝜃0 (92)

where 𝜂, 𝜃0 are constants related to the design param-
eters and 𝑉(𝑥0) is constant related to Lyapunov candi-
date functional.

Proof. Considering Lyapunov function candidate (88) and
(89), then 𝑉 is bounded in finite time. Therefore, it can
conclude that, for all 1 ≤ 𝑖 ≤ 𝑛+ 1, the error signals 𝑧𝑖, 𝑊̃𝑖 are
PFS.

4. Simulation Examples

In this section, simulation examples show the validity and
feasibility of the proposed NNs adaptive control design
approach.


.�. Mathematical Example. Consider the following dynamic
system:

𝑥̇1 = 0.5 sin (𝑥1) − 𝑥1 + sin (𝑥2) + 𝑥2 + 5 sin (𝑡)
+ 5 cos (𝑡)

𝑥̇2 = − sin (𝑥2) − 2𝑥2 + 𝑥2𝑢 + 𝑢 + sin (𝑢)
𝑦 = 𝑥1

(93)

where 𝑥 = [𝑥1 𝑥2]𝑇, 𝑢, 𝑦, and 𝑦𝑑 = 5 sin(𝑡) is state,
control input, control output, and ideal output, respectively.
The control objective of the proposed design method is to
make the system output 𝑦 follow the desired reference signal𝑦𝑑 = 5 sin(𝑡). Select the controller 𝑢̇ and virtual control 𝛼1, 𝛼2
as follows:

𝑢̇ = −𝑧2 − 𝑘3𝑧1/33 − 𝑊̂𝑇3Ψ3 (𝑥2, 𝑢) (94)

𝛼1 = −𝑘1𝑧1/31 + 𝑥2 − 𝑊̂𝑇1Ψ1 (𝑥2) (95)

𝛼2 = −𝑧1 − 𝑘2𝑧1/32 + 𝑢 − 𝑊̂𝑇2Ψ2 (𝑥2, 𝑢) (96)
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Figure 1: Trajectories of 𝑦, 𝑦𝑑.
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Figure 2: Trajectory of control input 𝑢.

The weight of NNs is updated by

̇̂𝑊𝑖 = Γ𝑖 [𝑧𝑖Ψ𝑖 (𝑥𝑖+1) − 𝜎𝑖𝑊̂1/3𝑖 ] , 𝑖 = 1, 2, 3 (97)

with 𝑧1 = 𝑥1 − 𝑦𝑑, 𝑧2 = 𝑥2 − 𝛼1, and 𝑧3 = 𝑢 − 𝛼2; the
initialization of the variables is selected by 𝑥1(0) = 4, 𝑥2(0) =4, and 𝑢(0) = 4.

Applying finite time NNs control method, the simulation
results are shown by Figures 1–5. Figure 1 shows the trajectory
of output and desired reference trajectory. Figure 2 shows the
trajectory of controller. Figures 3 and 4 show the trajectory of
NNs and function which approximated by NNs. Compared
with [3], the method in this paper is more generally used,
and both output and weight of NNs are convergence in finite
time.
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Figure 3: Trajectories of 𝑓1, 𝑁𝑁1.
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Figure 4: Trajectories of 𝑓2 − 𝛼̇1, 𝑁𝑁2.


.�. Plate-Ball Example. Consider a Plate-Ball model [43] in
form of

(𝑚 + 𝐼𝑏𝑟2
𝑏

) 𝜉̈𝑥 + 𝑚𝑔𝑢𝑥 + 𝑓𝑥 = 0
(𝑚 + 𝐼𝑏𝑟2𝑏 ) 𝜉̈𝑦 + 𝑚𝑔𝑢𝑦 + 𝑓𝑦 = 0

(98)

where 𝑚 is ball mass, 𝐼𝑏 is ball moment of inertia, 𝑟𝑏 is
ball radius, 𝑢𝑥, 𝑢𝑦 are plate inclination angle in the 𝑥 or 𝑦
direction, 𝑓𝑥, 𝑓𝑦 are contain the centrifugal torque resulting
from rotation and other modelling error, and 𝑦𝑥𝑑, 𝑦𝑦𝑑 are
ideal trajectory of 𝜉𝑥, 𝜉𝑦.
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Figure 6: Trajectories of 𝜉𝑥 and sinusoidal signal.

Based on homeomorphism mapping technique, choose

𝜉𝑥 − 𝑦𝑥𝑑 = 𝑟𝑥 tanh (𝑥) (99)

then 𝑥 is new state variable, and therefore |𝜉𝑥 − 𝑦𝑥𝑑| ≤ 𝑟𝑥 all
the time. About new state variable, we have

𝜉̇𝑥 = 𝑦̇𝑥𝑑 + 𝑟𝑥 (1 − tanh2 (𝑥)) 𝑥̇ (100)

and

𝜉̈𝑥 = 𝑦̈𝑥𝑑 − 2𝑟𝑥 tanh (𝑥) 𝑥̇2 + 𝑟𝑥 (1 − tanh2 (𝑥)) 𝑥̈ (101)
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Figure 7: Trajectories of 𝜉𝑦 and cosine signal.
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Figure 8: Trajectories of ball.

Let 𝑥1 = 𝑥, 𝑥2 = 𝑥̇, then the above equations can be changed
as

𝑥̇1 = 𝑥2
𝑥̇2
= 𝑓𝑥 − (𝑚 + 𝐼𝑏/𝑟2𝑏) 𝑦̈𝑥𝑑 + 2𝑟𝑥 (𝑚 + 𝐼𝑏/𝑟2𝑏) tanh (𝑥1) 𝑥22 − 𝑚𝑔𝑢𝑥

𝑟𝑥 (𝑚 + 𝐼𝑏/𝑟2𝑏) (1 − tanh2 (𝑥1))
(102)

then control 𝑢𝑥 can be designed by regular control method
based on Lyapunov theory, state variable 𝑥 is not restricted,
and 𝜉𝑥 is restricted by reference signal 𝑦𝑥𝑑 and bound 𝑟𝑥.

Choose 𝑓𝑥 as unknown function, reference signal as
sinusoidal signal, and NNs control. The simulation result can
be obtained by Figures 6 and 7 about 𝜉𝑦 with cosine signal as
reference signal. Figure 8 indicates trajectories of ball.
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5. Conclusions

For technique completeness, the neural networks enhanced
finite time constraint control framework for a class of
uncertain nonaffine pure-feedback nonlinear systems has
developed analysis/proof, design, algorithms, and computa-
tional experiments. For reference of neurocontrol, this study
attempts to strengthen neural network function to deal with
complex nonlinear uncertain system control with different
design constraints, which confirms again that the universal
approximation property of neural networks feasibly effec-
tively integrated with control system specifications. In line
with further expansion of the study, some issues have been
identified on the research card, such as how to design better
homeomorphism mapping to realize the constraint control,
how to extend the general order in finite time adaptive neural
networks control, and fast computation algorithms for online
computation.
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This paper presents a general steady-state analysis and proposes a minimal compensating voltage (MCV) control scheme for the
second generation of electric springs (ES-2) in the power system with substantial penetration of intermittent renewable energy
sources. For the steady-state analysis, the relationship among the fluctuating part of the supply voltage, the voltage at the point of
common-coupling (PCC), and the compensating voltage provided by ES-2 is derived, which implies that the phase angle related
to the PCC voltage can be used as a degree of freedom for the control design to obtain a minimal compensating voltage in a
given system. Such a fact is utilized in the control design to obtain the reference of PCC voltage by tuning the above-mentioned
phase angle. Once the phase angle of the PCC voltage is chosen, the maximal compensating voltage can be estimated based on the
fluctuating part of the supply voltage which can be estimated a priori. Such a fact can be used to design suitable electric springs
with appropriate compensating capacity to avoid overcapacity. Numerical simulations are conducted to verify the effectiveness of
the steady-state analysis and the proposed control scheme for ES-2.

1. Introduction

In recent years, due to the energy crisis and the increasingly
severe environmental issues, renewable energy sources are
attracting more and more attention. Nowadays, wind [1–3]
and solar energies are the two most widely used renewable
energy sources for distributed generation [4–6]. However,
due to the highly intermittent and unpredictable natures,
renewable energy power generation brings a series of chal-
lenges to the power grid. Imbalance between the power
supply and demand is one of the most prominent problems
[7], which will cause the fluctuations of frequencies and
voltages. Therefore, demand-side management has become a
significant topic in the smart gridwith intermittent renewable
energy sources [8, 9].

Electric spring (ES) was first introduced in 2012 as a
new generation of smart grid [10, 11] technology aiming to
automatically balance the power generation and load demand
without relying on the information and communication

technology [12]. Generally speaking, ESs can be mainly
divided into two categories. The first type called ES-1 works
as a purely reactive power compensator to regulate the
PCC voltage, while keeping the power consumption at the
load side to be consistent with the power generation in
real time. Examples of relevant research work on ES-1 are
as follows. Dynamic modeling of ES and the influence of
load ratios on compensation effects are described in [13].
Hardware and control implementation based on theoretical
analysis are illustrated in [14]. Droop control and consensus
control used to regulate the voltage by distributed ESs
in the future smart grid are introduced in [15] and [16],
respectively. However, just as a physical spring has limits for
tension and compression, ES-1 also has its own compensation
limits, exceeding which ES-1 will be invalidated. ES-2, which
can provide six more operating modes in addition to the
capacitive and inductive modes [17], can make up for these
shortcomings. The difference in the topological structure
between ES-1 and ES-2 is that the DC-link capacity in
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Figure 1: Simplified schematic of the power system with ES-2.

ES-1 is replaced by energy storage systems (such as batteries)
on the DC side of the inverter in ES-2, thus the voltage
phase angle of ES-2 is not restricted to be 90 degrees with
respect to its current. At present, some research results of
theoretical analysis and control schemes for ES-2 have been
obtained. Regulating voltage and improving power quality
(e.g., power factor correction and harmonics reduction) at
the same time by ES-2 are introduced in [18], which are not
possible with ES-1. In [19], a novel control strategy named
𝛿 control is proposed to obtain the instantaneous phase
of PCC voltage to achieve specific power factor correction
and constant power compensation. In [20], a radial-chordal
decomposition (RCD) approach for ES-2 to regulate the
PCC voltage is introduced, which can concurrently realize
power factor correction by independent control of active and
reactive powers.

However, these control strategies ignore the effect on ES-
2 its own output value while focusing on the compensation
functions. Note that it is meaningful to avoid overcapac-
ity in terms of cost reduction in practice, and for ES-2,
the relationship among the fluctuating part of the supply
voltage, the PCC voltage, and the voltage provided by ES-2
is significant for determining the compensation capacity of
electric springs. Therefore, in this paper, a general steady-
state analysis for ES-2 is carried out to algebraically derive
this relationship, which is depicted in a vector diagram. Based
on the vector diagram, the detailed impact on compensating
voltage caused by the fluctuating part of the supply voltage
and a specific phase angle related to the PCC voltage is
analyzed. Moreover, a control strategy to obtain the minimal
compensating voltage (MCV) is proposed, the effectiveness
of which is demonstrated by numerical simulations. These
constitute the main contributions of this paper.

The rest of this paper is organized as follows. In Section 2,
the operating principle of ES for the future smart grid is
described. Sections 3 and 4 analyze the steady-state based
on the vector diagram and propose a control scheme for
ES-2, respectively. Numerical simulations are presented in
Section 5 to verify the effectiveness of the analysis and the
control scheme. Section 6 draws the conclusions.

2. Operation Principles of Electric Springs

Figure 1 shows a simplified schematic of the power system
that is composed of an ES, noncritical loads, critical loads,

a fluctuating AC voltage source, and transmission lines. One
thing to note is that the noncritical loads can withstand a
wide range of voltage fluctuation, while the critical loads
are sensitive to voltage fluctuation. The ES shown in the red
dashed box of Figure 1 mainly consists of an energy storage
system (represented by batteries), a single-phase inverter [21–
26], and an LC filter as a second-order low-pass filter to
reduce the switching harmonics. The output of the ES is
connected to the noncritical load 𝑧𝑛𝑐 to form a smart load.
The critical load 𝑧𝑐 and the smart load connect to the supply
voltage source through the line impedance 𝑧1. The voltages
across the noncritical load and the filter capacitor 𝐶𝑓 are
represented as V𝑛𝑐 and V𝑒𝑠, respectively. 𝑖𝑛𝑐 denotes the current
flowing through the noncritical load. The supply voltage
source denoted by𝑢𝑠 in Figure 1 can be represented as follows:

𝑢𝑠 = 𝑢𝑓 + Δ𝑢, (1)

where 𝑢𝑓 represents the voltage corresponding to the power
generated by the power plant, which is stable and controllable,
while Δ𝑢 denotes the fluctuating part of the supply voltage
caused by intermittent renewable energy sources, which is
unstable and unpredictable. As the proportion of renewable
energy connected to the power grid increases, Δ𝑢 will
increase correspondingly. Due to the requirements of being
grid-connected, 𝑢𝑓 and Δ𝑢 will have the same frequency and
phase angle.

Because of the randomness of renewable energy, the
power delivered to the network is unstable. When exceeding
the demand, the PCC voltage will be over the rated value, vice
versa. For a change in Δ𝑢, ES will provide a corresponding
compensating voltage V𝑒𝑠 to keep the PCC voltage stable.
In this way, the power generation and load demand can be
balanced automatically, which is different from the existing
control paradigm that the power generation should follow
load demand.

Note that the ES-2 as shown in Figure 1 is equipped with
batteries on the DC side of the inverter.The phase angle of the
voltage provided by ES-2 is not limited to 90 degrees (lag or
lead) with respect to the phase angle of 𝑖𝑛𝑐. Therefore, active
power can be provided in addition to reactive power. And for
this reason, ES-2 has a larger compensation rang compared
to ES-1. Consequently, new control strategies are required
due to the structural change mentioned above, which will be
described in detail in Section 4.

3. Steady-State Analysis of Electric Springs for
Minimal Compensating Voltage

From Figure 1 and Kirchhoff ’s voltage and current laws, one
obtains

V𝑐 = V𝑒𝑠 + V𝑛𝑐, (2)

V𝑛𝑐 = 𝑧𝑛𝑐 ⋅ (𝑢𝑠 − V𝑐𝑧1 −
V𝑐
𝑧𝑐) , (3)

𝑧1 = 𝑅1 + 𝑗𝜔𝐿1, (4)

where𝑅1 and 𝐿1 are the equivalent resistance and inductance
of the transmission lines, respectively.
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Figure 2: General vector diagram of a power system.

Solving (1)–(3), one obtains

V𝑒𝑠 = 𝑧𝑠1 ⋅ 𝑢𝑓 + 𝑧𝑠1 ⋅ Δ𝑢 + 𝑧𝑠2 ⋅ V𝑐, (5)

𝑧𝑠1 = −𝑧𝑛𝑐𝑧1 , (6)

𝑧𝑠2 = 1 + 𝑧𝑛𝑐𝑧1 +
𝑧𝑛𝑐
𝑧𝑐 , (7)

where 𝑧𝑠1 and 𝑧𝑠2 are determined by the parameters of the
circuit elements which can be treated as constant values for a
given system.

Equation (5) can be represented in the phasor form as

𝑉𝑒𝑠∠𝜑𝑒𝑠 = 𝑍𝑠1𝑈𝑓∠𝜑𝑠 + 𝑍𝑠1Δ𝑈∠𝜑𝑠 + 𝑍𝑠2𝑉𝑐∠𝜑𝑐, (8)

𝜑𝑠 = 𝜑𝑠1 + 𝜑𝑠3, (9)

𝜑𝑐 = 𝜑𝑠2 + 𝜑𝑐1, (10)

Δ𝜑 = 𝜑𝑠 − 𝜑𝑐, (11)

𝑈𝑠 = 𝑈𝑓 + Δ𝑈, (12)

𝑉𝑒𝑠 = √(𝑍𝑠2𝑉𝑐 + 𝑍𝑠1𝑈𝑠 cosΔ𝜑)2 + (𝑍𝑠1𝑈𝑠 sinΔ𝜑)2, (13)

where 𝑍𝑠𝑖 and 𝜑𝑠𝑖 are the magnitude and the displacement
angle of 𝑧𝑠𝑖 (𝑖 = 1, 2), respectively. 𝑉𝑒𝑠, 𝑉𝑐, 𝑈𝑓, and Δ𝑈 are
the root-mean-square (RMS) values of V𝑒𝑠, V𝑐, 𝑢𝑓, and Δ𝑢,
respectively, and 𝜑𝑒𝑠, 𝜑𝑐1, and 𝜑𝑠3 are the phase angles of V𝑒𝑠,
V𝑐, and 𝑢𝑠, respectively. Δ𝜑 denotes the difference between
𝜑𝑠 and 𝜑𝑐, which is related to 𝜑𝑠3 and 𝜑𝑐1 due to the fact
that 𝜑𝑠1 and 𝜑𝑠2 are constants in a given system. The vector
diagram among V𝑒𝑠, 𝑧𝑠1𝑢𝑓, 𝑧𝑠1Δ𝑢, and 𝑧𝑠2V𝑐 is depicted in
Figure 2. Since the PCC voltage (i.e., V𝑐) is maintained at its
nominal reference level (e.g., 220 V), then 𝑍𝑠2𝑉𝑐 is a constant
as the circle 1 showed in Figure 2. Similarly, 𝑍𝑠1𝑈𝑓 on the
circle 2 represented by the solid line OA can be treated as a
constant as well. The fluctuating part of the source voltage
(Δ𝑈) multiplied by 𝑍𝑠1 is represented by the dashed line AB.
For a constant Δ𝜑, if𝑍𝑠1Δ𝑈 changes from point A to point B,
the compensating voltage V𝑒𝑠 will change from line OC to line
OD, correspondingly.
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Figure 3: Vector diagram of the power system. (a)Δ𝜑 = 0; (b) Δ𝜑 =
𝜋.

Table 1: Simulated test system parameters.

Item Value
line resistance 𝑅1 0.1Ω
line inductance 𝐿1 2.4mH
Critical load 𝑧𝑐 8Ω
Non-critical load 𝑧𝑛𝑐 8Ω
Predefined reference value 𝑉𝑐−𝑟𝑒𝑓 220 V
Base voltage 𝑈𝑓 210 V
∗Parameters come from [27]

From Figure 2, one sees that Δ𝑈, Δ𝜑 are the two essential
factors for V𝑒𝑠. Especially, if Δ𝜑 = 0, namely, 𝑧𝑠1𝑢𝑠 and 𝑧𝑠2V𝑐
have the same phase angle, a maximal 𝑉𝑒𝑠 will be obtained
as shown in Figure 3(a). In contrast, a minimal 𝑉𝑒𝑠 can be
obtained with Δ𝜑 = 𝜋 as shown in Figure 3(b).

To quantitatively show the influence ofΔ𝑈 andΔ𝜑 on𝑉𝑒𝑠,
the parameters in Table 1 are employed. A three-dimensional
representation among Δ𝑈, Δ𝜑, and 𝑉𝑒𝑠 is given in Figure 4,
where one sees that the minimal value of 𝑉𝑒𝑠 is obtained
at Δ𝜑 = 𝜋. Table 2 shows some representative values of
Δ𝑈, Δ𝜑 and the corresponding 𝑉𝑒𝑠 based on the parameters
in Table 1. One sees that 𝑉𝑒𝑠 is highly influenced by Δ𝜑.
For example, when Δ𝜑 changes from 𝜋 to 0, the variation
percentages of 𝑉𝑒𝑠 are up to 2177.64 for the cases Δ𝑈=0. All
the variation percentages shown in Table 2 are based on the
values obtained at Δ𝜑 = 𝜋, where positive values indicate
increment.
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Table 2: Quantitative comparisons for different Δ𝜑 and Δ𝑈.
Δ𝑈 = 0 Δ𝑈 = 30 V Δ𝑈 = 50 V

Δ𝜑 𝑉𝑒𝑠 (V) 𝑉𝑒𝑠 (V) 𝑉𝑒𝑠 (V)
0 4620.42 4935.96 5146.32

2177.64% 4280.51% 1493.10%
1
3𝜋

4002.69 4275.04 4459.77
1873.13% 3693.97% 1280.56%

1
2𝜋

3270.28 3491.16 3646.16
1512.09% 2998.30% 1028.70%

2
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1042.11% 2091.97% 701.24%

𝜋 202.86 112.68 323.04
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Figure 4:Three-dimensional relationships among Δ𝑈, Δ𝜑, and𝑉𝑒𝑠.

In conclusion, Δ𝜑 has a significant influence on 𝑉𝑒𝑠. In
other words, 𝑉𝑒𝑠 is so sensitive to the phase angle 𝜑𝑐1, which
implies that the phase angle of V𝑐−𝑟𝑒𝑓 should be carefully
selected when designing the proper control law for ES-2.
If an appropriate phase angle has been chosen, then 𝑉𝑒𝑠
is only determined by Δ𝑈. Since the proportion of the
intermittent renewable source injected to the power grid is
limited, Δ𝑈 will fluctuate within a certain range. Once Δ𝑈
can be estimated in advance, the required voltage 𝑉𝑒𝑠 can
also be estimated. This provides guidelines for designing
suitable ESs with appropriate compensating capabilities to
avoid overcapacity.

4. Control Design for ES-2

The aim of control design is to minimize the error between
the PCC voltage and its reference V𝑐−𝑟𝑒𝑓 by a minimal ES
voltage. In this paper, to show the effectiveness of the analysis
in the Section 3, a minimal compensating voltage (MCV)
based control strategy is proposed for ES-2 and a proportional
resonant (PR) controller is employed because of the charac-
teristic that PR control can track a sinusoidal signal with a
zero steady-state error.

Figure 5 shows the system block diagram, where the red
dotted box at the bottom of the figure shows how to obtain
the reference signal V𝑐−𝑟𝑒𝑓. As can be seen from the steady-
state analysis in Section 3, the magnitude of V𝑒𝑠 is related to
Δ𝜑 and Δ𝑈, so Δ𝜑 can be treated as a degree of freedom for
control design to obtain a minimal value of 𝑉𝑒𝑠. Since Δ𝜑 is
related to the phase angle of V𝑐 (see (9)–(11)), the key point

of the proposed control strategy is transformed to select an
appropriate phase angle of V𝑐−𝑟𝑒𝑓.The supply voltage signal 𝑢𝑠
is obtained by a sensor, and a single-phase lock loop (PLL) is
used to acquire its phase angle 𝜑𝑠3.Then 𝜑𝑐1 can be calculated
through (9)–(11) based on the circuit parameters and𝜑𝑠3. One
remark is that the value of arctan function belongs to the
interval (−𝜋/2, 𝜋/2), which is corresponding to the argument
of a complex number whose real part is positive. If the real
part of the complex number is negative, then one need to add
𝜋when calculating the argument of a complex number, where
care should be taken when calculating 𝜑𝑠1 and 𝜑𝑠2. Thus, the
complete reference signal can be obtained by combining the
magnitude 𝑉𝑐−𝑟𝑒𝑓 and the phase angle 𝜑𝑐1. The expression of
the PR controller used in this paper is as follows:

𝐺 (𝑠) = 𝐾𝑝 + 𝐾𝑅𝑠𝑠2 + 𝜔2 , (14)

where 𝜔 is the angular frequency of the grid and 𝐾𝑝 and 𝐾𝑅
are the proportionality coefficient and resonance coefficient,
respectively.

Equation (14) is an ideal PR controller, which has an
infinite gain at angular frequency 𝜔, but no phase transition
and gain at other frequencies. Therefore, it can realize
tracking a sinusoidal signal without any steady-state error.
For this reason, a PR controller is introduced to regulate the
PCCvoltage (V𝑐) to its reference level by driving the difference
between reference voltage V𝑐−𝑟𝑒𝑓 and measured voltage V𝑐 to
zero. In addition to PR control, many other control methods,
such as sliding-mode control [28, 29], robust control [30],
model predictive control [31, 32], and event-triggered control
[33] can also be considered in future studies based on the
control strategy mentioned above.

5. Simulations and Discussions

To double verify the effectiveness of the aforementioned
analysis and the MCV control strategy, simulations are
conducted by using MATLAB/Simulink and LabVIEW/PXI
based on the parameters shown in Table 1. Without loss of
generality, the RMS of V𝑐 is assumed to be 220 V.
�.�. 	e Simulations Conducted on MATLAB/Simulink

�.�.�. Voltage Support Mode with ΔU = � V. In this case
study, the effect of different Δ𝜑 on 𝑉𝑒𝑠 for voltage boosting
is investigated. Δ𝑈 is set 0 to simulate insufficient output of
power generation, so it can be seen that the RMS of the line
voltage V𝑐 is less than 220 V with the ES-2 deactivated from
Figure 6. In order to restore 𝑉𝑐 back to 220 V, ES-2 should
play the role of voltage support. In the voltage support mode,
different values of Δ𝜑 are employed to verify the influence of
Δ𝜑 on𝑉𝑒𝑠.The RMS of the compensating voltage V𝑒𝑠 provided
by ES-2 to regulate 𝑉𝑐 at 220 V are considerably different
as shown in Figure 7 for different Δ𝜑, which are consistent
with the algebraic calculations shown in Table 2. Taking the
red line shown in Figure 7 as an example, the RMS is about
4600 V in the steady-state which is consistent with the value
obtained from (13).
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Figure 5: System block diagram of PR-controlled ES-2.
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Figure 7: RMS of V𝑒𝑠 of regulating V𝑐 to the rated value under
different Δ𝜑.

�.�.�. Voltage Suppression Mode with Δ𝑈 = 30 𝑉. In this case
study, the effect of different Δ𝜑 on𝑉𝑒𝑠 for voltage suppression
is investigated. Figure 8 shows the RMS of the line voltage
V𝑐 with ES-2 activated and deactivated when Δ𝑈 = 30,
which is used to simulate the overvoltage conditions. When
Δ𝑈 = 30, the RMS of the line voltage V𝑐 is about 230
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Figure 8: RMSof V𝑐 with ES-2 deactivated and activatedwhenΔ𝑈 =30 V.

V with ES-2 deactivated. However, under the action of the
ES-2, 𝑉𝑐 is effectively controlled at 220 V. Similarly, for
different Δ𝜑, the compensating voltage injected to the power
system is considerably different as shown in Figure 9. The
simulation results correspond to the analyses mentioned in
Section 3. As previously mentioned, for ES-1, the compen-
sating capability is limited [19]. For example, by using the
parameters in Table 1, it has been described in [27] that the
variation range of 𝑈𝑠 is 215.8 V to 236.7 V, which means that,
if𝑈𝑠 is out of the rangementioned above, ES-1 cannot regulate
𝑉𝑐 at 220 V. When Δ𝑈 = 0 V, that is to say 𝑈𝑠 is 210 V,
one can intuitively see that ES-1 can just adjust the voltage
to 214 V as shown in Figure 10. Similarly, when Δ𝑈 = 30 V,
which means that the supply voltage is higher than the upper
compensation limit of ES-1, ES-1 can just adjust the voltage
to 223 V in the best case. Such a fact indicates that ES-2 has
a larger compensation range than ES-1. In some cases where
the voltage fluctuation is large, ES-1 may fail to regulate the
line voltage V𝑐, whereas ES-2 does.

�.�.
. ES-� vs ES-� within the Effective Regulation Range of
ES-�. In this case study, ES voltage, compensation modes,
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Figure 10: RMS of V𝑐 with ES-1 activated when Δ𝑈 = 0 V and Δ𝑈 = 30 V.

and real and reactive powers are compared between ES-1
and ES-2 within the effective regulation range of ES-1. From
Figure 11(a), one can see the ES voltages of ES-1 and ES-2
with the supply voltage 𝑈𝑠 = 216 V, respectively, where the
voltage of ES-2 (about 140 V) based on the MCV control
strategy is less than the voltage of ES-1 (about 162 V) to
regulate the line voltage V𝑐 to 220 V. If one carefully observes
the phase relationships in Figures 11(b) and 11(c), one will
find that the ES-1 voltage lags its current about 90 degrees
for capacitive compensation. Therefore, the real and reactive
power of ES-1 are about 0 and -3000 Var as shown in Figures
11(d) and 11(e), respectively. For ES-2, its voltage lags its
current by more than 90 degrees for negative resistive plus
capacitive compensation. Therefore, ES-2 injects about 3600
Var reactive power, while injecting about 1200 W real power
at the same time to regulate the line voltage to its rated value
as shown in Figures 11(d) and 11(e).

Similarly, ES-1 and ES-2 are also compared in voltage
suppression mode within the effective regulation range of
ES-1. The ES voltages of ES-1 and ES-2 are about 97 V and
70 V with the supply voltage 𝑈𝑠 = 236 V as shown in
Figure 12(a). As can be seen from Figures 12(b) and 12(c),
the ES-2 voltage leads its current by more than 90 degrees
for negative resistive plus inductive compensation, while ES-
1 is in inductive compensation mode to suppress voltage.
Figures 12(d) and 12(e) show the corresponding real and
reactive power injected into the power grid. One remark is
that the ES currents in Figures 11(b), 11(c), 12(b), and 12(c) are
enlarged for the ease of comparison while maintaining the
phases.

The simulation results not only verify the effectiveness
of the steady-state analysis and the MCV control scheme,
but also show that ES-2 has a remarkable ability to regulate
the PCC voltage. Theoretically, ES-2 has a wider range of
compensation with respect to ES-1, in the sense that for any
Δ𝑈, there always exists a corresponding 𝑉𝑒𝑠 to regulate 𝑉𝑐 at
its nominal level. In addition to this, the ES-2 voltage is less
than the ES-1 voltage within the effective regulation range of
ES-1 at the expense of some real power.

�.�. 	e Simulations Conducted on LabVIEW/PXI. To fur-
ther verify the effectiveness of the steady-state analysis in
Section 3 and the MCV control strategy in Section 4, hard-
ware in the loop (HIL) simulations are conducted based
on LabVIEW/PXIe-1071. For convenience, the ES currents
shown in the following simulation results are actually the
voltages across the noncritical roads. Since the current and
the voltage of the resistive load are in the same phase, it does
not affect the verification of the phase relationship.

�.�.�. 	e Influence of Δ𝜑 on V𝑒𝑠. In this case study, the
influence of Δ𝜑 on V𝑒𝑠 with Δ𝑈 = 0 V and Δ𝑈 = 30 V is
further analyzed. From Figures 13(a), 13(c), and 13(e), we
can see intuitively the sine waveforms of voltage V𝑒𝑠, whose
RMS values are 4.587 V, 3.29 V, and 207.7 mV with Δ𝜑 = 0,
Δ𝜑 = (1/2)𝜋, and Δ𝜑 = 𝜋 when Δ𝑈 = 0 V, respectively. It is
worth noting that RMS values here are reduced by 1000 times
due to the fact that HIL output constraint is ±10 V. Similarly,
when Δ𝑈 = 30, the corresponding RMS values are 4.901
V, 3.431 V, and 114.0 mV as shown in Figures 13(b), 13(d),
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Figure 11: Comparing ES-1 with ES-2 when𝑈𝑠 = 216 V. (a) ES voltage; (b) ES-1 voltage vs ES-1 current; (c) ES-2 voltage vs ES-2 current; (d)
real power; (e) reactive power. (All the current amplitudes are enlarged for the ease of comparison while maintaining the phases.)

and 13(f), respectively. The results of the HIL simulations and
the Matlab simulations as well as the theoretical calculations
are basically consistent, which means that V𝑒𝑠 is extremely
sensitive to Δ𝜑. Moreover, it further indicates the necessity
of MCV control strategy for ES-2 to regulate the line voltage
due to the fact that DC side voltage of ES-2 is constrained.

�.�.�. Comparing ES-� with ES-� out of the Effective Regulation
Range of ES-�. From the perspective of power electronics, ES-
1 is a special reactive power compensator used to regulate
the line voltage in the future smart grid with multiple
renewable energy sources. However, due to the limitation of

its compensation modes, only reactive power is exchanged
with the power grid; thus ES-1 has compensation limits.
In other words, once the supply voltage changes beyond a
certain range, ES-1 will fail. With the introduction of real
power for voltage regulation, ES-2 can well overcome this
disadvantage. In this case study, the supply voltage is set at
𝑈𝑠 = 240 V, which is out of the effective regulation range
of ES-1. Figures 14(a) and 14(b) show the line voltage V𝑐 with
ES-1 and ES-2 activated, respectively. The RMS values, 4.47
V and 4.39 V, in Figures 14(a) and 14(b) are reduced by 50
times, which show that the ES-1 is unable to adjust V𝑐 to its
rated value. The phase relation in Figure 14(c) indicates ES-1
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Figure 12: Comparing ES-1 with ES-2 when𝑈𝑠 = 236 V. (a) ES voltage; (b) ES-1 voltage vs ES-1 current; (c) ES-2 voltage vs ES-2 current; (d)
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is in inductive compensation mode, while ES-2 is in negative
resistive plus inductive compensation mode as shown in
Figure 14(d).

�.�.
. ES-� and ES-� for Voltage Boosting within the Effective
Regulation Range of ES-�. ES-1 and ES-2 are compared for
voltage boosting within the effective regulation range of ES-
1 in this case study. The supply voltage is set at 𝑈𝑠 = 216 V,
which is within the effective regulation range of ES-1 and used
to simulate undervoltage conditions. The phase relationships
of ES-1 and ES-2 are shown in Figures 15(a) and 15(c), while
the corresponding output voltages of ES-1 andES-2 are shown
in Figures 15(b) and 15(d), respectively.The simulation results
show that the ES-2 based on the MCV control strategy has

a smaller output voltage relative to ES-1 at the expense of
injecting some real power to the power grid for voltage
boosting.

�.�.�. ES-� andES-� forVoltage Suppressionwithin the Effective
Regulation Range of ES-�. Similar to the voltage boosting
mode, ES-1 and ES-2 are compared for voltage suppression
within the effective regulation range of ES-1 in this case study.
The supply voltage is set at 𝑈𝑠 = 236 V, which is within
the effective regulation range of ES-1 and used to simulate
overvoltage conditions. As can be seen from Figure 16(a),
the ES-1 voltage and ES-1 current are almost orthogonal
and ES-1 voltage leads ES-1 current by almost 90 degrees
for inductive compensation to suppress voltage, while the
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Figure 13: Sine waveforms of voltage V𝑒𝑠 when Δ𝑈 = 0 V and Δ𝑈 = 30 V. (a) ES voltage when Δ𝜑 = 0 and Δ𝑈 = 0 V; (b) ES voltage when
Δ𝜑 = 0 and Δ𝑈 = 30 V; (c) ES voltage when Δ𝜑 = (1/2)𝜋 and Δ𝑈 = 0 V; (d) ES voltage when Δ𝜑 = (1/2)𝜋 and Δ𝑈 = 30 V; (e) ES voltage
when Δ𝜑 = 𝜋 and Δ𝑈 = 0 V; (f) ES voltage when Δ𝜑 = 𝜋 and Δ𝑈 = 30 V.

corresponding ES-1 voltage is shown in Figure 16(b). ES-
2 works in negative resistive plus inductive compensation
mode based on the MCV control strategy as shown in
Figure 16(c), while its output voltage injected to the power
grid is shown in Figure 16(d). In the same way, ES-2 based on
theMCVcontrol strategy has a smaller output voltage relative
to ES-1.

6. Conclusion

ES-1 has compensation limits because of the constraints
of its structure, while ES-2 can effectively remedy this
defect at the expense of injecting real power. In this paper,

ES-1 and ES-2 were compared in detail within and out of
the effective regulation range. Moreover, for ES-2, the steady-
state analysis was provided and a PR-based MCV control
strategy was proposed to regulate the PCC voltage. For
steady-state analysis, the relationship among the fluctuating
part of the supply voltage, the PCC voltage, and the compen-
sating voltage provided by ES-2 was derived, which implied
that the phase angle of the PCC voltage could be used as a
degree of freedom for control design to obtain a minimal
compensating voltage in a given system.Once the phase angle
of the PCC voltage was chosen, the maximal compensating
voltage could be estimated based on the fluctuating part
of the supply voltage which could be estimated a priori.
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Figure 14: Comparing ES-1 with ES-2 when𝑈𝑠 = 240V. (a) V𝑐 with ES-1 activated; (b) V𝑐 with ES-2 activated; (c) ES-1 voltage vs ES-1 current;
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Figure 16: Comparing ES-1 with ES-2 when 𝑈𝑠 = 236 V. (a) ES-1 voltage vs ES-1 current; (b) ES-1 voltage; (c) ES-2 voltage vs ES-2 current;
(d) ES-2 voltage. (All the indicated ES currents are represented by the voltages of the resistive noncritical loads for the ease of comparison
because of the same phase of the ES currents and the voltages of the resistive noncritical loads.)

Such a fact could be used for designing suitable electric
springs with appropriate compensating capacity. Numerical
simulations were conducted to demonstrate the effectiveness
of the steady-state analysis and the control scheme.
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A mass of thermal energy from the combined cooling, heating, and power (CCHP) system will be wasted by the buildings with
low ratio of heat to power demand. To further improve the using efficiency of the excess thermal energy, an active method, which
adds the organic Rankine cycle (ORC) equipment in the CCHP system, is configured. A complementary configuration of this
CCHP-ORC is also investigated.This paper presents a matrix modeling approach to establish a mathematical model of the CCHP-
ORC system. The CCHP-ORC system can be viewed as a multiple input and multiple output (MIMO) model. Energy conversion
of the system components is described as the efficiency matrices. Energy flow between the system components is described as
dispatch matrices. Energy conversion and flow from the system input to output are modeled by a conversion matrix. The objective
function and the constraints of the system are determined.The optimal operation strategies are obtained by solving the optimization
problem ofminimizing the evaluation criteria function. Comprehensive case studies are conducted based on a hypothetical CCHP-
ORC system. The study results reveal that the effectiveness and economic efficiency of the proposed approaches outperform those
obtained from conventional CCHP systems.

1. Introduction

According to the statistical data from the Energy Information
Administration of the U.S. Department of Energy, in many
countries, building energy consumption accounts for about
36% of the total energy consumption, and nearly 30% of
greenhouse gas (GHG) emissions [1]. Particularly in China,
the building energy consumption has an annual growth rate
over 10% with the rapid development of economy [2, 3].
The increasing building energy consumption has led to seri-
ous building-related problems such as restricting economic
development, exacerbating energy crisis, and environmental
issues such as greenhouse effect and air pollution. To deal
with these problems, combined cooling, heating and power
(CCHP) systems which can improve energy utilization effi-
ciency and reduce GHG emissions are developed.

A CCHP system is an integrated energy supply system,
which can also be referred to as the trigeneration system
[4]. It provides building users electricity, cooling energy,

and heating energy by installing the power generation unit
(PGU) [5, 6]. The CCHP system makes use of the rejected
heat from the PGU to generate thermal energy for cooling
and heating demands [7, 8]. As a result, the overall fuel
energy utilization efficiency of CCHP systems can reach 70%-
90%, which is significantly higher than that of separation
production (SP) systems [9, 10]. As shown in the literature,
CCHP systems have been broadly applied in office build-
ings, hotels, hospitals, commercial malls, and other building
types.

Performance of the CCHP system depends on the system
structure and the operation strategy. In [11], the authors
propose a new CCHP system structure with both absorption
and electric chillers to provide more flexibility in supplying
energy. Four typical CCHP systems with existing technolo-
gies for various size ranges are illustrated in [12]. With the
development of the renewable energy, solar-integrated CCHP
systems [13–17], SOFC-trigeneration systems [18, 19], and
biomass-trigeneration system [20] are studied.
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Once the system structure is determined and imple-
mented, the operation strategy is the crucial factor for the
CCHP system design. There are two popular operation
strategies [21–24]: following the electric load (FEL) and fol-
lowing the thermal load (FTL). However, as illustrated in the
literature [11] both of the FEL and FTL strategies inherently
waste a certain amount of energy. Therefore, designing an
optimal operation strategy to improve the energy utilization
efficiency by reducing the energy waste is urged.

Operation strategy design relies on the selection of evalu-
ation criteria, which should be aligned with the stakeholders’
objectives. Energy savings and environmental impacts are
two popular aspects when constructing evaluation criteria.
Fumo et al. proposed the evaluation criteria considering
the primary energy consumption saving (PECS) and car-
bon dioxide emission reduction (CDER) [25, 26]. Li et al.
established a mix-integer nonlinear programming (MINLP)
model to evaluate economic efficiency and sensitivity of
CCHP systems [27]. Wang et al. studied the energetic and
environmental benefits of the CCHP system in comparison to
SP systems based on a particle swarm optimization algorithm
[28]. Jing et al. estimated the PEC and pollution emissions of
the BCHP system in FEL and FTL operation strategies based
on life cycle assessment (LCA) [29, 30].

For an existing CCHP system, when the electricity to
thermal energy requirement ratio of building users is exactly
equal to the output ratio of the PGU, the maximum efficiency
of the CCHP system is achieved [31]. However, this ideal sit-
uation rarely happens due to the random variation of energy
requirements. When the supply is insufficient, adding extra
energy (fuel or electricity) is a direct treatment. However,
when the supply exceeds the demand, the situation becomes
complicated. In the case surplus electricity is generated, it
can be sold back to power grid or converted to thermal
energy. Similarly, the excess thermal energy can be stored
in thermal storage units or converted to electricity by some
special equipment, such as organic ranking cycle (ORC). In
this paper, an active excess thermal energy treatment method
which uses anORC to convert the excess thermal to electricity
is investigated.

In recent years, more attention has been put on the ORC
system. A complementary structure of CCHP-ORC system is
configured in [31, 32]. A biomass fuelled trigeneration system
integrated with ORC is studied in [33]. Three trigeneration
systems, combined SOFC with ORC, combined biomass
combustor with ORC, and combined solar collectors with
ORC, are analyzed in [34]. Liu et al. researched five kinds
of building in Shanghai and evaluated the CCHP-ORC
system [35]. The aforementioned literature shows that the
ORC technology has advantages in using the thermal energy
and its combination with trigeneration system has good
application prospects. So we are going to adopt the CCHP-
ORC structure which uses the gas turbine as PGU, an ORC
as waste heat recycle equipment, and electric and absorption
chillers as hybrid chillers. The advantages of our CCHP-ORC
system are reflected by the higher energy utilization, and the
adjustability of the electricity to thermal energy output ratio.

When the structure of the CCHP-ORC system is con-
figured, the operation strategy should be designed. Firstly,

the mathematical model of the CCHP-ORC system should
be established. From the perspective of control theory, the
CCHP-ORC system can be treated as the connection between
the energy input and the building users’ demand.We consider
using transfer function in control theory to describe this
input-output relation. Because the energy input includes fuel
and electricity from the power grid, and the building users’
demand includes cooling, heating, and power, the CCHP-
ORC system is a multiple input and multiple output (MIMO)
system. In [36], the concepts of dispatch factors and coupling
matrix are used to describe the system, and the power flow
and operation strategy are optimized using Karush-Kuhn-
Tucker (KKT) conditions. In [37], the authors model the
system by introducing the concepts of bifurcations, junctions,
and the backtracking. However these modeling methods are
too complicated.

The main contribution of this paper is that a more
intuitive and comprehensive approach, a matrix transfer
function modeling approach (referred to as matrix modeling
approach), is proposed to model the CCHP-ORC system.
Based on the matrix modeled system, sequential quadratic
programming (SPQ) algorithm is adopted to optimize the
linear objective function, which is subjected to the nonlinear
equalities and inequalities. The result of the optimization
problem is the optimal flow and operation strategy for the
CCHP-ORC.

This paper is organized as follows. The configuration and
matrix modeling of the CCHP-ORC system are described
in Section 2. In Section 3, the performance criteria for the
CCHP-ORC system are presented and the optimization
problem is established. Finally, the effectiveness of the system
configuration and operation strategy are verified through
a case study of a hypothetical office building in Section 4.
Section 5 concludes this paper.

2. System Configuration and Matrix Modeling

In this section, an optimal CCHP-ORC structure and an
intuitive matrix modeling of the CCHP-ORC system will
be introduced. In order to make full use of energy and
improve the flexibility of energy supply, the configuration of
the CCHP-ORC system is presented in Figure 1.

In addition to traditional equipment, a complementary
ORC and an electric chiller are added as important compo-
nents which can not only utilize the excess thermal energy
but also dynamically adjust the electricity to thermal energy
output ratio of the entire system. In Figure 1, when 𝑄𝑟 + 𝑄𝑏 >𝑄ℎ𝑟𝑐+𝑄ℎ𝑟ℎ, the excess thermal energy exists.TheORC is used
to convert the excess thermal to electricity. The cooling load
is provided by absorption and electric chillers. The electric
chiller has a high coefficient of performance (COP) which
leads to a high cooling efficiency. The output of the ORC and
the electric chiller can be adjusted dynamically to keep the
CCHP-ORC system running at the matched status according
to the users’ energy requirements.

�.�. Efficiency Matrices of System Components. The energy
conversion of the components in the CCHP-ORC system



Complexity 3

Heating
Unit

Unit
Absorption

Chiller

Electric
Chiller

CCHP-ORC

Heat
Recovery
System

ORC

Power
Generation

Auxiliary
Boiler

Users

Electricity flow
�ermal energy flow
Cool energy flow
Primary energy flow

Euseruser

b h

orc

ec

ac
pgu

Fb

FpguFm

Egrid

Epgu Eorc EP Eec

Qec

Qac Qc

QhQb

Qr

Qorc

Qhrc

Qhrh

COPec

COPac

b

pgu ℎrs

ℎ

orc

Figure 1: Structure diagram of a CCHP-ORC system.

can be described using efficiency matrices, namely, coupling
matrices. In this paper, 𝑢 is an equipment set and equipment𝑚 ∈ 𝑢, 𝐹, 𝐸, 𝑄𝑐, and 𝑄ℎ denote the fuel, electricity,
cooling energy, and heating energy, respectively. The input
and the output of the component 𝑚 are defined as 𝑉𝑚𝑖 =[𝐹𝑚𝑖 𝐸𝑚𝑖 𝑄𝑚𝑐𝑖 𝑄𝑚ℎ𝑖]T and 𝑉𝑚𝑜 = [𝐹𝑚𝑜 𝐸𝑚𝑜 𝑄𝑚𝑐𝑜 𝑄𝑚ℎ𝑜]T, respec-
tively. So the input-output relation of the component 𝑚 can
be described as

𝑉𝑚𝑜 = 𝐻𝑚𝑉𝑚𝑖 , (1)

where 𝐻𝑚 is the efficiency matrix of the component 𝑚.
Consequently, the input-output relation of the ORC can

be represented in the following matrix form:

[[[[[
[

0
𝐸𝑜𝑟𝑐𝑜0

0

]]]]]
]

=
[[[[[
[

0 0 0 0
0 0 0 𝐶𝑂𝑃𝑜𝑟𝑐
0 0 0 0
0 0 0 0

]]]]]
]

[[[[[
[

0
0
0

𝑄𝑜𝑟𝑐ℎ𝑖

]]]]]
]

= 𝐻𝑜𝑟𝑐𝑉𝑜𝑟𝑐𝑖 . (2)

Following the same procedure, efficiency matrices for the
PGU, auxiliary boiler, heat recovery system, heating unit,
electric chiller, and absorption chiller can be obtained as

𝐻𝑝𝑔𝑢 =
[[[[[
[

0 0 0 0
𝜂𝑝𝑔𝑢 0 0 0

0 0 0 0
1 − 𝜂𝑝𝑔𝑢 0 0 0

]]]]]
]

,

𝐻𝑏 =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0
𝜂𝑏 0 0 0

]]]]]
]

,

𝐻ℎ𝑟𝑠 =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 𝜂ℎ𝑟𝑠

]]]]]
]

,

𝐻ℎ =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 𝜂ℎ

]]]]]
]

,

𝐻𝑒𝑐 =
[[[[[
[

0 0 0 0
0 0 0 0
0 𝐶𝑂𝑃𝑒𝑐 0 0
0 0 0 0

]]]]]
]

,

𝐻𝑎𝑐 =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 𝐶𝑂𝑃𝑎𝑐
0 0 0 0

]]]]]
]

.

(3)

Each efficiency matrix represents the performance of the
energy conversion of each component in the CCHP-ORC
system.

�.�. Dispatch Matrices of System. The dispatch matrices indi-
cate the energy flow between the components in the system.
Usually, the dispatch factors exist at the bifurcations of the
system. For example in Figure 1, the thermal energy produced
by the heat recovery system and the auxiliary boiler will be
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separated into three parts: one for the absorption chiller, one
for the heating unit, and the last one for the ORC. Let 𝛼𝑎𝑐, 𝛼ℎ,
and 𝛼𝑜𝑟𝑐 denote the dispatch factors for the absorption chiller,
the heating unit, and the ORC, respectively. Then we have

𝑄ℎ𝑟𝑐 = 𝛼𝑎𝑐 (𝑄𝑟 + 𝑄𝑏) , (4)

𝑄ℎ𝑟ℎ = 𝛼ℎ (𝑄𝑟 + 𝑄𝑏) , (5)

𝑄𝑜𝑟𝑐 = 𝛼𝑜𝑟𝑐 (𝑄𝑟 + 𝑄𝑏) , (6)

subject to

0 ≤ 𝛼𝑎𝑐 + 𝛼ℎ + 𝛼𝑜𝑟𝑐 ≤ 1, (7a)

0 ≤ 𝛼𝑎𝑐 ≤ 1, (7b)

0 ≤ 𝛼ℎ ≤ 1, (7c)

0 ≤ 𝛼𝑜𝑟𝑐 ≤ 1. (7d)

At the ORC side, we have

𝑄𝑜𝑟𝑐 = [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 𝛼𝑜𝑟𝑐𝐹𝑚, (8)

where 𝛼𝑝𝑔𝑢 and 𝛼𝑏 denote the dispatch factors for the PGU
and the auxiliary boiler. To facilitate the later optimization-
based operation strategy design, (8) can be rewritten in a
matrix form as

𝑉𝑜𝑟𝑐𝑖

=
[[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0

𝛼𝑜𝑟𝑐 [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 0 0 0

]]]]]]
]

[[[[[
[

𝐹𝑚
𝐸𝑔𝑟𝑖𝑑

0
0

]]]]]
]

= 𝑇𝑜𝑟𝑐𝑉𝑖

(9)

where 𝑇𝑜𝑟𝑐 is the dispatch matrix for the ORC and 𝑉𝑖 is the
system input.

By following the similar procedure, the dispatch matrices
for the PGU, the auxiliary boiler, electric chiller, heat recovery
system, heating unit, and absorption chiller can be defined as

𝑇𝑝𝑔𝑢 =
[[[[[
[

𝛼𝑝𝑔𝑢 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

]]]]]
]

,

𝑇𝑏 =
[[[[[
[

𝛼𝑏 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

]]]]]
]

,

𝑇𝑒𝑐 =
[[[[[
[

0 0 0 0
0 𝛼𝑒𝑐 0 0
0 0 0 0
0 0 0 0

]]]]]
]

,

𝑇ℎ𝑟𝑠 =
[[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0

𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 0 0 0

]]]]]]
]

,

𝑇ℎ =
[[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0

𝛼ℎ [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 0 0 0

]]]]]]
]

,

𝑇𝑎𝑐 =
[[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0

𝛼𝑎𝑐 [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 0 0 0

]]]]]]
]

.

(10)

Similarly, in addition to (7a), (7b), (7c), and (7d), we have

𝛼𝑝𝑔𝑢 + 𝛼𝑏 = 1, (11a)

𝛼𝑢𝑠𝑒𝑟 + 𝛼𝑒𝑐 = 1, (11b)

𝛼𝑎𝑐 + 𝛼ℎ + 𝛼𝑜𝑟𝑐 = 1, (11c)

0 ≤ 𝛼𝑝𝑔𝑢, 𝛼𝑏, 𝛼𝑢𝑠𝑒𝑟, 𝛼𝑒𝑐, 𝛼𝑎𝑐, 𝛼ℎ, 𝛼𝑜𝑟𝑐 ≤ 1. (11d)

�.�. Conversion Matrix of the CCHP-ORC System. The
CCHP-ORC system modeled in a matrix form can be viewed
as an input-out model. The conversion matrix of the CCHP-
ORC system describes the relationship between the input
and the output and represents the energy flow procedure of
the system. From Figure 1, the system input and output are
defined as

𝑉𝑖 = [𝐹𝑚 𝐸𝑔𝑟𝑖𝑑 𝑄𝑐𝑖 𝑄ℎ𝑖]T = [𝐹𝑚 𝐸𝑔𝑟𝑖𝑑 0 0]T , (12)

𝑉𝑜 = [𝐹𝑜 𝐸𝑢𝑠𝑒𝑟 𝑄𝑐 𝑄ℎ]T = [0 𝐸𝑢𝑠𝑒𝑟 𝑄𝑐 𝑄ℎ]T , (13)

respectively.
Then the conversionmatrix of the CCHP-ORC system,𝐺,

can be defined as

𝑉𝑜 = 𝐺𝑉𝑖. (14)

In order to obtain the conversionmatrix𝐺, the expression
of the output elements, 𝐸𝑢𝑠𝑒𝑟,𝑄𝑐, and 𝑄ℎ, should be written as
functions of the system input. Without the loss of generality,
the parasitic electricity 𝐸𝑝 can be assumed to be a constant
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and further assumed to be zero.The output element 𝐸𝑢𝑠𝑒𝑟 can
be represented as

𝐸𝑢𝑠𝑒𝑟 = 𝛼𝑢𝑠𝑒𝑟 (𝐸𝑝𝑔𝑢 + 𝐸𝑜𝑟𝑐 + 𝐸𝑔𝑟𝑖𝑑) = [𝛼𝑢𝑠𝑒𝑟𝛼𝑝𝑔𝑢𝜂𝑝𝑔𝑢
+ 𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠𝛼𝑜𝑟𝑐𝐶𝑂𝑃𝑜𝑟𝑐𝛼𝑢𝑠𝑒𝑟
+ 𝛼𝑏𝜂𝑏𝛼𝑜𝑟𝑐𝜂𝑜𝑟𝑐𝛼𝑢𝑠𝑒𝑟] 𝐹𝑚 + 𝛼𝑢𝑠𝑒𝑟𝐸𝑔𝑟𝑖𝑑.

(15)

For the cooling part, we have

𝑄𝑐 = 𝑄𝑒𝑐 + 𝑄𝑎𝑐 = 𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐 (𝐸𝑝𝑔𝑢 + 𝐸𝑜𝑟𝑐 + 𝐸𝑔𝑟𝑖𝑑)
+ 𝛼𝑎𝑐𝐶𝑂𝑃𝑎𝑐𝐹𝑚 [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏]
= [𝛼𝑝𝑔𝑢𝜂𝑝𝑔𝑢𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐
+ [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏]
⋅ 𝛼𝑜𝑟𝑐𝐶𝑂𝑃𝑜𝑟𝑐𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐
+ [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 𝛼𝑎𝑐𝐶𝑂𝑃𝑎𝑐] 𝐹𝑚
+ 𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐𝐸𝑔𝑟𝑖𝑑.

(16)

where the electric cooling to cool load ratio, which is
inherently included in the modeling procedure and can be
obtained through the optimization, is defined as 𝑒 = 𝑄𝑒𝑐/𝑄𝑐.

The heating demand is solely provided by the heating
unit. Thus, we have

𝑄ℎ = (𝑄𝑟 + 𝑄𝑏) 𝛼ℎ𝜂ℎ
= [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 𝛼ℎ𝜂ℎ𝐹𝑚. (17)

The conversion matrix of the CCHP-ORC system can be
obtained from (15)–(17) as

𝐺 =
[[[[[
[

0 0 0 0
𝐺21 𝛼𝑢𝑠𝑒𝑟 0 0
𝐺31 𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐 0 0
𝐺41 0 0 0

]]]]]
]

. (18)

where

𝐺21 = 𝛼𝑢𝑠𝑒𝑟𝛼𝑝𝑔𝑢𝜂𝑝𝑔𝑢 + 𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢)
⋅ 𝜂ℎ𝑟𝑠𝛼𝑜𝑟𝑐𝐶𝑂𝑃𝑜𝑟𝑐𝛼𝑢𝑠𝑒𝑟 + 𝛼𝑏𝜂𝑏𝛼𝑜𝑟𝑐𝜂𝑜𝑟𝑐𝛼𝑢𝑠𝑒𝑟,

𝐺31 = 𝛼𝑝𝑔𝑢𝜂𝑝𝑔𝑢𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐
+ [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏]
⋅ 𝛼𝑜𝑟𝑐𝐶𝑂𝑃𝑜𝑟𝑐𝛼𝑒𝑐𝐶𝑂𝑃𝑒𝑐
+ [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 𝛼𝑎𝑐𝐶𝑂𝑃𝑎𝑐,

𝐺41 = [𝛼𝑝𝑔𝑢 (1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 + 𝛼𝑏𝜂𝑏] 𝛼ℎ𝜂ℎ.

(19)

The main objective of this paper is to determine the
dispatch factors and the system input to optimize the perfor-
mance criteria objective function.

3. Optimal Operation Strategy Design

Having the whole system modeled in a matrix form, we can
formulate the operation strategy design as an optimization
problem. The objective function and associated constraints
will be illustrated in the rest of this section.

�.�. Performance Criteria for the CCHP-ORC System. As
mentioned in Section 1. Evaluation of a CCHP system may
contain many factors, including primary energy consump-
tion, energy conversion efficiency, total cost of the system,
environmental impact, life cycle assessment, and combina-
tion of multiple factors. In this paper, three popular criteria,
i.e., primary energy consumption, the total cost of the system,
and the environmental impact, are adopted to evaluate the
performance of the CCHP-ORC system.

�.�.�. Primary Energy Consumption (PEC). PEC is a direct
and common indicator to reflect the operating efficiency of
a CCHP-ORC system. PEC is defined as

𝑃𝐸𝐶 ≜ 𝐸𝑢𝑠𝑒𝑟 + 𝐸𝑝𝜂𝑒𝜂𝑔𝑟𝑖𝑑 + 𝑄𝑐𝐶𝑂𝑃𝑒𝑐𝜂𝑒𝜂𝑔𝑟i𝑑 + 𝑄ℎ𝜂ℎ𝜂𝑏 , (20)

where 𝐸𝑝 is the parasitic electricity, 𝜂𝑒 is the generation effi-
ciency of the grid power plant, and 𝜂𝑔𝑟𝑖𝑑 is the transmission
efficiency of grid.

�.�.�. Hourly Total Cost (HTC). In order to obtain the
optimal energy flow and operation strategy for every hour,
HTC is adopted as a key element in the operation strategy
optimization. HTC of the CCHP-ORC system is defined as

𝐻𝑇𝐶 ≜ 𝐸𝑔𝑟𝑖𝑑𝐶𝑒 + 𝐸𝑔𝑟𝑖𝑑𝜇𝑒𝐶𝑐𝑎 + 𝐹𝑚𝐶𝑓 + 𝐹𝑚𝜇𝑓𝐶𝑐𝑎
+ ∑𝑙𝑘=1𝑁𝑘𝐶𝑘8760𝐿 , (21)

where𝐶𝑒 and 𝐶𝑓 are the unit prices of electricity and the fuel,
respectively; 𝜇𝑒 and 𝜇𝑓 are the carbon conversion factors of
the the electricity and fuel, respectively; 𝐶𝑐𝑎 is the carbon tax
rate; 𝑁𝑘 is the installed capacity of each equipment and 𝐶𝑘 is
the initial capital cost of each equipment; 𝑙 is the number of
equipment included in the CCHP-ORC system; and 𝐿 is the
life of each equipment, where we assume that all equipment
have the same life time. 8760 (h) represents the hours number
of the whole year.

�.�.�. CarbonDioxide Emission (CDE). Greenhouse gas emis-
sion control is an emerging topic in the CCHP system
design. In a CCHP-ORC system equipped with fossil-fuel
combustion units, CDE serves as an indicator of environment
impacts and can be calculated as

𝐶𝐷𝐸 ≜ 𝐸𝑔𝑟𝑖𝑑𝜇𝑒 + 𝐹𝑚𝜇𝑓, (22)

where 𝜇𝑒 and 𝜇𝑓 are the carbon conversion factors of the the
electricity and fuel, respectively.
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�.�.�. Performance Evaluation Criteria (EC) Function. To
comprehensively evaluate the system performance, we define
a performance evaluation criteria (EC) function as aweighted
summation of the three above mentioned criteria. The most
commonly used way to evaluate the performance of a CCHP-
ORC system is to compare those factors with those of the SP
system. Thus, the hourly EC function can be redefined as

𝐸𝐶ℎ𝑜𝑢𝑟 ≜ 𝜔1 𝑃𝐸𝐶
𝑃𝐸𝐶𝑆𝑃 + 𝜔2 𝐻𝑇𝐶

𝐻𝑇𝐶𝑆𝑃 + 𝜔3 𝐶𝐷𝐸
𝐶𝐷𝐸𝑆𝑃 , (23)

where 𝜔1, 𝜔2, and 𝜔3 are the weights of PEC, HTC, and CDE,
respectively. Three weights satisfy

𝜔1 + 𝜔2 + 𝜔3 = 1 (24a)

0 ≤ 𝜔1, 𝜔2, 𝜔3 ≤ 1. (24b)

𝑃𝐸𝐶𝑆𝑃, 𝐻𝑇𝐶𝑆𝑃, and 𝐶𝐷𝐸𝑆𝑃 are PEC, HTC, and CDE of the
SP system and can be, respectively, calculated as (20), (21),
and (22).

Consequently, the annual 𝐸𝐶 function can be written as

𝐸𝐶𝑎𝑛𝑛𝑢𝑎𝑙 ≜
365∑
𝑖=1

24∑
𝑗=1

𝐸𝐶ℎ𝑜𝑢𝑟𝑖𝑗 (25)

where 𝐸𝐶ℎ𝑜𝑢𝑟𝑖𝑗 is the hourly 𝐸𝐶 function value on day 𝑖 at
hour 𝑗.
�.�. Optimization Problem Formulation. Formulating a com-
plete optimization problem includes determining decision
variables, designing objective function, and setting con-
straints. The whole procedure will be elaborated on this part.

�.�.�. Decision Variables. As mention in Section 2, dispatch
factors and energy inputs are the variables that need to be
adjusted to coordinate the energy flow of the system, meet
the building demand, and minimize the objective function.
Thus, the dispatch factors and system energy inputs can be
selected as decision variables.

It can be readily observed from (7a), (7b), (7c), (7d) and
(11a), (11b), (11c), (11d) that the dispatch factors 𝛼𝑝𝑔𝑢, 𝛼𝑏,𝛼𝑢𝑠𝑒𝑟, 𝛼𝑒𝑐, 𝛼𝑎𝑐, 𝛼𝑜𝑟𝑐, and 𝛼ℎ are dependent variables. Thus, the
dispatch factors can be reduced to be 𝛼𝑝𝑔𝑢,𝛼𝑢𝑠𝑒𝑟, 𝛼𝑎𝑐, and 𝛼𝑜𝑟𝑐,
which are independent of each other.

The system energy inputs include 𝐹𝑚 and 𝐸𝑔𝑟𝑖𝑑. Thus,
the optimizer consisting of all the above-mentioned decision
variables can be defined as

𝑥 = [𝛼𝑝𝑔𝑢 𝛼𝑢𝑠𝑒𝑟 𝛼𝑎𝑐 𝛼𝑜𝑟𝑐 𝐹𝑚 𝐸𝑔𝑟𝑖𝑑]T . (26)

�.�.�. Objective Function. By using the defined optimizer 𝑥,
the 𝐸𝐶ℎ𝑜𝑢𝑟 function in (23) can be written as a linear function
of the optimizer 𝑥 as

𝐸𝐶ℎ𝑜𝑢𝑟 (𝑥) = 𝜔1 𝐵𝑥
𝑃𝐸𝐶𝑆𝑃 + 𝜔2 𝐶𝑥 + 𝐿

𝐻𝑇𝐶𝑆𝑃 + 𝜔3 𝐷𝑥
𝐶𝐷𝐸𝑆𝑃 . (27)

where

𝐵 = [0 0 0 0 1 1
(𝜂𝑆𝑃𝑒 𝜂𝑔𝑟𝑖𝑑) ] ,

𝐶 = [0 0 0 0 𝐶𝑓 + 𝜇𝑓𝐶𝑐𝑎 𝐶𝑒 + 𝜇𝑒𝐶𝑒] ,
𝐷 = [0 0 0 0 𝜇𝑓 𝜇𝑒] ,
𝐿 = ∑𝑙𝑘=1𝑁𝑘𝐶𝑘8760𝐿 .

(28)

𝐸𝐶ℎ𝑜𝑢𝑟(𝑥) will serve as the objective function of the
optimization-based operation strategy design. 𝜔1, 𝜔2, and 𝜔3
can be set according to different evaluation requirements. For
example, 𝜔3 would be set relatively higher if more emphases
are put on the environmental aspect.

�.�.�. Equality Constraint. In the sense of balance, (14) will
serve as the equality constraint of the optimization problem.
Further, since some elements in 𝐺 are represented by the
decision variables, it is necessary to write 𝐺 as a function of𝑥. Thus we have

𝐺 = (𝑔211𝑊22 + 𝑔311𝑊33 + 𝑔313𝑊32 + 𝑔315𝑊34
− 𝑔411𝑊43) 𝑥𝑥T𝑈11 + (𝑔312𝑊33 + 𝑔314𝑊31
+ 𝑔316𝑊34 + 𝑔411𝑊41 − 𝑔412𝑊43) 𝑥𝑄11 + (𝑔212𝑊22
− 𝑔316𝑊32 + 𝑔213𝑊22 (𝑥T𝑄1) − 𝑔315𝑊32 (𝑥T𝑄1))
⋅ 𝑥𝑥T𝑈41 + (𝑔221𝑊22 − 𝑔321𝑊32) 𝑥𝑄12
+ (𝐶𝑂𝑁𝑐𝑜𝑝𝑒𝑐 + 𝐶𝑂𝑁𝜂ℎ𝜂𝑏) ,

(29)

where

𝑊22 =
[[[[[
[

0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

]]]]]
]

,

𝑊31 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0

]]]]]
]

,

𝑊32 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0

]]]]]
]

,

𝑊33 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0

]]]]]
]

,
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𝑊41 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0

]]]]]
]

,

𝑊43 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0

]]]]]
]

,

𝑄11 = [1 0 0 0] ,
𝑄12 = [0 1 0 0] ,
𝑄1 = [1 0 0 0 0 0]T ,

𝑈11 =
[[[[[[[[[[[
[

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

]]]]]]]]]]]
]

,

𝑈41 =
[[[[[[[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0
1 0 0 0
0 0 0 0
0 0 0 0

]]]]]]]]]]]
]

,

𝐶𝑂𝑁𝐶𝑂𝑃𝑒𝑐 =
[[[[[
[

1 0 0 0
0 0 0 0
0 𝐶𝑂𝑃𝑒𝑐 0 0
0 0 0 0

]]]]]
]

,

𝐶𝑂𝑁𝜂ℎ𝜂𝑏 =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0

𝜂ℎ𝜂𝑏 0 0 0

]]]]]
]

,

(30)

and

𝑔211 = 𝜂𝑝𝑔𝑢,
𝑔221 = 1,
𝑔212 = 𝜂𝑏𝐶𝑂𝑃𝑜𝑟𝑐,
𝑔213 = ((1 − 𝜂𝑝𝑔𝑢) 𝜂ℎ𝑟𝑠 − 𝜂𝑏) 𝐶𝑂𝑃𝑜𝑟𝑐,
𝑔312 = 𝜂𝑏𝐶𝑂𝑃𝑎𝑐,

𝑔313 = −𝜂𝑝𝑔𝑢𝐶𝑂𝑃𝑒𝑐,
𝑔321 = −𝐶𝑂𝑃𝑒𝑐,
𝑔314 = 𝜂𝑝𝑔𝑢𝐶𝑂𝑃𝑒𝑐,
𝑔412 = 𝜂ℎ𝜂𝑏,
𝑔316 = 𝜂𝑏𝐶𝑂𝑃𝑜𝑟𝑐𝐶𝑂𝑃𝑒𝑐,
𝑔311 = (𝜂ℎ𝑟𝑠 − 𝜂𝑝𝑔𝑢𝜂ℎ𝑟𝑠 − 𝜂𝑏) 𝐶𝑂𝑃𝑎𝑐,
𝑔315 = (𝜂ℎ𝑟𝑠 − 𝜂𝑝𝑔𝑢𝜂ℎ𝑟𝑠 − 𝜂𝑏) 𝐶𝑂𝑃𝑜𝑟𝑐𝐶𝑂𝑃𝑒𝑐,
𝑔411 = (𝜂ℎ𝑟𝑠 − 𝜂𝑝𝑔𝑢𝜂ℎ𝑟𝑠 − 𝜂𝑏) 𝜂ℎ.

(31)

Similarly, the system input 𝑉𝑖 should also be represented
by 𝑥 as

𝑉𝑖 = 𝑃𝑥, (32)

where

𝑃 =
[[[[[
[

0 0 0 0 1 0
0 0 0 0 0 1
0 0 0 0 0 0
0 0 0 0 0 0

]]]]]
]

. (33)

Then the nonlinear equality constraint in (14) becomes

(𝑔211𝑊22 + 𝑔311𝑊33 + 𝑔313𝑊32 + 𝑔315𝑊34 − 𝑔411𝑊43)
⋅ 𝑥𝑥T𝑈11𝑃𝑥 + (𝑔312𝑊33 + 𝑔314𝑊31 + 𝑔316𝑊34
+ 𝑔411𝑊41 − 𝑔412𝑊43) 𝑥𝑄11𝑃𝑥 + (𝑔212𝑊22
− 𝑔316𝑊32 + (𝑔213𝑊22 − 𝑔315𝑊32) (𝑥T𝑄1))
⋅ 𝑥𝑥T𝑈41𝑃𝑥 + (𝑔221𝑊22 + 𝑔321𝑊32) 𝑥𝑄12𝑃𝑥
+ (𝐶𝑂𝑁𝑐𝑜𝑝𝑒𝑐 + 𝐶𝑂𝑁𝜂ℎ𝜂𝑏) 𝑃𝑥 − 𝑉𝑜 = 0.

(34)

�.�.�. Inequality Constraints. The inequality constraints
include the bound of the decision variables, various
capacities of system components, and thresholds of the
components output. The decision variables can be separated
into two parts: one consists of dispatch factors, and the other
consists of system input. To facilitate the later derivation, we
define 𝛼 dispatch factor vector as

𝛼 = [𝛼𝑝𝑔𝑢 𝛼𝑢𝑠𝑒𝑟 𝛼𝑎𝑐 𝛼𝑜𝑟𝑐]T . (35)

According to (7a), (7b), (7c), (7d) and (11a), (11b), (11c),
(11d), we have

−𝛼 ≤ 0, (36a)

𝛼 − 1 ≤ 0. (36b)
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In this paper, we assume that no electricity would be sold
back; thus the constraints for fuel and electricity input can be
represented by

𝛽 = [𝐹𝑚 𝐸𝑔𝑟𝑖𝑑]T . (37)

−𝛽 ≤ 0. (38)

Inequalities in (36a), (36b), and (38) are linear inequality
constraints seeing as the bounds of the decision variables.

Each component in the CCHP-ORC system has a specific
capacity, which is the output upper bound. Denote 𝐹𝑜𝑟𝑐𝑚 the
capacity of ORC; then the upper bound of the ORC output
can be represented as

𝑉𝑜𝑟𝑐𝑜 =
[[[[[
[

0
𝐸𝑜𝑟𝑐𝑜0

0

]]]]]
]

=
[[[[[
[

0
𝐹𝑜𝑟𝑐𝑚𝐶𝑂𝑃𝑜𝑟𝑐

0
0

]]]]]
]

. (39)

The output upper bound of the PGU, heat recovery
system, auxiliary boiler, electric chiller, absorption chiller,
and heating unit can be denoted as 𝑉𝑝𝑔𝑢𝑜 , 𝑉ℎ𝑟𝑠𝑜 , 𝑉𝑏𝑜, 𝑉𝑒𝑐𝑜 , 𝑉𝑎𝑐𝑜 ,
and 𝑉ℎ𝑜 and defined in a similar way as in (39), respectively.

In addition, the lower bound of the ORC, PGU, heat
recovery system, auxiliary boiler, electric chiller, absorption
chiller, and heating unit can be denoted as 𝑉𝑜𝑟𝑐𝑜 , 𝑉𝑝𝑔𝑢𝑜 , 𝑉ℎ𝑟𝑠𝑜 ,𝑉𝑏𝑜,𝑉𝑒𝑐𝑜 ,𝑉𝑎𝑐𝑜 , and𝑉ℎ𝑜 .The lower bound of a component implies
that the output will be cut down when the expected output of
the component is lower than this bound. In this paper, the
lower bound can be set as 5 percent of the maximum capacity
of each component.

Based on the above discussions, the bounding conditions
for component output can be represented by

𝐻𝑚𝑉𝑚𝑖 − 𝑉𝑚𝑜 ≤ 0, (40a)

𝑉𝑚𝑜 − 𝐻𝑚𝑉𝑙𝑖 ≤ 0. (40b)

Then from (9) and (32), (40a), (40b) can be rewritten as

𝐻𝑚𝑇𝑚𝑃𝑥 − 𝑉𝑚𝑜 ≤ 0, (41a)

𝑉𝑚𝑜 − 𝐻𝑚𝑇𝑚𝑃𝑥 ≤ 0, (41b)

where 𝑇𝑚 is the dispatch matrix for the component 𝑚 in
the CCHP-ORC system and can also be represented by the
function of 𝑥 by following the similar procedure of deriving
(29) as

𝑇𝑝𝑔𝑢 = 𝑊11𝑥𝑄11,
𝑇𝑏 = 𝐼11 − 𝑊11𝑥𝑄11,

𝑇ℎ𝑟𝑠 = 𝛿1𝑊41𝑥𝑄11,
𝑇𝑒𝑐 = 𝐼22 − 𝑊22𝑥𝑄12,
𝑇𝑎𝑐 = 𝛿2𝑊43𝑥𝑥𝑇𝑈11 + 𝛿3𝑊43𝑥𝑄11,

𝑇ℎ = −𝛿2𝑊43𝑥𝑥𝑇𝑈11 + (𝛿2𝑊41 − 𝛿3𝑊43) 𝑥𝑄11
+ 𝐶𝑂𝑁𝜂𝑏 ,

𝑇𝑜𝑟𝑐 = 𝛿2𝑊44𝑥𝑥𝑇𝑈11 + 𝛿3𝑊44𝑥𝑄11,
(42)

where

𝑊11 =
[[[[[
[

1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

]]]]]
]

,

𝑊44 =
[[[[[
[

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0

]]]]]
]

,

𝐼11 =
[[[[[
[

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

]]]]]
]

,

𝐼22 =
[[[[[
[

0 0 0 0
0 1 0 0
0 0 0 0
0 0 0 0

]]]]]
]

,

𝐶𝑂𝑁𝜂𝑏 =
[[[[[
[

0 0 0 0
0 0 0 0
0 0 0 0
𝜂𝑏 0 0 0

]]]]]
]

,

(43)

and 𝛿1 = 1 − 𝜂𝑝𝑔𝑢, 𝛿2 = 𝑔411/𝜂ℎ, and 𝛿3 = 𝑔412/𝜂ℎ.
Therefore, (36a), (36b), and (38) are the linear inequality

constraints, and (41a) and (41b) are the nonlinear inequality
constraint of the optimization problem.The optimal solution
can be obtained by solving

min
𝑥

𝜔1 𝐵𝑥
𝑃𝐸𝐶𝑆𝑃 + 𝜔2 𝐶𝑥 + 𝐿

𝐻𝑇𝐶𝑆𝑃 + 𝜔3 𝐷𝑥
𝐶𝐷𝐸𝑆𝑃

s.t. (34) , (36a) , (36b) , (38) , (41a) , and (41b) .
(44)

The objective function integrates three aspects, i.e., PEC,
HTC, and CDE, into it, and it is comprehensive. Three
weights 𝜔1, 𝜔2, and 𝜔3, can be selected according to different
requirements. For example, if more priority is need to be
given to environmental factors, the carbon dioxide emission
(CDE) should be put onmore emphasis, then𝜔3 is raised, and𝜔1 and 𝜔2 are accordingly decreased.
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Table 1: Construction parameters of the office building.

Parameters Values
Each floor area 1200 m2 (30m × 40m)
Each floor height 3.2 m
Glass area 38% in each wall
Glazing heat transfer coefficient 4.128 W/(m2K)
Exterior wall heat transfer coefficient 0.440 W/(m2K)
Interior wall heat transfer coefficient 0.716 W/(m2K)
Floor heat transfer coefficient 2.300 W/(m2K)
Roof heat transfer coefficient 0.368 W/(m2K)
Electric equipment, lights, and people densities According toWuhan’s energy-saving design standard
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Figure 2: One-year energy consumption.

4. Case Study

�.�. Description of a Hypothetical Building. In this section,
a CCHP-ORC system is installed for a hypothetical office
building in Wuhan, Hubei, China, because the CCHP-ORC
system is more suitable to the commercial building and the
office building with low ratio of heat to power demand [35].
We chose EnergyPlus [38, 39] to analyze energy consumption
of this building. This building is assumed to operate all year
round and has five floors with a total construction area of6000m2. The first floor consists of 400m2 exhibition halls
and 800m2 office rooms. The second to the fifth floors are
office rooms. Some important construction parameters of the
hypothetical office building are listed in Table 1.

The hourly cooling, heating, and power requirements in
one year of the hypothetical office building are shown in
Figure 2.

To ease the performance comparison, the hourly cooling,
heating, and power requirements in representative days of
spring, summer, autumn, and winter are shown in Figures
3–6, respectively.

Electricity
Heating
Cooling

2 4 6 8 10 12 14 16 18 20 22 240
Representative day in spring (Hour)

0

50

100

150

200

Lo
ad

s (
kW

)

Figure 3: Hourly energy requirements in a spring day.

From Figures 2–6, it can be noticed that the cooling
requirements in summer are the most, the heating require-
ments in winter are more than those of other seasons, and the
electricity requirements are substantially the same for each
season.

�.�. Simulation Parameters. Table 2 shows a set of technical
parameters of the installed CCHP-ORC system for the
hypothetical building. In this paper, the fuel is the natural
gas which is widely used in China. The gas turbine is chosen
as PGU. For performance comparison, some parameters of
a conventional CCHP system, coefficient of performance,
and efficiency of the components in the CCHP-ORC system,
conversion factors, and weight factors are included in Table 2.
The weighting factors of the evaluation criteria can be
chosen to satisfy different requirements. Some parameters
listed in Table 2 fluctuate with the market, such as price of
electricity, natural gas, and carbon tax. Most of the system
parameters can be gotten from equipment manual and some
references.
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Table 2: System coefficients.

Symbol Variable Value
𝜂𝑝𝑔𝑢 Efficiency of PGU in CCHP-ORC system 0.35
𝜂𝑆𝑃𝑒 Generation efficiency SP system 0.40
𝜂ℎ Efficiency of heating unit 0.78
𝜂𝑏 Efficiency of auxiliary boiler 0.78
𝜂ℎ𝑟𝑠 Efficiency of heat recovery system 0.81
𝐶𝑂𝑃𝑜𝑟𝑐 Coefficient of performance of ORC 0.17
𝐶𝑂𝑃𝑎𝑐 Coefficient of performance of absorption chiller 0.72
𝐶𝑂𝑃𝑒𝑐 Coefficient of performance of electric chiller 2.98
𝜂𝑔𝑟𝑖𝑑 Transmission efficiency of local grid 0.92
𝜇𝑒 𝐶𝑂2 emission conversion factor of electricity (g/kW h) 970
𝜇𝑓 𝐶𝑂2 emission conversion factor of natural gas (g/kW h) 218
𝐶𝑐 Carbon tax rates (yuan/kW h) 0.00002
𝐶𝑒 Electricity rates (yuan/kW h) 0.642
𝐶𝑓 Natural gas rates (yuan/kW h) 0.375
𝐶𝑝𝑔𝑢 Unit price of PGU (yuan/kW h) 6800
𝐶𝑏 Unit price of auxiliary boiler (yuan/kW h) 300
𝐶ℎ Unit price of heating unit (yuan/kW h) 200
𝐶𝑎𝑐 Unit price of absorption chiller (yuan/kW h) 1200
𝐶𝑒𝑐 Unit price of electric chiller (yuan/kW h) 970
𝐶𝑜𝑟𝑐 Unit price of ORC (yuan/kW ) 12000
𝐿 Facilities’ lives (year) 20
𝜔1 Coefficient of PEC 0.6
𝜔2 Coefficient of HTC 0.3
𝜔3 Coefficient of CDE 0.1
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Figure 4: Hourly energy requirements in a summer day.

�.�. Test Result. SQP algorithms have been proved highly
effective for solving general constrained problems with
smooth objective and constraint functions [40]. In this
paper, we chose SQP algorithms to solve the optimization
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Figure 5: Hourly energy requirements in a autumn day.

problem established in Section 3.2. In order to accelerate the
convergence, some feasible initial points which are calculated
from FEL and FTL strategies are manually designated. So the
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Figure 6: Hourly energy requirements in a winter day.
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Figure 7: Comparison of three strategies in a spring day.

local optimal solution can be avoided and the convergence
time is significantly reduced.

The constructed optimization problem is solved inMAT-
LAB by using fmincon.m. The computer used to solve this
problem is configured with 2.6 GHz Intel Core i5-3230M
processor and 4 GB 1067 MHz memory. Time elapsed for
each step of optimization is about 0.25𝑠. This time is much
shorter than one hour; in other words, the optimal energy
flow and operation strategy for the next hour can be quickly
obtained at the beginning of this hour. Thus, we can say that
the optimization method is appropriate for practical use.

The performance comparison of FEL, FTL, and the
proposed optimal operation strategy is shown in Figures
7–10 which includes spring, summer, autumn, and winter,
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Figure 8: Comparison of three strategies in a summer day.
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Figure 9: Comparison of three strategies in an autumn day.

respectively. From Figures 8 and 10, all 𝐸𝐶ℎ𝑜𝑢𝑟 values of the
optimal operation strategy are obviously less than those of the
FEL and FTL strategies. From Figures 7 and 9, most 𝐸𝐶ℎ𝑜𝑢𝑟
values are also obviously less than those of FEL and FTL
except 8:00-10:00. Because it is the beginning working time
during 8:00-10:00, electricity requirements are very large,
and there are almost no heating and cooling requirements.
Taking into account the full day values, the performance of
the optimal operation strategy is much better than that of
FEL and FTL strategies. In spring, summer, and autumn,
especially in the morning and in the evening, the optimal
energy flow has excellent performance, while in the middle
of a day, the advantage is not that evident. In winter, the
performance in the middle of a day is much better than that
in the morning and in the evening.
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Table 3: Equipment’s capacities.

Items PGU ORC Auxiliary Electric Absorption Heating
boiler chiller chiller coil

CCHP (kW) 100 - 200 450 450 220
CCHP-ORC (kW) 80 20 100 450 450 220
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Figure 10: Comparison of three strategies in a winter day.

The reason for the proposed optimal operation strategy
performing better than FEL and FTL strategies is that both
FEL and FTL strategies are inevitably wasting energy. When
operating at FEL mode, electricity for the building is firstly
satisfied, and then if the thermal energy provided by PGU
cannot meet the thermal demand, the auxiliary boiler will
be activated; if the thermal supply exceeds the thermal
demand, the excess thermal energy will be wasted. When
operating at FTL mode, the thermal requirements are firstly
satisfied, and then if the electricity provided by PGU cannot
meet the electricity demand, additional electricity should be
purchased from the power grid; if the electricity provided
by PGU is sufficient, a certain amount of electricity will be
wasted.

The CCHP-ORC system includes ORC component as a
power generator to make full use of excess thermal energy,
and its integration with CCHP system has good application
prospects. According to the energy requirements in repre-
sentative days shown in Figures 3–6, the hourly outputs of
the electric chiller and the ORC in representative days can be
calculated as Figures 11–14.

From Figures 11–14, we can find that the electric chiller
has high utilization rate in summer because of the high
temperature in Wuhan, and the ORC plays a significant role
in other three seasons.

Substituting the primary energy consumptions, the daily
total cost, and the carbon dioxide emission into (20)–(22),
the daily performance criteria (i.e., PEC, DTC, CDE) for
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Figure 11: Hourly outputs of the EC and ORC in a spring day.
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Figure 12: Hourly outputs of the EC and ORC in a summer day.

the CCHP-ORC and the CCHP system can be calculated.
Capacities of all equipment in the CCHP-ORC and CCHP
system are listed in Table 3.

In Table 3, the capacity of PGU in the CCHP system is
100 kW, which is searched in [1, 500] with the whole year
(8760h) data using enumeration algorithm. In the CCHP-
ORC system, ORC is combined as power generator. In order
to satisfy the power requirements, the sum capacity of PGU
and ORC should be equal 100kW which is the optimal
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Table 4: Performance comparisons of the CCHP-ORC system and the CCHP system.

Representative days PEC(kWh) DTC(Yuan) CDE(g)
CCHP CCHP-ORC CCHP CCHP-ORC CCHP CCHP-ORC

Spring day 3374.1 3230.9 1021.2 992.5 821740.0 790230.0
Summer day 11909.0 11455.0 3077.7 2986.7 2956700.0 2856900.0
Autumn day 2247.1 2214.3 762.5 758.3 548660.0 543260.0
Winter day 2626.3 2618.6 869.9 817.0 648430.0 607230.0
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Figure 13: Hourly outputs of the EC and ORC in an autumn day.
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Figure 14: Hourly outputs of the EC and ORC in a winter day.

capacity in the CCHP system. In addition, efficiency of PGU
is higher than that of the ORC. For the office building with
low ratio of heat to power demand, power requirements
are more than other requirements, so the capacity of PGU
should be far larger than that of ORC.Through enumeration,
the optimal capacity of PGU and ORC is 80kW and 20kW,
respectively.

The performance comparisons of the CCHP-ORC system
and the CCHP system are shown in Table 4. It is clear that all
the performance values of the CCHP-ORC system are smaller
than those of the CCHP system and the performances of
the CCHP-ORC system are better than those of the CCHP
system. The integration of ORC and PGU can improve the
energy efficiency and reduce the capacity requirements of the
auxiliary boiler and PGU. With the reduction of the ORC’s
price, the superiority of the CCHP-ORC system will be more
and more outstanding.

If we assume that the price of ORC is about 100000 Yuan,
from Table 4, we only consider the PEC and DTC, we can
find the whole year’s PEC saving is 58190.13 Yuan, the total
consumption reduction is 16123.88 Yuan, and the sum of the
whole year’s PEC saving and the total consumption reduction
is 74314 Yuan. So the CCHP-ORC system runs 1 year and 4
months, and the cost of ORC is recovered.

5. Conclusion

A complementary configuration of the CCHP-ORC system
is investigated to further improve the utilization efficiency
of the excess thermal energy from the CCHP system. A
comprehensive and systematic matrix modeling approach is
proposed to describe the CCHP-ORC system. The matrix
model includes efficiency matrices of system components,
system conversion matrix, and dispatch factors. The optimal
operation strategy is obtained by solving the optimization
problem. Both economic and environmental factors are
considered in the objective function of the optimal operation
strategy design. The weights of economic and environmental
factors can be changed according to different requirements.
At last, an illustrative case study is conducted to show that
the effectiveness and economic efficiency of the proposed
approaches outperform those obtained from conventional
CCHP systems.

The main challenges of applying this method to real
system are that some uncertainties in the CCHP-ORC system
exist; for example, a likely source of uncertainty in the heat
exchanger components of the CCHP-ORC system is fouling.
The efficiencies of heat exchanger components are changed.
In real system, we should consider these uncertainties by
adding an error of less than 5% of the nominal value of the
parameters.

The main problem of the CCHP-ORC system is high
investment cost of the ORC. However the unit price of
the ORC will continually decline because of the technology
maturing in recent years. Therefore the CCHP-ORC system
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will be more attractive and valuable. In addition, all cal-
culation in this paper is based on an accurate load profile.
While, in practical applications, accurate load profile does
not exist, therefore, in future work, accurate load forecasting
should be considered. In a further step, excess electricity sold
back feature can be considered. In recent years, with the
development of the renewable energy including solar energy,
wind energy, and tide energy, more and more renewable
energy should be incorporated into the CCHP system to
make the trigeneration system more efficient.

Nomenclature

CCHP: Combined cooling, heating, and power
CDE: Carbon dioxide emission
COP: Coefficient of performance
DTC: Daily total cost
EC: Evaluation criteria
FEL: Following the electric load
FTL: Following the thermal load
HTC: Hourly total cost
ORC: Organic Rankine cycles
PEC: Primary energy consumption
PGU: Power generation unit
SP: Separation production.

Symbols

C: Cost
E: Electricity
F: Fuel
L: Facility life
N: Installed power
Q: Thermal energy𝜂: Efficiency𝜇: Carbon conversion factor.

Subscripts

ac: Absorption chiller
annual: Annual value𝑏: Auxiliary boiler𝑐: Cooling
ca: Carbon𝑒: Electricity
ec: Electric chiller𝑓: Fuel
grid: Local power gridℎ: Heating
hour: Hourly value
hrc: Recovered heat cooling
hrh: Recovered heat heating𝑚: Total consumption
orc: Organic Rankine cycles𝑝: Parasitic
pgu: Power generation unit
pgum: Capacity of PGU𝑟: Recovered.

Superscripts

𝑆𝑃: SP system.
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