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As part of the development of an integrated perspective on lessons learned from the Fukushima Daiichi nuclear accident, this paper highlights lessons learned and implications relating to the accident information and system operational aspects during the events. Our analysis clearly indicates that the plant was neither designed nor prepared to withstand such an unexpected event, which included a complete loss of electrical power sources for a long period. The author focused on the accident information and system operational aspects of the Fukushima event, including lack of information, provision of wrong information, operator performance in life-threatening environments, and improvisation given lack of procedures and training. Suggestions for further improvement of the nuclear plant safety are then made with respect to preparation for beyond design basis events, provision of reliable essential information to operators, development of guidelines/procedures, training of operators, and development of operator support systems with consideration of severe accidents caused by unexpected events. It is hoped that the lessons learned from the accident will significantly contribute to the enhancement of nuclear plant safety.

1. Introduction

On March 11, 2011, an earthquake measuring 9.0 on the Richter magnitude scale (M 9.0) occurred off the Pacific coast of Tohoku; this earthquake, together with the subsequent tsunami, caused damage to the Fukushima Daiichi nuclear power plants (NPPs), resulting in severe core damage and considerable release of radioactive materials to the environment. Many organizations investigated the events at the Fukushima site, producing the following reports:

(i) the National Diet of Japan Fukushima Nuclear Accident Independent Investigation Commission (NAIIC report) [1];

(ii) the Investigation Committee on the Accident at Fukushima Nuclear Power Stations of Tokyo Electric Power Company by the Japanese Government (government report) [2, 3];

(iii) the Independent Investigation Commission on the Fukushima Nuclear Accident by the Rebuild Japan Initiative Foundation (RJIF report) [4];

(iv) the Tokyo Electric Power Company and its Fukushima Nuclear Accident Analysis Report (TEPCO report) [5];

(v) the Near-Term Task Force of the United States Nuclear Regulatory Commission (NTTF report) [6];

(vi) the American Nuclear Society Special Committee on Fukushima (ANS report) [7];

(vii) the ASME Presidential Task Force on Response to Japan Nuclear Power Plant Events (ASME report) [8];

(viii) the United Kingdom Office of Nuclear Regulation (UK ONR report) [9];

(ix) the Nuclear Energy Agency of the Organization for Economic Cooperation and Development (OECD/NEA report) [10].

These reports outline lessons learned in relation to the various aspects of the nuclear disaster. Installation or improvement of hardware (such as antisunami walls, filtered vents, and passive autocatalytic recombiners (PARs), amongst others) is an often cited aspect. The disruption in command
2. Key Characteristics of Fukushima Accident

The Fukushima accident can be characterized as an occurrence of the unexpected events that the plant and the operators were not prepared to cope with, which eventually resulted in considerable core damage and radiation releases to the environment. The unexpected event involved the simultaneous loss of alternate current (AC) and direct current (DC) power in Units 1, 2, and 4 and a prolonged loss of AC power in Units 3 and 5. The unexpected event was not considered in the plant design and operation. There was no guideline or procedure applicable to such an event. Operators were not trained to manage and respond to such an event. Improvisation and trials and errors were only available strategies at the moment. Operators, who did not have enough knowledge of severe accident phenomena, had to find necessary response actions in a very short time and implement them in life-threatening environments.

2.1. Event Outside of the Design Basis. With the term design basis, a NPP is required to withstand a set of postulated accidents without imposing risk to the public health and environment. Additional regulatory requirements, such as the anticipated transient without scram (ATWS) rule (10 CFR 50.62 [19]) and the SBO rule (10 CFR 50.63 [19]) in the United States, were issued to complement regulations based on design basis events. According to the SBO rule, NPPs must be able to withstand an SBO for a specified duration of time and must also be able to recover from it. Station batteries and other necessary support systems are used for this purpose.

The establishment of requirements on design basis events and additional requirements is not intended to ignore those events that lie outside the boundary but rather to focus on those events that lie inside the boundary in order to maximize the safety of NPPs with limited time, resources, and effort. Inevitably, those events considered to lie outside the boundary receive less attention, partly because such boundaries defined only design basis conditions and not beyond design basis events.

In Fukushima Daiichi NPPs, the design basis for flooding by tsunamis was originally 3.1 m at the time of the construction permit, with this later reevaluated to 5.7 m based on the methodology proposed in 2002 [20]. Based on a recognition that tsunami heights may exceed the design basis, Sakai et al. [21] performed probabilistic tsunami hazard analysis in 2006, estimating the frequency of tsunamis higher than 15 meters in 50 years to be approximately four occurrences in every 100,000 years.

It has been argued that the design basis tsunami did not properly reflect historical tsunami experiences in Japan. Uchida and Matsuzawa [22] emphasized the importance of the relationship with a large tsunamigenic earthquake having a recurrence interval of 400–1300 years, as estimated on the basis of geological data. Shibata [23] provided a review of the two gigantic tsunamis, the 869 Jogan tsunami and the 1611 Keicho tsunami, which affected the Sendai plain prior to the 2011 Great East Japan earthquake/tsunami. Shishikura [24] reconstructed the tsunami inundation area of the 869 Jogan earthquake and concluded that the magnitude and source of the tsunami were very similar to those of the 2011 Great East Japan earthquake.

The tsunami of maximum height 15 meters (higher than the design basis) that followed the earthquake caused not only the loss of all AC power (which can be considered to lie inside the regulatory boundary, based on the SBO rule) but also the loss of DC power (which lies outside the boundary). The plant was neither designed nor prepared to withstand such an event. For example, the loss of DC power caused the isolation...
interlock of the isolation condenser (IC) in Unit 1, in turn leading to the closure of all valves associated with the IC. If the loss of both AC and DC powers had been considered in the design of the plant, the interlock could have been designed to open all valves, so that core cooling could be maintained.

Narabayashi [25] is of the opinion that had the IC been appropriately operated, the accident would have been terminated quickly; the IC, the valves of which closed as a result of the IC isolation signal (caused by the loss of DC power), can, therefore, be considered a “fail-dangerous system,” as opposed to the incorporation of a “fail-safe” mechanism that is typically the case at NPPs. However, one should also bear in mind that should any break occur in the piping of the IC, it would make sense to close the valves so that radioactive steam from the reactor pressure vessel (RPV) would not be released to the reactor building (R/B) or to the environment. Thus, while one type of design seems appropriate for one set of circumstances, such a design may not be as well suited to beyond design basis events. In order to determine optimal system design, systems interaction effects [7] should be carefully analyzed, with consideration and analysis of tradeoffs between advantages and disadvantages under various postulated scenarios. The designer of the Fukushima IC chose from a variety of options (open, close, or stop as is) that are available upon the detection of abnormalities associated with the IC and opted for valve closure to maximize safety, given that the loss of both AC and DC powers was not a consideration during the design phase.

2.2. Prolonged Loss of AC Power. Given that the plant was not designed or prepared for prolonged loss of AC power, the likelihood of the plant being unable to withstand such an event was significant. The Fukushima Daiichi NPPs could have withstood the event by restoring AC power (either through off-site power or through emergency diesel generators (EDGs)) over a very short period, probably less than two hours, since the reactor core of Unit 1 started to be uncovered around this time without IC operation. It should be noted that Fukushima Daiichi Units 5 and 6 and Fukushima Daini NPPs could withstand the event with one air-cooled EDG installed in Unit 6 and the available off-site power, respectively.

In an SBO situation, it is expected that turbine-driven pumps, such as RCIC pumps in Units 2, 3, and 4, and turbine-driven auxiliary feedwater pumps in pressurized water reactors (PWRs) and station batteries will be used to manage the situation for a specified time. Station batteries are expected to provide power to essential components for about four or eight hours, depending on the licensing design of the associated NPP. As noted by Al Shehhi et al. [26], successful mitigation of an SBO eventually requires restoration of AC power. The SBO rule also focuses on the main on restoration of AC power, either through off-site power or through on-site EDGs.

Even though the site superintendent quickly ordered the restoration of off-site power to restore AC power, TEPCO [5] indicated that early restoration of off-site power was extremely difficult. With the complete loss of both AC and DC powers, combined with the failure to quickly restore AC power, difficulties related to the maintenance of core cooling and containment integrity were present from the start.

Table 1 shows the timing of loss and restoration of AC power, as well as the timing of core damage. It took approximately twenty-three days to restore AC power after it was completely lost. It is assumed that RPV injection occurred at the same time that AC is recovered.

As mentioned in the ANS report [7], the dominant core damage scenario identified by probabilistic safety assessments (PSAs) of boiling water reactors (BWRs) results from an SBO combined with eventual failure of the reactor core isolation cooling (RCIC) and high-pressure coolant injection (HPCI) systems. It was very fortunate that the RCIC system in Unit 2 could operate for approximately 70 hours and that the RCIC and HPCI systems in Unit 3 could operate for approximately 35 hours. According to ANS report [7], one should not expect the RCIC system to run beyond 8 hours in an SBO situation. However, in this instance, AC power had not been restored after this interval, nor could an alternative injection to the reactor (after depressurization of the RPV) be established, inevitably resulting in core damage in Units 2 and 3. According to Tanabe [27] and Kataoka [28], core damage started to occur after 2.5 and 2.5 hours after the loss of emergency core cooling capabilities in the case of Units 1, 2, and 3, respectively.

2.3. Shortage of Available Time. In a simulation of a hypothetical complete SBO at the Browns Ferry Nuclear Plant [29], core uncovering and core damage commenced after 33 and 70 minutes, respectively; this simulation represented a situation in which RCIC and HPCI systems were unavailable owing to closed valves or failed batteries.

According to the ANS report [7], when the emergency core cooling system (ECCS) cannot function properly, the reactor core starts to be uncovered in one to two hours, depending on the reactor design; core damage starts to occur approximately 30 minutes after the core is uncovered. This is in accordance with the Unit 1 MAAP analysis described in the TEPCO report [5], which indicates that top of active fuel (TAF) and bottom of active fuel (BAF) were reached at around 18:10 and 19:40, respectively, approximately 2.5 hours and 4 hours after the occurrence of the SBO. This analysis result is supported by observations of increasing radiation at around 22:00 in the reactor and turbine buildings of Unit 1.

As mentioned above, shift operators in Unit 1 only had one to two hours available to prevent core damage once the IC was not in service. Owing to the short time available for operators to respond to the accident situation when the ECCS cannot perform its intended function, fast recognition of and response to the situation are very important. Such fast response can be accomplished through preprepared and clearly described procedures and through regular training in accordance with these procedures. Without these elements, a rapid response cannot be expected.

2.4. Lack of Procedures and Training for Severe Accidents. As mentioned in the ASME report [8], current accident management in many NPPs is based on the availability of
2.5. Core Damage and Massive Radioactive Releases. The prolonged loss of AC power, combined with shortage of available time and lack of procedures and training, resulted in core damage in Units 1, 2, and 3. Thermal-hydraulic (TH) behavior and the progress of core damage were analyzed by TEPCO using MAAP, as described in the TEPCO report [5]. Sandia National Laboratory performed TH analysis using MELCOR, as described in report [30] and papers [31–33]. Accident progression analysis using MELCOR was also performed by Hoshi and Kawabe [34]. Ishikawa [35] applied THALES2 code to the analysis of accident progression.

Allison et al. [36] calculated possible core/vessel damage states of Units 1, 2, and 3 with RELAP/SCDAPSIM and concluded that not only fuel melting but also the failure of vessels in Unit 1 was likely significant. Parisi et al. [37] also conducted a simulation for Unit 1 with RELAP/SCDAPSIM, with results consistent with those of other simulation studies.

The quantity of radioactive releases due to the accident was estimated by Tomioka and Marup [38] and Takemura et al. [39]. Le Petit et al. [40] analyzed fission product activities measured approximately 210 km away from the NPP and showed that the reactor cores were exposed to high temperatures for a prolonged period of time. Achim et al. [41] analyzed long-term dispersion of radionuclides and showed that at least 80% of the core inventory was released into the atmosphere.

3. Accident Information and System Operational Aspects

As discussed in Section 2, the plant was neither designed nor adequately prepared for the unexpected event that had actually occurred at the Fukushima NPPs. The total loss of AC power lasted much longer than ever imagined in the nuclear power community; too little time was available for the operators and the recovery team to properly respond to the rapidly evolving events; no guidelines were available at that time that could help them cope with such complex situations caused by the extreme natural disaster and the consequential loss of AC and DC power. Even though core damage could not have been prevented under such conditions, it is important to derive important lessons by looking into the actual situations during the events at Fukushima. Focus herein will be placed on the information and system operational aspects during the events.

3.1. Lack of Information. According to the ATHEANA human reliability analysis (HRA) method [42] that provides a rich and holistic understanding of the context concerning the human factors, four distinct activities are typically performed by the operators in coping with an operational event at NPPs: (1) monitoring/detection, (2) situation assessment, (3) decision making, and (4) implementation. One can easily comprehend that information is essential in each of these activities, and lack of information will have adverse effects on the human performance associated with these activities. Kim and Seong [43] and Lee and Seong [44] provided situation assessment models for shift operators that can be used to estimate such adverse effects based on Bayesian inference.

Given limited resources and staff with limited time available for accident response at Fukushima NPPs, it was important for correct decisions to be made at the earliest possible time during the accident in order to adequately cope
with the evolving events, with time and resources prioritized to respond to the most urgent situations first.

To prevent core damage, it was essential to provide sufficient coolant to each of the reactors and to transfer the decay heat from the reactor to the ultimate heat sink. Information about the RPV water level was crucial for accident management to ensure maintenance of an adequate amount of RPV coolant inventory. As the RPV pressure also had to be properly controlled in order to maintain the integrity of the RPV, the provision of suitable measures to depressurize the reactor in a controlled manner was also needed.

Had the RPV water level indicator in Unit 1 been available and monitored continuously, the decreasing trend in the RPV water level could have alerted shift operators to the fact that the IC was not operating. Drywell (D/W) pressure could also have provided information on the inventory inside the RPV, because an increase in D/W pressure indicates that the reactor has lost an amount of reactor coolant. Shift operators also needed to consider the possibility of a break or leakage in the RPV, which would have resulted in a decrease in the RPV water level and in RPV pressure and an increase in radiation levels in the reactor building (R/B), main control room (MCR), and eventually in the nearby environment.

In Units 3 and 5, DC power was not affected by the tsunami, and, therefore, essential information was available in the MCR. The author believes that the availability of information had significant contribution to the recovery of Unit 5. In Unit 5, because the plant parameters could be monitored in the MCR with the DC power supply, priorities could be given to the restoration of AC power by cross-connecting to the AC power in Unit 6, which was supplied by an air-cooled EDG.

With this in mind, it seems logical that the emergency response team first tried to restore essential instrumentation in the MCR of Units 1 and 2. The RPV water level indicator was restored first through connection with ten batteries in series; this was followed by the D/W pressure indicator, which was restored through connection with a temporary mobile generator located inside the MCR at the time. It is also noteworthy that the shift operators in Unit 5 first tried to restore the AC-powered instrumentations, which can be understood as an attempt to collect more information on the plant status to make optimum decisions at the moment.

The generation of steam from the IC in BWRs indicates that the heat generated inside the RPV is being removed. The amount of steam generation from the IC is proportional to the amount of heat removed inside the RPV. When there is no break or leakage, removal of heat inside the RPV means that inventory and pressure inside the RPV are being maintained. In the case of Unit 1, it was later discovered that heat removal was being performed through subsystem A of the IC, even though this was not known during the initial phase of accident progression. On April 1, 2011, the IC valves were found to be open in the case of the 3A and 2A valves (subsystem A) and closed in the case of the 3B and 2B valves (subsystem B). The shell side water level was found to be 63% and 83% for subsystems A and B, respectively.

In severe accident conditions, it was found to be difficult to obtain information from field indicators by dispatching operators owing to safety concerns. Unit 1 shift operators could not confirm the operational status of the IC, because the dispatched operator returned without information owing to the high radiation level in the R/B. Shift supervisors also hesitated to dispatch operators because of frequent after-shocks, tsunami warnings, and high radiation levels in the R/B. According to Kawano [45], there were 195 aftershocks with magnitude greater than M 5.0 on March 11 alone. The magnitude of three of these was greater than M 7.0.

With significantly insufficient information, decisions thus had to be made under conditions of much uncertainty. The decisions made by different parties involved in the accident were inconsistent, and an issue of command and control was raised owing to these differing decisions. Had there been sufficient information, it is highly likely that decisions made by the different parties would have been similar, possibly resulting in less confusion or conflict among them. It is believed that the lack of information played a significant role in the issue of an unclear command and control line during the progression of the accident.

3.2. Wrong Information. Historically, wrong information has often misled operators from correctly understanding the situation and making decisions accordingly. In the case of the Three Mile Island (TMI) accident [46], the indicator for the pilot operated relief valve (PORV) misled operators into wrongly believing that the PORV was closed. This occurred because the indicator light for the PORV was off, meaning that the electric power to the solenoid was cut off; shift operators interpreted this information to indicate the closure of the PORV. In reality, the PORV was stuck and remained in the open position. Because the shift operators did not realize that this was the case, reactor coolant was escaping from the reactor coolant system (RCS). This misunderstanding on the part of shift operators (or, in other words, the provision of wrong information by the PORV indicator) eventually resulted in damage to the reactor core.

Another example of the provision of wrong information in the TMI NPP was related to the pressurizer level. As the RCS continuously lost coolant through the stuck-open PORV, the pressurizer level shown at the indicator in the MCR gradually increased. This led shift operators to shut down the emergency core cooling pumps, eventually halting emergency injection to the reactor. From that point onwards, human errors have been classified into errors of omission and errors of commission, and significant research has been conducted on the latter especially due to its significant role during the progression of the TMI accident scenario.

In the case of Fukushima Daiichi Unit 1, there were at least two instances of providing wrong information to the shift operators: the notification of steam generation from the IC by the emergency response center (ERC) and the display of the wrong RPV water level. When the shift operators asked the ERC whether the IC was functioning, the ERC confirmed that steam had been generated from the IC at 16:44 on March 11, even though the amount of steam was insignificant. As in the
case of the TMI accident, the RPV water level indicator at the Fukushima Daiichi Unit 1 led operators to mistakenly believe that the reactor had sufficient water to cool the core down. An explanation on the probable cause of the wrong reactor water level indication is provided in the TEPCO investigation report [5].

It is generally speculated that wrong information misled shift operators and the emergency recovery team into focusing on the recovery of Unit 2 instead of Unit 1. The TEPCO report [5] argued that operators focused on the recovery of Unit 1; however, the NAIIC report [1] pointed out that Unit 2 was at first regarded as being most critical, even if Unit 1 was actually in a more critical condition, because the operational status of RCIC in Unit 2 was not known at the moment. This may mean that shift operators and the recovery team paid more attention to the recovery of Unit 2, until the RCIC operational status was confirmed from the field.

3.3. Operator Performance under Life-Threatening Situations. There have been some discussions on the contribution of human errors to the progress of the accident. For example, the government interim report [2] indicated the following problems regarding operator response to the accident:

(i) misjudgment of the operational situation of the IC in Unit 1 (see Table 2);
(ii) poor handling of alternative water injection in Unit 3 (see Table 3).

It is known that the RJIF report [4] also specifically indicated human errors during accident management, such as failures relating to the IC operation in Unit 1 and the shutdown of the HPCI in Unit 3. Among the chronic records of shift operators' operations in Units 1 and 3 shown in Tables 2 and 3, those marked in bold are what are frequently considered as human errors during the response to the accident, with some backgrounds on why shift operators performed such misoperations.

In addition to the background of such operations, it is also worth reviewing the environment where the shift operators were placed and how HRA methods typically estimate human error probability (HEP) under such an environment. When the SBO occurred, after the NPPs had been hit by the earthquake and tsunami, the shift operators and recovery team found themselves in complete darkness, experienced frequent tremors caused by aftershocks, and may well have feared that their lives were in danger. Under such a life-threatening situation, with frequent aftershocks, tsunami warnings, high radiation levels, the shift operators, recovery team, and management staff had to manage the unprecedented accident to keep the progression of the accident under control.

In Technique for Human Error Rate Prediction (THERP) [47] and Accident Sequence Evaluation Program (ASEP) [48], developed a long time ago but still widely used in the HRA community, the HEP under life-threatening situations is roughly estimated to be 0.25 with error factor 5 for skilled shift operators. This means that human operators are likely to make mistakes or errors once every four important tasks. In Standardized Plant Analysis Risk-Human Reliability Analysis (SPAR-H) method [49], a multiplier of 5 to the HEP at hand was assigned as a performance shaping factor for the situation when shift operators were under extreme stress situations (less than life-threatening). Even though the situation at the time of the Fukushima accident was worse than the one assumed in THERP [47], ASEP [48], and SPAR-H [49] (namely, a large loss of coolant accident), the shift operators and emergency response team successfully established plans and performed planned tasks with only a few reported minor human errors.

The overall response of the shift operators and emergency response team is considered to be adequate, despite the harsh conditions and staff fears of losing their own lives in such a life-threatening situation.

3.4. Improvisation under Lack of Procedures and Training. The SBO, combined with the loss of DC power, resulted not only in the loss of instrumentation but also in the loss of control of valves, which was due to the loss of motive force. For example, owing to the loss of DC power, the IC valves could not be opened until 18:18 on March 11, when DC power was temporarily available. Shift operators encountered difficulties, particularly in opening the solenoid valves to control the air-operated containment vent valves.

Despite little time being available for shift operators to respond to the accident in order to prevent core damage, no procedures or guidelines were available and no information was provided to the operators. It is important to note that the EOPs and AMGs could not be applied owing to deviations from the basic assumptions necessary to apply them. Frequent aftershocks, tsunami warnings, and high radiation levels inside the R/B prohibited operators from recovery or information collection activities.

Under such circumstance, considerable improvisation was required to devise creative ways to manage the accident. Essential instrumentation was restored using car batteries. Car batteries and temporary air compressors were used in order to attempt to open the valves, until the opening of the valve was successfully accomplished.

The author agrees with the UK ONR's evaluation of shift operators' response [9], which notes that operators were successful in implementing early responses to the accident. It would be desirable though significant efforts are made in the future to avoid or at least reduce the instances where the shift operators have to undergo improvisation during time-critical situations such as the early stage of an accident.

4. Lessons Learned and Implications

One of the important lessons learned is that unexpected events may occur at NPPs, and operators need to be prepared for such unexpected events. For this reason, severe accidents involving core damage need to be considered in the nuclear plant design with proper training provided to the shift operators and the members of technical support centers (TSCs). Essential information should be provided to them in reliable manner without interruption to support their
Table 2: Records related to the operation of the IC and venting in Unit 1.

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 11</td>
<td>2:46 pm</td>
<td>Earthquake, loss of offsite power, reactor trip, and IC autostart</td>
</tr>
<tr>
<td></td>
<td>3:42 pm</td>
<td>Tsunami and SBO (operator unable to remember valve position)</td>
</tr>
<tr>
<td>March 11</td>
<td>6:18 pm</td>
<td>Temporary restoration of DC power</td>
</tr>
<tr>
<td></td>
<td>6:25 pm</td>
<td>MO-3A closed (unable to observe steam, fear of water depletion)</td>
</tr>
<tr>
<td></td>
<td>8:07 pm</td>
<td>RPV pressure (in the field) = 6.9 MPa</td>
</tr>
<tr>
<td>March 12</td>
<td>2:30 am</td>
<td>D/W pressure = 840 kPa ($P_{\text{design}} = 528.3$ kPa)</td>
</tr>
<tr>
<td></td>
<td>3:45 am</td>
<td>Repeated confirmation of vent operation</td>
</tr>
<tr>
<td>March 12</td>
<td>5:46 am</td>
<td>Started to pump fresh water through fire pumps to the RPV</td>
</tr>
<tr>
<td>March 12</td>
<td>8:27 am</td>
<td>Confirmed that evacuation is not complete</td>
</tr>
<tr>
<td></td>
<td>9:37 am</td>
<td>Informed Prefectural Government of venting at 9:00 am</td>
</tr>
</tbody>
</table>

Table 3: Records related to manual trip of HPCI in Unit 3.

<table>
<thead>
<tr>
<th>Date</th>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>March 11</td>
<td>4:04 pm</td>
<td>RCIC manual start (operator confirmed low reactor water level)</td>
</tr>
<tr>
<td>March 12</td>
<td>11:36 am</td>
<td>RCIC trip. Unable to restart</td>
</tr>
<tr>
<td></td>
<td>12:35 pm</td>
<td>HPCI autostart</td>
</tr>
<tr>
<td>March 13</td>
<td>2:42 am</td>
<td>HPCI outlet pressure close to reactor pressure (0.8-0.9 MPa)</td>
</tr>
<tr>
<td></td>
<td>5:00 am</td>
<td>Reactor pressure = 7.38 MPa</td>
</tr>
<tr>
<td></td>
<td>7:00 am</td>
<td>Car batteries connected to SRV</td>
</tr>
<tr>
<td></td>
<td>8:41 am</td>
<td>Venting line-up (except rupture disk) complete</td>
</tr>
</tbody>
</table>

various activities associated with accident management. This section outlines lessons learned and their implications from the accident, with special attention to instrumentation and control (I&C) systems and human operators to enhance the nuclear plant safety through proper design and accident management for such unexpected events.

4.1. Preparation for Beyond Design Basis Events. One of the important lessons learned from the accident would be the need for fundamental changes in safety approaches and thinking [50]. Yang [51] pointed out that the deterministic approach alone was found to be insufficient in deriving the design basis for tsunamis and that a probabilistic approach should, therefore, be used in a complementary manner to address large uncertainties associated with natural hazards. Deterministic safety assessment (DSA) and PSA were developed and conducted by different groups of people, as in the case of seismic PSA and tsunami PSA having been developed independently [52]. The complementary use and/or harmonization of deterministic and probabilistic approaches, such as in the approach proposed by Kang et al. [53], seems to be the right direction for future risk assessments based on the lessons learned from the accident.

In this sense, the risk-informed defense-in-depth framework, which was originally proposed by Fleming and Silady [54], has been receiving increasing attention as the USNRC’s NTTF report [6] highlighted the concept as the new framework for the post-Fukushima era. After reviewing the Fukushima accident with the defense-in-depth (DID) and risk viewpoints, Yang [51] explained how risk insights can contribute to strengthening DID or developing a new risk-informed DID framework. Suzuki [55] interpreted the Japanese government’s recommendation of swift utilization of PSA and improvements of safety measures as Japanese
safety regulations’ departure from being a “zero-risk” culture, providing a lesson to all 31 countries with nuclear power.

In Europe, the attempt to consider more accident scenarios to enhance nuclear safety by taking both deterministic and probabilistic approaches into account resulted in the introduction of design extension conditions (DECs). DECs were originally proposed by European Utility Requirement (EUR) and appeared in International Atomic Energy Agency (IAEA) Draft Safety Standard DS 414 in 2010, with this later formally published as IAEA SSR-2/1 [56]. The purpose of DECs was to further improve the safety of NPPs by addressing additional accident scenarios that involve accidents more severe than design basis accidents or involving multiple failures. DECs need to be derived on the basis of expert judgment, deterministic assessment, and probabilistic assessment. The inclusion of DECs in the regulatory boundary would impose strict requirements on the design and operation of NPPs, with consideration of accidents with complex sequences and severe accidents involving core damage. Examples of DECs considered in EURs are ATWS and SBO, which are also considered in the regulatory framework in the United States based on the risk insights from PSA studies. Containment bypass accident such as steam generator tube rupture (SGTR) accidents combined with main steam line break (MSLB) is another example of DEC.

In considering additional accident scenarios, the dependency between different events needs to be carefully examined. Pate-Cornell [57] noted that the M 9.0 earthquake and the 14-meter high tsunami during the Fukushima accident provide an example of the dependent conjunction that should have been properly addressed by reviewing historical records. Ebisawa et al. [52] pointed out that the dependency between seismic ground motion effects and/or tsunami effects has not been properly considered because seismic and tsunami PSAs were developed independently for reasons of efficiency.

Despite the high safety standards in the nuclear industry, severe accidents involving core damage could not be completely prevented. According to Kaiser [58], the three severe accidents (TMI, Chernobyl, and Fukushima) in commercial nuclear facilities occurred with a period of approximately 4,000 to 5,000 reactor years (RY). From the historical experience of such severe accidents, growing attention is being given to accident management. The report by the OECD/NEA task group on accident management [59] proposed the development of the integrative accident management (IAM) approach to provide the right balance and prioritization of accident prevention and accident management. Plant design needs to consider the accident management under severe accidents, such as essential information, operator support systems, and associated operator training.

4.2. Reliable Essential Information under Severe Accidents.

From the accident information and system operation viewpoint, the need for essential information to make proper decisions would be one of the most important lessons learned from the accident. It was found that the information necessary to clearly understand the progression of severe accidents was not provided sufficiently for shift operators. Shift operators were uncertain as to whether core damage was occurring, how much of the core was damaged, how much hydrogen was generated by the zirconium-steam reaction, and so on, until they experienced the hydrogen explosions.

It is speculated that if the shift operators at Fukushima Daiichi Unit 1 had recognized the status of the IC and successfully performed necessary actions to recover its functions, core cooling at Unit 1 could have been maintained for some time. Even though the IC at Unit 1 could operate for about 10 hours (and its operation time could have been extended by making up the IC tanks with diesel-driven fire protection (DDFP) pumps, fire engines, and other such power sources), it is yet uncertain whether core damage could have been prevented by operating the ICs for an extended period. However, situations might have been quite different if it had been the case, since a lot of other options might have been developed and implemented, potentially avoiding core damage.

To provide essential information to shift operators in a reliable way, possible additional instrumentations for severe accidents may include the following:

1. temperature measurements in various locations inside an RPV, including the lower head [7];
2. hydrogen concentration and radiation level measurements [7];
3. water level and temperature measurements for spent fuel pools [6, 7, 10].

Also, measures to provide protection for the essential information need to be considered for implementation at NPPs, such as the following:

1. improved protection for station batteries [7, 10];
2. alternative connectable electrical power supplies for essential instrumentation [7, 10];
3. enhancement of essential instrumentation to survive under extreme environments [10];
4. DC power load shedding for essential instrumentation [10];
5. better understanding of limitations of essential instrumentation [10].

In PWRs, steam generators (SGs) are analogous to the ICs in BWRs, and therefore the accident progression in Unit 1 provides important lessons on how to enhance the safety of PWRs. Based on the TH analysis with RELAP5/MOD3.3, Proˇsek and Cizelj [60] showed that core recovery can be significantly delayed by using turbine-driven pump systems and manually depressurizing the RCS. The successful operation of the auxiliary feedwater system (AFWS), the successful dump of steam to the atmosphere (the ultimate heat sink), and, therefore, the successful depressurization of RCS should be carefully monitored. It should be also noted that pressurizer and accumulator level during depressurization can assist inventory control and prevent nitrogen injection from the accumulators. The FLEX methodology [61] provides much information on instrumentation and control requirements such as the essential parameters for key safety functions in PWRs and BWRs.
4.3. Operator Support Systems for Severe Accidents. The analysis of the response of Fukushima Daiichi Unit 1 shift operators gives the impression that they did not consider the status of the plant as being critical, though it actually was. Had they recognized that core damage might potentially occur just two hours after the occurrence of an SBO (given that the IC was not in service), their response might have been different. For instance, they might have assigned higher priority to the confirmation of the operational status of the IC.

Upon investigation of why ICs were not operating, it was found that the isolation interlock closed all valves associated with ICs when abnormalities (including the loss of DC power) were detected. The government interim report [2] criticized the shift operators on duty and the staff members of the emergency response centers as having insufficient understanding of the functioning of the IC, especially of its fail-safe feature. However, the author believes that it would be very difficult to memorize all interlock relations in the plant during periods of extreme stress, especially when such interlock operations are neither frequently encountered during normal operation nor covered in the operator training under simulated emergency conditions. It must be borne in mind that the loss of all AC and DC power constituted an extraordinary accident situation, to which neither EOPs nor AMGs could be applied.

Under such rare situations, operator support systems may provide important technical assistance to shift operators. A faster-than-real-time simulator [7] is an example that may help shift operators make important decisions, such as dispatching operators to the field (where radiation levels are high) for information collection and restoration of critical equipment, venting of radioactive steam to the environment, and evacuation of people living nearby. For this reason, the development of operator support systems for severe accidents needs to be encouraged.

5. Conclusions

Under the conditions of loss of both AC and DC powers that occurred after the earthquake and tsunami at Fukushima Daiichi NPPs, there may have been a slight chance of the plants recovering from the progression towards core damage. However, based on the recognition that the plants were not designed nor prepared to withstand such an event and that shift operators and management staff were likewise unprepared for this eventuality, the occurrence of core damage does not seem to have been avoidable. Nevertheless, it would be still important to review the accident by highlighting the accident information and system operation aspects from the wide range of information already known and to derive lessons learned from the performance of shift operators in such a hopeless situation.

In view of the fact that an effective response to an accident, with timely and proper operator actions, is pivotal to enhancing the safety of NPPs, the discussion in this paper pays special attention to the accident information and system operational aspects of the Fukushima accident. The accident information aspect was found to include lack of information and the provision of wrong information to shift operators. The system operational aspect was found to include operator performance under life-threatening situations and improvisation given lack of procedures and training. From the accident information and system operational aspects of the lessons learned, implications for improving the nuclear plant safety were derived, with examples including preparation for BDBEs, provision of reliable essential information to operators, development of guidelines/procedures, training of operators, and development of operator support systems, with consideration of severe accidents caused by unexpected events.

It is also worth looking into the potential contribution of research and development (R&D) for the improvement of operator response capability under severe accident conditions. It is unfortunate that the R&D results relating to severe accidents, which have accumulated over a long time period, could not provide immediate assistance to the shift operators in the MCR and the emergency response members in the TSC or elsewhere during the accident. The author believes that the development of operator support systems for severe accidents, such as an accident diagnosis tool, will serve as a connection point between the needs of the nuclear industry to enhance response capabilities for severe accidents and the accumulated knowledge on the R&D side.

To improve the nuclear plant safety based on the lessons learned from the chaotic accident at the Fukushima Daiichi NPPs, it is necessary to consider a broader spectrum of events and conditions, and train the shift operators and the emergency response staff against such events and conditions. More efforts are also needed to (1) identify potential hazards that may threaten the NPP safety; (2) devise and implement effective prevention and mitigation measures against such hazards; and (3) explore and implement recovery strategies and emergency preparedness measures following core damage or release of radioactive materials to the environment. The considerable activities, currently being carried out throughout the US nuclear industry to implement the FLEX methodology, are apparently in a right direction in this regard.

The nuclear industry learned very expensive lessons as a result of the Fukushima Daiichi nuclear accident. It is hoped that the lessons learned from the accident will significantly contribute to the improvement of nuclear plant safety in the most cost-effective manner.

Conflict of Interests

The author declares that there is no conflict of interests regarding the publishing of this paper.

Acknowledgments

This research was supported by Chung-Ang University Research Grants received in 2013. It was also supported by a Grant from the Nuclear Safety Research Program of the Korea Radiation Safety Foundation with funding by the Korean government's Nuclear Safety and Security Commission (Grant no. 1305008-0113-SB110).
References


[2] “Investigation committee on the accident at Fukushima nuclear power stations of Tokyo electric power company (established by the cabinet),” Interim Report, 2011.


