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With the development of information technology, the instrumentation and control system of nuclear power plant nowadays rely heavily on the massive and complex software to ensure the safe and efficient operation of the power plant. The improvement of the software design and development for the safety systems has been a research focus for its decisive impact on the nuclear safety. The framework of the software design and development for reactor protection system in High Temperature Gas-Cooled Reactor-Pebblebed Module was introduced in this paper. Firstly, during the design period, in addition to multichannel redundancy, grouping of protection variables and diverse 2-out-of-4 logics were adopted by different subsystems of each channel in case of common cause failure. Then a series of development characteristics together with strict software verification and validation were performed. Thirdly, during the software test period, an improved software reliability growth model based on the Goel-Okumoto model according to the analysis of fault severity was proposed to help in estimating the reliability of the software product and identifying the software release time.

1. Introduction

The analog instrumentation and control (I&C) systems are being replaced by the digital ones in the nuclear power plants (NPPs) during the last decade as the rapid development of computer science. Although providing a series of advantages such as better accuracy of monitor and control, more friendly human-machine interface, and higher automation level, digital I&C systems are still facing challenges connected with the modern information technologies [1]. The digital system also brings challenges to the probability safety assessment (PSA) of the NPP as there is no mature and widely used method for software reliability evaluation.

The improvement and evaluation of software reliability for the digital I&C system have been a research focus and the Nuclear Regulatory Commission of America also referred to this research topic in its five-year research plan for digital I&C system proposed in 2010 [2]. This issue is even critical for the safety-related systems like the reactor protection system (RPS) and the software failure could be unacceptable.

The design and development of digital I&C systems are different from the analog ones. For example, the redundancy arrangement of multiple channels is widely used to reduce the failure rate effectively for the analog RPS, while the digital component brings common cause failure (CCF) possibility which cannot be overcome by redundancy as all redundant channels are of the identical software and hardware. The regulatory authority emphasizes quality, diversity, and defense-in-depth as procedures against CCF of digital RPS [3].

Besides quality control (QC) process, the safety-critical software of an NPP has to undertake independent verification and validation (V&V) process following the requirement of the IEEE 1012 [4], which guarantees the software quality by enforcing rigorous V&V activities. Documentation audit is the major activity taken during the early period of the V&V process while the software unit test and the integrated test play a crucial role in the software coding and system integration.

Software reliability growth models (SRGMs) are commonly used to assess the software reliability. The SRGMs
are able to track the reliability growth curve during the test process which helps the development group to evaluate the number of residual faults and the development cost and to make decisions for the software release time and the test resource allocation [5–8]. During the last four decades, hundreds of software reliability models have been developed for different kinds of applications, and the available models are usually based on certain assumptions and limitations [9, 10]. With the particularity of safety-critical software of the RPS, the severity of the software fault should be studied and the critical faults should be paid more attention.

High Temperature Gas-Cooled Reactor-Pebble bed Module (HTR-PM) is the first HTGR to be commercially operated in the world, and the RPS of HTR-PM is the first digital RPS domestically designed, developed, and commercially operated in China. There are several characteristics for the software design and development process of RPS in HTR-PM. For example, it employs two groups of protection variables and diverse 2-out-of-4 voting logics for two subsystems in each channel in case of CCF. In addition, it is a custom-made system which only serves the HTR-PM, and the software is independently developed and is not based on the configuration of function modules on a platform; thus the software has been simplified effectively [11].

In this paper, the architecture of the RPS in HTR-PM is first introduced in Section 2. Section 3 shows the software design and development features, including the voting logic diversity, development optimization, and the software V&V. A novel software reliability growth model based on the analysis of fault severity is derived in Section 4. At last, the conclusion of this paper is given in Section 5.

2. Architecture of Reactor Protection System

The RPS of HTR-PM can generate the reactor trip signal and the engineered safety featured actuation signal (ESFAS) in case of design basis accidents. The RPS has four redundant channels, A, B, C, and D, together with eight trip breakers as shown in Figure 1. Each channel includes several sensors, several Signal Isolation Devices, two Signal Processing Devices, and two Logic Voting Devices. They can fulfil the functions including signal measurement and isolation, unit transformation, setpoint comparison, and the first-step 2-out-of-4 (2/4) logic. The second-step 2/4 voting logic is performed by eight trip breakers.

Only Signal Processing Devices and Logic Voting Devices are the digital ones among these devices, and others are all analog ones. The Signal Processing Device x and the Logic Voting Device x in one channel are defined as subsystem x. Similarly, the Signal Processing Device y and the Logic Voting Device y in one channel are defined as subsystem y. Both subsystems in one channel can achieve the unit transformation and 2/4 voting functions. The hardware and software of subsystems Ax, Bx, Cx, and Dx in four channels are identical, and the hardware and software of subsystems...
Ay, By, Cy, and Dy in four channels are identical, too. But the software of subsystems x and y is different in case of CCF.

Each channel receives dozens of hardwired analog signals from the sensors including the nuclear power, hot/cold helium temperature, helium pressure, and steam pressure. Some other switch signals like the status of the nuclear instrumentation system are also collected by the RPS for certain logic decision. It should be noted that there are a set of independent sensors for each channel which is subject to the principles of the redundancy requirement and the entity separation requirement.

The Signal Isolation Devices in each channel allocate the input signals to subsystems x and y of the same channel, the distributed control system (DCS), and the postaccident monitoring system if necessary. These signals are isolated electrically to ensure that the single fault in any equipment will not affect others.

Each design basis accident of HTR-PM corresponds at least two protection variables which are then divided into two groups. Subsystems x and y are used to deal with these two groups of protection variables, respectively, in order to decrease the risk of CCF. Figure 2 shows an example for the grouping diversity. When the design basis accident “false removal of control rods in power operation condition of HTR-PM” happens, there are two consequences: (1) abnormal increase of nuclear power; (2) abnormal increase of hot helium temperature. Two protection variables “nuclear power” and “hot helium temperature” are then assigned to subsystems x and y, respectively. As the protection variables that two subsystems deal with are different, the corresponding software for unit transformation and protection logics is also different. Each subsystem outputs reactor trip signals and ESPAS signals independently, so subsystems x and y act as the grouping diversity for safety functions. In addition, the voting logic diversity of two subsystems will be introduced in Section 3.1.

Figure 2 also shows the topological relations between four channels: every Signal Processing Device x sends information to four Logic Voting Devices x simultaneously, and the first-step 2/4 logic is realized by the Logic Voting Devices x. Similar processes are taken for four subsystems y. Taking Channel A as an example, the Logic Voting Devices Ax and Ay each generate a reactor trip signal according to the 2/4 voting results and these two signals then perform “OR” logic to generate two trip actuation signals A1 and A2 to actuate trip breakers A1 and A2, respectively. Thus even if one subsystem

![Figure 2: An example for the grouping of protection variables in two subsystems of one channel.](attachment:figure2.png)
fails to generate reactor trip actuation signal in the case of a design basis accident, the diverse subsystem can also ensure the reactor trip.

Eight trip breakers with series-parallel structure are used to cut off the power supply of control rod system. They are assigned to two groups as shown in Figure 2. Each channel of RPS controls two trip breakers belonging to different groups. If any 2-out-of-4 channels output the trip actuation signals, the reactor trip is realized. In Figure 2, Channels C and D are supposed to fail to work and only trip breakers A1, A2, B1, and B2 controlled by Channels A and B are successfully opened. It can be found that the power supply of the control rod can still be cut off under such circumstance, so the second-step 2/4 logic is achieved.

### 3. Software Design and Development

3.1. Voting Logic Diversity. In addition to the grouping diversity of protection variables proposed in Section 2, the voting logic diversity is also employed against CCF in the RPS of HTR-PM. Specifically, the 2/4 logic in subsystem x and subsystem y of each channel is achieved using different ways. The design basis accident “false removal of control rods in power operation condition” and two related protection variables are also taken as an example to illustrate this diversity, which is shown in Figure 3.

Either subsystem in each channel consists of two devices, that is, a Signal Processing Device and a Logic Voting Device. Every subsystem is able to realize the unit transformation and the logic voting functions separately. For example, the unit transformation processes of “nuclear power” and “hot helium temperature” are performed by the Signal Processing Devices Ax and Ay in two subsystems, respectively, as shown in Figure 3. The corresponding software codes for unit transformation of these two variables in two Signal Processing Devices are naturally different.

The 2/4 logic of two subsystems is also designed to be different. In subsystem Ax, the Signal Processing Device Ax identifies whether the value of protection variable is larger than the setpoint. If so, a “Yes” signal is generated and sent to Logic Voting Devices Ax, Bx, Cx, and Dx of four channels simultaneously. On the other hand, each Logic Voting Device x receives four “Yes” or “No” comparison results from Signal Processing Devices Ax, Bx, Cx, and Dx and then performs 2/4 logic. For the example in Figure 3(a), the Logic Voting Device Ax receives two “Yes” signals so a reactor trip signal is generated according to the 2/4 logic. The same processing operations are implemented on other channels at the same time.

For subsystem y, however, after unit transformation in Signal Processing Device Ay, the value of protection variable is directly sent to four Logic Voting Devices y of four channels without setpoint comparison. Then every Logic Voting Device y chooses the second largest value from four protection variables. And the setpoint comparison is performed only for this second largest value. Take the case in

![Figure 3: An example of diversity of 2/4 voting logic for (a) subsystem Ax and (b) subsystem Ay in Channel A.](image)
Figure 3(b) as an example; as the second largest value of the hot helium temperature is greater than the setpoint, it can be derived that the largest value should also be greater than the setpoint, so the 2/4 logic is fulfilled and a reactor trip signal is generated by the Logic Voting Device A.

Grouping of protection variables and diverse voting logic achieve software difference between two subsystems which can effectively reduce the probability of CCF.

3.2. Software Development Characteristics. The introduction in Section 3.1 refers to the software design optimization based on voting logic diversity. In this section, the approaches taken during the software development process of the RPS in HTR-PM will be discussed.

3.2.1. No Configuration Platform. Software development based on a configuration platform is a common method for the coding of RPS, and most well-known RPSs in the world are developed in this way. The famous platforms include the Common Q platform of Westinghouse and the TELEPERM XS platform of AREVA. The platform modules are selected and configured for a specific project. One of the problems for this kind of configuration is that the reliability of the whole platform and the complex configuration tool is difficult to validate. Furthermore, the configuration process may introduce undesired functions because of functional relevance of the platform modules.

The software for the RPS of HTR-PM is not developed based on a platform. Every line of the software code is written in demand rather than being selected from the platform library. The advantage for this development method is that there is no need to prove the reliability of the configuration platform and configuration tool to the regulatory agency as no platform or configuration tool is used. This simplification reduces the difficulty for the design audit of the RPS in HTR-PM. On the other hand, all software is newly developed and only used for this project. There is no application precedent for the software code. So the software verification and validation process should be paid special attention to ensure the software reliability.

3.2.2. Customized Software. Without a configuration platform and a configuration tool, the RPS in HTR-PM is developed totally by customized software, which means that the drivers of the hardware, the database, the application functions, and the displays were all developed from the beginning. In this way, the software of the RPS in HTR-PM could be simplified effectively. The decrease in the amount of software code is an important guarantee for software reliability.

3.3. Software Verification and Validation. Software V&V for the RPS is a mandatory activity required by the related standards like the IEEE 1012 and this process should be carried out during every development period, which can ensure that the objectives “do things right” and “do the right things” [4].

Figure 4 illustrates the software V&V model [12] that the RPS in HTR-PM employed during the development process. This V-shaped model shows both the development
and the V&V processes, and the output of the software development process is the input of the V&V process. For example, the output of the “software design” is the software design specification, and the output of the “software implementation” process is the software code, so the duty of the V&V process “V5” is software testing based on the software design specification. In addition to software testing, there are two main activities for the software V&V: in the early stages of development, the major V&V activity is document audit; in the later part of software development, the major V&V activity is integrated testing and system testing. It should be noted that every V&V process should be taken under strict rules, and a series of reports are expected to prove the effectiveness of the V&V activities.

According to the requirement of the related standard, an independent software V&V should be taken. The RPS of HTR-PM was developed by China Techenergy Co., Ltd., and the software V&V is taken charge of by the Institute of Nuclear and New Energy Technology of Tsinghua University, so the V&V group is organizationally independent of the development group in technical, management, personnel, and financial aspects which ensures the effectiveness of the V&V process.

4. Software Reliability Modelling

4.1. Software Test Data Analysis. A novel software reliability model based on the fault severity analysis was proposed. Figure 5 shows the accumulated fault numbers during the software test process of a processing module of the RPS in HTR-PM. The x-axis means the date to detect the fault and the y-axis means the accumulated fault number. The faults are classified to critical and noncritical faults according to the severity recorded in the fault report. It can be found that the accumulated faults increase quickly at the beginning of the test and around 90% of the faults were detected during the first 1/3 of test period. As the critical faults have more severe effects on the safety functions of the RPS and have a greater impact on software reliability, the critical fault was specially studied in this paper.

The ratio of the critical faults to total faults was analyzed and the ratio curve is shown in Figure 6. It can be found that, during the first 20% of the test period, the proportion of critical fault declines rapidly; during the remaining 80% of the test period, the proportion of the critical fault basically remains unchanged. This trend is related to many factors, such as the testers’ experience and the test strategies. By including more parameters related to the testing process in the SRGM, the model is closer to reality and the precision of the model can be improved. Specifically, the ratio trend in Figure 6 can be fitted with an exponential function.

4.2. Proposed Software Reliability Model. Suppose that \( \{N(t), t \geq 0\} \) is a counting process, where \( N \) is the total detected faults in time \( t \). A mean value function (MVF) \( m(t) \) is used to express the expected number of accumulated faults by time \( t \), and the general form of the SRGM based on a nonhomogeneous Poisson process (NHPP) that has Poisson distribution with mean \( m(t) \) is described as

\[
P \{N(t) = n\} = \frac{m(t)^n}{n!} e^{-m(t)}, \quad n = 0, 1, 2, \ldots \tag{1}
\]

and \( m(t) \) can be expressed in terms of the failure intensity function \( \lambda(t) \):

\[
m(t) = \int_0^t \lambda(x) dx. \tag{2}
\]

Goel-Okumoto (G-O) model is a common and effective SRGM [13] and \( m(t) \) for the G-O model is

\[
m(t) = a \left(1 - e^{-t}\right). \tag{3}
\]
Here \( a \) is the expected total number of faults in the software and \( b \) is the detection rate per fault. The corresponding failure intensity function \( \lambda(t) \) is expressed as

\[
\lambda(t) = abe^{-bt}. \tag{4}
\]

In this paper, the faults are classified to critical and noncritical faults as illustrated in Figure 5. The ratios of accumulated critical and noncritical faults to total fault are supposed to be \( r_c \) and \( r_n \), respectively. It is easy to get the expression of the MVFs of the critical and noncritical faults:

\[
\begin{align*}
m_c(t) &= a \cdot r_c(t) \cdot (1 - e^{-bt}) \quad (0 \leq r_c \leq 1), \\
m_n(t) &= a \cdot r_n(t) \cdot (1 - e^{-bt}) \quad (0 \leq r_n \leq 1).
\end{align*} \tag{5}
\]

And, according to the definition, the relationship of \( r_c \) and \( r_n \) is given by

\[
r_c + r_n = 1. \tag{6}
\]

Based on the analysis in Section 4.1, the ratio of critical fault can be regarded as an exponential function. So \( r_c \) is supposed to have the form as follows:

\[
r_c(t) = x e^{-yt} + z, \quad (x > 0, y > 0, z > 0), \tag{7}
\]

where \( x \) and \( y \) are defined as the proportional and exponential decrease rate of the critical-fault ratio, respectively, and \( z \) is defined as the stable value of critical-fault ratio. \( r_c(t) \) approaches \( z \) when the time \( t \) is large enough. So the MVF of critical and noncritical faults can be derived by (5), (6), and (7) as follows:

\[
\begin{align*}
m_c(t) &= a \cdot (xe^{-yt} + z) \cdot (1 - e^{-bt}), \\
m_n(t) &= a \cdot (1 - xe^{-yt} - z) \cdot (1 - e^{-bt}).
\end{align*} \tag{8}
\]

The modelling process is shown as follows: firstly, the software fault data is classified to critical and noncritical faults according to the severity information of the test report; secondly, the ratio of critical faults to total accumulated faults is calculated; then the ratio is fitted with (7), and the parameters \( x, y, \) and \( z \) are estimated during this process; thirdly, the accumulated fault numbers are applied to fit (8), and the parameters \( a \) and \( b \) are estimated.

4.3. Experimental Results and Discussion. The software reliability model proposed above was validated with the data of software fault obtained during the development of RPS in HTR-PM illustrated in Section 4.1.

The ratio in Figure 6 was first fitted with (7) and the parameters were estimated with the Least Square Estimation (LSE) method. The data with \( t \leq 40 \) d was used for fitting and other data were used to validate the prediction ability of the model. The fitted result is shown in Figure 7, and the specific fitting values of parameters in (7) are listed in Table 1.

This fitting result was then used to estimate the parameters in (8) and LSE was applied for parameter estimation. Let \( N^c_i \) and \( N^n_i \), \( i = 1, 2, \ldots, k \), denote the observed cumulative numbers of critical faults and noncritical faults by time \( t_i \), respectively, where \( N^c_i + N^n_i = N^i \). The parameters \( a \) and \( b \) in (8) can be estimated by solving

\[
\min_{a,b} \frac{1}{2} \sum \left( N^c_i - m_c(t_i) \right)^2 + \left( N^n_i - m_n(t_i) \right)^2 \right) = 0. \tag{9}
\]

The G-O model and the inflection S-shaped (ISS) model [14] were also adopted for reliability modelling as a comparison to the proposed model. The fitting results and the prediction effects are shown in Table 1 and Table 2, respectively. Figures 8 and 9 illustrate the fitting and prediction results of these three models.

From Table 2 it can be easily found that the fitting effects of three models are similar while the model proposed in this paper gives the best prediction effect compared with the other two models. This conclusion can also be arrived at from Figure 9 where the proposed model gives the most accurate fitting results, which means that this proposed model is more effective in evaluating the residual faults, assessing the release time of the software, allocating the test resource, and so on.
5. Conclusion

Digital instrumentation and control systems play an important role in the safe and efficient operation of the nuclear power plants. Due to the severe consequence of software failure, the design and development of safety-critical software should be paid special attention. In this paper, the software design and development framework of reactor protection system in High Temperature Gas-Cooled Reactor-Pebble bed Module were studied.

Firstly, the protection variables corresponding to every design basis accident were grouped and dealt with in two subsystems, respectively, in each channel. The 2/4 logic performed by two subsystems of each channel was also designed to be different. The grouping of protection variables and the 2/4 voting logic diversity can be effective approaches against CCF of four-channel redundancy.

A series of characteristics during the software development process were also introduced, including no configuration platform and the customized software function. Together with the software development, an independent software verification and validation activity was carried out to ensure the software reliability. At last, a novel software reliability growth model based on the G-O model was developed by considering the fault severity to estimate the reliability of the software product. This model has better prediction effect than the G-O and the ISS models. The influencing factors of the ratio curve and the processing method for a different shape of ratio curve were also discussed.
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