Comparing two strategies to model uncertainties in structural dynamics
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Abstract. In the modeling of dynamical systems, uncertainties are present and they must be taken into account to improve the prediction of the models. Some strategies have been used to model uncertainties and the aim of this work is to discuss two of those strategies and to compare them. This will be done using the simplest model possible: a two d.o.f. (degrees of freedom) dynamical system. A simple system is used because it is very helpful to assure a better understanding and, consequently, comparison of the strategies. The first strategy (called parametric strategy) consists in taking each spring stiffness as uncertain and a random variable is associated to each one of them. The second strategy (called nonparametric strategy) is more general and considers the whole stiffness matrix as uncertain, and associates a random matrix to it. In both cases, the probability density functions either of the random parameters or of the random matrix are deduced from the Maximum Entropy Principle using only the available information. With this example, some important results can be discussed, which cannot be assessed when complex structures are used, as it has been done so far in the literature. One important element for the comparison of the two strategies is the analysis of the samples spaces and the how to compare them.
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1. Introduction

Uncertainties play an important role in the description of dynamical structures and to model them is helpful to improve the credibility of a model. The study of randomness associated to mechanical systems was introduced at the beginning of the XX\textsuperscript{th} century. However, at that time, only external forces were considered as random and uncertainties related to the model were not taken into account. A good review of the random vibration history, including the study of the random uncertainties present in mechanical systems, can be found in [13,15].

To take into account uncertainties, in the modeling of dynamical systems, random variables should be associated to them and probability density functions should be constructed. Then, a strategy should be chosen to construct the probability density functions and this choice is a difficult task, mainly when there are not enough experimental data available. An idea, unfortunately, widely used is to associate the gaussian distribution to all the random variables involved in the problems. However, this approach can be dangerous and it can generate results which are not physically possible. For example, a positive random variable cannot, of course, assume negative values. But, if it is modeled as if it were gaussian, it could assume negative values.
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In this paper an approach based on the Maximum Entropy Principle is used to construct the probability density functions of the random variables modeling the uncertainties. With this strategy, only the available information is used and among all of the possible probability density functions, the one with the maximum entropy (or uncertainty) is chosen. This avoids using information which are against the physics of the problem. The theory and some applications of this method can be found in [10,11,19,21,22].

Two strategies to model uncertainties are discussed and applied to a two d.o.f. system: (1) Scalar Random Variable (SRV), when uncertain scalar parameters are modeled as random variables, and (2) Matrix Random Variable (MRV), when uncertain matrices are modeled as random matrices. This second strategy was developed by C. Soize [19, 21,22] and is relatively new. These two strategies have been already discussed [1,5,10,16,21,22] but they were not compared using a simple system, as it will be done here, and the very complexity of the problems used precluded the assessment of role of the two models. Our methodology of comparison—through a simple example where the sample spaces could be easily analysed—revealed some important new results, see Sections 6.1 and 6.2.

In the literature [1,22], SRV strategy corresponds to the parametric approach and MRV strategy corresponds to the nonparametric approach to model uncertainties in Structural Dynamics. The Stochastic Finite Element Method uses SRV strategy [6,12]. The authors decided to use the terms SRV and MRV strategy instead of parametric and nonparametric approach in an attempt to simplify the explanation. The term nonparametric used in the context of model uncertainties conflicts with the term nonparametric used in the context of probability distributions.

The simple lumped parameter system studied is used in order that the attention is directed to the modeling and not to the complexity of the system. It will be even possible to construct the corresponding sample space associated to each one of the strategies performed. With this simple system, it will be clear to conclude that the (SRV) strategy is good to model data uncertainties while the (MRV) strategy is capable of taking into account model uncertainties.

The main contributions of this paper are: (1) the parametric and nonparametric strategies are presented in a simple example, with the smallest number of parameters. The example allows the comparison between the two strategies; (2) the sample spaces corresponding to the two strategies are emphasized and used as an element of comparison. It should be observed that the two sample spaces are different and also that they are independent of coordinates (in two dimensions, i.e., $2 \times 2$ matrices, the dimension of the sample space of symmetric matrices is three), they are intrinsic to the problem; (3) the sample space of MRV contains the one of SRV. However, since one deals with approximations, some outcomes from the SRV strategy can not be predicted by the MRV strategy. This result is new and unexpected, and it is discussed in this work.

The organization of this paper is as follows. The notation used is presented in Section 2. In Section 3, the deterministic dynamical system (the mean model) used to discuss the strategies is presented. The procedure to build the corresponding stochastic problem is presented in Section 4, for both strategies (SRV and MRV), and the comparison between them is performed in Section 6. The numerical simulations and more comparisons between the two strategies are presented in Section 5. Finally, in Section 7 concluding remarks are outlined.

2. Notation used

The following definitions and notations are used:

1. The deterministic spring stiffnesses are represented by lowercase letters, $k_1$ and $k_2$, and the random variables associated to them, when they are considered as uncertain, are denoted by the uppercase letters, $K_1$ and $K_2$.
2. Deterministic vectors are represented by boldface lowercase letters (e.g. $\mathbf{f} = (f_1, f_2)$) and random vectors are represented by boldface upper case letters (e.g. $\mathbf{Q} = (Q_1, Q_2)$).
3. The deterministic stiffness matrix is represented by the upper case letters between brackets, $[K]$, and the random matrix associated to it, when it is considered as uncertain, is represented by the boldface upper case letter between brackets, $[\mathbf{K}]$.
4. Mean values are represented underlying the corresponding random variables (e.g. $\mu_{K}, \mu_{\mathbf{Q}}$).
3. Mean model

Figure 1 shows the two d.o.f. system that will be used to compare the probabilistic strategies proposed. The equation that describes the dynamics of the system is given by:

\[ [M]\ddot{u} + [C]\dot{u} + [K]u = f(t) \]

(1)

with

\[ [M] = \begin{bmatrix} m_1 & 0 \\ 0 & m_2 \end{bmatrix}; \quad [C] = \begin{bmatrix} c_1 + c_2 & -c_2 \\ -c_2 & c_2 \end{bmatrix}; \]

(2)

\[ [K] = \begin{bmatrix} k_1 + k_2 - k_2 \\ -k_2 & k_2 \end{bmatrix} \]

and

\[ f(t) = \begin{bmatrix} f_1(t) \\ f_2(t) \end{bmatrix}; \quad u(t) = \begin{bmatrix} u_1(t) \\ u_2(t) \end{bmatrix}. \]

(3)

The mass, damping, and stiffness matrices, denoted by \([M]\), \([C]\), and \([K]\), are real symmetric and positive-definite. The external force is represented by the vector \(f = (f_1, f_2)^T\), where the functions \(f_1\) and \(f_2\) represent the forces applied on the masses \(m_1\) and \(m_2\). The displacements of the masses are denoted by the functions \(u_1\) and \(u_2\), the components of the vector \(u\).

3.1. Frequency response function used

In this work, the response to be observed and analyzed will be in the frequency domain, which gathers, in this example, all of the needed information.

Let \(f(t) = (f_1(t), 0)^T\) be the input force applied on the system, and let \(u(t) = (u_1(t), u_2(t))^T\) be the corresponding output. Let \(\hat{f}_1\) be the Fourier transform of \(f_1\), \(\hat{u}_1\) be the Fourier transform of \(u_1\), and \(\hat{u}_2\) be the Fourier transform of \(u_2\). In this paper, the Frequency Response Function (FRF) used is denoted by \(h\) and defined by

\[ h(\omega) = \frac{\hat{u}_2(\omega)}{\hat{f}_1(\omega)}. \]

(4)

Figure 2 shows the FRF of the mean model with the values \(m_1 = 1.5\) kg, \(m_2 = 0.75\) kg, \(k_1 = 1000\) N/m, \(k_2 = 150\) N/m, \(c_1 = 0.5\) N.s/m, \(c_2 = 0.05\), N.s/m. The two peaks observed correspond to the natural frequencies of the system: 2.055 Hz and 4.502 Hz.
4. Probabilistic model

In order to study the system behavior when uncertainties are present, some parameters or matrices must be considered as uncertain. As the main goal is to compare two different strategies to model uncertainties, only the stiffnesses will be considered as uncertain. Modeling as SRV, the parameters $k_1$ and $k_2$ are uncertain; it means that in the corresponding stochastic model these parameters will be substituted by random variables, $K_1$ and $K_2$, and for each one of these random variables a probability density function will be constructed. Modeling as MRV, the matrix $[K]$ is globally uncertain, and a probability density function will be directly associated to the corresponding random matrix, denoted by $[K]$.

Clearly, for both approaches used, the stiffness matrix of the mean model should be substituted by a random matrix. Consequently, the functions $u_1$ and $u_2$, which represent the displacements of the masses, will not be deterministic anymore. Instead, they will be random processes which will be denoted by $U_1$ and $U_2$.

To construct the probability density functions, associated to the random variables $K_1$ and $K_2$ or associated to the random matrix $[K]$, the Maximum Entropy Principle will be used [8,9,11,18].

To construct the corresponding stochastic system, the matrix $[K]$ in Eq. (1) is substituted by the random matrix $[K]$. Then, the function $u$ is not deterministic anymore; it is a random process, denoted by $U$. Equation (1) should be rewritten as

$$[M]\ddot{U} + [C]\dot{U} + [K]U = f(t).$$  \hfill (5)

It should be noted that the matrix $[K]$ is constructed in a different way, depending on the probabilistic approach used, if SRV or MRV.

Let $\hat{U} = (\hat{U}_1(\omega), \hat{U}_2(\omega))^T$ and $\hat{f}(\omega) = (\hat{f}_1(\omega), \hat{f}_2(\omega))^T$ be the Fourier transforms of $U$ and $f$. Then, Eq. (5) can be written, in the frequency domain, as:

$$(-\omega^2[M] + i\omega[C] + [K])\hat{U}(\omega) = \hat{f}(\omega).$$  \hfill (6)

So, the response for the stochastic system, in the frequency domain ($\hat{U}(\omega)$) is given by

$$\hat{U}(\omega) = (-\omega^2[M] + i\omega[C] + [K])^{-1}\hat{f}(\omega).$$  \hfill (7)

Defining $B = [0, 7]$ Hz as the frequency band of analysis, one has $\hat{f}(\omega) = (1_B(\omega), 0)$, where $1_B(\omega) = 1$, if $\omega \in B$ and $1_B(\omega) = 0$, if $\omega \notin B$. 
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4.1. Maximum entropy principle

This principle consists in maximizing the entropy (or uncertainty) subjected to constraints defined by the available information. The concept of entropy used here was that one proposed by Shannon [18].

The principle states that:

Out of all probability distributions consistent with a given set of constraints, choose the one that has maximum uncertainty (entropy).

Uncertainty can only be reduced giving additional information. It means that the probability density functions can be updated if we know more about the dynamical system we are studying. However, we must avoid using any information we are not sure about.

The measure of entropy used is an extended concept of the one used for discrete random variables and it will be defined in the following, depending if only one random variable or if a random matrix is considered.

Let \( K \) be any one of the random variables \( K_1 \) or \( K_2 \) and let \( p_K \) be the probability density function associated to \( K \). Then, the entropy of \( p_K \) is given by Eq. (8):

\[
S(p_K) = - \int_{-\infty}^{+\infty} p_K(k) \ln (p_K(k)) \, dk.
\]  

(8)

Let \( P[K] \) be the probability density function associated to the random variable \( [K] \). Then, the entropy of \( P[K] \) is given by:

\[
S(P[K]) = - \int_{\mathbb{R}^+} P[K](\{K\}) \ln(P[K](\{K\})) \, d[\{K\}].
\]  

(9)

In both cases, the goal is to maximize the measure \( S \), subject to certain constraints called available information.

According to the first part of the principle, we should use only distributions consistent with the constraints given, but there may be an infinity of them. The second part of the principle enable us to choose one out of these and we choose the one which has the maximum uncertainty for the simple reason that use of any other distribution will imply using information not given to us.

4.2. Probabilistic model for scalar random variables (SRV)

In this case, the parameters \( k_1 \) and \( k_2 \) are modeled by random variables \( K_1 \) and \( K_2 \). Then, an appropriate probabilistic model for each random variable must be constructed taking into account only the available information.

The available information used for both random variables \( K_1 \) and \( K_2 \) are:

1. The random variables \( K_1 \) and \( K_2 \) are positive random variables, so their supports are equal to \([0, +\infty[\).
2. The expected values of \( K_1 \) and \( K_2 \) are known and given by \( E\{K_1\} = K_1 \) and \( E\{K_2\} = K_2 \).
3. \( K_1 \) and \( K_2 \) are second order random variables, that is, \( E\{K_1^2\} < +\infty \) and \( E\{K_2^2\} < +\infty \).
4. As the random variables \( K_1 \) and \( K_2 \) represent stiffnesses they must satisfy \( E\{1/K_1^2\} = c'_1 \), with \( c'_1 < +\infty \), and \( E\{1/K_2^2\} = c'_2 \), with \( c'_2 < +\infty \). This constraint is taken into account by requiring that \( E\{1/(ln(K_1))\} = c_1 \), with \( |c_1| < +\infty \), and \( E\{ln(K_2)\} = c_2 \), with \( |c_2| < +\infty \).

The probability density functions obtained for \( K_1 \) and \( K_2 \) are given by:

\[
P_{K_1}(k_1) = \mathbf{1}_{[0, +\infty)}(k_1) \frac{1}{K_1} \left( \frac{1}{\delta_{K_1}} \right) \frac{k_1^\frac{1}{2}}{\Gamma(1/\delta_{K_1})} \frac{1}{k_1} \frac{1}{\Gamma(1/\delta_{K_1})} \frac{k_1^\frac{1}{2}}{\Gamma(1/\delta_{K_1})} \exp \left( -\frac{k_1}{\delta_{K_1} K_1} \right)
\]  

(10)

and

\[
P_{K_2}(k_2) = \mathbf{1}_{[0, +\infty)}(k_2) \frac{1}{K_2} \left( \frac{1}{\delta_{K_2}} \right) \frac{k_2^\frac{1}{2}}{\Gamma(1/\delta_{K_2})} \frac{1}{k_2} \frac{1}{\Gamma(1/\delta_{K_2})} \frac{k_2^\frac{1}{2}}{\Gamma(1/\delta_{K_2})} \exp \left( -\frac{k_2}{\delta_{K_2} K_2} \right)
\]  

(11)
which are Gamma probability density functions. \( \delta_{K_1} \) and \( \delta_{K_2} \) are the dispersion parameters and \( \Gamma \) is the Gamma function defined for \( z > 0 \) as \( \Gamma(z) = \int_0^{+\infty} t^{z-1}e^{-t}dt \). There are limits for the dispersion parameters: they must be greater than zero and less than \( 1/\sqrt{3} \) [21].

Considering the random variables \( K_1 \) and \( K_2 \), the corresponding random matrix \([K]\) becomes:

\[
[K] = \begin{bmatrix}
K_1 + K_2 & -K_2 \\
-K_2 & K_2
\end{bmatrix}.
\] (12)

### 4.3. Probabilistic model for matrix random variables (MRV)

In this strategy, matrix \([K]\) is globally considered as uncertain, [4,7]. So, a probability density function will be constructed directly for the corresponding random matrix \([K]\), which will be done according to the ideas given in [21].

In our analysis the probability distribution function for matrix \([K]\) is constructed directly. But if \([K]\) is derived from a Finite Element discretization a better strategy is to randomize the generalized or reduced matrix \([K_r]\) because there might be many topological zeros in \([K]\) and their randomization may lead to unrealistic results [20].

The following set of matrices will be considered in the text:

- \( M_2^2(\mathbb{R}) \) is the set of all \( 2 \times 2 \) real matrices;
- \( M_2^{S}(\mathbb{R}) \) is the set of all \( 2 \times 2 \) real symmetric matrices;
- \( M_2^{+0}(\mathbb{R}) \) is the set of all \( 2 \times 2 \) real symmetric semipositive – definite matrices;
- \( M_2^{+}(\mathbb{R}) \) is the set of all \( 2 \times 2 \) real symmetric positive – definite matrices;
- \( M_2^{+}(\mathbb{R}) \) is the set of all \( 2 \times 2 \) positive diagonal matrices.

Then, \( M_2^{+}(\mathbb{R}) \subset M_2^{2}(\mathbb{R}) \subset M_2^{+0}(\mathbb{R}) \subset M_2^{S}(\mathbb{R}) \subset M_2(\mathbb{R}) \).

Let \([K]\) be a \( 2 \times 2 \) real matrix. The Frobenius norm of \([K]\) is defined by \( ||[K]||_F = (\text{tr}([K]^{T}[K]))^{1/2} \) and the matrix norm of \([K]\) is defined by \( ||[K]|| = \max_{b \in \mathbb{R}^2} ||[K]b|| \), where \( ||b|| \) is the Euclidian norm of the vector \( b \).

These norms satisfy \( ||[K]|| \leq ||[K]||_F \leq \sqrt{2}||[K]|| \).

Let \([K]\) be a random matrix, such that its realizations belong to \( M_2^+(\mathbb{R}) \), and let \( P_{[K]}([K]) \) be its probability density function. So, the normalization condition, given by Eq. (13), must be verified:

\[
\int_{M_2^{+}(\mathbb{R})} P_{[K]}([K])d[K] = 1
\] (13)

where \( d[K] = \prod_{i,j=1}^{2} d[K]_{ij} \).

The integral presented is calculated as described in the following. Let \( \tilde{K} = (K_{11}, K_{12}, K_{21}, K_{22}) \) be a random vector with probability density function given by \( P_{\tilde{K}}(\tilde{k}) \). The probability density function of \([K]\) and \( \tilde{K} \) are related by:

\[
P_{\tilde{K}}(\tilde{k}) = P_{[K]}([K]) .
\] (14)

Then,

\[
\int_{M_2^{+}(\mathbb{R})} P_{[K]}([K])d[K] = \int_{\mathbb{R}^4} P_{\tilde{K}}(\tilde{k})d\tilde{k} = 1.
\] (15)
4.3.1. Using the maximum entropy principle to build the probability density function of the random matrix

In this work, a probability density function \( P_{[K]} \) of the random matrix \( ([K]) \) will be built using the Maximum Entropy Principle. The use of the Maximum Entropy for matrices was first discussed in [14] and its applications in mechanical systems was introduced in [20].

The available information used is the following:

1. All the realizations of the random matrix \( [K] \) belong to the space of the \( 2 \times 2 \) symmetric positive-definite matrices, so the support of \( P_{[K]} \) is the set \( M^2_+ (\mathbb{R}) \). Therefore,

\[
\int_{M^2_+ (\mathbb{R})} P_{[K]} ([K]) d[K] = 1
\]

where \( d[K] = \sqrt{2} \prod_{1 \leq i < j \leq 2} d[K]_{ij} = \sqrt{2} d[K]_{11} d[K]_{12} d[K]_{22} \). Note that the factor \( \sqrt{2} \) appears due to the symmetry of \( [K] \) \( ([K]_{12} = [K]_{21} \).

2. The expected value of \( [K] \) is known, that is:

\[
E\{[K]\} = \int_{M^2_+ (\mathbb{R})} [K] P_{[K]} ([K]) d[K] = [K].
\]

3. From Eq. (7), it can be proved that the corresponding random equation has a unique second-order random solution if and only if \( E\{||[K]^{-1}||_F^2\} < +\infty \) [21].

Taking into account the available information listed above and using the Maximum Entropy Principle, the probability density function of \( [K] \) yields [22]:

\[
P_{[K]} ([K]) = 1_{M^2_+ (\mathbb{R})}([K]) \times C_K \times det([K])^{\lambda-1} \times \exp \left\{ \frac{-(2\lambda + 1)}{2} tr[K] \right\}
\]

where

\[
C_K = \frac{(2\pi)^{-1/2} \left( \frac{1+2\lambda}{1+2\lambda} \right)^{1+2\lambda}}{\Gamma \left( \frac{1+2\lambda}{2} \right) \Gamma(\lambda)(det[K])^{(1+2\lambda)/2}}.
\]

This probability distribution is known as the matrix Gamma variate distribution [7]. The positive real constant \( \lambda \) appears due to the finiteness of the constraint \( E\{||[K]^{-1}||_F^2\} \), and its value depends on the variance of the probabilistic model. This constant will control the dispersion of the realizations associated to the random matrix \( [K] \). The procedure to generate the realizations of the random matrix \( [K] \) will be described in the following [19–22].

Since \( [K] \) is positive-definite, using the Cholesky decomposition, one can write

\[
[K] = [L_K]^T [L_K]
\]

where \( [L_K] \) is an upper triangular matrix.

Consequently, the random matrix \( [K] \) can be written as

\[
[K] = [L_K]^T [G] [L_K]
\]

where \( [G] \) is a random matrix such that:

1. Its realizations are symmetric positive-definite matrices; (2) its mean value is the identity matrix \( (E\{[G]\} = [I]) \); and (3) the mean square value of its inverse is finite \( (E\{||[G]^{-1}||_F^2\} < +\infty) \). This constraint assures that the response of the system is a second-order random variable [21].

Taking into account the usable information and applying the Maximum Entropy Principle, the probability density function \( P_{[G]} \) yields:

\[
P_{[G]} ([G]) = 1_{M^2_+ (\mathbb{R})}([G]) \times C_G \times det([G])^{\lambda-1} \times \exp \left\{ \frac{-(2\lambda + 1)}{2} tr[G] \right\}
\]
where

$$C_G = \frac{(2\pi)^{-1/2} \left( \frac{1+2\lambda}{2} \right)^{1+2\lambda}}{\Gamma \left( \frac{1+2\lambda}{2} \right) \Gamma(\lambda)}.$$ (23)

This probability distribution is also the matrix Gamma variate distribution [7]. Since the realizations of the matrix $[G]$ are definite-positive matrices, the Cholesky decomposition can be used and one can write,

$$[G] = [L]^T[L]$$ (24)

where $[L]$ is an upper triangular matrix, given by Eq. (25).

$$[L] = \begin{bmatrix} l_{11} & l_{12} \\ 0 & l_{22} \end{bmatrix}.$$ (25)

The probability density functions of the independent random variables $\{[L]_{jj'}\}$, $j \leq j'$ are definite-positive matrices, the Cholesky decomposition can be used and one can write,

$$[G] = [L]^T[L]$$ (24)

where $[L]$ is an upper triangular matrix, given by Eq. (25).

$$[L] = \begin{bmatrix} l_{11} & l_{12} \\ 0 & l_{22} \end{bmatrix}.$$ (25)

The probability density functions of the entries of $[L]$ ($P_{l_{11}}, P_{l_{12}}, P_{l_{22}}$) can be calculated using Eq. (22) and the definitions of the probability density functions of the marginal distributions. It will be concluded that:

$$P_{l_{11},l_{12},l_{22}}(l_{11}, l_{12}, l_{22}) = P_{l_{11}}(l_{11})P_{l_{12}}(l_{12})P_{l_{22}}(l_{22}),$$ i.e., the random variables $L_{11}, L_{12}$ and $L_{22}$ are statistically independents.

The constant $\lambda$ will be replaced by $\delta$, which is given by:

$$\delta = \left\{ \frac{1}{2} E\{ \| [G] - [L] \|^2 \} \right\}^{1/2},$$ (26)

where $0 < \delta < \sqrt{\lambda}.$

The constants $\delta$ and $\lambda$ are such that

$$\delta = \left\{ \frac{1}{1 + 2\lambda} \left( 1 + \frac{(tr[K])^2}{tr(K^2)} \right) \right\}^{1/2}.$$ (26)

The probability density functions of the independent random variables $\{[L]_{jj'}\}$, $j \leq j'$ are given by:

- For $j < j'$ the real-valued random variable $[L]_{jj'} = \sigma V_{jj'},$ in which $\sigma = \frac{\delta}{\sqrt{\lambda}}$ and $V_{jj'}$ is a real-valued gaussian random variable with zero mean and unit variance.

- For $j = j'$ the real-valued random variable $[L]_{jj'} = \sigma \sqrt{2V_j}.$ In which $V_j$ is a real-valued Gamma random variable with probability density function:

$$P_{V_j}(v) = 1_{\mathbb{R}^+}(v) \frac{1}{\Gamma \left( \frac{3}{2\alpha} + \frac{1}{2} \right)} \frac{\lambda}{\alpha}^{3/2\alpha} \frac{\lambda}{2\alpha}^3 \exp(-\frac{\lambda}{2\alpha} \frac{v}{\lambda}).$$ (27)

Then, the random matrix $[K]$ becomes:

$$[K] = [L_K]^T \begin{bmatrix} 2\sigma^2 V_1 & \sigma^2 \sqrt{2V_1V_2} \\ \sigma^2 \sqrt{2V_1V_2} & \sigma^2 V_2 + 2\sigma^2 V_2 \end{bmatrix} [L_K].$$ (28)

Other authors are using the same strategy to construct random matrices for structural dynamical systems, see for instance Adhikari [2,3], which also discusses the selection of parameters for the MRV-strategy.

### 4.4. Stochastic solver

Let $[U(\theta, \omega)]$ be the response of the stochastic system calculated for a realization $\theta,$ in Eq. (7). The mean-square convergence analysis with respect to independent realizations of random variable $\hat{U}$, denoted by $\hat{U}_j(\theta, \omega)$, is carried out studying the function $n_s \mapsto \text{conv}(n_s)$ defined by

$$\text{conv}(n_s) = \frac{1}{n_s} \sum_{j=1}^{n_s} \int_B \| \hat{U}_j(\theta, \omega) - \hat{U}(\omega) \|^2 d\omega$$ (29)
where \( \hat{U}(\omega) \) is the response calculated for the corresponding mean model.

For a realization \( \theta \), the FRF \( H(\theta, \omega) \), according to Eq. (4), is given by

\[
H(\theta, \omega) = \frac{\tilde{u}_2(\theta, \omega)}{f_1(\omega)} = \tilde{u}_2(\theta, \omega), \omega \in [0, 7]\text{Hz}.
\]  
(30)

4.5. Convergence of the solution

To know the number of simulations \( n_s \), Eq. (29), that assures the convergence of the approximated solution, an analysis is performed for different values of the dispersion parameter (that will be discussed later) and it is verified that for \( n_s = 600 \) the approximation always converges.

Figure 3 shows an example for the function \( \text{conv} \), considering the SRV strategy, for \( \delta K_1 = \delta K_2 = 0 \). The figure shows that for \( n_s = 600 \) one gets a good convergence.

Confidence regions will be constructed, for a probability level \( P_c = 0.95 \), using the quantiles [17].

5. Numerical simulations

First of all, the same values of the coefficient of dispersion are taken for both strategies. That is: \( \delta K_1 = \delta K_2 = \delta K = \delta \). The coefficient \( \delta \) will assume different values in order to discuss the level of dispersion associated to the problem.

Figure 4 shows the confidence region for the FRFs calculated as discussed, for \( \delta = 0.05, 0.1, 0.2, \) and 0.3.

For a low dispersion parameter, \( \delta = 0.05 \) (Fig. 4(a)), the results are very similar for the two strategies (SRV and MRV). As the dispersion parameter increases, \( \delta = 0.1, 0.2, \) and 0.3 (Figs 4(b),(c), and (d)), the difference between the results of the two models increases as well. The response using MRV has a wider range of possible outcomes when compared with the SRV approach.

For \( \delta = 0.1 \) the difference is still small. For \( \delta = 0.2 \) the difference can already be noticed and for \( \delta = 0.3 \) the difference is evident.

Figure 5 shows the FRFs when the values of the coefficients of dispersion are the greatest possible. That is, \( \delta K_1 = \delta K_2 = \frac{1}{\sqrt{3}} = 0.58 \) and \( \delta K = \sqrt{\frac{3}{7}} = 0.65 \).

In this case one can note that the difference between the FRFs calculated for each strategy is large. And also, the confidence region is very large, which implies that lots of solutions are inside of it. In practical terms, this case includes, maybe, much more cases than can be obtained when experiments are performed.
6. Understanding the difference between the two strategies

To understand why the MRV strategy leads to a wider range of possibilities, let us decouple the system by means of the modal coordinates, $q = [\Phi]u$, where matrix $[\Phi]$ is composed by the normalized normal modes. That is, from Eq. (1) one has:

$$[\Phi]^T[M][\Phi]\ddot{q} + [\Phi]^T[C][\Phi]\dot{q} + [\Phi]^T[K][\Phi]q = [\Phi]^Tf(t)$$

(31)

with

$$[\Phi]^T[M][\Phi] = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} ; 
[\Phi]^T[C][\Phi] = \begin{bmatrix} 2\xi_1\omega_1 & 0 \\ 0 & 2\xi_2\omega_2 \end{bmatrix}$$

$$[\Phi]^T[K][\Phi] = \begin{bmatrix} \omega_1^2 & 0 \\ 0 & \omega_2^2 \end{bmatrix}.$$  

(32)

Where $\omega_1$ and $\omega_2$ are the natural frequencies, and $\xi_1$ and $\xi_2$ ($\xi = c/2m\omega$) are the damping rates.


$$[M_r]\ddot{q} + [C_r]\dot{q} + [K_r]q = [\Phi]^Tf(t).$$

(33)

Fig. 4. Results for the FRF of the mean model with 95% confidence limits for both approaches (SRV MRV). (a) $\delta_{K_1} = \delta_{K_2} = \delta_{K} = 0.05$, (b) $\delta_{K_1} = \delta_{K_2} = \delta_{K} = 0.1$, (c) $\delta_{K_1} = \delta_{K_2} = \delta_{K} = 0.2$, (d) $\delta_{K_1} = \delta_{K_2} = \delta_{K} = 0.3$. 
Fig. 5. Results for the FRF of the mean model with 95\% confidence limits for both approaches (SRV and MRV). $\delta_{K_1} = \delta_{K_2} = 0.58$, $\delta_{K} = 0.65$.

Any uncertainty in $k_1$ or $k_2$ will affect $[K_r]$, however matrix $[C_r]$ will not be changed because $2\xi\omega = c/m$.

To consider the corresponding stochastic system, the matrix $[K_r]$ should be substituted by $[K_r]$. For the mean model, one can write

$$[K_r] = \begin{bmatrix} \omega_1^2 & 0 \\ 0 & \omega_2^2 \end{bmatrix}$$

(34)

where $\omega_1$ and $\omega_2$ are the natural frequencies of the system.

The natural frequencies will be, then, random variables given by $\Omega_1$ and $\Omega_2$. Therefore, there are two cases to be considered:

1. In the SRV strategy, the random matrix $[K_r]$ (denoted by $[K_r]_{SRV}$) is given by:

$$[K_r]_{SRV} = \begin{bmatrix} \Omega_1^2 & 0 \\ 0 & \Omega_2^2 \end{bmatrix}.$$  

(35)

The system remains decoupled, so the uncertainties stay within the parameters.

2. In the MRV strategy, the random matrix $[K_r]$ (denoted by $[K_r]_{MRV}$) is given by:

$$[K_r]_{MRV} = \begin{bmatrix} \Omega_1^2 & \Phi_{12} \\ \Phi_{12} & \Omega_2^2 \end{bmatrix}.$$  

(36)

The random variable $\Phi_{12}$ appears due to the process of construction of $[K_r]_{MRV}$. Although the mean model is decoupled, the realizations may be coupled, because a new random variable appears in the secondary diagonal.

Typically, the study of uncertainties is divided in two parts: (1) data uncertainties, in which the values of the parameters used in the model are uncertain; and (2) model uncertainties, in which the uncertainties of the mathematical-mechanical model used for representing the real system are analyzed.

Then, according to the preceding discussion, one can conclude that the SRV strategy is helpful for modeling data uncertainties, because only the parameters of the system vary. However, using MRV strategy, it is possible to analyze uncertainties within the model, and not only data (parameters) uncertainties, because other outcomes are generated. These outcomes must have come from aspects of the problem not modeled since no variation of the parameters of the mean model can reach these new outcomes. One can note that if $\Phi_{12} = 0$, then $[K_r]_{MRV} = [K_r]_{SRV}$, and any values positives of $\Omega_1^2$ and $\Omega_2^2$ are possible. However, when $\Phi_{12} \neq 0$, there is a restriction for the values of $\Omega_1^2$ and
that depend on the values of $\Phi_{12}$. One can conclude that the SRV strategy is included in the MRV strategy. In the next section we interpret the results using the sample spaces related to the strategies adopted.

The question that may remain is if all the outcomes generated are really important and to which physical system they correspond to. But, at least, we are sure that the results are coherent physically, because we assure that the realizations of $[K]$ are positive definite.

6.1. Sample spaces related to the strategies adopted

Let $[K_r(\theta)]$ be a realization of the random matrix $[K_r]$. By definition, it is a positive-definite matrix. Then, one can write

$$[K_r(\theta)] = \begin{bmatrix} x & z \\ z & y \end{bmatrix}. \quad (37)$$

Due to the construction of the stiffness matrix, one has $x > 0$ and $xy - z^2 > 0$, and, consequently, $y > 0$ and $z = \pm \sqrt{xy}$.

According to the SRV approach, one has $z = 0$. Consequently, the sample space is two-dimensional, i.e., it is the part of the surface $z = 0$ with $x > 0$ and $y > 0$. According to MRV approach, the sample space is three-dimensional because $z$ can now assume values from $-\sqrt{xy}$ to $+\sqrt{xy}$.

Figure 6 shows the cone generated by this condition. Figure 6(a) shows all the sample space and Fig. 6(b) shows the subset of the sample space for $z \geq 0$.

Note that, for $z = 0$, the sample space ($S$) of both strategies are the same, that is, $S_{SRV}|_{z=0} = S_{MRV}|_{z=0}$. In general, $S_{SRV} \subset S_{MRV}$.

One can also note that the randomness of $[K_r]_{SRV}$ is contained in the set $M^D_2(\mathbb{R})$ (positive diagonal matrices), while the randomness of $[K_r]_{MRV}$ is contained in the set $M^*_2(\mathbb{R})$ (symmetric positive-definite matrices).

An important point to be noted is that, depending on the probability level considered for the confidence limits, the outcomes obtained from the SRV strategy can not be all of them inside the outcomes obtained from MRV strategy. For example, if $\delta_{K_1} = \delta_{K_2} = \delta_{[K]}$ and the probability level of 95% is taken for the confidence limits, $S_{MRV}|_{95\%}$ does not contain $S_{SRV}|_{95\%}$.

For example, taking $\delta = 0.2$ and the probability level 95% for the confidence limits, the realizations of matrix $[K]$ will be given by:

$$[K(\theta)]_{SRV} = \begin{bmatrix} (964 \text{ to } 1362) & ( -180 \text{ to } -122) \\ ( -180 \text{ to } -122) & (122 \text{ to } 180) \end{bmatrix}$$

and

$$[K(\theta)]_{MRV} = \begin{bmatrix} (974 \text{ to } 1342) & ( -204 \text{ to } -101) \\ ( -204 \text{ to } -101) & (126 \text{ to } 173) \end{bmatrix}.$$ One should note that the limits of variation in the diagonal entries are greater for SRV strategy than for MRV strategy.

It is clear, in this case, that $S_{MRV}|_{95\%}$ does not contain $S_{SRV}|_{95\%}$. This means that the parameter $\delta$ can not be directly compared.

Taking a look in the probability density functions of the first entry of each one of the matrices $[K]_{SRV}$ and $[K]_{MRV}$, one has

$$[K]_{SRV} = \begin{bmatrix} K_1 + K_2 & \ldots \\ \ldots & \ldots \end{bmatrix}$$

where $K_1 \sim \text{Gamma}(\delta_{K_1}^{-2} K_1^2, k_1)$, and $K_2 \sim \text{Gamma}(\delta_{K_2}^{-2} K_2^2, k_2)$.
Fig. 6. Sample space for MRV strategy. (a) all the sample space and (b) sample space for $z > 0$.  

\[
[K]_{MRV} = \begin{bmatrix} (2k_1 + 2k_2)\sigma^2 V_1 & \ldots \\ \ldots & \ldots \end{bmatrix}
\]

where $V_1 \sim \text{Gamma}(3/(2\delta_k^2), 1)$.

Then, one can write $[K_{11}]_{SRV} = K_1 + K_2$ and $[K_{11}]_{MRV} = (2k_1 + 2k_2)\sigma^2 V_1$.

Figure 7 shows the probability density functions for both $[K_{11}]_{SRV}$ and $[K_{11}]_{MRV}$, with 4000 realizations performed. The mid-thick solid curve is very similar to the thin one, as it should be, because the thin curve is the analytical expression and the mid-thick curve is the result of Monte Carlo simulation for MRV strategy. The thick curve is the result of Monte Carlo simulation for SRV strategy. The dotted lines in the graphic show the 95% confidence limits. Therefore, for the first entry of $[K]$, when a confidence region is established and the $\delta$ is the same, one sees a greater possibility of outcomes for SRV strategy.
6.2. Distance of the stochastic model from the mean model

The aim here is to compare the distance of the random matrix $[K]$ and the matrix $[K']$ of the mean model using both approaches, SRV and MRV. Note that the smaller the distance the better the model. Taking an extreme, if we are sure about the mean model $[K]$ then $\delta = 0$ and we have the perfect model that corresponds perfectly to the reality (what is impossible to achieve if we are dealing with uncertain systems).

Let $[K]$ be the stiffness matrix used in Eq. (1). Let $[K]_{SRV}$ be the random stiffness matrix used in Eq. (5), calculated using the SRV approach and let $[K]_{MRV}$ be the random stiffness matrix used in Eq. (5), calculated using the MRV approach.

The distance of the random matrices $[K]_{SRV}$ and $[K]$ will be given by:

$$\text{dist}_{SRV} = E\{ \| [K]_{SRV} - [K] \|_F^2 \} = \int_{M^+_1(\mathbb{R})} \| [K]_{SRV} - [K] \|_F^2 P([K]_{SRV}(d[K])) < +\infty$$

and the distance of the random matrices $[K]_{MRV}$ and $[K]$ will be given by:

$$\text{dist}_{MRV} = E\{ \| [K]_{MRV} - [K] \|_F^2 \} = \int_{M^+_1(\mathbb{R})} \| [K]_{MRV} - [K] \|_F^2 P([K]_{MRV}(d[K])) < +\infty.$$

One wonders if:

$$E\{ \| [K]_{MRV} - [K] \|_F^2 \} < E\{ \| [K]_{SRV} - [K] \|_F^2 \}.$$  

The values of dist$_{SRV}$ and dist$_{MRV}$ for different values of the dispersion coefficients for 1000 simulations are presented in the Table 1.

The distance increases with $\delta$, as expected, but the comparison between the two strategies is not evident. When uncertainties are taken into account, the main goal is to improve the prediction of the model. It means that one wants to minimize the distance defined by Eqs (39) and (40).

Imagine that the true $[K_{exp}]$ ($exp = \text{experimental}$) is outside the parameters variation. In this case it will be possible to construct a probability density function for $[K]_{MRV}$ that approaches better the experiments, i.e., dist$_{MRV} <$ dist$_{SRV}$. Note that it is likely that the true probability density function is not the one given by the
Table 1
Distance in function of $\delta$

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$dist_{SRV}$</th>
<th>$dist_{MRV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>1.0695e4</td>
<td>1.0024e4</td>
</tr>
<tr>
<td>0.2</td>
<td>4.3410e4</td>
<td>4.0113e4</td>
</tr>
<tr>
<td>0.3</td>
<td>1.0525e5</td>
<td>8.6692e4</td>
</tr>
<tr>
<td>0.4</td>
<td>1.8416e5</td>
<td>1.6487e5</td>
</tr>
<tr>
<td>Max</td>
<td>3.3605e5</td>
<td>4.4289e5</td>
</tr>
</tbody>
</table>

Maximum Entropy Principle, but, with the information that is available, the best one can do is to use the Maximum Entropy Principle to construct the probability density function of $[K]_{MRV}$. On the other hand if the true $[K_{exp}]$ is inside the parameters variations we may reduce the distance from the stochastic model to the experiments using $[K]_{SRV}$, i.e., $dist_{MRV} > dist_{SRV}$.

7. Concluding remarks

This article presented and compared two strategies to model uncertainties in structural dynamics: the Scalar Random Variable – SRV strategy or parametric approach, in which the uncertainties are inserted into the parameters and the Matrix Random Variable-MRV strategy or nonparametric approach

Some points can also be remarked:

1. SRV and MRV approaches are different strategies to model uncertainties in a dynamical system;
2. SRV approach is good to model data uncertainties, while MRV approach is capable of taking into account model uncertainties;
3. MRV approach is able to take into account model uncertainties because some realizations of the random matrix couple the system modes (in SRV approach it does not happen);
4. The sample space resulting from SRV approach is smaller than the sample space resulting from MRV approach, what means that in MRV approach more cases might be considered;
5. It can be noted that the choice of the levels of dispersion for comparing the two approaches is not immediate.

Although both strategies are known in the literature, the discussions made here, supported by a simple example, revealed that the comparison between the two strategies is not obvious and, indeed, it may happen that they are not comparable. The main point to be emphasized is about the samples spaces: they are not the same and they have not even the same dimension. Depending on the level of uncertainties and the number of outcomes considered, the set of outcomes from the SRV strategy, whose sample space has the lowest dimension, can not be completely included in the set of outcomes of the MRV strategy. And also, the use of the strategies are directly related to the level of uncertainties considered. It should also be observed that, in practical cases, although a large dispersion number can predict many outcomes, it is not evident that all of these outcomes are physically possible or even relevant. And, if the dispersion number is not sufficiently good, some important outcomes can not be predicted. In general, this problem is worse when the MRV strategy is used.

The use of a simple example and few parameters led us to a better understanding of both strategies, because the greater effort was not to be careful to model the dynamic of the structure, but to model the uncertainties.
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