Transient response of partially-bonded sandwich plates subject to underwater explosions
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Abstract. This paper investigated the influence of interfacial bonding on the transient response of sandwich plates subject to underwater explosions. It was found that un-bonded sandwich plates receive lower impact energy, and are able to dissipate more energy through plastic deformation of the foam core, than perfectly bonded plates. Consequently, interfacial de-bonding leads to lower net energy transfer from the explosion to the target structure although it also increases the structural deformation due to stiffness reduction. Parametric studies showed that the advantage (diminishing of net energy transfer) is more significant than the disadvantage (magnification of the interface deflection). Thus, interfacial de-bonding through active/passive mechanisms may be beneficial for blast-resistant designs.
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1. Introduction

Sandwich plates have been suggested as an effective alternative to monolithic plates to improve the shock resistance of floating marine structures, e.g. ship hulls and decks [1,2]. A typical sandwich structure consists of two thin steel face panels connected by a low-density and compressible core. The attractiveness of sandwich plates compared to monolithic plates includes: (i) lower transmitted momentum to a sandwich plate from an explosive shock due to fluid-structure interaction, (ii) superior energy absorption and dissipation capability of the soft sandwich core, and (iii) outstanding bending/stretching strength of a sandwich plate. It has been shown that an optimally designed sandwich plate can withstand pressure impulses that are one to two times higher than an equivalent monolithic plate of the same mass and material [3]. The benefits of sandwich construction are dependent on core topologies. Most desirable topologies include periodic honeycomb and corrugated configurations [1,2].

There has been broad academic and industrial interest in the blast resistance of sandwich structures. Recent theoretical and experimental work [3–19] significantly expanded the knowledge on the dynamic response of metallic sandwich panels subject to impact and blast loads. A temporally decoupled three-stage model was proposed in [4] to quantify the shock resistance of sandwich panels. The first stage is the front face acceleration by the fluid up to cavitation inception. The second stage involves the core compression until the front and back faces reach a common velocity. The third stage brings the sandwich beam to rest by a combination of beam bending/stretching. The three-stage model was widely adopted as a framework to model the blast response of sandwich beams. It was later extended by [3,7] to consider one-dimensional sandwich structures with varying core strengths.
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While the three-stage model provides a powerful concept for uniform shocks, the sandwich plate response to underwater explosions (UNDEX) may not be temporally separable due to multi-dimensional fluid-structure interaction effects. Coupled simulations were performed in [5,7,9,14,15,18] to investigate the significance of stage coupling effects. Soft and strong core response behaviors were identified for metallic sandwich panels in [9,15,18]. For the strong core, the wet and dry faces reached a common velocity prior to the structure coming to rest; for the soft core, the dry face arrested prior to acquiring the maximum wet face velocity. The soft or strong core response depends on a number of factors, including the transverse core strength, the core thickness, the panel aspect ratio, and the magnitude of the impulse. If a slap (complete densification of a portion of the core, which can be made of a strain-rate sensitive material) can be avoided, then the soft-core design yields beneficial performance.

The recent work in [19] investigated the transient behavior of sandwich structures subject to underwater explosions, which involves significant shock-bubble-structure interaction effects. Different coupling effects, namely, the Taylor’s fluid-structure interaction (FSI) effect, the bending/stretching effect, the core compression effect, and the boundary effect were quantitatively and qualitatively evaluated. Among all these effects, the Taylor’s FSI effect is the most significant one. The bending/stretching effect on the interface fluid pressure oscillates with time, but it can be safely neglected for slender beams/panels. The core compression effect and boundary effect were found to increase the momentum transfer during the later stage of the transient response.

2. Objective

In the current work, numerical methodologies presented in [20,21] are adopted. The methodologies consist of a compressible Eulerian multiphase fluid solver, a nonlinear Lagrangian solid solver, and an interface coupling scheme. For completeness, the numerical models are briefly summarized below.

2.1. Fluid medium: Eulerian multiphase fluid solver

The multiphase fluid mixture is assumed to be inviscid and nonlinearly compressible, which is governed by the system of compressible Euler equations. The multiphase Euler model is used instead of typical acoustic fluid model due to the need to capture the effects of nonlinear compressibility and complex shock-bubble-fluid-structure interactions. The 2D compressible Euler equations can be written in conservative vectorial form as follows:

\[ \frac{\partial U}{\partial t} + \frac{\partial F}{\partial x} + \frac{\partial G}{\partial y} = 0 \]

\[ U = [\rho, \rho u, \rho v, E]^T \]

\[ F = [\rho u, \rho u^2 + p, \rho uv, u(E + p)]^T \]

\[ G = [\rho v, \rho uv, p + \rho v^2, v(E + p)]^T \] (1)

where \( p, \rho, u, \) and \( v \) are the flow pressure, density, velocity in the \( x \) direction, and velocity in the \( y \) direction, respectively. The mixture density is calculated as \( \rho = \alpha \rho_g + (1 - \alpha) \rho_l \), where \( \rho_g \) and \( \rho_l \) are the densities of the liquid and gas phases, respectively, and \( \alpha \) is the void fraction. Notice that \( \alpha = 0 \) corresponds to a pure liquid and \( \alpha = 1 \) corresponds to a pure gas. The total energy is defined as \( E = \rho e + \rho(u^2 + v^2)/2 \), where \( e \) is the specific internal energy (per unit mass).

Equations of state (EOS) used in the current work include the ideal gas law (Eq. (2)), the barotropic Tait’s EOS (Eq. (3)), and the isentropic one-fluid cavitation model (Eq. (4)) for the gas, liquid, and cavitation mixture, respectively:

\[ p = (\gamma_g - 1) \rho e \] (2)

\[ p = B(\rho/\rho_0)^\gamma_l - B + A \] (3)

\[ \rho = \frac{K_{l_{av}} c_{av} + \rho_{l_{av}}}{(\rho_{l_{av}})^{1/\gamma_l} + K (\rho_{l_{av}})^{1/\gamma_g}} \] (4)
where \( \gamma_g = 1.4 \) is the ratio of specific heat of gas and \( \rho_0 = 1000 \text{kg/m}^3 \) is the reference liquid density. The model parameters \( A, B, \) and \( \gamma_l \) are set equal to \( 1.01 \times 10^5 \text{Pa}, \) \( 3.31 \times 10^8 \text{Pa}, \) and \( 7.0, \) respectively. In Eq. (4), \( K = \alpha_0/(1 - \alpha_0) \) is dynamically adjusted using the method presented in [22], where \( \alpha_0 \) is the void fraction of the cavitation mixture at the cavitation pressure \( p_{cav}, \) \( \bar{p}_{cav} \) and \( \rho_{cav} \) are respectively the associated gas and liquid densities, respectively, at the cavitation pressure \( p_{cav}, \) \( \bar{p} = p + \bar{B}, \) \( p_{cav} = p_{cav} + \bar{B}, \) and \( \bar{B} = B - A. \)

2.2. Sandwich structure: Lagrangian nonlinear solid solver

The deformable solid structure is governed by the Cauchy’s stress equations of motion supplemented with proper constitutive and kinematic relations. It is a general hyperbolic initial boundary value problem, which takes the following strong form:

\[
\begin{align*}
\rho_s \delta & = \nabla \cdot \sigma \quad \text{on} \quad \Omega \times [0, T] \\
\sigma & = g \quad \text{on} \quad \Gamma_g \times [0, T] \\
\sigma & = h \quad \text{on} \quad \Gamma_h \times [0, T] \\
\delta(x, 0) & = \delta_0(x) \quad x \in \Omega \\
\dot{\delta}(x, 0) & = \dot{\delta}_0(x) \quad x \in \Omega 
\end{align*}
\]

(5)

where \( \delta, \dot{\delta}, \) and \( \ddot{\delta} \) are the Lagrangian solid nodal displacement, velocity, and acceleration vectors, respectively; \( \rho_s \) and \( \sigma \) are the solid density and Cauchy stress tensor; \( \Gamma_g \) and \( \Gamma_h \) are the Dirichlet and Neumann boundaries, respectively; \( g \) and \( h \) are the prescribed displacement and traction boundary conditions, respectively; \( x \) and \( \Omega \) are the solid spatial coordinates and computational domain, respectively; \( \delta_0 \) and \( \dot{\delta}_0 \) are the initial solid displacement and velocity vectors, respectively. Notice that the body force is assumed to be negligible compared to the explosion forced in the current work.

For elastic-plastic rate-independent material behavior, the stress-strain relation can be expressed as \( \sigma = C \epsilon^e = C(\epsilon - \epsilon^p), \) where \( C \) is elastic stiffness matrix, \( \epsilon, \epsilon^e, \) and \( \epsilon^p \) are the total logarithmic strain tensor, elastic logarithmic strain tensor, and plastic logarithmic strain tensor, respectively. Notice that the classical additive property of strain has been assumed, i.e., \( \epsilon = \epsilon^e + \epsilon^p. \) For rate dependent material behavior, the total logarithmic strain rate \( \dot{\epsilon} \) is the sum of the elastic logarithmic strain rate \( \dot{\epsilon}^e \) and the plastic logarithmic strain rate \( \dot{\epsilon}^p, \) i.e., \( \dot{\epsilon} = \dot{\epsilon}^e + \dot{\epsilon}^p. \) The over-stress viscoplastic model presented in [7,10] is adopted in the current work. The elastic and plastic strain rates are respectively calculated as \( \dot{\epsilon}^e = \sigma/C \) and \( \dot{\epsilon}^p = \max [0, (\sigma - \sigma_c)/\eta_c], \) where \( \sigma_c \) is the yield stress and \( \eta_c \) is the viscosity coefficient.

The general finite element discrete equations in matrix form for Eq. (5) can be obtained by virtue of proper constitutive and kinematic relations:

\[
\begin{align*}
M \ddot{\delta} + K \delta &= F \quad \text{for} \quad t \in [0, T] \\
\delta(0) &= \delta_0 \quad \text{at} \quad t = 0 \\
\dot{\delta}(0) &= \dot{\delta}_0 \quad \text{at} \quad t = 0
\end{align*}
\]

(6)

where \( M = \int_{\Omega} N^T \rho_s N dV \) and \( K = \int_{\Omega} B^T C B dV \) are the solid mass and stiffness matrices, respectively, and \( F = \int_{\Gamma} N h d\Gamma \) is the external force vector. In these matrix representations, \( N \) is the displacement interpolation matrix, \( B \) is the strain-displacement matrix, and \( h \) is the surface traction vector. The effect of structural damping is neglected in Eq. (6). It should be noted that both geometric and material nonlinearities, as well as fluid-structure interaction effects, are considered in the current model. Hence, both \( K \) and \( F \) are functions of the structural response.
2.3. GAS-fluid and fluid-solid interface treatments

To treat the dynamic gas-water and cavity-water interfaces using the multiphase Euler solver on a fixed Cartesian mesh, a modified ghost fluid method (MGFM) [23] is adopted in the current work. To capture the moving interfaces, the level set technique [24] is utilized. The MGFM treats the moving interfaces as ‘invisible’ internal boundaries embedded in a fixed Eulerian grid, and employs a double-shock approximate Riemann solver to determine the interface fluid status. The predicted interface status is then used to define the fluid status in a narrow band of ghost fluid cells near the interface. Thus, typical higher-order numerical schemes (such as total variation diminishing (TVD) or essentially non-oscillatory (ENO) schemes) can be conveniently applied.

For the fluid-solid interface, the interface motion is determined by the Lagrangian FEM solver. The pressure and normal velocity equilibrium conditions are imposed at the fluid-solid interface. The fluid characteristic equation and the solid equation of motion are solved together to achieve strong coupling between the Eulerian fluid and Lagrangian solid solvers. Moving Lagrangian FEM elements are only distributed over the solid domain. Fixed Eulerian fluid cells are distributed over both the fluid and solid domains. The Eulerian fluid cells are divided into two groups, namely the real fluid cells and the ghost fluid cells. Only a narrow band of ghost fluid cells on the solid side of the fluid-solid interface are solved for. The number of ghost fluid cells required depends on the order of the numerical scheme used in the fluid calculation. The ghost fluid cells outside the narrow band are not solved for, but they exist to allow the moving fluid-solid interface to be treated as an internal boundary in the fixed-grid Eulerian fluid solver. The current method is robust and efficient since it can treat highly deforming fluid-fluid and fluid-solid interfaces using a fixed fluid mesh. Details of the methods can be found in [20,21].

3. Results and discussions

3.1. Model configurations

A schematic drawing of the model configuration is shown in Fig. 1, where an underwater explosion is occurring below an air-backed three-layer sandwich plate with clamped ends. The sandwich plate is composed of two steel face layers and an in-between soft foam core. The fluid domain is in contact with the bottom steel face layer. The
plate length and the thicknesses of the foam core were taken to be $L = 2.0$ m and $t_c = 0.15$ m, respectively. Notice that different thickness of steel face layers was simulated, including $t_f = 0.025$ m, $t_f = 0.030$ m, and $t_f = 0.035$ m, to study the influence of different face-to-core thickness ratios. Details can be found in the results section. The density, Young’s modulus, Poisson’s ratio, and yield strength of the steel face panels were taken to be \( \rho_f = 8000 \text{ kg/m}^3 \), \( E_f = 210 \text{ GPa} \), \( \nu_f = 0.27 \), and \( \sigma_f = 900 \text{ MPa} \), respectively. No strain hardening was considered for the steel panels. The core structure was assumed to be made of Alporas aluminum foam \([10]\), which has a density of \( \rho_c = 236 \text{ kg/m}^3 \), Young’s modulus of \( E_c = 10 \text{ GPa} \), Poisson’s ratio of \( \nu_c = 0.0 \), plateau yield strength of \( \sigma_c = 1.5 \text{ MPa} \), and densification strain of \( \epsilon_c = 0.8 \). An over-stress visco-plastic model was used to account for the rate dependence of the core material \([10, 20]\). The fluid domain is located below the bottom steel face plate. It has horizontal and vertical lengths of 2.0 m and 1.5 m, respectively. Notice that the real and ghost fluid domains have initial heights of 1.3 m and 0.2 m, respectively. Only the real fluid is shown in Fig. 1. The ghost fluid with a thickness of 0.2 m (not shown) is located just above the initial fluid-steel interface. The initial high-pressure gas bubble was assumed to be located at 0.5 m below the initial lower (incident) fluid-solid interface, with an initial pressure of 500 bar and an initial radius of 0.2 m.

### 3.2. Simulated cases

As indicated in Fig. 1, there are two foam-steel interfaces, namely, interface 1 and interface 2. To study the influence of interface bonding, four configurations are simulated and compared:

- Case I: perfect-bonding at interface 1 and perfect-bonding at interface 2;
- Case II: no-bonding at interface 1 and no-bonding at interface 2;
- Case III: perfect-bonding at interface 1 and no-bonding at interface 2;
- Case IV: no-bonding at interface 1 and perfect-bonding at interface 2.

Comparison between Cases I and II will illustrate the significance of interface bonding on the system behavior. Comparison between Cases III and IV will reveal the relative importance of the two bonding interfaces, 1 and 2, on the energy dissipation.

To study the effectiveness of partial interface bonding, two schemes as illustrated in Fig. 2 are simulated. The total length of un-bonded interfaces is $L_{nb}$, which is a fraction of the total panel length $L$, for both schemes $A$ and $B$. The only difference is the distribution of the un-bonded areas. For scheme $A$, two intervals of un-bonded interface with equal length of 0.5$L_{nb}$ are divided by an interval of bonded interface; for scheme $B$, a single interval of un-bonded interface with a length of $L_{nb}$ is located at the central portion of the sandwich plate. Different response behaviors corresponding to these two schemes are compared and discussed in the results section.

### 3.3. Convergence studies

A numerical convergence study is first carried out to determine the spatial and temporal step sizes for accurate and stable simulations. Case I is chosen for the convergence study. Three meshes are examined:

- mesh I: fluid: $240 \times 180$; solid: $60 \times 21$;
- mesh II: fluid: $360 \times 270$; solid: $90 \times 35$;
- mesh III: fluid: $480 \times 360$; solid: $120 \times 42$.

The time steps are taken to be 0.4 \( \mu \text{s} \), 0.3 \( \mu \text{s} \), and 0.2 \( \mu \text{s} \), respectively for meshes I, II, and III, to maintain the same $CFL$ number. As shown in Fig. 3, the results are insensitive to the time step sizes as long as stability is guaranteed. Notice that the eight-node brick elements with reduced integration (C3D8R) available in ABAQUS/Explicit \([25]\) are used. The fluid pressure at the mid-span of the fluid-solid interface is recorded for comparison between different grid densities. As shown in Fig. 3, the mid-span fluid pressure converged at mesh III. Hence, the fluid and solid meshes are taken to be $480 \times 360$ and $120 \times 42$, respectively, from here on. The time step size is taken to be 0.2 \( \mu \text{s} \).
The comparisons of wet (incident/front) face pressure histories between the perfect- and no-bonding plates are shown in Figs 4 and 5, respectively, for the mid-span and quarter-span. It can be seen that for the initial stage \((t < 1.0 \text{ ms})\), the pressure difference is small between the perfect- and no-bonding plates. In the later plate bending/stretching and core compression stages, the no-bonding sandwich plate is subject to slightly lower wet face pressure than the perfect-bonding plate in general. This reduction in wet face pressure is more consistent at the quarter-span (Fig. 5) than at the mid-span (Fig. 4). This is because the slip due to loss of interfacial bonding is zero at the center and at the ends, while its magnitude accumulates and becomes more significant near the quarter-span. To visualize the spatial pressure distribution, Fig. 6 presents the comparison of the fluid-solid interface pressure profiles at \(t = 0.4 \text{ ms}\) and \(t = 1.5 \text{ ms}\). Again, for the initial stage \((t = 0.4 \text{ ms})\), no visible difference exists between the
perfect- and no-bonding plates. At $t = 1.5$ ms, the wet face pressure for the no-bonding plate is consistently lower than that for the perfect-bonding plate.

Though the perfect-bonding plate is subject to slightly higher pressures, its front (wet) face velocity is lower than the no-bonding plate as shown in Fig. 7. This is due to the higher rigidity of the perfect-bonding plate. The faster and more effective momentum transfer from the front face via the foam core to the back (dry) face caused the back face velocity of the perfect-bonding plate to be higher than the no-bonding plate. By the end of the simulation, the back and front faces reach a common velocity for the perfect-bonding plate due to strong interaction arising from perfect bonding. On the contrary, for the no-bonding plate, a common velocity has not yet been reached between the two faces due to weaker interactions. The displacement histories are plotted in Fig. 8, which exhibit similar...
The different deformation characteristics lead to different nominal core compressive strain histories as shown in Fig. 9. The foam core of the no-bonding plate is compressed much more at the mid-span than the perfect-bonding plate due to larger deformation of the front face and smaller deformation of the rear face. The core compression phase ends approximately at $t = 1.5 \text{ ms}$ for the perfect bonding plate when the front and back steel faces reach a common velocity. On the contrary, the nominal core compression strain continues to increase for the no-bonding plate. The loss of interface bonding gives rise to different energy transfer histories as shown in Fig. 10. It can be seen that less work is being done to the no-bonding plate by the underwater explosion due to lower wet face pressure. In addition, more energy is dissipated for the no-bonding plate via plastic deformation of the foam core.
due to higher degree of core compression. This leads to much lower net energy gaining by the no-bonding plate than by the perfect-bonding plate from the UNDEX.

The fluid fields (pressure contours, velocity vectors, bubble configurations, and interface positions) are presented from Figs 11 to 14 for different time instances. Due to symmetry, only half of the computational domain is plotted. On the left side is the perfect-bonding plate and on the right side is the no-bonding plate. The contour levels are for the fluid pressure. The vectors correspond to the fluid velocity. The dashed circle represents the initial bubble while the solid circle represents the expanded bubble. A comparison shows that the fluid response remains almost the same between the perfect- and no-bonding plates for the early stage ($t = 0.4$ ms and $t = 0.7$ ms). For both the
Fig. 10. Comparison of energy transfer time histories between the perfect- and no-bonding sandwich plates with clamped ends.

Fig. 11. Comparison of the fluid fields at $t = 0.4$ ms between the perfect- and no-bonding sandwich plates with clamped ends.
perfect- and no-bonding plates, a white cavitation region where the pressure is near zero can be found close to the front face at $t = 0.7$ ms (see Fig. 12). The collapse of the cavity leads to the second pressure peak seen immediately after $t = 0.7$ ms in Figs 4 and 5. The influence of interface bonding comes in only during the later stage, when $t > 1.0$ ms. In general, the perfect-bonding plate (on the left side of Figs 13 and 14) leads to slightly higher fluid pressure due to higher interface rigidity and thus less wave rarefaction. The perfect-bonding plate features less interface displacement and a slightly smaller expanded bubble configuration (Fig. 14).

The solid dynamics are presented in Fig. 15. The perfect- and no-bonding plates are plotted on the left and right sides, respectively. The contour levels represent the maximum principal plastic strain, which characterize the plastic yielding within the sandwich structure. Notice that the vertical dimensions have been magnified by four times. Notice that the perfect-bonding panel is acting as an integrated structure, so that the inner foam core layer exhibits bending behavior. The no-bonding plate is acting as three independent structures, where the top and bottom panels are primarily subject to bending and the middle panel (foam core) is primarily subjected to compression. By examining different time frames from the top to the bottom, one can clearly see the initiation and propagation of plastic yielding regions in the foam core layer. Plastic hinges start to form and grow near the clamped ends for the front steel plate during the later stage. Slight differences can be observed between the perfect- and no-bonding plates at the early stages ($t = 0.4$ ms). The difference becomes more significant for the later stages ($t = 0.7$ ms, $t = 1.5$ ms, and $t = 2.4$ ms). In general, the no-bonding plate features a larger plastic yielding region with higher contour levels due to the loss of interface bonding, which resulted in larger deformation of the front face and smaller deformation of the rear face. This is consistent with the nominal strain history as shown in Fig. 9. However, the no-bonding plate features a slightly larger plastic yielding region near the supports of the front face steel panels, as shown in the bottom rows of Fig. 15. Without interface bonding, the front face steel panel has to withstand more impact from the explosion, and it also transfers less energy to the back steel panel, as shown in Fig. 16.

To visualize the influence of interface bonding, the horizontal ($x$) and vertical ($y$) displacement contours are shown in Fig. 17. For the no-bonding plate, there exists significant discontinuity in the horizontal displacement contour (as shown in the top row of Fig. 17), but very little discontinuity in the vertical displacement contour (as shown in the
Fig. 13. Comparison of the fluid fields at $t = 1.5$ ms between the perfect- and no-bonding sandwich plates with clamped ends.

Fig. 14. Comparison of the fluid fields at $t = 2.4$ ms between the perfect- and no-bonding sandwich plates with clamped ends.
Fig. 15. Comparison of the maximum principal plastic strain contours at different time instances between the perfect- and no-bonding sandwich plates with clamped ends.

bottom row of Fig. 17). In addition, the loss of interface bonding significantly altered the horizontal displacement distributions while it had negligible influence on the vertical displacement distributions. This indicates that the loss of interface bonding causes primarily slippage between layers instead of interface delamination during the early stage of UNDEX near sandwich plates (where local buckling is not a concern).

3.5. Parametric studies

3.5.1. Face-to-core ratio

It has been shown that the no-bonding plate decreases the net energy transferred to the structure due to lower wet face pressure and higher plastic energy dissipation, which is an advantage from loss of interface bonding. At the same time, the no-bonding plate decreases the structural stiffness and thus leads to higher structural deformation of the front steel face, which is a disadvantage from loss of interface bonding. To investigate the sensitivity of system dynamics over the face-to-core thickness ratio, and to quantify the pros and cons of the loss of interface bonding, parametric studies are performed for the same core thickness of $t_c = 150$ mm and varying face thickness of $t_f = 25$ mm, $t_f = 30$ mm, and $t_f = 35$ mm. In Fig. 18, the ratio of $\psi \equiv |\chi_{NB}/\chi_{PB} - 1|$, which characterizes the influence of interface bonding, is plotted for the time interval of $t \in [1.0 \text{ ms}, 2.4 \text{ ms}]$. The generic variables $\chi_{NB}$ and $\chi_{PB}$ denote mid-span deflection of the front steel face or the net energy gained by the structure for the no-bonding and perfect bonding plates, respectively. Notice that $(\chi_{NB}/\chi_{PB} - 1)$ is positive for the mid-span deflection and
Fig. 16. Comparison of the stress distributions at $t = 2.4$ ms between the perfect- and no-bonding sandwich plates with clamped ends.

Fig. 17. Comparison of the horizontal (x-direction) and vertical (y-direction) displacement fields at $t = 2.4$ ms between the perfect- and no-bonding sandwich plates with clamped ends.
Fig. 18. Parametric studies on the influence of face-to-core thickness ratios on the mid-span deflection and net energy absorption ratios between the perfect- and no-bonding sandwich plates with clamped ends.

Fig. 19. Influence of the bonding sequence on the net energy transferred to the structure.
negative for the net energy transferred. The absolute value is taken for plotting purpose. It can be seen that the advantage (represented by $\psi$ for the decrease in net energy transferred) is higher than the disadvantage (represented by $\psi$ for the increase in mid-span deflection). This is true for the range of face-to-core thickness ratios examined. The advantage increases as the face-to-core thickness ratio decreases, i.e. as the face steel plate becomes thinner relative to the foam core. This is because energy dissipation via plastic deformation of the foam core dominates for thinner face panels where most of the blast energy is transmitted and dissipated by the soft core layer. The results also show that the advantage (decrease in net energy transferred) is more sensitive than the disadvantage (increase in mid-span deflection) to varying face-to-core thickness ratios. This is because the mid-span deflection is primarily dependent on the thickness of the face panel and the influence of interfacial bonding is secondary.

3.5.2. Bonding sequence

As illustrated in Fig. 1, there are two foam-steel interfaces, namely, interface 1 and interface 2. To study the relative importance of bonding interfaces, 1 or 2, results from all four cases (as described in Section 4.2) are compared in Fig. 19. It can be seen that de-bonding at either interface 1 or 2 leads to decrease in total work done by the fluid, increase in plastic energy dissipation by the foam core, and hence decrease in net energy transferred to the structure. Cases III (de-bonding at interface 1) and IV (de-bonding at interface 2) yield almost the same energy transfer histories, and the responses are bounded by Cases I (perfect-bonding at interfaces 1 and 2) and IV (de-bonding at interfaces 1 and 2). Similarly, de-bonding at either interface 1 or 2 leads to increase in mid-span deflection due to decreased structural stiffness, as shown in Fig. 20. Cases III and IV lead to almost the identical mid-span deflection time-histories, which are also bounded by results from Cases I and IV. The study shows that the two interfaces, 1 and 2, are equally important for the energy transfer and dissipation, as well as the structural stiffness and deformation.

3.5.3. Bonding ratio

All of the previous studies assume complete bonding/de-bonding at one or two interfaces. However, due to other practical considerations, the interfaces may only be partially de-bonded. As shown in Fig. 2, there are two typical configurations, namely, de-bonding with interruptions (scheme A) and without interruptions (scheme B). Notice that the total length of de-bonding interfaces is $L_{nb}$ for both schemes. To investigate the effectiveness of these two schemes, parametric studies are performed for varying de-bonding ratio of $\xi_{nb} \equiv L_{nb}/L$ ranging from zero to unity. Notice that $L$ is the total length of the sandwich panel. As shown in Fig. 21, the maximum energies...
value at $t = 2.4$ ms) are plotted as the function of $\xi_{nb}$ for both schemes. It can be seen that the plastic energy dissipation monolithically increases with increasing de-bonded length, while the total work done by the fluid and the net energy gained by the structure monolithically decreases with increasing de-bonded length. The results show that the plastic energy dissipation increases more rapidly for scheme B than scheme A. Similarly, the total work and net energy decrease more rapidly for scheme B than for scheme A. This is because the de-bonding areas are continuous for scheme B while they are discontinuous for scheme A. As discussed in Section 4.4, interface slippage is the dominant mode of interface de-bonding, and it is concentrated near the quarter span, away from the center and ends. The interfacial slippage requires certain length to accumulate. Thus, the continuous interfacial de-bonding is more influential than the discontinuous configuration to facilitate the slippage and thus energy dissipation.

4. Conclusions

In the current work, the influence of interfacial bonding on the transient response of typical sandwich plates subject to underwater explosions was systematically investigated. It was found that un-bonded sandwich plates receive lower shock energy transmitted from the fluid. In addition, more energy is un-bonded sandwich plates dissipate more energy through plastic deformation of the foam core. Thus, interfacial de-bonding leads to lower net energy transferred from the explosion to the target structure. The interfacial slippage was found to be the dominant mode of the de-bonding behavior. Interfacial separation is negligible for the primary and early stages of shock-structure interaction. Despite of the more favorable energy dissipation behavior, the loss of interface bonding increases the deformation at the front steel face due to reduction in effective stiffness. However, parametric studies showed that the advantage (decrease in net energy transferred to the structure) is more significant than the disadvantage (increase in mid-span deflection at the front steel face). Thus, active/passive interfacial de-bonding mechanisms may be beneficial to achieve more blast-resistant designs. Parametric studies were also performed between the discontinuous and continuous de-bonding configurations. Results showed that it is more effective to make the de-bonding area continuous without interruptions.
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