Characterization and classification of modes in acoustic emission based on dispersion features and energy distribution analysis
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Abstract. Acoustic Emission (AE) techniques are used for the structural health monitoring of civil, aeronautic and aerospace structures. Recently, these structures are made of composite materials due to their advantages over traditional materials, but this increases the interpretation complexity of the failure modes present. Therefore, in order to make AE a trustworthy technique, reliable source location and damage mechanism characterization must be accomplished. On that account, this work proposes a novel approach based on a chirplet atomic decomposition, time-frequency energy distribution and dispersion analysis, where the failure-emitted signals are separated from extraneous noise and the detected modes are analyzed according to their dispersive behaviour and angular dependence characteristics. Dispersion relations are obtained by the use of a higher order plate theory on a non-absorbing anisotropic plate model, and then used in conjunction with the previous methodologies for mode identification and localization. The proposed methodology and model are validated, and the capability of the method to overcome practical issues encountered in AE testing is demonstrated experimentally.
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1. Introduction

The use of composite materials has extensively increased in the design of existing engineering structures, which also increases the analysis complexity of such structures. Acoustic emission testing (AET) has been proposed as a structural health monitoring technique due to its ability to locate sources of energy release from within a structure related to undergoing damage processes. The global and local monitoring capabilities of AE make it a valuable tool in order to get information regarding the origin and importance of a discontinuity in a structure for a longer safe life and lower operation costs [1]. However, much information and analysis regarding the generation and propagation of acoustic emission signals in composites is needed before AE techniques can provide useful information for reliable fault monitoring. For this reason, the proper design of automatic fault detection algorithms becomes the backbone in the application of trustworthy quantitative methods for source mechanism characterization and damage detection. There is no shortage of techniques in the literature regarding AE techniques. Ziola and Gorman [2] investigated the localization of synthetic AE sources using a technique based on cross-correlation in thin plates. Gaul et al. [3] developed a model experiment to identify the exact location of AE events generated by a short local thermal expansion on the surface of a fatigue specimen on the basis of wavelet analysis. These investigations made use of flexural waves and did not extend their procedures to other type of waves. Other notable work in the field is given by Holford in [4]. More recent investigations have led to the development of algorithms that allow the localization by learning the relation between arrival times to the sensors and source location such as the work presented by Baxter et
al. [5] and a later improvement of this technique proposed by Hensman et al. [6] using Gaussian processes in complex structures. The drawback faced with these methods is that the calculation of the arrival times, needed for the creation of the so-called $\Delta T$ maps or training the Bayesian estimator, is done irrespective of the detected mode leading to potential errors in localization and do not provide an insight of the present failure modes.

The present work introduces a robust approach for the automatic classification and localization of acoustic emissions where pencil lead breaks were used to simulate acoustic emission signals representing modes of failure in a plate-like anisotropic structure. The AE signal-to-noise ratio (SNR) is improved by means of wavelet analysis and a matching pursuit algorithm is applied for an optimized signal decomposition of the AE waveforms based on chirplet atoms. A statistical onset-picker is used to estimate the wave arrival and dispersion analysis is then conducted on the decomposed signal in conjunction with quadratic time-frequency analysis so that the frequency content is extracted and the energy orientation examined in order to classify the detected modes of propagation in the recorded signals, and then select a common mode to the sensor network. By recognizing and identifying the dominant modes of propagation in the received AE waveform then it would be possible to discriminate between damage types. The antisymmetric wave modes with dominant out of plane motion will interact more strongly with damages lying parallel to the plane of the wave propagation such as delaminations, skin or core debonding and impact damage. The symmetric wave modes with dominant in-plane motion will be more strongly related with damages lying perpendicular to the plane of wave propagation such as matrix cracking, matrix splitting and core crushing [7]. Thus, by carefully analyzing the dispersive characteristics of the signals or by the application of advanced pattern recognition methods the identification of the failure modes with different type of damage mechanism could be accomplished [8,9]. The focus on classification of AE events is based on the dispersive energy attributes of the wave packets constituting the waveform.

2. Model description

The modeling of wave propagation in multilayered anisotropic structures has been extensively studied by several researchers and a considerable amount of literature has been published on this topic [10]. Analyzing guided waves in these structures is often categorized into three groups. They are methods based on three dimensional elasticity, waveguide finite element methods and laminated plate theories of different orders. The latter method, however, provides greater computational savings over the others and accurate solutions in the lower frequency range. Moreover, the low frequency range is the most used in Lamb wave applications for structural health monitoring where just the fundamental $S_0$ and $A_0$ modes of propagation are present and the influence of higher order modes of propagation is avoided in order to facilitate the analysis of the recorded signals. The fundamental symmetric mode $S_0$ is typically used for detection of transverse cracks, while the fundamental antisymmetric mode $A_0$ is used for detection of delamination.

A laminated plate theory expanding the displacement fields in terms of the plate thickness $z$ to a second order is proposed here. First order normal strains and second order shear strains are taken into consideration in order to account for transverse shear deformation, rotary inertia and to provide a better approximation of the extensional wave motion [11]. Figure 1 depicts the definition of stress resultants $(N, M, Q)$ in the three dimensional system for a given propagation direction $\theta$ and fiber orientation $\phi$.

The approximated displacement fields are given by

$$u = u_0(x, y, t) + z\varphi(x, y, t) + \frac{z^2}{2}\phi(x, y, t)$$

$$v = v_0(x, y, t) + z\varphi(x, y, t) + \frac{z^2}{2}\phi(x, y, t)$$

$$w = w_0(x, y, t) + z\varphi(x, y, t)$$

where $u$, $v$, and $w$ are the displacement components in $x$, $y$ and $z$ directions, $\varphi$, and $\psi$, represent rotations having the same meaning as in the first order shear deformation theory [12]. The additional terms expand the displacement field.
The constitutive equations may be derived from the strain energy density in the 3-D elasticity theory and the linear elastic stress-strain and strain-displacement relations. Consequently, the system can be expressed in a matrix form, and by imposing boundary conditions and setting its determinant to zero, a characteristic function relating the angular frequency to the wavenumber is obtained. Finally, dispersion curves can be plotted by finding the proper values that satisfy the characteristic function. Due to lack of space, the detailed derivation of the constitutive equations and algorithms are not presented here. A detailed description of the numerical strategy for the tracing of the dispersion solutions and the complete analytical expressions are presented in [13,14]. An example of this approach for a 1.46 mm glass fiber reinforced plastic (GFRP) with very low attenuation characteristics is presented in Fig. 2.

The calculated energy velocities at $\theta = 45^\circ$ are depicted in Fig. 2a. It can be seen that the behaviour of the SH$_0$ and S$_0$ modes is different from the A$_0$ mode in both the low and high frequency zones. In the relatively low frequency range it can be seen that the higher the frequency of the A$_0$ mode, the faster its energy velocity. In an opposite manner for the S$_0$ mode, the higher its frequency, the slower its energy velocity. As it can also be inferred from the wave curve plot (Fig. 2b) that the material possesses a high degree of anisotropy. These energy characteristics of the modes will be analyzed in order to distinguish the recorded modes in a defined frequency range where their characteristics are noticeable, e.g., in the relatively low frequency range. The wave surface for the S$_0$ mode at 200 kHz is shown in comparison with some measured values at discrete angular points (black circles) in order to validate the analytical model with experimental data. It can be seen that the estimated energy velocity matches the theoretical curve very well, demonstrating the effectiveness of the model.
3. Signal conditioning and onset time detection

AE based techniques require automatic and intelligent techniques in order to separate the failure-emitted signals from noise and accurately localize and characterize the source of emission. Digital filters have been extensively used in non-destructive testing for signal conditioning, but they can introduce changes to the signals in form of precursory signals, phase distortion in case of being ill-defined and amplitude modification [15]. This poses a great disadvantage since wave theories cannot be properly applied for the analysis of the distorted acoustic emission waveforms and the propagation velocities for reliable source localization and signal characterization. Therefore, the selection of appropriate conditioning techniques plays an important role in the successful analysis of the failure-emitted signals. In order to fulfill this requirement, the discrete wavelet transform on the basis of the two-channel subband coding scheme as proposed by Mallat [16] was applied to the noisy signal in order to produce the noisy wavelet coefficients to the level in which the signal was properly distinguished. Special attention was paid to the selection of the optimum decomposition level in order to avoid removing important information that could be related to some of the modes of propagation contained in the signal. Wavelet packet transform was used and evaluated for this purpose. The optimum number of level decompositions was determined based on both a minimum-entropy decomposition algorithm [17] and systematic trials. The family of Daubechies wavelets (‘db8’) was carefully chosen for this study since it proved to be adequate to encode and approximate the AE waveforms. The chosen db8 wavelet is an orthogonal wavelet with the advantage of avoiding phase shifts and allowing exact reconstruction of the signal. Furthermore, power spectral analysis was carried for analysis of the noise. After this analysis, it was assumed to be random noise. Similarly, the discrete wavelet-based energy decomposition was used to study the AE attenuation in the composite plate. The performance of automatic onset-pickers used for source localization is affected a great deal by the SNR and therefore, the improvement of the SNR plays an important role in mode detection and localization. The determination of the onset time of a transient signal is then a very important task in AET. For this study, a statistical picker based on the Akaike Information Criterion (AIC) was appraised and used since it provides picks with higher accuracy in comparison to traditional threshold methods, cross-correlation methods, and energy based detectors. The AIC picker definition is given by Kurz et al. [18]

\[
AIC(t) = t \log_{10}(\text{var}(x[1,t])) + (T-t-1) \log_{10}(\text{var}(x[t+1,T])),
\]

where var denotes the sample variance, \(T\) is the last sample of \(x\) where the onset is contained, and \(t\) ranges through all the samples of \(x\). The AIC picker models the noise and signal as two different stationary time series and its minimum indicates the point of separation of the two series (onset point). The result of applying the two-channel subband coding algorithm and onset time picker to an AE signal contaminated by high frequency noise is shown in Fig. 3.

![Fig. 3. Lamb waves: (a) noisy AE signal and (b) denoised AE signal and estimated onset time.](image-url)
The example above is presented in order to exhibit the capabilities of the proposed techniques for denoising and onset detection in an anisotropic plate (Fig. 3). The signal was generated by exerting a pencil lead break on the surface of the plate at a relatively close distance to the sensor. It is worth noting that the amplitude of the \( A_0 \) mode is much larger than that of the \( S_0 \) mode for the 1.46 mm GFRP plate (Fig. 3b). According to this observation, if the source spectrum of the \( S_0 \) mode contains no significant low frequency components, there will be a critical distance beyond which this mode cannot be detected by some sensors in the network. In a similar way, if the detected modes overlap and interfere, discrimination of wave propagation modes becomes very complex and special decomposition techniques should be used so that the present modes can be classified. As a result, these effects will introduce potential errors in the source localization and characterization scheme since the onset time predictions do not correspond to the same picked mode in the sensor network. An approach to overcome this problem is presented in the following section.

4. Signal decomposition and energy analysis

A major difficulty in acoustic emission is the analysis of broad-banded signals and discrimination of the modes contained in the recorded signals. The matching pursuit algorithm (MAP) was chosen in this study for the atomic decomposition of AE waveforms focused on the ability of the method to classify between modes based on dispersive energy characteristics. The MAP was introduced by Mallat and Zhang [19] and has been successfully applied in SHM by different researchers. It is an iterative algorithm that decomposes a signal into a linear combination of waveforms, so-called atoms, that are selected from a redundant database of atoms, named dictionary, having similar time and frequency characteristics to the original signal, in our case, the AE waveforms. The atom from the dictionary that locally better defines the signal is then selected for reconstruction. The first step of the algorithm is to create a redundant dictionary \( D \) of atoms \( g \) which are well localized in time and frequency, and possess unit energy. The second step is to find the best match from the dictionary where the residuum \( r_0(t) \) equals the sensor signal \( s(t) \) for the first iteration according to

\[
g_i = \arg \max_{g \in D} |\langle r_{i-1}, g \rangle|.
\]

(3)

The third step is to compute the residual after subtracting the component along the best atom in Eq. (3)

\[
r_i = r_{i-1} - \langle r_{i-1}, g_i \rangle g_i.
\]

(4)

Finally, the second and third steps are repeated until a maximum number of iterations \( n \) is met or a predefined energy threshold of the original signal is reached. The signal can be finally reconstructed according to

\[
s = \sum_{k=0}^{n-1} \langle r_k, g_k \rangle g_k + r_n.
\]

(5)

The proposed dictionary is composed of chirplet atoms which are well suited for the analysis of dispersive signals with no stationary time-frequency behaviour [20]. The chirplet atom is given by

\[
g_k(t) = \frac{1}{\pi^{0.25} \sqrt{s_k}} \exp \left( -\frac{1}{2} \left( \frac{t-t_k}{s_k} \right)^2 + i \left( \frac{\omega_k (t-t_k)}{s_k} + \frac{\beta_k}{2} (t-t_k)^2 \right) \right).
\]

(6)

where the parameters \( s_k, t_k, \omega_k \), and \( \beta_k \) indicate the time extent, time center, angular frequency center, and the linear frequency modulation rate respectively. In case of passive monitoring of stress waves, the dictionary can be chosen with knowledge regarding the recorded signals. To achieve maximum resolution in time shift, the time translations \( t_k \) are selected depending on the sampling interval. The angular frequency \( \omega_k \) should lie in between the frequency range of the antialiasing filters. The \( s_k \) and \( \beta_k \) are optimized by finding the optimal values that lead to a better match.
in the neighborhood of the initial set of parameters. This strategy significantly improves the resolution of the decomposition without increasing the size of the dictionary. In this context, a small dictionary refers to a coarse discretization step of the parameters controlling the chirplet atoms contained in it. It is well known that a smaller discretization interval of the control parameters produces a large number of functions which usually provide a better decomposition in terms of matching the signal. Nevertheless, as the size of the dictionary increases the computational effort also increases. Therefore, the goal of the proposed numerical implementation is to improve the decomposition performance without increasing the size of the dictionary. The dispersion knowledge gained with the proposed plate theory in combination with spectral analysis in the frequency domain and the knowledge of excitation functions can help in the development of a dictionary with optimal control parameters for the signals. However, if the dictionary is built with arbitrary signals with no relation to the physics of the underlying signals, then the interpretations gained with the decomposition could lead to incorrect inferences. The proposed algorithm allowed to reduce the number of iterations required for the algorithm convergence from the order of some hundreds to the order of few tens. Nevertheless, the computational time is also directly related to the number of waveforms occurring in the signal, i.e. the higher the velocities of the wave modes and the lower the attenuation of these modes, the more reflections will be contained in the signal for a fixed time window and the higher the computational cost. Once the decomposition has been done, an energy distribution can be defined in the time-frequency plane without the interference terms obtained with conventional time-frequency representations (TFR). As a result, this technique will provide a clearer picture of the energy distribution with well defined clusters of concentrated energy in comparison to traditional smoothed representations. Moreover, since the parameters of every matched atom are known, no special post-processing is required for the analysis. Finally, based on the observations made in Section 2 regarding the energy velocity distribution, it can be concluded that atoms with a positive frequency modulation rate are related to the $S_0$ mode, and conversely, atoms with negative frequency modulation to the $A_0$ mode. Once the onset time of the recorded signals is estimated, the atom with same time arrival characteristics is extracted and analyzed for classification according to the interpretation presented above. The authors did not concentrate only in the $A_0$ mode since they are interested in the analysis of the different modes of propagation contained in the signals and their correlation with possible damage mechanisms.

5. Experiment and discussion

In order to check the performance of the proposed methodology, a specimen was made from a 1.46 mm unidirectional GFRP laminate of dimensions 800 $\times$ 350 mm. For the present experiment, four broadband AE sensors (VS900-M by Vallen Systems) were installed on the plate and vacuum silicon grease was used to improve the signals transmission between specimen and sensors. The sensors were fixed to the structure by means of magnetic clamps. The nominal material parameters of the layer are the following: $E_1 = 30.7$ GPa, $E_2 = 15.2$ GPa, $G_{12} = 4$ GPa, $G_{13} = 3.1$ GPa and $G_{23} = 2.75$ Gpa. The density is approximately 1700 $\text{kg/m}^3$. The experimental setup consisted of AEP3 amplifiers (Vallen Systems), a four channel HS4 handy-scope from TiePie Engineering and a PC. The amplifier gain was set to 34 dB, the antialiasing lowpass and highpass cut-off frequencies were adjusted to 95 kHz and 800 kHz, and the signals were recorded with a sample frequency of 50 MHz. The experimental setup for the collection of AE data and a typical signal from a pencil lead break containing wave packets related to the fundamental symmetric and antisymmetric modes of propagation are depicted in Fig. 4.

In practice larger dictionaries provide better performance for signal processing but the algorithm running time can be excessive. For the implementation procedure in this work a dictionary of chirplet atoms was build, which was small but sufficient by adaptively choosing the parameter space of the chirplet decomposition based on the spectrum of the signals to be decomposed. This design led to a fast algorithm and reduced the computational cost produced by defining a large redundant dictionary. The decomposition was set to a threshold value of 98 per cent of the original signal energy. It is well known that acoustic emissions occur in such a fast succession that signals of different frequencies and amplitudes superpose each other. An example of this effect is given below in Fig. 5 in order to illustrate the full chirplet decomposition process and its ability to decode overlapping packets in the presence of noise. The signal was produced by a pencil lead brake at a radial distance of 200 mm from the sensor number one. This signal consists of four main components that are (i) a first wave packet representing the $S_0$ mode of propagation.
with faster energy velocity, (ii) a second wave packet presenting the slower $A_0$ mode of propagation, (iii) reflections from the boundaries of the structure and (iv) inherent noise. From this figure, it can be clearly seen the capabilities of the method to properly separate between modes by depressing the effect of overlapping; the difficulty to separate wave packets both in time and frequency and the elimination of non-negligible cross-terms using traditional methods was overcome by the proposed approach. The TFR algorithm used in this work was the Wigner-Ville distribution and the matched atoms were considered as analytic signals. The intensity of the plot is proportional to the energy content in the signal at the indicated frequency and time.

From the conclusions obtained in the fourth section, it can be estimated from the energy distribution and frequency modulation rate sign that the detected mode corresponds to the $S_0$ mode. Finally, we illustrate the atomic decomposition on a signal produced by a pencil lead break at 90$^\circ$ with respect to the plane of the CFRP plate. It is well known that for this kind of elastic wave excitation most of the motion is normal to the plate and it normally generates a large flexural mode. For this experiment, the distance between a selected sensor in the network, $P_1$, with no loss of generality, and the source was specially selected in order that the chosen sensor was able to detect a different mode in comparison to the others in the network, i.e., just the $A_0$ mode, while the $S_0$ mode amplitude is totally decreased and lost in the background noise. Figure 6 depicts the complete chirplet decomposition of the

---

**Fig. 4.** GFRP plate: (a) experimental setup; (b) signal generated from a pencil lead brake.

**Fig. 5.** Pencil lead break mode identification in GFRP plate for $P_1$: (a) matching pursuit algorithm and onset time detector estimate; (b) matched atom energy distribution corresponding to the onset estimation.
Fig. 6. Pencil lead break normal to the GFRP plate plane: (a) matching pursuit algorithm and onset time detector estimate; (b) matched atom energy distribution corresponding to the onset estimation.

recorded signal at $P_1$ and the quadratic energy distribution related to the matched atom predicted by the onset detector. This signal consists of two main components that are (i) a first wave packet representing the $A_0$ mode of propagation with (ii) a second train of wave packets related to the reflections from the boundaries of the structure and noise. According to the same previous assumptions from the energy characteristics of the matched atom, it can be concluded that the detected mode was $A_0$. By interrogating every sensor in the network, it can be found that not all the sensors detected the same mode in this case, and a correction measure must be taken in order to guarantee the selection of a common mode to all the sensors, so that potential errors in the localization algorithm can be avoided. This can be easily done since all the decomposed signals contain well defined atoms in time and frequency, and mode wave packet arrival detection can be automatically implemented based on the energy characteristics of the atoms. Finally, the analyzed characteristics of the recorded signals could be used for the application of advanced source localization algorithms. The successful application of the present method in the current passive monitoring technique is partially due to the good choice of the matching pursuit dictionary and the optimization method used to find the optimal parameters representing the signal content. Moreover, the proposed method allows a different approach from traditional statistical analysis and enables an improved understanding of the origin of the source.

6. Conclusions

This study proposes a robust approach in order to overcome particular problems faced in source identification and localization in acoustic emission testing. A chirplet atomic decomposition was developed to accurately classify wave packets pertaining to different modes of propagation based on dispersive energy characteristics. The proposed decomposition automatically finds the atoms describing the content of the AE signals and provides an optimized representation of the acoustic emission waveforms. This strategy significantly improves the resolution of the decomposition without increasing the size of the dictionary and speeding up the computation time. In addition, a time-frequency energy distribution has allowed the complete investigation of the frequency content evolution from complex ultrasonic signals of interest to structural health monitoring. Moreover, the dispersion of the propagation modes could be characterized by taking advantage of the matching pursuit decomposition, and the proposed analytical model has been validated with experimental data in order to show its effectiveness. Further research will extend this approach to more complicated structures, consideration of viscoelasticity in the model and to the investigation of additional physical attributes for a better detection and quantification of the acoustic emission wave packet features.
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