An alarm method for a Loose Parts Monitoring System
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Abstract. In order to reduce the false alarm rate and missed detection rate of a Loose Parts Monitoring System (LPMS) for Nuclear Power Plants, a new hybrid method combining Linear Predictive Coding (LPC) and Support Vector Machine (SVM) together to discriminate the loose part signal is proposed. The alarm process is divided into two stages. The first stage is to detect the weak burst signal for reducing the missed detection rate. Signal is whitened to improve the SNR, and then the weak burst signal can be detected by checking the short-term Root Mean Square (RMS) of the whitened signal. The second stage is to identify the detected burst signal for reducing the false alarm rate. Taking the signal’s LPC coefficients as its characteristics, SVM is then utilized to determine whether the signal is generated by the impact of a loose part. The experiment shows that whitening the signal in the first stage can detect a loose part burst signal even at very low SNR and thusly can significantly reduce the rate of missed detection. In the second alarm stage, the loose parts’ burst signal can be distinguished from pulse disturbance by using SVM. Even when the SNR is $-15$ dB, the system can still achieve a 100% recognition rate.
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1. Introduction

Loose Parts Monitoring System (LPMS) is one of the basic security tools for Nuclear Power Plants (NPP). The main purpose of LPMS is to detect the loose metallic parts in the Reactor Cooling System (RCS) at an early stage. Several years operating experience in NPP shows that early detection can provide the time required to avoid or mitigate safety-related damage or malfunctions of primary system components [1]. LPMS can also minimize radiation exposure to station personnel.

The main problem of the LPMS is how to detect the small loose parts in a heavy noisy background and discriminate the signal induced by the impact of a loose part from those signals induced by normal hydraulic, mechanical, electrical background noise and amplitude electrical transients.

The traditional method is to compare the amplitude or short-term Root Mean Square (RMS) of a signal to a given threshold. Once the threshold is exceed, a discrimination program is triggered immediately to identify the real signal caused by loose parts. At present, research is focused on how to identify whether the signal is induced by a loose part. Owing to that the impact signal can be detected by more than one sensor and single sensor can be much easier influenced by the occasional interference signal, Morel and Puyal [2] proposed defining different thresholds for sensors installed on different position of the plant to compensate the background noises and then checking if more than one channel signals’ amplitudes exceed the threshold so as to determine whether to trigger the alarm. Due to the property that the time-varying of the metal impact signal’s frequency spectrum is obvious while
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that of the background noise is relatively stable. Mao [3] proposed expressing the impact signal feature using the
two-dimension characteristic in the signal’s time-frequency domain and using BP neural network as impact signal
classifier to determine if the signal is a real alarm. Since the complexity of the impact signals’ various properties,
Lenain [4] defined a three level alarm criteria including defining a correlation graph of two signal feature to generate
the suspect alarm, performing pattern recognition analysis to start the alarm determination process and analyzing the
frequency spectrum content of the signal, the alarm is triggered only after all the three conditions are satisfied so as
to ensure the reliability of loose part alarm. Utilizing the difference of the impact signal and interference signal in
amplitude and waveform, Figedy [5] proposed decomposing the signal using discrete wavelet transform with Haar
wavelet basis, considering that the eighth level approximation coefficients as the expression of the signal feature and
the artificial neural network is then used to determine if the signal is a false alarm according to the given feature.
Tjhai [6] developed a two-stage classification system using the combination of two data mining techniques, namely
SOM(Self-Organizing Map) and K-means clustering. First stage was developed to properly correlate alerts related
to a particular activity. The main objective of the second stage is to subsequently label all the clusters produced in the
first-stage classification into groups of true and false alarms. Based on the existence of time difference of detecting
the vibration signals generated by the loose parts by sensors amounted on different positions, Zigler [7] proposed
judging whether the suspect signal is impact signal or not according to the compatibility of signal detecting time
among the related sensors.

According to the difference between the spectrum characteristics of loose part impact signals and other pulse
disturbances, an alarm method which takes LPC of the signals as the signal feature and uses SVM to distinguish
the impact signals is proposed. The method of detecting the burst signal is illustrated in Section 2. The theory of
extracting the feature of signals and distinguishing the signal by SVM are stated in Sections 3 and 4, respectively.
Section 5 shows the experiment and the results of data analysis. The paper is concluded in Section 6.

2. Signal detection

As Fig. 1 shows, the burst signal spectrum is similar to the noise spectrum. When the SNR is low, the burst signal
could not be detected. Thus, adaptive AR model is used as a signal preprocessing method to eliminate the influence
of background noise.

The RCP’s background noise $x(n)$ can be regarded as a system response to the white noise $w(n)$.

Using the AR model to describe this system, the system transfer function can be written as:

$$H(z) = \frac{1}{1 + \sum_{k=1}^{p} a_k z^{-k}}$$  \hspace{1cm} (1)
where \( p \) is the order of the system; the coefficients \( a_k \) can be estimated by an efficient algorithm known as the Levinson-Durbin algorithm from a given background noise \( x(n) \). A whitening filter whose transfer function is \( \frac{1}{H(z)} \) can then be acquired. Thus, given the noise \( x(n) \), one can obtain the white noise \( w(n) \):

\[
Y = \{y_1, y_2, \cdots, y_h\}
\]  

(2)

When a loose part comes out, the recorded signal consists of a burst signal and a background noise signal. Generally, the frequency range of noise is from 3 kHz to 5 kHz while that of burst signal is from 1 kHz to 10 kHz. After the recorded signal whitened, the background noise becomes Gaussian White noise, but the burst signal cannot be completely whitened. Therefore, the signal’s SNR can be greatly improved.

In Fig. 3, (a) is the loose part impact signal, (b) is the recorded signal, which consists of a burst signal and a noise signal, and the SNR is \(-5\) dB, (c) is the whitened signal, and (d) is the whitened signal’s short-time RMS. From Fig. 3 we can find out that the whitening filter can improve the SNR substantially. The burst signal can be detected easily by check the whitened signal’s short-time RMS.

There are two types of interference that can easily induce false alarming. One is the burst signal caused by a control rod movement. This kind of signal is similar to the burst signal caused by loose parts. Another type of interference is electromagnetic interference, which can also lead to false alarming. There are many sources of electromagnetic interference, including the reactor’s complex background noise, radiation from the interference, and lightning.

Wik [8] expressed the Nuclear Electromagnetic Pulse (NEMP), Static Electromagnetic Pulse (ESDEMP), and Lightning Electromagnetic Pulse (LEMP) in a double-exponential decay pulse signal model. This model was used as an interference pulse generation model in this paper. Its waveform is:

\[
s(t) = A(e^{-t/\tau_1} - e^{-t/\tau_2})
\]

(3)

Given the different value, \( \tau_1 \) and \( \tau_2 \) can generate the pulses of different shapes.

The generated pulse and background noise are mixed together to prepare for whitening, the short-time RMS is calculated as shown in Fig. 5.

From Fig. 5 we can see that the whitening filter cannot eliminate the pulse’s interference, and the LPMS would raise a false alarm by checking the short-term RMS of a whitened signal. Therefore, a further analysis should be undertaken to distinguish between the interference and burst signal.
3. Signal feature extraction

The recorded signal should be analyzed to determine whether it is a false detection after it has been detected. The most important step of all recognition systems is the signal feature extraction, which converts the signal waveform to some type of parametric representation. This parametric representation is then used for further analysis.

Loose part’s impact signal and pulse with noise is mixed with different SNR (10 dB and −10 dB), and then whitened. The waveform and spectrum of the whitened signal is shown in Figs 6 and 7.

Figures 6 and 7 show that the whitened impact signal waveform and pulse signal waveform are similar when the SNR is −10 dB, but the spectrum of the whitened impact signal and the pulse signal are different. Thus, the impact signal can be identified based on the signal spectrum information.

Since the sampling rate is high, the signal has large amounts of data that will result in very time-consuming calculation, and there is huge redundancy within the data. Thus, one should collect the characteristics that reflect the nature of the signal in order to compress the data. In this paper, linear predictive coding (LPC) coefficients are utilized to express the signal spectrum. The AR model parameters $a_k$ in formula Eq. (1) is now the LPC coefficients. As shown in Fig. 7, signal’s spectrum (red) estimated using LPC can be a good fit of its FFT spectrum (blue).

4. Support Vector Machine

A stable efficient classification algorithm is needed to identify the loose part impact signal after the signal feature is extracted. SVM is chosen to be the classifier in this paper. SVM is a statistical classification method proposed by
Fig. 6. Pulse signal with noise and its normalized spectrum after whitening (10 dB).

Fig. 7. Pulse signal with noise and its normalized spectrum after whitening (−10 dB).
Vapnik [9], developed on the basis of statistical learning theory with good classification ability and generalization ability. The basic idea is to define the best optimal hyperplane, which separates sample points into two categories and makes the distance from the training samples to the hyperplane as far apart as possible.

Given the training data \((x_k, y_k), k = \{1, \cdots, h\}, x_k \in \mathbb{R}^m, y_k \in \{1, -1\}\), the separating hyperplane can be described by the equation: \(g(x) = \langle \omega, x_k \rangle + b = 0\). Let the closest point to the hyperplane has a distance of \(\frac{1}{\|\omega\|}\) to rescale the \(\omega\) and \(b\). Thus:

\[
y_k[\langle \omega, x_k \rangle + b] - 1 \geq 0 \quad (4)
\]

The quantity \(2/\|\omega\|\) is called the margin. Computing the hyperplane is equivalent to minimize \(\|w\|^2\). Since \(\|w\|^2\) is convex, minimizing it under linear constraints can be achieved with Lagrange multipliers. The optimization problem can be presented as a dual problem:

\[
\max Q(\alpha) = \sum_{i=1}^{h} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{h} \alpha_i \alpha_j y_i y_j \langle x_i, x_j \rangle \\
s.t. \left\{ \begin{aligned}
C &\geq \alpha_i \\
\sum_{i=1}^{h} y_i \alpha_i &= 0
\end{aligned} \right. \quad (5)
\]

The support vectors are the points for which \(\alpha^*_i > 0\) satisfy Eq. (4) with equality. Then we can find \(b^*\). The hyperplane decision function can thus be written as:

\[
g(x) = sgn\left(\sum_{i=1}^{h} \alpha^*_i y_i \langle x_i, x \rangle + b^*\right) \quad (6)
\]

When the data is not linearly separable, the kernel function is introduced to map the input data into a high-dimensional feature space. A typical kernel is the RBF (Radial Basis Function) kernel:

\[
K(x_i, x) = \exp\left(-\frac{\|x - x_i\|^2}{\sigma^2}\right) \quad (7)
\]

Once the kernel has been chosen, the decision function becomes:

\[
g(x) = sgn\left(\sum_{i=1}^{h} \alpha^*_i y_i K(x_i, x) + b^*\right) \quad (8)
\]

The decision function has a complexity that increases with training set size. Moreover, high dimensional spaces are sensitive to the curse of dimensionality and scalar products quickly become difficult to compute. Thus, we use the
Table 1

The missed detection rate(%) when the LPCs is 16

<table>
<thead>
<tr>
<th>SNR</th>
<th>20 dB</th>
<th>10 dB</th>
<th>0 dB</th>
<th>-5 dB</th>
<th>-10 dB</th>
<th>-15 dB</th>
<th>-20 dB</th>
<th>-30 dB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal not whitened</td>
<td>6.7</td>
<td>6.7</td>
<td>45.0</td>
<td>68.3</td>
<td>76.7</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Signal whitened</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>11.7</td>
<td>31.7</td>
<td>31.7</td>
<td>23.3</td>
</tr>
</tbody>
</table>

LPC coefficients of signal as the input data, which is dimensionality reduced compared with the original spectrum. The reduction can ease the learning process and improve generalization abilities.

5. Experimental verification

The sample signals are from testing with different weight steel ball (10 g, 30 g, 55 g, 110 g, 185 g, and 720 g) to hit the steel plate, and the signal’s sampling rate is 80 kHz. The interference pulse signal can be calculated from formula Eq. (4) with different widths and shapes by setting $\tau_1$ and $\tau_2$ different value.

The system alarm process is shown as Fig. 10. In order to simulate the real signal environment, the collision signal and pulse signal are superposed with the reactor noise (collected from the Qingshan Nuclear Power Plant in China) by different SNR. Then these signals are whitened and then compared its short-term RMS to the threshold. If it exceeds the threshold, then the signal’s feature is extracted and input into the trained SVM model to determine whether the detected signal is an impact signal.

The threshold value can be calculated as:

$$T_h = \lambda \times RMS_{background}$$  \hspace{1cm} (9)

where $T_h$ is threshold value, $\lambda$ is coefficient. $\lambda$ can reduce miss alarm rate at some extent, $RMS_{background}$ is long-term RMS of background noise.

There are 30 impact signals and 30 pulse signals for training samples, and the SNR is 0 db. There are 60 impact signals and 60 pulse signals as the test samples, using different SNRs to superimpose the nuclear power plant background noise. We use training samples to train the SVM firstly and input the test samples into the experiment then to get the results shown in Tables 1, 2 and 3.
As Table 1 shows, the missed detection rate increases when the SNR becomes lower. The whitening preprocess can reduce the missed detection rate significantly. Table 2 shows that SVM can identify the pulse interference when the SNR is very low. Table 3 shows the system recognition rate when the number of LPCs is different. It happens to have the best recognition result when the number of LPCs is 2. And if the SNR is $-15\,\text{dB}$, this provides a 100% recognition rate. There is still a 97.5% recognition rate even when the SNR is down to $-20\,\text{dB}$.

6. Conclusion

This paper presents an alarm method of LPMS based on the AR model and SVM. The system alarm is divided into two stages for a low false alarm rate and low missed alarm rate. By experimental verification, we have reached the following conclusions: (1) the whitening process of the background noise based on AR modeling can effectively improve the SNR. It can reduce the missed detection rate; (2) extracting LPCs of signal as the input data of SVM can reduce the dimension of data, and when the number of LPC parameter is 2 the best recognition results occur. As long as the SNR is greater than $-15\,\text{db}$, the false alarm rate and missed alarm rate are reduced to zero.

Acknowledgments

This study was supported by a grant from the National Natural Science Foundation of the P. R. China (No. 51175466) and Qianjiang Talents Project of Science Technology Department of Zhejiang, China (No. 2011R10016).

References


Submit your manuscripts at http://www.hindawi.com