Finite element modeling of K-Monel bolts under static loading and dynamic shock loading
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Abstract. The Naval Undersea Warfare Center has funded a project to investigate the accuracy of various bolt models used to represent actual shipboard bolted connections within an analytical shock survivability assessment. The ultimate goal within this project is to develop finite element bolt representations that are not only computationally efficient, but also accurate. A significant task within this effort involved the development of highly detailed finite element models of bolted connections under various load configurations. Accordingly, high-resolution bolt models were developed and incorporated into simulations of four bolted connection test arrangements: static shear, static tension, dynamic shear, and dynamic tension. These simulation results are validated against experimental data from physical testing of each configuration. Future research will focus on exploring simplified finite element bolt representations and comparing these against the high-resolution results.
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1. Introduction

The analytical assessment of shock survivability of naval systems and components typically involves developing complex, detailed finite element models of individual components, sub-assemblies, and the systems themselves. Components of these systems often include bolted connections, which are necessarily incorporated into the finite element models. Explicit modeling of bolts, say with continuum elements, is uncommon in standard practice because of model size and run time limitations: bolted connections are often modeled with rudimentary simplified bolt representations, such as a single, rigid element, or one or more beam elements. Thus, finite element-based shock survivability assessments become partially dependent on the accuracy of these bolt representations, and the use of such models to evaluate bolt survivability often leads to highly conservative results and overdesigned connections.

A first step towards improving the accuracy of simplified bolt representations involves calibration of numerical models of bolts to experimental data of bolted connections under a variety of loading configurations. To aid in this calibration, the current research effort focused on developing highly detailed finite element models of bolt arrangements as tested in actual physical experiments, and comparing simulation results against experimental data from the bolts tested under static and dynamic shear and tensile loading. The intent here is to provide a benchmark for future research on the evaluation of simplified finite element bolt representations.
Previous work regarding detailed finite element modeling of bolted connections with validation through experiment has focused a variety of joint types and loading configurations. McCarthy et al. presented results on single-lap, single-bolt composite joints with titanium bolts [13,14]. Base model development and validation against experimental strain gauge data from the joint surface and experimental joint stiffness data is discussed in [13], and [14] examines the effects of bolt clearance on various aspects of joint behavior including joint stiffness, bolt rotation, bolt-hole contact area, stress distribution in the laminate, and the onset of failure. Chung and Ip [8,9] evaluated the structural response of bolted connections between cold-formed steel strips and hot rolled steel plates for grade 8.8 bolts under shear loading. In [8], Chung and Ip presented results from shear experiments on G300 and G550 cold-formed steel specimens and outlined modeling techniques used to validate their numerical results against experimental load-deflection data. This research is extended in [9], where the validated models are used to investigate bearing failure, shear-out failure and net section failure in lap shear tests, and to perform parametric studies to examine the effects of different steel constitutive characteristics on connection bearing resistance.

Past work has also focused on simplified finite element modeling of bolted connections, including modeling of steel beam-column connections consisting of single plate, shear-tab connections that were fillet welded to steel columns and bolted to the shear tabs using high-strength bolts [11]. In particular, Khandelwal et al. [11,12] described the development and calibration of connection macromodels (combinations of beam and discrete spring elements) capable of capturing the dynamic response behavior of various steel building frame connections, where these macromodels were then used to examine the collapse resistance of planar ten-story steel moment frames. A similar approach as applied to naval structures subjected to dynamic shock loading could prove extremely beneficial for future shock survivability assessments performed using finite element modeling techniques.

2. Experimental background

In order to provide experimental data highlighting bolt behavior under a variety of load types, a series of experiments was carried out involving a bolt specimen subjected to different static and dynamic shear and tensile loading configurations [6]. These tests formed the basis for the numerical modeling that was the focus of the current research and data from these tests were used for validation of the numerical results presented later in this paper. The testing focused on bolts made of K-Monel K500, a corrosion-resistant nickel alloy commonly used in wetted naval applications, and with properties defined by QQ-N-286. Bolts in two lengths, 8.89 cm (3.5 in) for the shear tests, and 15.24 cm (6 in) for the tension tests, were manufactured according to MIL-S-1222G. The bolts of a given length were obtained from the same production lot to ensure consistency of the material properties between individual bolts. The bolts were drilled by Strainsert, using their standard process, to allow for instrumentation. Some of the bolts tested in the experiments presented in this paper were not actually instrumented, while others included strain gauges that were internally mounted on the inner surface of a blind bore hole. The instrumented bolts for the shear tests included a half bridge 350-ohm, type W gauge in the shear plane to measure shear strain, and the instrumented bolts for the tension tests included a full bridge, 120-ohm, type W strain gauge to measure tensile strain. All bolts had hex heads, were 6.35 mm (0.25 in) in diameter, and included a standard 1.9 cm (0.75 in) length of 20UNC-2A thread.

2.1. Material testing

The mechanical properties of the K500 bolt material were determined via quasistatic tensile testing of K500 bolts in accordance with ASTM E8 and ASTM F606. The mechanical and physical properties of the K500 bolt material are given in Table 1. Figure 1 shows the average stress-strain curve for the K500 material as determined from the tensile test data. Due to some discrepancies in the test data, it was necessary to piece together the strain data
and displacement data to develop a single stress-strain curve for the material. This aggregate curve was developed by using the experimental strain data until just past the material yield (when the measured strain values started decreasing in a physically unrealistic manner), after which the experimental displacement data were used to calculate the strains corresponding to the remainder of the stress data points.

2.2. Bolt testing

In the main series of static and dynamic bolt experiments, a test bolt in a typical bolted connection was subjected to shear or tensile loading, as applied independently using a specially designed test fixture. Prior to loading, bolts were pre-tensioned to a force equivalent to 2/3 of the yield stress for K500, consistent with standard practice for naval structures. Hardware for the experiment included an A36 steel base fixture, various A36 steel added mass and interface plates, high-strength steel guide rods, and the K500 shear and tensile bolt specimens. The bolts were tested to failure under quasistatic loading on an Instron 4206 machine, and under dynamic loading on a MIL-S-901 Lightweight Shock Machine (LWSM).

For the static tension tests, the tensile force was applied, by way of an adapter, to a tensile plate, as shown in Fig. 2(a). The bolt connected the tensile plate to the base fixture, which in turn was secured to the Instron machine. For the static shear tests, the test fixture was rotated 90 degrees from the static tension setup. The load was applied to the top center of the shear plate, which was free to move in the vertical direction along two lubricated guide rods, as per Fig. 2(b).

Two dynamic experimental test configurations were investigated on a Lightweight Shock Machine (LWSM), one focusing on tensile loading and the other on shear. For the dynamic tension tests, the bracket was mounted in the vertical plane of the LWSM interface plate so that the vertical hammer produced accelerations in the directions indicated in Fig. 3(a). For the dynamic shear tests, the test fixture was rotated 90 degrees from the dynamic tension setup, and the test fixture was mounted in the vertical plane on the LWSM interface plate so that the vertical hammer produced accelerations in the directions indicated in Fig. 3(b).

Although the four experimental configurations described above depict pure loading states, the authors realize that the loads actually imparted to the test bolts are not going to be restricted to pure tension or pure shear. However, each of these configurations was designed with an idealized situation in mind, and with the intent to capture a loading state as close as possible to a pure one. The approach taken towards simulating the actual loads applied to the bolts was to model the entire fixture and bolt in a highly detailed manner. In this way, although the bolt may not be subjected to pure tension or shear during the dynamic or static test, the loading actually applied to the bolt in the numerical model was as close as possible to the actual physical experiment.
Finite element models of the previously described test hardware were developed using ABAQUS, version 6–9.1. All simulations were carried out in ABAQUS/Standard and ABAQUS/Explicit using double precision. C3D8 and C3D6 elements were used to model the shear and tensile bolts and their associated fixtures. Due to potential problems with accuracy, C3D6 elements were used sparingly, only in regions where irregular geometry warranted their use [18]. The numerical modeling focused on the subset of experiments in which the bolt specimens included a hollow bore, 3.9 mm (0.155 in) in diameter, for instrumentation, but which did not always include the instrumentation itself. All of the numerical simulations included a static preload to 2/3 of the yield stress for K500, consistent with the experimental tests. All models included surface-to-surface contact between appropriate components. The surface-to-surface contact formulation imposes contact conditions in an average sense over regions near the slave nodes, where these regions are approximately centered on the slave nodes [1–3]. Finite sliding contact was used since the large amount of relative displacement between sliding components often seen in the experiments violates small sliding contact assumptions [1–3]. The models employed a standard penalty-based contact formulation, allowing for increased solver efficiency as compared with Lagrange multiplier-based alternative formulations [1–3]. The penalty method is a stiff approximation of hard contact, where the contact force is proportional to the penetration distance [1–3]. Per the software defaults, the ABAQUS/Standard models used a linear pressure-overclosure relationship with a penalty stiffness equal to 10 times the representative underlying element stiffness [1–3]. For the ABAQUS/Explicit models, the penalty stiffness that relates the contact force to the penetration distance was chosen automatically by the software to minimize the effect on the stable time increment, per the software defaults [1–3]. Friction was included between all dry contact surfaces, with a static coefficient of friction of $\mu_s = 0.78$, and a kinematic coefficient of friction of $\mu_k = 0.42$. Additionally, all models used analysis methods that included the effects of nonlinear geometry, by using large-displacement formulations [1–5].

In the static models, the first stage of the analysis applied a pre-tightening force, equivalent to 2/3 of the yield stress, to the bolt. This is achieved using the *PRE-TENSION SECTION, *SURFACE, and *STEP keywords, which together apply a prescribed force over the bolt cross-section in the direction of the bolt longitudinal axis [1, 2]. In the post-preload phase of the simulation, displacements were incrementally applied to the models and an arc length algorithm was used to obtain the corresponding nonlinear load-deflection response along its full path. Arc length methods are appropriate for simulations involving unstable, geometrically nonlinear collapse of a structure, or for investigating the post-buckling behavior of a structure [1–4]. The arc length method in ABAQUS/Standard follows the modified Riks algorithm [1–3,10,16], which is an efficient and widely used scheme to solve for the nonlinear equilibrium path for a structure under loading [4]. The modified Riks algorithm assumes that the loading is proportional, or that the applied load vector scales with a single scalar parameter, the load proportionality factor (LPF), which can take on positive or negative values. At each step, the increments in LPF and the displacement are unknown. The increment in displacement is obtained using the tangent stiffness matrix and the load for that step, while the increment in LPF is calculated using the current arc length, or path length in the solution space, and
the current increment in displacement [3,10,16]. ABAQUS/Standard employs an automatic incrementation scheme where the arc length varies, and its values are bounded by user inputs for initial, minimum and maximum sizes [2, 3]. For the static analyses carried out for this research, parameter values used were an initial arc length of 1.27 mm (0.05 in), maximum length of 25.4 mm (1.0 in), and minimum length of 0.00254 mm (1e−4 in).

In the dynamic models, the bolt preload was accounted for through the application of an initial stress, equivalent to 2/3 of the yield stress, to the bolt shank by way of the *INITIAL CONDITIONS keyword [1,2]. Explicit time integration was used to obtain the model response for the full duration of the simulated shock event. Automatic time stepping was used in order to maintain accuracy of the results, by way of keeping the time step sizes compatible with the conditional stability conditions that are associated with explicit methods [1–4].

3.1. Static tests

Physical observations of the static tension experiments indicated that the bolts all failed in the threaded region, and so care was taken to address the effect of the threads in these models. Based on the results from some preliminary studies, the threaded region was modeled using the correct profile for 20UNC-2A thread [15], but without the helical angle of the thread pattern – this modeling approach captured the effect of the reduced area in the threads without adding the complexity of producing a well-behaved mesh along a helically-varying thread profile. Additional preliminary analyses indicated that it was necessary to explicitly model the counterbore at the top of the hollow bore of the tensile bolt in order to improve accuracy of results. Figures 4(a) and (b) show details of the tension test bolt mesh, which included 484,500 degrees of freedom. The fixture, tensile plate, nut, and washer were modeled using a total of 274,200 degrees of freedom.

In the static tension models, contact between the fixture and tensile plate, fixture and bolt, tensile plate and bolt, washer and fixture, washer and nut, and bolt threads and nut was modeled using finite sliding contact. Displacements were incrementally applied to the top face of the tensile plate, and the load-deflection response was calculated using an arc length method. The static tension simulations were performed on four cores of a local HPC cluster, and required approximately 5.1 hours of wall clock time to fully trace the nonlinear equilibrium load-displacement path to a maximum displacement of 6.35 mm (0.25 in). Each core of the local HPC cluster was associated with a 2.67 GHz Intel Xeon(R) processor and 32 GB RAM.

For the static shear tests, the test bolts were machined down 0.127 mm (0.005 in) after fabrication, producing a region 3.8 mm (0.15 in) long of reduced cross-sectional area in the vicinity of the shear plane, which was located at the interface between the sliding shear plate and the base fixture. As would be expected, in all of the experiments the test bolts failed in the reduced-area region of the bolt near this interface. Figure 5 includes the mesh detail of the test bolt at the shear plane for the static shear test arrangement. Since the bolts did not fail experimentally in the threads, the threads were not explicitly included in these models but rather the threaded region was represented using a reduced cross-sectional diameter equal to the average pitch diameter of the threads [15] over the threaded length of the bolt. The bolt was modeled with 319,500 degrees of freedom and the other components with 734,400 degrees of freedom.
Finite sliding contact was included between the guide rods and shear plate, fixture and shear plate, shear plate and bolt, fixture and bolt, washer and fixture, and washer and nut. The nut and bolt were constrained to move together. Displacements were incrementally applied to the top and bottom faces of the shear plate, and the nonlinear load-deflection response was obtained using an arc length algorithm. As with the static tension analyses, the static shear simulations were carried out on four cores of a local HPC cluster. However, due to the amount of contact and complexity of failure, the static shear analyses required more run time than the static tension simulations, using approximately 31.3 hours of wall clock time to fully trace the nonlinear equilibrium path to a maximum displacement of 2.29 mm (0.09 in).

3.2. Dynamic tests

The simulations of the dynamic tension and shear tests were performed on the SGI Altix ICE (Diamond) HPC cluster at the US Army Engineer Research and Development Center (ERDC). The dynamic models were driven with velocity time histories, where these time histories had been obtained from triaxial accelerometer data recorded on the LWSM interface plate. This interface plate was connected to the base fixture during the dynamic tension and shear experiments. Schematics of the models are shown in Figs 6(a) and (b). Note that for the dynamic shear model, the out-of-plane response of the shear test fixture was accounted for by modeling the interface plate explicitly. Thus the dynamic shear model was driven with only the in-plane and vertical components of velocity at the edges of the interface plate.

Since the specimens of the K500 material were only tested under quasistatic conditions in order to characterize the behavior of the material, the rate-dependent behavior of the bolt material actually used in the physical experimental tests was unknown. Two analyses were performed for each dynamic load configuration, one with no rate-dependence
in the material model and another with an estimate of rate-dependent material properties. For the latter analyses, a
dynamic increase factor of 30% was globally applied to the stress values of the K500 quasistatic stress-strain curve
in order to approximate the K500 constitutive behavior at a strain rate of 1000/s. This level of rate-dependence was
assumed as an upper bound in possible rate-dependent material effects for the K-Monel K500. Thus, results from
these two analyses were intended to bracket the range of behavior originating from the (unknown) rate-dependent
material effects.

For the dynamic tension models, the threaded region was again modeled using the correct profile for a 20UNC-2A
thread [15] without the helically-varying thread profile. Finite sliding contact was included between the guide rods
tensile sliding mass, fixture and sliding mass, fixture and bolt, sliding mass and bolt, washer and fixture, washer
and bolt, and bolt threads and nut. Contact between components was enforced using a penalty-based algorithm, as
suggested by other research [18]. The bolt was modeled with 439,000 degrees of freedom and the fixture and other
associated test components with 581,400 degrees of freedom. The dynamic tension simulations were performed
on 32 cores of the ERDC Diamond cluster, and required about 66 hours of wall clock time to produce 76 ms of
response, which corresponds to a rate of 0.9 hours per ms of data.

For the dynamic shear models, the threaded region was again represented using a circular cross-section with a
reduced diameter equal to the average pitch diameter [15] of the 20UNC-2A thread. Finite sliding contact, enforced
by way of a penalty-based algorithm, was included between the guide rods and shear plate, fixture and shear plate,
shear plate and bolt, fixture and bolt, washer and fixture, and washer and nut. The nut and bolt were constrained
to move together. The added sliding mass, which was attached to the main sliding shear plate in the experiments,
was modeled by way of lumped masses attached to the shear plate at each of the four bolted locations. Preliminary
analyses showed that, in order to achieve accurate results for the dynamic shear modeling, it was necessary to
explicitly model the LWSM interface plate and apply the dynamic loads to the interface plate, rather than use the
time histories measured at the interface plate to drive the fixture [7]. Essentially, the LWSM interface plate did not
act like a rigid body and so its response to the dynamic loading was necessary in order to correctly capture the
loading on the fixture. Accordingly, the experimentally recorded accelerometer data was integrated and applied as
velocity time histories in the vertical and in-plane directions at the corresponding accelerometer location on the
LWSM interface plate model.

Preliminary analyses indicated that it was necessary to include some type of failure criterion in the static and
dynamic shear models because the experimentally observed shearing of the bolts had a large effect on the overall
structural response to the static and dynamic loading. Accordingly, in the dynamic analyses, the fracture associated
with the shear failure of the bolt was modeled using a strain-to-failure criterion (*SHEAR FAILURE), whereby ele-
ments were deleted from the model when shear strains reached a given level [2], prescribed herein as 0.24 mm/mm.
Element deletion based on strain-to-failure is only available within ABAQUS/Explicit, and so an alternative ap-
proach was used for the static shear analysis, carried out in ABAQUS/Standard. This approach models damage by
progressive degradation of the material stiffness, which ultimately leads to material failure [1–3]. The approach is
included in a model by using the *DAMAGE_INITIATION and *DAMAGE_EVOLUTION keywords [2]. Damage

![Fig. 7. Contours of von Mises stresses at maximum applied displacement, static tension model.](image)
is initiated at a plastic strain of 0.20 mm/mm, corresponding to the peak in the stress-plastic strain curve, shown in Fig. 1, and the evolution of damage is a function of the plastic displacement measured after the initiation of damage, \( u_{pl} \) [1–3]. From the material test data [6], the amount of plastic displacement corresponding to failure is 1.14 mm (0.045 in) for the K-Monel K500 used in the static shear experiments. The bolt model included 292,600 degrees of freedom and the fixture and other components consisted of 917,000 degrees of freedom. The dynamic shear simulations were performed on 32 cores of the ERDC Diamond cluster, and required about 69 hours of wall clock time to produce 56 ms of response. This corresponds to a rate of 1.2 hours per ms of data, which is more computationally expensive than the dynamic tension models, again because of the complexity of the contact and also the material failure involved in this problem.

4. Results and discussion

Both qualitative and quantitative comparisons were made between numerical models and the physical experiments for the different load configurations tested. For the static tests, the qualitative comparisons consisted of observations regarding the location and progression of failure in the bolt specimens, and the quantitative comparisons were made between load-displacement data as measured experimentally and numerically. Additionally, for the static tests, limited strain data were available from a few of the instrumented bolts; as practicable, quantitative comparisons are made between the experimental strain data and the appropriate strain components measured at the corresponding gauge locations in the numerical models.

4.1. Static tests

In the static tension tests, the bolts experienced high levels of deformation in the reduced-area region of the hollow bore (slight necking) and in the threads, where the bolts ultimately failed. These same regions of high stress are also seen in the results of the finite element simulations, as shown in Fig. 7. The von Mises stress contours here are given in units of pounds per square inch, spanning from 0 psi to 212,300 psi (1464 MPa), in increments of 8,750 psi (60.3 MPa).

The load-displacement data from the static tension experiments compare extremely well to the corresponding load-displacement data from the finite element simulations, as shown in Fig. 8. The experimental load levels and displacements were measured at the Instron machine crosshead, and were compared to the vertical nodal displacements applied to the nodes on the top face of the tensile plate and the corresponding forces developed there. The tensile plate was attached to the Instron crosshead by way of an adapter, as seen in Fig. 2(a).

A schematic of the strain gauge placement for the static tension experiments is shown in Fig. 9. Note that although the bolts failed experimentally at the threads, it is not practical to instrument this region of a bolt, and so strains...
were measured in the bolt body away from the ultimate failure location. Strain results in the axial direction are extracted from the gauge locations in the numerical model and are compared to the tensile strain data from an experiment in Fig. 10. As was common with all of the instrumented experiments, the strain gauges ultimately debonded prematurely. It can be seen that for the experimental data presented here, the debonding initiated at a strain level of approximately 22,000 microstrains, as evidenced by the increased slope of the load-strain data at this point, and then the gauge completely debonded at 35,000 microstrains. Despite the ultimate failure of the strain gauge, there is excellent agreement between the numerical and experimental results up to the point of initial debonding.

For the static shear experiments, the bolts experienced the highest levels of deformation near the shear interface, where the bolts ultimately failed. This is also observed in the numerical results, as seen in Fig. 11. In Fig. 11(a), the von Mises stress contours are shown in units of pounds per square inch, spanning from 0 psi to 147,100 psi (1,014 MPa), in increments of 16,350 psi (112.7 MPa). Figure 11(b) shows the equivalent plastic strain, in increments of 0.029 mm/mm, spanning from 0 to 0.257 mm/mm. Note that per the damage model used in this analysis, damage via progressive degradation of material stiffness initiates at an equivalent plastic strain value of 0.20 mm/mm.

A comparison of the load-displacement data from the static shear experiments and the finite element simulation results is depicted in Fig. 12. The experimental load levels and displacements at the Instron machine crosshead were compared to the vertical nodal displacements applied to the finite element nodes located at the top and bottom faces of the shear plate and corresponding forces developed at those locations. The Instron crosshead was in direct contact with the top of the shear plate, and a schematic of the setup is pictured in Fig. 2(b). Due to the more complex nature of the shear loading, there is more scatter in the experimental data as compared to the static tension results. However, the numerical results match the general trend of the experimental data fairly well. Differences between the numerical and experimental results can be attributed to the approximation of shear failure provided by the numerical damage model as compared with the physical failure mechanisms acting within the actual bolt.

The typical strain gauge placement for the static shear experiments is depicted in Fig. 13. Unlike the static tension experiments, the gauges are placed at the actual location of failure for the static shear experiments, giving a very local measurement of failure. Figure 14 includes a comparison of the shear strain data from the experiments and the numerical model. Again, the strain gauges ultimately debonded prematurely. For the available experimental data, debonding occurred at strain levels around 3,000 microstrains, although for one test the gauge lasted up to
Fig. 11. Contours of (a) von Mises stresses and (b) equivalent plastic strain, at maximum applied displacement, static shear model.

Fig. 12. Comparison with experimental load-displacement data, static shear test.
20,000 microstrains. Although there appears to be generally good agreement between the numerical and experimental results for this data set, the authors are unsure of the quality of the data past 3,000 microstrains, given the debonding problems inherent in all of the instrumented static shear experiments.

4.2. Dynamic tests

In the dynamic tension experiments, the bolts experienced the highest levels of deformation in the threads, where the bolts ultimately failed. This same trend in deformation is also seen in the finite element simulation results. Figure 15 depicts the contours of equivalent plastic strain at a time 24 ms into the analysis, where the contours span from 0 to 0.13 mm/mm in increments of 0.01 mm/mm.

The velocity data that were experimentally recorded at the tensile sliding mass, at the location indicated in Fig. 6(a), compare well with the corresponding data from the finite element simulations. The experimental and numerical results are plotted together in Fig. 16. Generally, it was found that the rate-dependence of the material model did not have a significant effect on the general velocity results, as shown by the similarity of the velocity time histories in the rate-independent and rate-dependent analyses, shown in Fig. 17.

In the dynamic shear tests, the bolts experienced the highest amounts of plastic deformation near the interface between the shear sliding mass and the base fixture, eventually shearing apart there. The same concentration of bolt deformation near the shear plane is seen in the numerical results, as shown in Fig. 18 at a time 22 ms into the analysis. At this point in the analysis, the bolt is just starting to shear, according to the specified failure criterion. The contours of equivalent plastic strain range from 0 to 0.24 mm/mm, and are shown in increments of 0.02 mm/mm.

The velocity data experimentally recorded at the tensile sliding mass, as per Fig. 6(b), is plotted together with the finite element simulation results in Fig. 19. The velocity data from the numerical models compares well with the experimental data at the corresponding gauge location.

For the dynamic shear results, the rate-dependence of the material model had almost no effect at all on the velocity results at the accelerometer location, as shown in Fig. 20. This is physically logical, given that the structural response in both models is dominated by a complete shearing of the bolt at a time of 22 ms into the analysis, an effect which is captured by the material failure criterion.
Fig. 15. Contours of equivalent plastic strain, dynamic tension model, $t = 24$ ms.

Fig. 16. Comparison with experimental velocity data, dynamic tension test.

Fig. 17. Comparison between rate-independent and rate-dependent model results, dynamic tension test.

Fig. 18. Contours of equivalent plastic strain, dynamic shear model, $t = 22$ ms.
4.3. Russell comprehensive error

The correlation between the experimental and numerical data can be quantified via the Russell comprehensive error metric. Russell error is one method for comparing two transient data sets, where variations in magnitude and phase are both quantified, and then these differences are combined into a single error metric, known as the comprehensive error. The phase ($RP$), magnitude ($RM$), and comprehensive ($RC$) Russell error metrics are calculated as follows [17]:

\[
RP = \frac{1}{\pi} \cos^{-1} \left( \frac{\sum c_i m_i}{\sqrt{\sum c_i^2 \sum m_i^2}} \right)
\]

\[
RM = \text{sign}(m) \log_{10}(1 + |m|)
\]

\[
RC = \sqrt{\frac{\pi}{4} (RM^2 + RP^2)}
\]

In Eqs (1)–(3), $c_i$ and $m_i$ represent the calculated and measured responses, respectively. Correlation between transient data sets is subjectively classified as ‘excellent’, ‘acceptable’, or ‘poor’, where these levels are defined as: Excellent – $RC < 0.15$, Acceptable – $0.15 < RC < 0.28$, and Poor – $RC > 0.28$. The delineation between criterion levels resulted from a study that was carried out to calibrate opinions within a team examining velocity data from a ship shock trial. In the context of the research presented in this paper, the calculated responses correspond to numerical data from finite element analyses, and the measured responses correspond to experimental data.

The Russell comprehensive error metric was calculated for both the dynamic tension and dynamic shear tests. Comparisons are made between the experimental data and the numerical data from both rate-independent and rate-dependent analyses. Results are summarized in Table 2, and show that the numerical models produce excellent correlation for the dynamic shear tests and acceptable correlation for the dynamic tension tests.

5. Conclusions

In this paper, an approach is presented for high-resolution finite element modeling of K-Monel K500 bolts in static and dynamic tension and shear configurations. The four load configurations represent idealized load cases;
the approach taken towards simulating the actual loads applied to the bolts was to model the entire fixture and bolt in a highly detailed manner so that the loading actually applied to the bolt in the numerical model was as close as possible to the actual physical experiment, regardless of purity of load state. Modeling approaches for each load type varied, with special attention taken to include key details from the experiments that were necessary in order to adequately capture the appropriate physics. This involved the inclusion of a failure criterion for the K500 material in the shear tests, as well as explicit modeling of (1) the bolt threads for the tensile loading arrangements, (2) the counterbore at the top of the hollow bore of the tensile bolt in the static tension tests, and (3) the Lightweight Shock Machine (LWSM) interface plate in the dynamic shear test. The best results for the static cases were achieved using displacement-based control, rather than load-based control, and finite sliding contact without automatic stabilization.

Due to a lack of dynamic material data for K500, the authors chose to bound the (unknown) rate-dependent behavior of the K500 material by carrying out two analyses for each dynamic configuration, one with rate-independent material behavior and the other with rate-dependent constitutive relationships. For the latter, the constitutive behavior at a high strain rate (1,000/s) was estimated by applying a dynamic increase factor of 30% to the stress values of the K500 quasistatic stress-strain curve. The results of these analyses showed that, for the loading configurations examined in this research, the rate-dependent material behavior appears to have a small effect in the overall structural response.

Numerical results for all four load configurations – static tension, static shear, dynamic tension, and dynamic shear – compare well with experimental data. For the static tests, both global and local measures were available for comparison of structural response, in the form of load-displacement data (global) and limited strain data, recorded from internally mounted strain gauges in the bolt (local). However, capturing strain data proved extremely difficult due to debonding issues with the strain gauges and the severity of the loading conditions, so the quality of the strain data was not very good and no strain data were available for the dynamic tests. However, quantitative comparisons were made to velocity data for the dynamic tests. Using the Russell comprehensive error metric, there is acceptable correlation between the experimental and the numerical velocity data for the dynamic tension model, and excellent correlation between the velocity data at the experimental accelerometer location for the dynamic shear model. Future research can build on these validated models, and focus on developing simplified finite element bolt representations and calibrating them to the experimental data for the four load configurations.
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