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An Iterative Learning Control Technique for Point-to-Point Maneuvers Applied on an Overhead Crane
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An iterative learning control (ILC) strategy is proposed, and implemented on simple pendulum and double pendulum models of an overhead crane undergoing simultaneous traveling and hoisting maneuvers. The approach is based on generating shaped commands using the full nonlinear equations of motion combined with the iterative learning control, to use as acceleration commands to the jib of the crane. These acceleration commands are tuned to eliminate residual oscillations in rest-to-rest maneuvers. The performance of the proposed strategy is tested using an experimental scaled model of an overhead crane with hoisting. The shaped command is derived analytically and validated experimentally. Results obtained showed that the proposed ILC control strategy is capable of eliminating travel and residual oscillations in simple and double pendulum models with hoisting. It is also shown, in all cases, that the proposed approach has a low sensitivity to the initial cable lengths.

1. Introduction

One of the major problems in industries that involve crane operations is payload oscillations in point-to-point crane maneuvers. Many control techniques have been developed in the past few decades to reduce these residual oscillations. Point-to-point maneuvers of cranes pose a major challenge to crane controller designers. A large bulk of research have been devoted to dynamics and control of cranes [1]. The main objective of such research is to eliminate the travel and residual oscillations and/or reduce maneuvers time.

Massive payloads are generally transferred using cranes. Inefficient crane operations can cause substantial production delays, devastating property damage, and even loss of lives. To maintain fast and safe crane operations, many feedback and feedforward control techniques were proposed. Researchers have successfully used feedback for oscillation control of cranes [2–7]. Although feedback controllers can effectively reduce residual oscillations, these controllers may require installation of additional hardware on the crane or in some cases alteration to the existing system. These changes may be costly or impractical.

To overcome such disadvantages of feedback controllers, open-loop techniques are becoming more popular especially in point-to-point maneuvers. Input-shaping crane control strategy is considered one of the most commonly used open-loop techniques and it can be defined as a method of reducing residual oscillations by convolving a sequence of impulses with a baseline reference command [8–10]. If the baseline command is constant, then the produced command is an input-shaped step function.

Several input-shaping techniques were derived in the past four decades. Early step shapers were designed to eliminate the residual oscillations of crane payloads at the modeled natural frequency and damping ratio. These shapers are known as zero vibration (ZV) input shaper. Many command shapers have been developed later on to increase the robustness of the ZV shaper. Vaughan et al. [10] compromised between rapidity of motion and shaper robustness for several input-shaping methods. They showed that robust shapers typically have longer durations that slow the system response. Using simulation and experiments, Terashima et al. [11] developed a three-dimensional open-loop control strategy for sway-free, point-to-point maneuvers of a rotary crane. They showed...
that the proposed control method is effective in eliminating residual oscillations and centrifugal force influence. Starr [12] used a symmetric double-step acceleration profile to transport a suspended object with minimal oscillations. A linear approximation of the oscillation period was used to calculate the switching times and to generate an analytical expression for the acceleration profile. This work was later extended by employing a nonlinear approximation of the payload frequency to generate single-step and double-step symmetric acceleration profiles [13].

Kress et al. [14] proved analytically that input shaping is equivalent to a notch filter applied to a general input signal and centered around the natural frequency of the payload oscillations. They applied a second-order robust notch filter to shape the acceleration input of a gantry crane. Numerical simulation and experimental verification of this strategy implemented on an actual bidirectional crane, moving at arbitrary step acceleration and changing cable length at a slow constant speed, showed that the strategy was able to efficiently suppress residual payload oscillation. Their work was later extended by developing an input-shaping notch filter to reduce payload oscillation of rotary cranes excited by operator commands. It was reported that, in general, there was no guarantee that applying such filter to the operator's speed commands would result in excitation terms having the desired frequency content and that it only works for low speed and acceleration commands [15]. Parker et al. [16] experimentally verified their numerical simulation results.

Other types of command shapers were used in the literature. A new single stage variable acceleration profile was introduced by Alhazza and Masoud [17]. They successfully eliminated travel and residual payload oscillations of an overhead crane. Their approach resulted in an acceleration profile which was smoother compared to the double-step acceleration profile. Their work was later extended to include the effect of damping [18]. Numerical simulations and experiments proved that the proposed profiles were capable of eliminating residual oscillations for different damping ratios [19].

A significant part of the research on crane control was focused on simple pendulum models of a crane with a constant cable length, to avoid the complexity of analyses that include hoisting. It is well known that hoisting introduces time varying parameters in the equations of motion. These parameters make solving such equations very challenging. Following this line of research, many researchers introduced new shapers and techniques. Singhose et al. [20] studied four different input-shaping controllers considering the effect of hoisting. In their work, they reported that the best input-shaper produced a reduction of 73% in transient oscillations over the time-optimal rigid-body commands. They also showed that input-shaping technique using constant length can reduce residual vibrations to acceptable levels without eliminating them. Masoud and Daqaq [21] successfully extended the double-step shaped-commands to accommodate large hoisting maneuvers. Performance was validated on a scaled experimental model of a container crane performing large simultaneous hoisting and traversing maneuvers.

New line of research has emerged recently on command shaping for double pendulum models of cranes. The interest in such research is due to the fact that the mass of the hook used, in heavy lift cranes, can be so large that the payload and the hoisting mechanism may exhibit a double pendulum behavior [22, 23]. In such application, designing a control system using a simple pendulum model suffers a major drawback due to the uncontrolled second mode oscillations. Such control systems may even induce larger second mode oscillation amplitude.

In multidegrees of freedom systems, command shapers designed for the first mode may eliminate higher modes of oscillations provided that their frequencies are odd integer multiples of the first mode frequency. Using this fact, Masoud et al. [24] and Masoud and Alhazza [25] used model-based feedback to develop command shapers for a double pendulum model of an overhead crane.

A rest-to-rest maneuver is a repeated process that executes the same task with the same initial conditions. This fact made the iterative learning control (ILC) technique a perfect candidate for such application. There are many learning control techniques, such as adaptive control, neural network, and repetitive control (RC). Iterative learning control method is a cyclical process that modifies the input commands at each cycle or repetition. Research using this technique faces many challenges, especially because of jerks in the command profiles and slow system rise time. Wang et al. [26] reviewed and compared three different control methods: iterative learning control (ILC), repetitive control (RC), and run-to-run control (R2R). In their work, they approximately categorized 400 papers related to learning-type control. In addition, a flowchart based on the unique features of the different methods is presented as a guideline for choosing an appropriate learning-type control for different problems. Scardua et al. [27] studied the use of reinforcement learning (RL) for developing a time-optimal antiswing control of a ship unloader. They used double-step functions to optimize the output. In real world, there are many industrial systems that perform repeated processes. ILC has been used successfully in many applications [28–42].

In the present work, iterative learning control technique is proposed and implemented experimentally on a model of an overhead crane to reduce residual oscillations of simple and double pendulum systems with hoisting. The approach is based on generating a discrete time shaped acceleration command profile using the full nonlinear equations of motion, complemented with iterative learning control technique. The number of discrete time points is chosen based on the level of accuracy required or in accordance with the actual experimental crane minimum time steps. The proposed approach modifies input commands at each repetition of a cyclical process. As the learning process makes more progress in identifying the system's output, the predicted next repetition output comes closer to the actual output, and, consequently, the learning method yields improved results. The controller parameters, such as time, maximum acceleration, maximum velocity, and acceleration jumps or jerks, are tuned to eliminate residual oscillations in rest-to-rest maneuvers. The controller performance is
determined analytically and validated experimentally on a scaled model of an overhead crane. Results obtained showed that the proposed control technique is capable of eliminating residual oscillations in both simple and double pendulum cases.

2. Mathematical Model

Most of the research on crane control simplifies the crane dynamics as a simple pendulum system. Although this assumption is valid for some cases and can result in significant performance improvement, large payloads or massive hooks may give rise to significant second mode oscillations. In such cases, single mode controller would produce suboptimal performance. To solve this problem, double pendulum models are used to represent cranes with large payloads.

In this work, an overhead crane with a large hook is modeled as a double pendulum. The length of the hoisting cable, \( l_1 \), is considered variable; see Figure 1. The length \( l_2 \) of the cable connecting the payload to the hook of the crane is assumed to be constant. The position vectors to the hook, \( m_1 \), and the payload of the crane, \( m_2 \), are

\[
\mathbf{p}_1 = \begin{bmatrix} u - l_1 \sin(\theta) \\ -l_1 \cos(\theta) \end{bmatrix}, \quad \mathbf{p}_2 = \begin{bmatrix} u - l_1 \sin(\theta) - l_2 \sin(\phi) \\ -l_1 \cos(\theta) - l_2 \cos(\phi) \end{bmatrix}.
\]

Using (1), the kinetic and potential energies are

\[
T = \frac{1}{2} m_1 \dot{\mathbf{p}}_1 \cdot \mathbf{p}_1 + \frac{1}{2} m_2 \dot{\mathbf{p}}_2 \cdot \mathbf{p}_2, \\
V = m_1 g p_{1y} + m_2 g p_{2y}.
\]

Applying Lagrange’s formulation, the nonlinear equations of motion of the double pendulum model in terms of the generalized coordinates \( \theta \) and \( \phi \) are

\[
(m_1 + m_2) \left[ l_1^2 \ddot{\theta} + l_1 g \sin(\theta) + 2l_1 \dot{\theta} \right] \\
+ m_1 l_1 l_2 \left[ \ddot{\phi} \cos(\theta - \phi) + \dot{\phi}^2 \sin(\theta - \phi) \right] \\
= \left( m_1 + m_2 \right) l_1 \cos(\theta) \dot{u},
\]

\[
m_1 l_2^2 \ddot{\phi} + m_2 l_1 l_2 \sin(\theta - \phi) \\
- m_2 l_1 l_2 \left[ \ddot{\phi}^2 \sin(\theta - \phi) - \ddot{\theta} \cos(\theta - \phi) \right] \\
+ 2m_2 l_1 l_2 \cos(\phi) + m_2 gl_2 \sin(\phi) \\
= m_2 l_2 \cos(\phi) \dot{u}.
\]

3. Learning Control

Learning control method is a cyclical process that, in general, modifies the input commands in repeated cycles. Each cycle starts with, typically, the same initial conditions. Identifying effect of the system’s input on the system’s output directly, without taking into consideration the dynamics of the system, is the key behind learning control process. The following derivation clarifies the concept of learning control technique. Consider a cyclic system of piecewise step inputs at fixed time steps; the system output at any repetition can be expressed as

\[
Y_{i} = B_{i} U_{i} + e_{r},
\]

where

\[
Y = \begin{bmatrix} y_1(\Delta t) & y_1(2\Delta t) & y_1(3\Delta t) & \cdots \\
y_j((p-1)\Delta t) & y_j(p\Delta t) \end{bmatrix}^T
\]

\[
U = \begin{bmatrix} u_1(0) & u_1(\Delta t) & u_1(2\Delta t) & \cdots \\
u_i((p-2)\Delta t) & u_i((p-1)\Delta t) \end{bmatrix}^T.
\]

\( Y_i \) is the system output vector of length \( p \), \( B_i \) is the \( p \times p \) system parameter matrix, \( U_i \) is the system input vector of length \( p \), and \( e_r \) is the estimated error vector of length \( p \), with all being at the \( i \)th repetition.

The system parameter matrix \( B \) can be initiated arbitrarily; however, the initial estimation of this matrix has a considerable effect on the progression of the identification process. Since the exact parameter matrix is unpredictable, it is suggested to start with the identity matrix as an initial estimation of \( B \). By assuming a very small error \( e_r \) in (4), the next repetition output is expressed as

\[
Y_{i+1} = B_{i+1} U_{i+1}.
\]

Since \( B_{i+1} \) cannot be predicted without knowing \( Y_{i+1} \), therefore, assuming a small change in the matrix \( B \) between each two consecutive iterations, \( B_i \) will be used instead of \( B_{i+1} \). Therefore, (6) can be written as

\[
Y_{i+1} \approx B_i U_{i+1} = B_i (U_i + \delta U_{i+1}) = Y_i + B_i \delta U_{i+1}
\]
and the difference between the actual output and desired output is given by

\[ e_{i+1} = Y^* - Y_{i+1} = Y^* - Y_i - B_i \delta U_{i+1}, \]

where \( e_i \) is the variation between the actual and desired output at the \( i \)th repetition and \( Y^* \) is the desired output. As more information pertaining to the system is acquired, the estimated output that comes from matrices calculations becomes closer to the system's actual output. In sequence, the variation and error term decrease and \( Y_{i+1} \) becomes closer to \( Y^* \).

For explaining the optimizing process, consider a fitness function \( J \) that needs to be minimized as follows:

\[ J = \frac{1}{2} e_{i+1}^T Q e_{i+1} + \frac{1}{2} \delta U_{i+1}^T S \delta U_{i+1}, \]

where \( Q \) and \( S \) are weighing matrices. In fact, matrix \( Q \) works to put more effort in minimizing the variation, while \( S \) tries to minimize the input differences among repetitions.

Substituting \( Y_{i+1} \) from (7) into (9), the resulted equation is differentiated with respect to \( \delta U_{i+1} \), which gives

\[ \frac{\partial J}{\partial \delta U_{i+1}} = -B_i^T Q (Y^* - Y_i) + \delta U_{i+1}^T B_i^T Q B_i + \delta U_{i+1}^T S. \]

To solve for the optimal input, we set (10) to zero and solve for \( \delta U_{i+1} \), which leads to

\[ \delta U_{i+1} = \left( B_i^T Q B_i + S \right)^{-1} B_i^T Q (Y^* - Y_i), \]

where

\[ U_{i+1} = U_i + \delta U_{i+1}. \]

In order to reduce jumps between input points or jerks, the differences between input values at the same repetition should be minimized; therefore, a smoothing matrix \( K \) is introduced as

\[ K = \begin{cases} 1, & i = j, \\ -1, & j = i + 1, \\ 0, & i \neq j, j \neq i + 1 \end{cases} \]

and the term

\[ \frac{1}{2} (K \delta_i)^T W (K \delta_i) \]

is added to (9). In result, (11) becomes

\[ \delta U_{i+1} = \left( B_i^T Q B_i + S + K^T W K \right)^{-1} \]

\[ \times \left[ B_i^T Q (Y^* - Y_i) - K^T W K U_i \right], \]

where \( W \) is weighing identity matrix of smoothing term. Matrix \( W \) works to put more effort in minimizing input differences in the same repetition.

To keep the system parameter matrix applicable in estimating the next repetition output and to keep the learning process within its range, reducing changes among repetitions in the system's input is important. If the system's input varies widely in two consecutive repetitions, the learning and identifying processes become unfeasible. So, it is vital to maintain the differences in the input small enough.

4. Numerical and Experimental Validation

To verify the performance of the proposed method, four test cases are presented. The first two cases are of a simple pendulum with a constant cable length and a simple pendulum with hoisting. The other two cases are of a double pendulum with a constant cable length and a double pendulum with a variable hoisting cable length.

A MATLAB code is used to calculate the optimized acceleration of the jib of the crane. This acceleration is used to numerically solve the equations of motion; see (3). Results are then compared with results obtained using an experimental model of the overhead crane (see Figure 2).

The experimental model of the overhead crane is a 3D crane made by INTECO. The model is located in the Advanced Vibration Lab at Kuwait University. The motions of the jib and the bridge of the crane are controlled by two identical DC motors. Five optical encoders are used to measure the state variables of the crane, two encoders measure the jib and bridge motions, two encoders measure the oscillation angles of the hoisting cable, and one encoder measures the length of the hoisting cable. The resolution of the encoders is 1024 pulses per rotation. The interface between a PC running MATLAB's real-time Simulink environment and the crane setup is achieved using an RT-DAC/PCI multipurpose digital I/O board. The jib of the crane has a maximum speed of 0.3 m/s and a maximum acceleration of 0.9 m/s². The crane has a 0.6 m usable jib and bridge tracks. Light weight cables are used with two masses representing the crane hook and payload.

In the following tests, the bridge of the crane is fixed and only planar motion is considered. The incremental encoder installed on the jib of the crane, which measures the oscillation angle, \( \theta \), of the hoisting cable, is used for monitoring purposes only. It is important here to emphasize that the proposed control technique is an open-loop technique.

4.1. Simple Pendulum Crane with a Constant Cable Length

The length of the hoisting cable length is set to 0.4 m. The mass of the payload is 0.21 kg. Using these parameters, the optimized acceleration profile is generated as shown in Figure 3(a). The velocity and the displacement of the jib are also shown in Figure 3(a). The maximum velocity of the jib
and a displacement of 0.55 m are used as constraints for the ILC. It is clear that the proposed ILC technique is capable of utilizing the full capability of the crane.

Without a reference to the payload oscillations, the fastest maneuver is achieved using the time-optimal rigid-body (TORB) acceleration profile. Based on the jib maximum velocity and acceleration, the time needed to complete a TORB maneuver is 2.2 seconds.

Experimental and simulated oscillation angle of the hoisting cable, as shown in Figure 3(b), demonstrate the effectiveness of the ILC technique in eliminating residual oscillations. A small discrepancy between the experimental and simulated results is observed, which is attributed to many unmodeled nonlinearities, such as friction and mechanical backlash. Further examination of Figure 3(b) shows that the maximum transient oscillation angle using the ILC profile is 0.08 rad while it rises to 0.15 rad using the TORB profile. Furthermore, residual oscillations are reduced by approximately 99%. The complete maneuver time of the ILC is 2.9 seconds. Despite being longer than the TORB maneuver time, the extra time is a small price to pay for the 99% reduction in the residual oscillation. The sensitivity of ILC to modeling
error in the hoisting cable length, and hence in the design frequency, is shown in Figure 3(c). Further examination of Figure 3(c) shows that 10% error in initial cable length results in approximately a 0.02-radian final residual angle. With this large initial error of 10%, the performance of the proposed technique sustains a reduction of almost 92% compared to the TORB.

4.2. Simple Pendulum Crane with Hoisting. In this test, the complexity of the task increases due to the effect of hoisting on the system dynamics. Simultaneous hoisting and jib motion are performed. Hoisting is assumed to be linear as

\[ l = l_0 + R t, \]

where \( R \) is the hoisting speed. The length of the hoisting cable is changed from 0.55 m to 0.45 m during the acceleration phase and then increased from 0.45 m to 0.5 m in the deceleration phase; see Figure 4(a). The acceleration profiles in Figure 4(b) show a small time penalty on the ILC profile compared to the TORB complete maneuver time.

Figure 4: Simulations and experiments on a simple pendulum for \( m = 0.21 \) kg and variable hoisting cable length.
The change in the hoisting cable length used is limited by the 0.12 m/s maximum hoisting speed of the experimental crane. Significant reduction in residual oscillations is achieved; see Figure 4(c). The sensitivity of ILC to modeling errors is shown in Figure 4(d). Comparing Figure 4(d) with Figure 3(c) shows that underestimating the initial cable length results in an increase in the final residual vibration while overestimating the initial length results in a decrease in the final residual angle. It is worth noting that the sensitivity curves are a function of the initial length, velocity, hoisting speed, and acceleration. Changing any of these parameters results in a small change in the sensitivity curve but keeps the general shape.

4.3. Double Pendulum Crane with a Constant Hoisting Cable Length. In this test, a double pendulum is attached to the jib of the crane with an upper mass of 0.105 kg representing the hook of the crane and a lower mass of 0.210 kg representing the crane payload. The length of the hoisting cable is set to \( l_1 = 0.40 \) m while the length of the connecting cable is arbitarily set to \( l_2 = 0.17 \) m (see Figure 1).
Figure 6: Simulations and experiments on a double pendulum with hoisting.
In the double pendulum test cases, only the oscillation angle of the hoisting cable is measured. Figure 5(a) shows that the ILC profile satisfies the maximum velocity and displacement constraints.

Figure 5(b) shows some discrepancy between simulated and measured oscillation angle due to modeling uncertainties and neglected nonlinearities. Due to this discrepancy, measured residual oscillations were reduced by 98% compared to the complete elimination of these oscillations in simulated results. A small time penalty of approximately 0.6 seconds was the price of that 98% oscillation reduction.

The sensitivity of residual oscillations in the angles of the hoisting and connecting cables is shown in Figures 5(c) and 5(d), respectively. Figure 5(c) shows that a 10% error in the initial length results in a final residual vibration of only 0.01 radian and 20% error results in an angle less than 0.02 radian. The same observation is noticed in Figure 5(d). An interesting observation is obtained by further inspection of these figures, which shows that the ILC is less sensitive to modeling errors in the case of a double pendulum model compared to the simple pendulum model case. Again, changing any of the system parameters results in a small quantitative change in the performance of the controller.

4.4. Double Pendulum Crane with Hoisting. In this test, the length of the hoisting cable is changed linearly as in (16). This change in length is very challenging since both frequencies of the double pendulum change during maneuver. In this test, hoisting takes place during the acceleration and deceleration phases only.

The initial cable length was set to 0.3 m. The cruising cable length was 0.25 m. The final hoisting cable length at the end of the maneuver was 0.33 m; see Figure 6(a). ILC and TORB inputs are shown in Figure 6(b). It is clear that, even with such a complicated case, ILC successfully satisfies system constraints in terms of maximum velocity and displacement. Despite the complexity of the test, Figure 6(c) shows excellent performance of the ILC both simulated and measured, and the residual vibrations are reduced by almost 99%.

Sensitivity curves for both oscillation angles of the hoisting and the connecting cables are shown in Figures 6(d) and 6(e), respectively. Figure 6(d) shows that a 10% change in the initial length estimation results in a small residual angle of 0.015 radian. This result showed that, unlike the simple pendulum, the effect of hoisting increased the sensitivity of the controller performance. On the other hand, Figure 6(e) shows that a 10% error in the initial estimation results in only a 0.005-radian residual angle. This result showed that the hoisting reduces the sensitivity of the system to errors in the initial mass estimation.

It is worth noting that the proposed technique successfully handled numerically all the cases examined even with high hoisting speed, larger acceleration, small initial length, different number of points, and so forth. All parameters in the demonstrated cases examined, such as the number of points, maximum acceleration, distance, maximum speed, and hoisting speed, are chosen to be within the experimental constrains.

5. Conclusions

In the present work, an iterative learning control technique is proposed to generate acceleration profiles of overhead crane maneuvers involving hoisting. The proposed ILC technique is most useful for applications where repeated automated maneuvers are involved. Simulations and experiments demonstrate the effectiveness of the proposed ILC technique in eliminating residual oscillations in simple pendulum and double pendulum models of overhead cranes. While completely eliminated in simulations, experiments on rest-to-rest maneuvers using ILC result in a reduction of residual oscillations of approximately 98%. The ILC technique is shown to handle maneuvers involving hoisting as effectively as cases with no hoisting with small calculating efforts. The ILC demonstrated significant robustness and reduced sensitivity to modeling errors and uncertainties.
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