Bearing is an important component of mechanical system; any defects of bearing will lead to serious damage for the entire mechanical system. In this paper, Cauchy kernel relevance vector machine with stochastic inertia weight particle swarm optimization algorithm (SIWPSO-CauchyRVM) is proposed to fault diagnosis for bearing. As the selection of the Cauchy kernel parameter has a certain influence on the diagnosis result of relevance vector machine, stochastic inertia weight PSO is used to select the Cauchy kernel parameter. The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing. The experimental results indicate that fault diagnosis method of bearing based on SIWPSO-CauchyRVM has excellent diagnosis ability.

2. Cauchy Kernel RVM Classifier

Relevance vector machine is a machine learning method with Bayesian framework, and multiclass classification model can be established by combining multi-RVM binary classifiers. Given a set of the training samples \( D = (X, T) \), \( X = \{x_n\}_{n=1}^N \), \( T = \{t_n\}_{n=1}^N \), \( t_n \in \{0, 1\} \), “0” and “1” denote two classes which the training samples belong to and \( N \) denotes...
the number of the training samples. The likelihood function obeys the Bernoulli distribution [11]:

\[ P(T \mid X) = \prod_{n=1}^{N} \sigma \{ \gamma(x_n; W) \}^{t_n} \left[ 1 - \sigma \{ \gamma(x_n; W) \} \right]^{1-t_n}, \quad (1) \]

where \( \sigma(\gamma(x_n; W)) \) is a predefined logistic sigmoid function, \( \sigma(\gamma(x_n; W)) = 1/(1 + e^{-\gamma(x_n; W)}) \), and \( W \) is the weight vector.

The detailed description of RVM binary classifier can be shown in [11]. Cauchy kernel function is employed in this RVM, which can be expressed as follows:

\[ K_{\text{Cauchy}}(x_n, x_i) = \frac{1}{1 + \left\| x_n - x_i \right\|^2 / q^2}, \quad (2) \]

where \( q \) is the Cauchy kernel parameter.

3. Fault Diagnosis Process of Bearing Based on Cauchy Kernel Relevance Vector Machine with Stochastic Inertia Weight PSO

Figure 1 shows the fault diagnosis process of bearing based on Cauchy kernel relevance vector machine with stochastic inertia weight PSO; first, we perform 4-layer wavelet decomposition for vibration signal of bearing, and obtain 16 wavelet coefficients of the forth layer of vibration signal of bearing and then compute the relative energies of 16 wavelet coefficients of the forth layer, which can be used as the diagnosis features of bearing.

As the selection of the Cauchy kernel parameter has a certain influence on the diagnosis result of relevance vector machine, stochastic inertia weight PSO is used to select the Cauchy kernel parameter \( q \); the fitting diagnosis error of
Figure 2: 16 wavelet coefficients of one of the samples representing normal state.
all the training samples is used to evaluate the fitness of the current Cauchy kernel parameter $q$. The process of the selection of the Cauchy kernel parameter $q$ of relevance vector machine by stochastic inertia weight PSO can be described as follows.

**Step 1.** Perform the setting of the parameters of SIWPSO and initialization of the particles.

**Step 2.** The fitting diagnosis error for all the training samples is used to create the fitness function and evaluate the fitness of each current particle according to the following formula:

$$
\tilde{e}_k = 1 - \frac{S_k}{H_k},
$$

(3)

where $S_k$ is the number of the samples of correct fitting diagnosis for the training samples of the $k$th RVM and $H_k$ is the number of the training samples of the $k$th RVM.

**Step 3.** Update the global and personal best according to the fitness evaluation results.

**Step 4.** The particle flies toward a new position by the velocity is calculated by the following formula [12]:

$$
v_{ij}(t + 1) = \omega \cdot v_{ij}(t) + c_1 \cdot \text{rand} \cdot \left( P_{best_{ij}}(t) - p_{ij}(t) \right) \\
+ c_2 \cdot \text{rand} \cdot \left( G_{best}(t) - p_{ij}(t) \right),
$$

(4)

where $t$ denotes the iteration counter and rand denotes the random value in the range $[0, 1]$; $v_{ij}$ is the velocity of particle $i$ on the $j$th dimension and $p_{ij}$ is the position of particle $i$ on the $j$th dimension; $P_{best_{ij}}$ is the personal best position of particle $i$ on the $j$th dimension and $G_{best}$ is the global best position of the swarm on the $j$th dimension; $c_1$ and $c_2$ are personal and social learning factors, respectively, and $\omega$ is the inertia weight, which is used to balance the global exploration and local exploitation.
In stochastic inertia weight PSO, stochastic inertia weight is used, which can be expressed as follows:

$$\omega = \mu_{\text{min}} + \text{rand} \cdot (\mu_{\text{max}} - \mu_{\text{min}}) + \delta \cdot N(0, 1),$$  \hspace{1cm} (5)

where $N(0, 1)$ denotes a random number from the standard normal distribution; $\delta$ denotes the variance of stochastic inertia weight; $\mu_{\text{max}}$ denotes maximum average inertia weight; and $\mu_{\text{min}}$ denotes minimum average inertia weight.

**Step 5.** Each particle moves to its next position according to the following formula:

$$p_{ij}(t + 1) = p_{ij}(t) + \beta \cdot v_{ij}(t + 1),$$  \hspace{1cm} (6)

where $\beta$ is constraint factor used to control the velocity weight.

**Step 6.** The same procedures from Step 2 to Step 5 are repeated until the stop conditions are satisfied.

Then, the Cauchy kernel RVM model is trained with the suitable kernel parameter. As shown in Figure 1, three SIWPSO-CauchyRVMs are employed to establish the diagnosis model with the form of binary tree, among which SIWPSO-CauchyRVM1 is used to separate normal state from fault state, SIWPSO-CauchyRVM2 is used to separate inner race fault from other faults, and SIWPSO-CauchyRVM3 is used to separate outer race fault from ball fault. Finally, the proposed SIWPSO-CauchyRVM model can be tested by the testing data.

**4. Experimental Analysis**

In this study, 360 samples including 90 samples representing normal state, 90 samples representing inner race fault, 90 samples representing outer race fault, and 90 samples representing ball fault are used as the experimental data. 16 wavelet coefficients of one of the samples representing normal state can be shown in Figure 2. The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing and the features of a group of samples with different states are shown in Figure 3.

Three experiments with different training sample sets and testing sample sets are performed to testify the feasibility of the proposed model. In the first experiment (experiment 1), 240 samples including the first 60 samples of each state of bearing are used as the training samples; other 120 samples including the remaining 30 samples of each state of bearing are used as the testing samples. In the second experiment (experiment 2), 200 samples including the first 50 samples of each state of bearing are used as the training samples; other 160 samples including the remaining 40 samples of each state of bearing are used as the testing samples. In the third experiment (experiment 3), 160 samples including the first 40 samples of each state of bearing are used as the training samples; other 200 samples including the remaining 50 samples of each state of bearing are used as the testing samples.

Here, stochastic inertia weight PSO is used to select the Cauchy kernel parameter $\varphi$. In SIWPSO, $\mu_{\text{max}}$ is set to 0.8, $\mu_{\text{min}}$ is set to 0.5, $\delta$ is set to 0.2, $\beta$ is set to $1/1.3$, and the positive constants $c_1$ and $c_2$ are set to 2. Grid-CauchyRVM is used to compare with stochastic inertia weight PSO-CauchyRVM (SIWPSO-CauchyRVM). In Grid-CauchyRVM, the value...
The comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 2.

Figure 5: The comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 2.

The comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 3.

Figure 6: The comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 3.

The range of the Cauchy kernel parameter $q$ is between 0 and 2, and the minimum interval of the Cauchy kernel parameter $q$ is 0.01.

Figure 4 shows the comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 1, as shown in Table 1, the diagnosis accuracy of SIWPSO-CauchyRVM is 99.167%, and the diagnosis accuracy of Grid-CauchyRVM is 94.167% in experiment 1. Figure 5 shows the comparison of the diagnosis results between SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 2, as shown in Table 1, the diagnosis accuracy of SIWPSO-CauchyRVM is 97.5%, and the diagnosis accuracy of Grid-CauchyRVM is 95.0% in experiment 2. Figure 6 shows the comparison of the diagnosis results between...
Table 1: The comparison of the diagnosis accuracies between SIWPSO-CauchyRVM and Grid-CauchyRVM.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>The number of training samples</th>
<th>The number of testing samples</th>
<th>Diagnosis accuracy of SIWPSO-CauchyRVM</th>
<th>Diagnosis accuracy of Grid-CauchyRVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>240</td>
<td>120</td>
<td>99.167%</td>
<td>94.167%</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>200</td>
<td>160</td>
<td>97.5%</td>
<td>95.0%</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>160</td>
<td>200</td>
<td>99.0%</td>
<td>95.0%</td>
</tr>
</tbody>
</table>

SIWPSO-CauchyRVM and Grid-CauchyRVM in experiment 3, as shown in Table 1, the diagnosis accuracy of SIWPSO-CauchyRVM is 99.0%, and the diagnosis accuracy of Grid-CauchyRVM is 95.0% in experiment 3. It can be seen that SIWPSO-CauchyRVM has a higher diagnosis accuracy than Grid-CauchyRVM, and fault diagnosis of bearing based on SIWPSO-CauchyRVM is feasible.

5. Conclusion

In this paper, Cauchy kernel relevance vector machine with stochastic inertia weight PSO is proposed to fault diagnosis for bearing, and stochastic inertia weight PSO is used to select the kernel parameter of Cauchy kernel relevance vector machine. The relative energies of 16 wavelet coefficients of the forth layer of vibration signal of bearing can be used as the diagnosis features of bearing, and three SIWPSO-CauchyRVMs are employed to establish the diagnosis model with the form of binary tree. The experimental results indicate that SIWPSO-CauchyRVM has a higher diagnosis accuracy than Grid-CauchyRVM, and fault diagnosis of bearing based on SIWPSO-CauchyRVM is feasible.
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