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The condition monitoring technology and fault diagnosis technology of mechanical equipment played an important role in the modern engineering. Rolling bearing is the most common component of mechanical equipment which sustains and transfers the load. Therefore, fault diagnosis of rolling bearings has great significance. Fractal theory provides an effective method to describe the complexity and irregularity of the vibration signals of rolling bearings. In this paper a novel multifractal fault diagnosis approach based on time-frequency domain signals was proposed. The method and numerical algorithm of Multi-fractal analysis in time-frequency domain were provided. According to grid type \( J \) and order parameter \( q \) in algorithm, the value range of \( J \) and the cut-off condition of \( q \) were optimized based on the effect on the dimension calculation. Simulation experiments demonstrated that the effective signal identification could be complete by multifractal method in time-frequency domain, which is related to the factors such as signal energy and distribution. And the further fault diagnosis experiments of bearings showed that the multifractal method in time-frequency domain can complete the fault diagnosis, such as the fault judgment and fault types. And the fault detection can be done in the early stage of fault. Therefore, the multifractal method in time-frequency domain used in fault diagnosis of bearing is a practicable method.

1. Introduction

Recently, modern industry is gradually developing in the direction of large-scale, continuous, high speed, and artificial intelligence, with the main advantage of improving productivity, reducing the rejection rate, and ensuring quality of products. But on the other hand, once there is some fault happening on modern sophisticated equipment or structure, the maintenance costs would be much increased and may even lead to major accident [1].

Rolling bearings have been widely used in various rotating machinery and play an important role in rotating machinery, which is easy to go wrong. With the improvement of automation equipment and device complexity, as well as the wide usage of large-scale rotating machinery in engineering, high security and advanced fault prediction capability for the devices and the new fault diagnosis methods are required. Therefore, the fault diagnosis analysis of rolling bearing, especially the correct detection of the early failure has practical value in extending service life and reducing cost. There is a wide range of needs in the exploration and application of bearing fault diagnostic. It has practical significance, broad market prospect, and economic value in the social development [2, 3].

As a newly arisen subject, fractal theory is especially suitable for analyzing complex system. Fractal theory is used in the area of fault analyzing of mechanical system as a current trend in academia. Based on the fractal theory, the vibration signals of mechanical system are analyzed, and fractal dimension is extracted as the feature information, and then the running state of the system can be analyzed not qualitatively but also quantitatively. Used with fractal theory, the faults of complex machinery system can be diagnosed, which can improve the fault identification and analysis ability. It is a practical and promising signal analyzing method for machinery devices. Based on the results of previous studies, this paper presents some research on the vibration signals...
in time-frequency domain by fractal theory. According to
the simulation and experimental data, the result has shown
that the analysis result varies with different vibration signals.
Compared with the obvious differences in dimensions and
parameters for different bearing failures, the method can be
used for fault diagnosis.

2. Empirical Mode Decomposition and
Time-Frequency Transform

In essence, the decomposition process for a signal based on
EMD is a smooth processing for a signal. This decom-
position will gradually decompose a complex nonlinear and
nonstationary signal into different components of intrinsic
mode function (IMF) and the remaining final trend. Each
basic component has different characteristic scales, and
the component of low-frequency limit stands for the trend
and DC component of the original signal. As each intrinsic mode
function stands for different local features of the original
signal, different local features of the original signal can be
acquired by separately analyzing the intrinsic mode function
[4].

By EMD decomposition, another expression of time
series can be acquired [5, 6]:

\[ x(t) = \sum_{i=1}^{n} C_i(t) + r_n, \]  

(1)

where \( C_i(t) \) is the intrinsic mode function and \( r_n \) is the residual component.

The signal acquired is still a time-series signal, and
the basic parameters to express signal feature are time and
frequency [7]. The time characteristic scale describes the
variations of signal with time, and the other signal param-
eter is frequency characteristic scale. The common Fourier
transform can express the frequency characteristic in overall
scale. The instantaneous frequency can express the frequency
characteristic and time characteristic. So the instantaneous
frequency can be more convincing in expressing signals [8, 9].

For signal \( C_i(t) \), through Hilbert transform, \( \varphi_{C_i}(t) \) can be
acquired. Its analytic signal is

\[ Z_{C_i}(t) = a_{C_i}(t) e^{j\varphi_{C_i}(t)}. \]  

(2)

Instantaneous frequency \( \omega_{C_i} \) is

\[ \omega_{C_i} = \varphi'_{C_i} = \frac{d\varphi_{C_i}(t)}{dt}. \]  

(3)

It can be transformed into difference format, and the
frequency can be expressed as \( f_{C_i}(t) \):

\[ f_{C_i}(t) = \lim_{\delta t \to 0} \frac{1}{4\pi} \left[ \varphi(t + \delta t) - \varphi(t - \delta t) \right]. \]  

(4)

If sample frequency is \( f_s \), instantaneous frequency can be
defined as follows according to discrete-time signal \( s(n) \):

\[ f_{C_i}(n) = \frac{f_s}{4\pi} \left[ \varphi(n + 1) - \varphi(n - 1) \right]. \]  

(5)

Phase \( \varphi(n) \) can be acquired by arctan function, which has
the characteristic of periodicity. The value of phase is between
\(-\pi \) and \( \pi \). Therefore, phase distribution has discontinuous
characteristic on the change point. When the value of phase
extends to \( 2\pi \), \( 2\pi \) phase aberration can be produced.

Phase unwrapping algorithm is to compare the principle
value of adjacent points. Consider

\[ \Delta \varphi = \varphi(n) - \varphi(n - 1). \]  

(6)

If \( \Delta \varphi \) exceeds some threshold (such as \( \pi \)), then there is
2\( \pi \) jump in the phase. According to positive-negative sign of
\( \Delta \varphi \), phase jump value can be adjusted. If \( \Delta \varphi < 0 \), \( \varphi'(n) = \varphi(n) + 2\pi \); if \( \Delta \varphi > 0 \), \( \varphi'(n) = \varphi(n) - 2\pi \). And \( \varphi'(n) \) is the
practical phase.

3. Numerical Algorithm of Generalized
Dimension in Time-Frequency Domain

Currently, the fractal theory which is used in feature extrac-
tion of vibration signals is restricted in time domain. For
the nonlinear and nonstationary signal, it is not enough
to only analyze in the aspect of time domain. Combining
the advantages of time domain and frequency domain,
time-frequency analysis method is more suitable for the
nonlinear and nonstationary vibration signal analysis of
rotating machinery [10]. For time-varying characteristics of
nonstationary signals, the one-dimensional signal is extended
to two-dimensional time-frequency plane for calculation.
The purpose is to describe the frequency components of
signal or the variations of energy distribution. Using EMD
decomposition for the original signal, various basic mode
components and the corresponding instantaneous frequen-
cies can be obtained with high time-frequency concentration
and signal analyzing capability [11].

Multi-fractal in time-frequency domain is a method
which describes the complexity of energy distribution. The
traditional time domain fractal of vibration signal is based
on geometric measures. By analyzing the energy distribution
variations of the signals measured, Multi-fractal analysis in
time-frequency domain can extract the quantitative char-
acteristics of vibration signals. The numerical calculating
method of generalized dimension of vibration signals in time-
frequency domain is shown as follows.

As time series is \( X_n \) and \( X_n \) is carried on EMD decompo-
sition and instantaneous frequency transform, the formula is
obtained as follows:

\[ f(\omega, t) = \sum_{i=1}^{n} b_{ji} A_{ji}(t) e^{j\omega t}. \]  

(7)

Based on the formula above, amplitude matrix \( A_{ji} \) was
obtained by normalization. Each point in matrix corresponds
to one time and one instantaneous frequency. The squared
value of the points stands for normalization energy in time-
frequency domain.

Similar to sampling space division of time-domain signal
[12], \( e_j \) stands for grid width, and \( f_j \) stands for the number of
data points of grid generation, which is called grid type. The
number of rows and columns is separately set to \( m = F/\epsilon_j \), \( n = T/\epsilon_j \). If the grid of \( m \) row and \( n \) column is \( mn \), the energy of grid \( mn \) is \( E_{mn} \), and the energy distribution probabilities of grid is

\[
P = K_q(\epsilon_j) = \frac{E_{mn}}{\sum_{m=1}^{R} \sum_{n=1}^{P} E_{mn}} = \frac{E_{mn}}{E}.
\]  

(8)

According to the above formula, \( K_q(\epsilon_j) \) can be calculated. Define \( T(j) = \log(\epsilon_j) \), \( S_j = K_q(\epsilon_j) \), and \( S(j) = -D_q T(j) + B \); \( D_q \) is the slope of characteristic straight line (generalized dimensions) and \( B \) is offset and the function can be defined as follows:

\[
f(D_q, B) = \sum_{j=1}^{J} [S(j) + D_q T(j) - B]^2.
\]  

(9)

According to least square method, the condition of getting the minimum value for the function is [13]

\[
\frac{\partial f}{\partial D_q} = 0, \quad \frac{\partial f}{\partial D_q} = 0.
\]  

(10)

Then the following equation can be obtained through calculation:

\[
D_q^p(\epsilon_j) = \frac{\sum_{j=1}^{J} T(j) S(j) - \sum_{j=1}^{J} S(j) \sum_{j=1}^{J} T(j)}{\sum_{j=1}^{J} T(j)^2 - \left( \sum_{j=1}^{J} T(j) \right)^2} = \frac{\sum_{j=1}^{J} K_q(\epsilon_j) \log(\epsilon_j) - \sum_{j=1}^{J} \log(\epsilon_j) \sum_{j=1}^{J} K_q(\epsilon_j)}{\sum_{j=1}^{J} (K_q(\epsilon_j))^2 - \left( \sum_{j=1}^{J} K_q(\epsilon_j) \right)^2}.
\]  

(11)

When \( q = 0 \), it stands for box dimension; when \( q = 1 \), it stands for information dimension; when \( q = 2 \), it stands for correlation dimension. According to the rule, we can obtain \( D_3, D_4, \ldots \). When different failures happen in rolling bearing, there are differences in each dimension. Particularly in the condition of high dimensions, the failure type of bearing can be judged by the differences.

### 4. Chosen Principle of Grid Type \( J \) and Order Parameter \( q \)

Through the experimental comparison analysis for the grid generation of time-frequency signal, the change and stability of the multifractal \( D_q \) is different when selecting different grid type \( J \), which can be shown in Figure 1. How to select grid type \( J \) is studied from the aspect of fractal geometry and the multifractal original definition to know the character of \( D_q \) under different grid type \( J \).

Fractal is an expression of object self-similar, so it can indicate the complexity of the measured object. While when the observation scale of the measured object is different, its complexity is not the same also. For example, when the map scale changed from big to small, the geomorphic characteristics are more and more complex. That means that the more precise the map is divided, the higher the degree of complexity is. And that is the same for signal, which is the signal observed under high-resolution that is different from that under low resolution. And the Nyquist sampling theorem restricts the sampling rate in the process of signal acquisition.

In fractal theory, this theorem can be interpreted that the measured object should be divided into two parts at least for the self-similarity comparison. Moreover, the amount of information of every part should be same and without overlap to do the self-similarity comparison. So the largest segmentation scale of the measured object is half of itself. There are two scales of time-frequency for the signal in time and frequency domain, so the amount of information cannot be larger than a quarter of the whole information. The higher limit value of grid type \( J \) can be obtained based on this theory.

For the discrete signal, it is the direct sampling value with some loss and error during the process of sampling, processing, and calculation. To eliminate the error, longer time series is used in digital signal processing. So the grid type \( J \) cannot be too small; otherwise, the miscalculation may increase because of the lack of information. Therefore, how to get the lower limit value of grid type \( J \) is studied.

The following is the definition of the generalized dimension, which is introduced by Renyi for the first time and found in the singular collection research by Junsheng et al. [14]:

\[
D_q = -\lim_{\epsilon \to 0} \frac{\log K_q(\epsilon)}{\log \epsilon}.
\]  

(12)

where \( K_q \) is called generalized entropy:

\[
K_q(\epsilon) = \frac{\left( \sum_{i=1}^{N} (p_i)^q \right)}{(1-q)}.
\]  

(13)

Most of the fractal dimensions in the self-similar fractal theory are included in \( D_q \). Several properties of \( D_q \) can be got by analyzing the formula above:

1. \( D_q \geq 0 \) \((\forall q \in R)\);  
2. \( D_q \) is monotonic decreasing with \( q \) strictly.

The grid type \( J \) can be verified by the two properties above. The \( J \) is appropriate if it meets the two properties.
otherwise, it is inappropriate. And the lower limit of $J$ can be got by this method.

From a large number of simulations and experiments, when the information distribution of the measured object is different, the lower limit of grid type $J$ is different, which has some laws as follows.

1. The value size distribution can affect the lower limit grid type $J$ when the data distribution is the same; the wider the value distribution range is, the smaller the lower limit of grid type $J$ will be.

2. The range and density of the data distribution can affect the lower limit of grid type $J$ when the value is the same; the wider the data distribution range and the larger the density are, the smaller the lower limit of grid type $J$ will be.

There is identifiable information in other extracted parameters in different degrees. But it does not mean that the more the characteristics are extracted, the more the useful information there will be. When the amount of characteristics reaches a certain limit, the correlation will be enhanced inevitably. But it is useless for increasing useful classified information, even the identified performance may be weakened in some cases because the important characteristics may be submerged in the unimportant characteristics.

The range of order parameter $q$ mainly affects the extracted parameters and different $q$ means that different subsets play different roles in function. Appropriate selection of $q$ can not only reflect the multifractal characteristics, but also be able to decrease correlation among different parameters as much as possible. Multi-fractal analysis divides the object to several levels with different levels through different $q$. Theoretically, the bigger the range of $q (-\infty, +\infty)$ is, the better the results will be got [15].

In the real calculation, the value of $q$ has some limits; for example, much bigger absolute value of $q$ can lead to the several times workload and overflow error will happen definitely when $q$ increases to a certain level. On the other hand, if the range of $q$ in low level, the change of $D_q$ is unstable but this $D_q$ cannot overall reflect the multifractal spectrum of the sample [16]. So the range of $q$ can be cut off at this moment when the continued increase of $q$ cannot affect the $D_q$ calculation result. $q$ is selected between 0 and 9 in this paper.

5. Simulation Analysis

Two groups of simulation signals generated by LabVIEW are compared to validate the feasibility of the theory as in Table 1.

The intensity maps are shown in Figures 2 and 3.

<table>
<thead>
<tr>
<th>Simulation signal</th>
<th>Frequency 1 (Hz)</th>
<th>Frequency 2 (Hz)</th>
<th>Frequency 3 (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Signal 1</td>
<td>50</td>
<td>200</td>
<td>null</td>
</tr>
<tr>
<td>Signal 2</td>
<td>50</td>
<td>200</td>
<td>200</td>
</tr>
<tr>
<td>Signal 3</td>
<td>50</td>
<td>100</td>
<td>200</td>
</tr>
<tr>
<td>Signal 4</td>
<td>50</td>
<td>200</td>
<td>400</td>
</tr>
</tbody>
</table>

From the intensity matrices shown in Figures 2 and 3, the energy distribution of the two signal groups is roughly the same, but the energy size of them is different. The curves can be got after doing generalized dimension calculation (the grid type $J = 5$) for the two energy intensity matrices.

From the curves in Figure 4, the simulation Signal 2 meets the requirement when the grid type $J = 5$ which has a wide amplitude distribution, while the simulation Signal 1 does not reach the lower limit of its grid type obviously. So it is explained that Rule 1 is correct. Then four simulation signals which have the same amplitude are selected to verify Rule 2 as in Table 2.

The intensity matrices can be got after doing time-frequency analysis for the four signals shown in Figures 5, 6, 7, and 8.

The curves can be got after doing generalized dimension calculation for the four signals, respectively, when grid type $J = 5, 10, 20$, and 30 shown in Figures 9, 10, 11, and 12.

From the graphs, comparing between Signal 1 and Signal 2, Signal 1 does not meet the requirement when $J = 5$; the two curves meet the requirement of the minimum grid type when $J = 10$, but the difference is still small; the two curves have some obvious differences when $J = 20$; and the differences of the two curves increase and the change of them has been stable. Comparing between Signal 1 and Signal 3, the suitable $J$ of the two signals is not selected out when $J = 5$; Signal 1 has
Figure 4: The generalized dimension curve of two simulation signals.

Figure 5: Intensity matrix of Signal 1.

Figure 6: Intensity matrix of Signal 2.

Figure 7: Intensity matrix of Signal 3.

Figure 8: Intensity matrix of Signal 4.

Figure 9: The generalized dimension curve ($J = 5$).

Figure 10: The generalized dimension curve ($J = 10$).

Figure 11: The generalized dimension curve ($J = 20$).

Figure 12: The generalized dimension curve ($J = 30$).
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### Table 3: The bearing information of the equipment.

<table>
<thead>
<tr>
<th>Equipment number</th>
<th>Bearing model</th>
<th>Rotating speed (rpm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1#</td>
<td>22320CA</td>
<td>780</td>
</tr>
<tr>
<td>2#</td>
<td>22320CA</td>
<td>985</td>
</tr>
<tr>
<td>3#</td>
<td>22320CA</td>
<td>780</td>
</tr>
<tr>
<td>4#</td>
<td>22320CA</td>
<td>985</td>
</tr>
<tr>
<td>5#</td>
<td>22320CA</td>
<td>780</td>
</tr>
</tbody>
</table>

reached the lower limit of the grid type when \( J = 10 \) and 20, but Signal 2 still has not. The two signals all reach the lower limit of \( J \) when \( J = 30 \), so it is explained that Rule 2 is correct.

From the simulation experiments, the generalized dimension of different signals has good differentiation and stability while \( J \) is within a certain range. The difference of generalized dimension is becoming not obvious when \( J \) approaches its upper limit, and the generalized dimension \( D_q \) is meaningless when \( J \) exceeds its upper limit. When \( J = 130, 150, 150, \) and 170, the calculation for the signal is shown in Figure 13 in which grid type is about 140. From the figure, curve \( D_q \) does not satisfy the monotonous restriction and loses its significance when \( J \) exceeds 140.

Therefore, the lower limit of grid type is almost constant when the measured object is constant. To distinguish the difference of the generalized dimension when the fault happens, the grid type \( J \) is selected which is higher than the lower limit until the difference can be distinguished. Meanwhile, the grid type cannot be too high, which will only increase the amount of computation but the changes of the differences are not obvious.

### 6. Fault Diagnosis Example of Rolling Bearing

From the simulation experiments, the generalized dimension can distinguish the different signals, while different signal components are generated when different faults happen to bearing, so this method can be applied in the bearing fault diagnosis. The experiment has been done in this paper to test the feasibility of the time-frequency domain dimension method further.

Doing time-frequency domain generalized dimension analysis for the real bearing measurement signal which is got by the acceleration sensor, the experimental process is shown in Figure 14.

We use the method on draught fan bearing fault detection. Table 3 is the bearing information of the equipment.

Figure 15 is the mechanical structure of the fan. The main objects are motor bearings, wheel bearings, and fan bearings. At the same time, the signal measured position is marked in the figure.

The information in detail of each measuring point is given in Table 4.

The analysis frequency of the measurement is 1 kHz, and the sampling point is 1 kb. Data acquisition equipment information is given in Table 5.

We obtained large fault data after long period measurement. Those data could be classified to four types: the fault-free signal, bearing cages fault signal, inner ring fault signal, and outer ring fault signal. Those signals are selected to be analyzed.

The decomposition results of the four signals by EMD are shown in Table 6.

The first four IMFs of every signal are selected to be compared as in Figures 16, 17, 18, and 19.

From the EMD results, the four signals have different signal components. To know the characteristics of the signal components, doing the instantaneous frequency calculation and energy calculations for the four signals, respectively, the energy intensity matrix can be got as in Figures 20, 21, 22, and 23.

The energy distributions of the four signals are different at individual frequency scale. To show the difference clearly, making the grid type \( J = 120 \) and \( q \) from 0 to 9, doing generalized dimension calculation to the time-frequency domain energy matrixes for four signals, then a series of dimension values can be got as in Tables 7, 8, 9, and 10.

The curves for the four groups of data are shown in Figure 24.

From Figure 24, the \( D_q \) of the fault signal is bigger than the one of the normal signal, and the \( D_q \) value difference between every fault signal and normal signal is also different. The fault type can be estimated according to the difference. So the time-frequency domain dimension method can be applied in rolling bearing fault diagnosis.
Table 6: The results of EMD.

<table>
<thead>
<tr>
<th>Signal</th>
<th>Fault-free</th>
<th>Inner ring fault</th>
<th>Bearing cages fault</th>
<th>Outer ring fault</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of IMFs</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 13: The generalized dimension curve of exceeding higher limit $J$.

Table 7: The generalized dimension value of fault-free signal.

<table>
<thead>
<tr>
<th>$q$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_q$</td>
<td>2.10271</td>
<td>1.15764</td>
<td>0.68751</td>
<td>0.54359</td>
<td>0.47031</td>
</tr>
</tbody>
</table>

Table 8: The generalized dimension value of inner ring fault signal.

<table>
<thead>
<tr>
<th>$q$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_q$</td>
<td>2.10094</td>
<td>1.08670</td>
<td>0.89636</td>
<td>0.83366</td>
<td>0.78689</td>
</tr>
</tbody>
</table>

Table 9: The generalized dimension value of bearing cages fault signal.

<table>
<thead>
<tr>
<th>$q$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_q$</td>
<td>2.09131</td>
<td>1.08977</td>
<td>0.81367</td>
<td>0.71429</td>
<td>0.65361</td>
</tr>
</tbody>
</table>

Table 10: The generalized dimension value of outer ring fault signal.

<table>
<thead>
<tr>
<th>$q$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D_q$</td>
<td>2.10112</td>
<td>1.23425</td>
<td>1.08282</td>
<td>1.04355</td>
<td>1.00652</td>
</tr>
</tbody>
</table>

7. Conclusion

Generalized dimension spectrum has been obtained after the signals are calculated by doing time-frequency domain generalized dimension method; slight difference in different singles can be distinguished based on different values of generalized dimension spectrum. And the specific algorithm and experimental analysis method have been provided. The correctness of the time-frequency domain generalized dimension method has been verified by simulation signals analysis and experimental signals analysis. The result shows that the numerical distribution of fractal dimension is different and has obvious separability under different fault modes. This indicates the correctness and feasibility of estimating the bearing fault condition qualitatively and quantitatively by time-frequency domain generalized dimension. For single or various fault types of rolling bearing, the fault mode can be...
Figure 16: Fault-free signal and IMFs.

Figure 17: Inner ring fault signal and IMFs.
Figure 18: Bearing cages fault signal and IMFs.

Figure 19: Outer ring fault signal and IMFs.
confirmed by comparing the generalized fractal dimension spectrum value with the generalized fractal dimension value in the sample databases.

The working feature of bearing can be extracted by time-frequency generalized fractal dimension method. It can be applied to the diagnosis of the rolling bearing fault, and it is a simple and effective method to recognize accurately the fault models, which opens a new way for the rolling bearing fault diagnosis.
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