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This study explores the capacity of the improved empirical mode decomposition (EMD) in railway wheel flat detection. Aiming at the mode mixing problem of EMD, an EMD energy conservation theory and an intrinsic mode function (IMF) superposition theory are presented and derived, respectively. Based on the above two theories, an improved EMD method is further proposed. The advantage of the improved EMD is evaluated by a simulated vibration signal. Then this method is applied to study the axle box vibration response caused by wheel flats, considering the influence of both track irregularity and vehicle running speed on diagnosis results. Finally, the effectiveness of the proposed method is verified by a test rig experiment. Research results demonstrate that the improved EMD can inhibit mode mixing phenomenon and extract the wheel fault characteristic effectively.

1. Introduction

Wheel flat is the most common local surface defect in railway wheels. It can result in cyclic wheel-rail impact during the running process and cause coupled vibration in the entire vehicle-track system [1]. Wheels with this fault affect the running safety significantly and cause further damage to the wheels and rails. Consequently, it is of great interest among researchers to find out effective methods for early detection and identification of wheel flats.

Large volume of methods has been developed over the decades for this purpose. There is a common way to detect wheel flats, which is the measurement of wheel-rail impact forces in an instrumented rail [2–4]. Acceleration sensors are also fixed on the rail instead of strain gauges or fiber Bragg grating to measure rail vibration [5, 6]. Apart from the above methods, some optical, mechanical, and supersonic systems are also attempted to apply in the identification of wheel flat.

The aforementioned monitoring methods are all arranging transducers on or nearby the track; thus, they are incapable of real-time detection of the vehicle running state in the entire process. On-board monitoring techniques are increasingly becoming popular in an attempt to improve the quality and efficiency of vehicle condition monitoring and fault diagnosis. If sensors can be installed on the vehicles, the deficiencies of wayside monitoring can be overcome.

Specially adapted wheels are employed to measure wheel-rail forces during train motion [7]. The drawback of the instrumented wheel-set is the work volume required for its preparation, including the tedious calibration process and specific design of the instrumented wheels based on different vehicles. Therefore, this technology is hard to generalize. Axle box acceleration signals are a measure of the wheel in the vehicle-track system and are excited during wheel-rail interaction. Therefore, they can indicate irregularities at the wheel-rail interface. Some measurement systems have been designed based on this idea to diagnose track defects [8–11]. Similarly, axle box acceleration is utilized to automatically detect wheel defects [12, 13]. A significant advantage of using axle box acceleration measurement is its ease of implementation and maintenance in trains with lower cost. In this paper, we present a detection method for wheel flats based on the measurement of axle box vibration by installed accelerometers.
However, the vibration signals of axle box are always contaminated by various interferences, such as track irregularity, vehicle speed alteration, and noise. Moreover, many of the vibrations are also excited by normal wheel-rail rolling contact. Therefore, it is a challenging problem to accurately extract the fault relevant characteristic from raw vibration signal in wheel fault diagnosis using axle box acceleration.

The use of intelligent methods to enhance the quality of the signals has been crucial for railway wheel fault diagnosis. Short time Fourier transform and wavelet transform are employed in [12, 13]. However, both of the methods possess common theoretical flaws. Regardless of how data change, the same basic functions are used for approximation; when the preselected window or basic function does not match the characteristic of the raw signals, incorrect analysis results may occur. EMD is an adaptive signal analysis method, which does not require predetermined basic function [14]. It can be applied to the extraction of nonlinear and nonstationary characteristic of axle box vibration response. However, mode mixing is a significant drawback of EMD, which implies that either a single IMF consists of signals with dramatically disparate scales or a signal of the same scale appears in different IMF components [15]. Aiming to solve this problem, ensemble EMD (EEMD) is put forward by Wu and Huang [16] and this technology is widely used in mechanical fault diagnosis [17, 18]. However, EEMD tolerates the residue noise of the signal reconstruction [19]. Therefore, in the present paper, an energy conservation principle of EMD and an IMF superposition principle are proposed for the purpose of eliminating the mode mixing problem and extracting the potential fault information of wheel flat.

The rest of this paper is organized as follows. Section 2 proposes energy conservation principle and IMF superposition principle to eliminate mode mixing of EMD. The improved EMD method and the advantages of it over the EEMD are demonstrated in Section 3. Sections 4 and 5 apply the improved EMD method to wheel flat detection in simulated vehicle operation situations and the test rig experimental situation, respectively. Conclusions are given in Section 6.

2. A Mode Mixing Eliminating Method

In order to eliminate mode mixing phenomenon, an energy conservation principle of EMD and an IMF superposition principle are proposed and derived.

2.1. EMD Energy Conservation Principle. For a time series \( x(t) \), the local maxima are connected by a cubic spline as the upper envelope \( u(t) \) and the local minima are similarly connected as the lower envelop \( v(t) \). The local mean \( m(t) \) of the two envelopes is

\[
m(t) = \frac{[u(t) + v(t)]}{2}.\tag{1}
\]

The difference between \( x(t) \) and \( m(t) \) is given by

\[
h_1(t) = x(t) - m(t).\tag{2}
\]

\( h_1(t) \) is approximately the first IMF. However, it may not meet the requirements of IMFs [14]. Therefore, \( h_1(t) \) has to be processed again as a new time series as (1) and (2). The new mean \( m_1(t) \) and the difference \( h_2(t) \) are

\[
m_1(t) = \frac{[u_1(t) + v_1(t)]}{2},
\]

\[
h_2(t) = h_1(t) - m_1(t).\tag{3}
\]

\( h_2(t) \) is again treated as a new time series, and the process, referred to as “sifting,” is repeated many times until the number of zero crossings of \( h_1(t) \) is equal to the number of extrema or different at most 1. The first IMF \( c_1(t) \) is designated as

\[
c_1(t) = h_1(t).\tag{4}
\]

Once \( c_1(t) \) is determined, the residue \( r_1(t) \) can be obtained by separating \( c_1(t) \) from the raw time series; that is,

\[
r_1(t) = x(t) - c_1(t).\tag{5}
\]

By taking the residue \( r_1(t) \) as a new data and repeating the above steps, the second IMF component is obtained:

\[
r_2(t) = r_1(t) - c_2(t) = x(t) - c_1(t) - c_2(t).\tag{6}
\]

If \( c_2(t) \) or \( r_1(t) \) is smaller than a predetermined value or \( r_1(t) \) becomes a monotone function, the sifting process is stopped. A series of IMFs can be obtained:

\[
x(t) = \sum_{i=1}^{n-1} c_i(t) + r(t).\tag{7}
\]

The IMFs \( c_i(t) \) are nearly monocomponent signals in theory, which range from high frequency to low frequency. Based on the completeness and orthogonality theory of EMD [14], the energy of the signal \( x(t) \) is constant before and after decomposition in theory, which can be expressed as follows:

\[
E_x = \int_{-\infty}^{\infty} x^2(t) \, dt = \int_{-\infty}^{\infty} \left[ \sum_{i=1}^{n-1} c_i(t) + r(t) \right]^2 \, dt
\]

\[
= \int_{-\infty}^{\infty} c_1^2(t) \, dt + \int_{-\infty}^{\infty} c_2^2(t) \, dt + \cdots
\]

\[
+ \int_{-\infty}^{\infty} c_{n-1}^2(t) + \int_{-\infty}^{\infty} r^2(t) \, dt
\]

\[
= E_1 + E_2 + \cdots + E_{n-1} + E_n.
\]
In (8), if IMF $c_k(t)$ obtained by EMD is not a real mode component, then, after removing $c_k(t)$ from $x(t)$, the total energy $E_y$ becomes
\[
E_y = \int_{-\infty}^{\infty} c_k^2(t) \, dt + \int_{-\infty}^{\infty} [x(t) - c_k(t)]^2 \, dt
\]
\[
= \int_{-\infty}^{\infty} c_k^2(t) \, dt + \int_{-\infty}^{\infty} x^2(t) \, dt
\]
\[
- 2 \int_{-\infty}^{\infty} x(t) \, c_k(t) \, dt + \int_{-\infty}^{\infty} c_k^2(t) \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} x(t) \, c_k(t) \, dt.
\] (9)

Comparing with (8) and (9), the signal energy may change if an IMF is nonorthogonal. To check the orthogonality of the IMFs, Huang et al. [14] form the square of signal $x(t)$ as
\[
x^2(t) = \sum_{j=1}^{n} c_j^2(t) + 2 \sum_{j=1}^{n} \sum_{k=1}^{n} c_j(t) c_k(t)
\] (10)
in which we have included $r(t)$ in (7) as an additional element. If the decomposition is orthogonal, the cross terms given in the second part on the right-hand side should be zero. In reality, on account of the finite data length, some IMFs are not orthogonal. Suppose that $d_k(t)$ is the orthogonal component in theory. $e_k(t)$ is the error between $d_k(t)$ and $c_k(t)$:
\[
d_k(t) = c_k(t) + e_k(t).
\] (11)

Substitute (11) into (9):
\[
E_y = 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} x(t) \, c_k(t) \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} x(t) [d_k(t) - c_k(t)] \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} x(t) \, d_k(t) \, dt
\]
\[
= 2E_{c_k} + E_x
\]
\[
- 2 \int_{-\infty}^{\infty} [c_1(t) + c_2(t) + \cdots + c_n(t)] \, d_k(t) \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} c_k(t) \, d_k(t) \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} [d_k(t) - e_k(t)] \, d_k(t) \, dt
\]
\[
= 2E_{c_k} + E_x - 2 \int_{-\infty}^{\infty} d_k^2(t) \, dt
\]
\[
= 2 \int_{-\infty}^{\infty} [d_k(t) - e_k(t)]^2 \, dt + E_x
\]
\[
- 2 \int_{-\infty}^{\infty} d_k^2(t) \, dt = E_x + 2E_{c_k}.
\] (12)

In the derived process of (12), $x(t)$ and $c_k(t)$ are nonorthogonal; thus $\int_{-\infty}^{\infty} x(t) e_k(t) \, dt = 0$. Therefore, the third row in (12) can be obtained from the second row. Analysis for other components is similar.

Equation (12) shows that the signal energy remains unchanged before and after decomposition when the decomposition results are all orthogonal components; namely, at this time, $e(t) = 0$, $E_{c_k} = 0$, and $E_y = E_x$. If some of the decomposition results are not orthogonal components, the decomposition results disobey the energy conservation principle and the energy increases after decomposition; namely, at this time, $e(t) \neq 0$, $E_{c_k} > 0$, and $E_y > E_x$.

According to the above analysis, signal energy can be used as a criterion to evaluate the decomposition effectiveness of EMD.

2.2. IMF Superposition Principle. Some of the IMFs obtained by EMD are false mode components. In order to eliminate those IMFs and reserve intrinsic mode components, the property of false mode components is illustrated. Here a typical simulated signal $y(t) = \cos(2\pi 220t)$ is employed. The sampling frequency of signal $y(t)$ is 1024 Hz and the sampling number is 500. EMD decomposition results and their corresponding Fast Fourier Transform (FFT) spectrum are shown in Figures 1 and 2, respectively.

There should be only one IMF obtained after EMD decomposition in theory, while two IMFs emerge in Figure 1. As a result, EMD decomposition produces a false mode component (IMF2) and IMF1 has been polluted at the same time. The above decomposition process can be described as
\[
y(t) = \text{imf}_1(t) + \text{imf}_2(t).
\] (13)

IMF1 contains raw signal $y(t)$ and decomposition error $e(t)$; IMF2 is a false mode component, which can be expressed as $f(t)$. Therefore, (13) can be written as
\[
y(t) = y(t) + e(t) + f(t).
\] (14)

From (14) we know that the amplitude of the false mode component equals the decomposition errors hidden in the IMFs, but the direction is opposite:
\[
e(t) = -f(t).
\] (15)

The energy of raw signal $y(t)$ equals
\[
E_r = \int_{-\infty}^{\infty} y^2(t) \, dt = \int_{-\infty}^{\infty} [\text{imf}_1(t) + \text{imf}_2(t)]^2 \, dt
\]
\[
= \int_{-\infty}^{\infty} \text{imf}_1^2(t) + \text{imf}_2^2(t)
\]
\[
+ 2 \text{imf}_1(t) \text{imf}_2(t) \, dt = \int_{-\infty}^{\infty} \text{imf}_1^2(t)
\]
\[
+ \text{imf}_2^2(t) + 2 [y(t) - f(t)] f(t) \, dt
\]
\[
= \int_{-\infty}^{\infty} [\text{imf}_1^2(t) + \text{imf}_2^2(t) - 2f^2(t)] \, dt.
\] (16)
The energy of the signal after decomposition is

\[ E_d = \int_{-\infty}^{\infty} \left[ \text{imf}_1^2(t) + \text{imf}_2^2(t) \right] dt \tag{17} \]

In (16), \( \text{imf}_1(t) \) is a real mode component, whereas \( \text{imf}_2(t) \) is a false mode component. When the real mode component \( \text{imf}_1(t) \) is added to the false mode component \( \text{imf}_2(t) \), the total energy \( E_r \) of \( \text{imf}_1(t) + \text{imf}_2(t) \) would be less than the sum of the energy \( E_d \) of \( \text{imf}_1(t) \) and \( \text{imf}_2(t) \). At this time, \( f(t) > 0 \). That is to say, if a false mode component is added to a real mode component, the energy of this new signal would be less than the sum of false mode component’s energy and real mode component’s energy.

Therefore, according to this property, the false mode component can be picked out easily. What is more, from (16) and (17), we know that \( E_r < E_d \), which is consistent with the viewpoint in Section 2.1.

2.3. The Procedure of Removing False Mode Components. This paper presents a novel approach that detects and eliminates false mode components based on Sections 2.1 and 2.2. The proposed approach is summarized as follows:

**Step 1.** Detect the IMFs according to energy conservation principle. If \( E_x^2 < \sum_{i=1}^{n} E_{x_i}^2 \), which means part of IMFs are nonorthogonal and false mode components exist, the decomposition results should be checked further.

**Step 2.** The cross-correlation coefficient between each IMF and the original signal is calculated. The IMF \( c_i(t) \) with the maximum cross-correlation coefficient is selected as a real mode component.

**Step 3.** If the \( j \)th mode component \( c_j(t) \) is added to \( c_i(t) \) in the time domain, the total energy decreases; that is, \( E_{c_i}^2 + E_{c_j}^2 < E_{c_i}^2 \), where \( c_i(t) \) is judged as a false mode component. Otherwise, \( c_j(t) \) is judged as a real mode component.

**Step 4.** False mode components are subtracted from the original signal. And then conduct EMD again.

**Stop Criterion.** All false mode components have been eliminated.

3. The Improved EMD Method and Validation

3.1. The Improved EMD Method. Based on the research findings in Section 2, the work steps of improved EMD method are depicted in Figure 3.

Firstly, mathematical morphology filtering is conducted for the purpose of eliminating noises and interferences. Mathematical morphology filtering is a nonlinear signal processing technique based on set theory [20]. The main idea of morphology filtering can be described as follows: it treats signal as a set and selects a smaller set called structure element to modify signal geometric shape for removing noise and extracting useful information [21].

Secondly, the filtered signal is decomposed by EMD. Furthermore, the false mode components are eliminated by the method proposed in Section 2.3. After this operation, the IMFs are all real mode components, which can greatly clean the signal and highlight fault characteristic more clearly.

Next, an IMF which is more sensitive to fault characteristic is selected according to [18]. The details of the selection process proposed in [18] are summarized as follows:

1. Calculate the correlation coefficient \( u_n \) between the \( n \)th IMF and the filtered results of a faulty signal \( s_f(t) \).
(2) Calculate the correlation coefficient $\beta_n$ between the $n$th IMF and the filtered results of a normal signal $s_n(t)$.

(3) Define and calculate the fault-related coefficient $\eta_n$ by combining the above two kinds of correlation coefficients $u_n$ and $\beta_n$:

$$\eta_n = u_n - \beta_n.$$  \hspace{1cm} (18)

(4) Define and calculate the sensitivity factor $\lambda_n$ of IMFs of the signal $s_f(t)$ by normalizing $\eta_n$ according to the following equation:

$$\lambda_n = \frac{\eta_n - \min(\eta)}{\max(\eta) - \min(\eta)}$$ \hspace{1cm} (19)

(5) Rank all the IMFs of the signal $s_f(t)$ in terms of their sensitivity factors from large to small; the IMF with the biggest sensitivity factor is selected as sensitive IMF.

Finally, FFT spectrum of the sensitive IMF selected is obtained. The fault can be detected based on the characteristic frequencies in FFT spectrum.

3.2. Method Verification. A simulated signal $z(t)$ is formulated as follows to verify the advantage of the improved EMD method:

$$z(t) = z_1(t) + z_2(t) + z_3(t),$$  \hspace{1cm} (20)

where $z_1(t)$ is the sum of two harmonic waves $z_1(t) = \sin(2\pi t) + \cos(4\pi t)$; $z_3(t)$ is a pulse interference with amplitude 1 in time 0.88 s and 2.10 s; $z_3(t)$ is the Gaussian noise. The signal-to-noise ratio (SNR) of signal $z(t)$ is 16 dB, and the sample frequency is 100 Hz. The time evolution of this simulated signal is shown in Figure 4.

The synthesized signal is processed by a multiscale morphological filter with a flat structure element. The denoised signal is then decomposed using EMD and the IMFs are shown in Figure 5, from which the mode mixing still exists in the IMFs. The cause of mode mixing mainly comes from the pulse signal of $z_3(t)$, which greatly changes the distribution of extreme points.

On the basis of IMF superposition principle, we find that IMF1 and IMF6 in Figure 5 are false mode components. Subtract them from the filtered signal and execute EMD again; the results are shown in Figure 6. It reflects that the two harmonic components contained in the original signal are decomposed into two IMFs perfectly, where the third IMF denotes the 2 Hz cosine signal and the fourth IMF indicates the 1 Hz sine signal.

Different from the practical application in railway wheel flat detection, a vibration signal with a healthy wheel exists; the example in Section 3.2 does not have a reference signal; thus the penultimate step in the flow chart of improved EMD method presented in Figure 3 is ignored. IMF3 and IMF6 in Figure 6 are selected as the characteristic IMFs according to the prior knowledge and their Hilbert spectrums are shown in Figure 7. From Figure 7, the characteristic frequencies of 2 Hz and 1 Hz are clearly detected. Therefore, the improved EMD method is able to solve mode mixing problem and achieves an improved decomposition.

EEMD is employed to analyze the simulated signal $z(t)$ for comparing. Firstly, the recommended parameters of EEMD [16] are used: the ensemble number is 100; the standard deviation of the added noise is 0.2 times the standard deviation of the raw signal. Quite contrary to what is expected, IMFs do not imitate the two harmonic components of synthesized signal. The mode mixing is occurring. Due to space limitation, this result is not shown.

![Figure 3: Flow chart of the improved EMD method.](image)
Zhang et al. [22] pointed out that EEMD would present a better result when the SNR between the raw signal and the noise added is within the range of 50–60 dB. Therefore, the simulation signal in Figure 4 is decomposed using EEMD with the ensemble number 100 and the standard deviation of the added noise changes into 0.0017 times the standard deviation of the raw signal \( z(t) \) (SNR = 54.75 dB). Figure 8 shows the first six IMFs extracted using this procedure. It can be seen that the mode mixing phenomenon still exists. The characteristic frequencies of 2 Hz and 1 Hz cannot be detected accurately. Correspondingly, the two harmonic frequencies are partly lost from the Hilbert spectrum shown in Figure 9.

From Figures 6–9 we can conclude that the improved EMD method provides better performance than EEMD for analyzing the simulated signal \( z(t) \) presented in (20). What is more, the effectiveness of EEMD greatly relies on the parameter selection and the SNR criterion proposed by Zhang et al. [22] may not be proper for analyzing all signals [23, 24]. But the improved EMD, with no parameters needed to be defined beforehand, is totally adaptive.

4. Simulated Model Analysis

4.1. Vehicle-Track Coupling Dynamics Model. A model has been developed based on multibody dynamics theory, which includes the lateral, vertical, and longitudinal coupling dynamics of vehicle and track. The model includes 1 car body, 2 bogie frames, 8 axle boxes, and 4 wheel-sets. Both the car body and bogie frame have 6 degrees of freedom, whereas the axle box only has 1 in the vertical direction. One wheel-set has 6 degrees of freedom, in which the rolling and vertical degrees of freedom are dependent. The system has 15 rigid bodies, 42 independent degrees of freedom, and 8 dependent degrees of freedom. The nonlinear relationship of the wheel-rail contact is considered. Because only the vertical vibration of axle box is used for fault diagnosis of wheel flat, here the vehicle system dynamic equation is written as follows:

\[
M \ddot{q} + C \dot{q} + K q = f(\ddot{q}, q, t) + G e,
\]

(21)

where \( M, C, \) and \( K \) are the mass, damping, and stiffness matrices of the vehicle model, respectively; \( f \) is the nonlinear force element; \( G \) is the input distribution matrix of track excitation; \( e \) is track irregularity input; \( q, \dot{q}, \) and \( \ddot{q} \) are vertical displacement, velocity, and acceleration, respectively; and \( t \) is time. The details for this model can be seen also in [25].

The wheel flat model in [26, 27] is equivalent to the knock-on effects of the low-orbit joint; namely, the wheel-rail impact caused by a wheel flat is calculated by treating the wheel flat as a periodic track irregularity, which achieved suitable results.
4.2. Detection of Wheel Flat. Axle box vertical vibration response of the vehicle with a flat wheel is calculated and shown in Figure 10. The conditions are as follows: the sample frequency is 1000 Hz; the sampling number is 2000; the wheel flat length is 10 mm; vehicle running speed is 100 km/h; and the track irregularity is the American fifth-grade track irregularity. The wheel diameter is 0.88 m; thus the fault frequency of wheel flat is 10 Hz.

The improved EMD is employed to process the vibration signal shown in Figure 10. Figure 11 illustrates the characteristic IMF selected and its FFT spectrum. Figure 11(b) suggests that the fault frequency of 10 Hz is clearly detected. Therefore, the improved EMD method is effective to identify wheel flat fault.

The EEMD analysis results are presented in Figure 12. The standard deviation of the noise added is set to 0.0017 times the standard deviation of the raw signal (SNR = 53.20 dB). As shown in Figure 12(b), the wheel flat impulsive characteristic frequency of 10 Hz is detected, but the interference is also severe comparing with Figure 11(b). One reason of EEMD getting acceptable analysis result is that the raw signal in Figure 10 is relatively simpler, as the impulsive features can

The same method is adopted in this study to calculate the impact response.
be seen directly in time domain. When the operation circumstance becomes more complicated, the detection ability of EEMD may not be as good as this.

4.3. Influence of Track Irregularity. Vehicle vibration status is largely influenced by the geometrical parameter of tracks. Different track conditions vary the vibration response of axle box, which disturbs wheel flat detection and diagnosis. This
simulation adopts another track irregularity, the American third-grade track irregularity, for analyzing the influence of track irregularity on wheel flat detection. The other parameters are similar to those in Section 4.2.

Figure 13 shows the time history of the axle box vertical acceleration in this case. Because the track condition of the American third-grade track irregularity is worse than the American fifth-grade track irregularity that is depicted in Figure 10, the characteristic of the flat impact in the time domain is nearly covered.

Figures 14(a) and 14(b) show the time domain and frequency domain representation of the analysis results by improved EMD method, respectively. Figure 14(a) indicates that the proposed method can eliminate mode mixing phenomenon, extract the impact characteristic, and remove the noise. Therefore, the fault frequency of 10 Hz is clearly presented in Figure 14(b).

The EEMD analysis results are displayed in Figure 15. The standard deviation of the added noise changes to 0.0015 times the standard deviation of the raw signal; at this time the SNR = 56.33 dB. From Figure 15(a) we can see that the width of each shock is constantly changed and mode mixing still exists, which result in wheel flat fault feature losses of FFT spectrum in Figure 15(b). The wheel flat fault frequency of 10 Hz cannot be found clearly.

4.4. Influence of Speed. The increase in vehicle running speed aggravates the impact amplitude and frequency of wheel flat. The effect further increases the axle box vibration response. The axle box acceleration is calculated with vehicle running speeds of 200 km/h and other parameters similar to those in Section 4.3 to examine the influence of vehicle running speed on identification capability of improved EMD. The time domain vibration signal of axle box is displayed in Figure 16.
The sample frequency is 2000 Hz and the sampling number is 4000. The wheel flat fault frequency is 20 Hz in theory on account of the increase of speed.

Figure 17 illustrates the characteristic IMF selected by improved EMD and its FFT spectrum. Based on Figure 17(b), the impulsive frequency of 20 Hz is clearly detected. Therefore, improved EMD can identify wheel flat fault with variations in speed accurately.

The EEMD process results are shown in Figure 18. The standard deviation of the noise added is 0.0019 times the standard deviation of the raw signal; at this time the SNR = 54.56 dB. From Figure 18(b) we can see that although the fault frequency 20 Hz is roughly detected, it is heavily contaminated by interferences.

5. Test Rig Experiment

To validate the practicability of the proposed improved EMD, a vehicle bench test is performed on the roller test rig.

5.1. Experimental Setup. The rolling stock field simulator is shown in Figure 19. This field simulator can conduct bench tests simulating on-track running conditions with high accuracy and also can be used to examine signs of faults that are difficult to exam by test on tracks by setting faults in bench tests. A single vehicle is set on rollers, which acts as rail in the field simulator. The roller motion is provided by servo hydraulic actuators; these actuators are controlled by a digital controller which allows the inputs to follow defined waveforms or measured track irregularity.

As indicated in Figure 19, an acceleration sensor is installed on axle box. To reduce costs, a rubber block is attached to the surface of the roller to simulate the impact of wheel flat. The diameter of the roller is 1.8 m.

5.2. Experimental Results. Figure 20 presents the time history of the axle box vertical acceleration obtained through on-site measurement. The vehicle running speed is 40 km/h. The theoretically calculated wheel flat fault frequency is 2 Hz.
Figure 17: Analysis results of the signal presented in Figure 16 by improved EMD: (a) the characteristic IMF and (b) FFT spectrum.

Figure 18: Analysis results of the signal presented in Figure 16 by EEMD: (a) the characteristic IMF and (b) FFT spectrum.

Figure 19: Experimental setup.

Figure 20: Vibration waveform of test rig experiment at the speed of 40 km/h.
The analysis results of the signal presented in Figure 20 are shown in Figure 21 by using improved EMD. There is a favorable match between the estimated features and the actual fault features associated with the railway wheel with flat. This indicates that the proposed method is effective to detect wheel flat fault.

The EEMD analysis results are shown in Figure 22. The standard deviation of the noise added is 0.0019 times the standard deviation of the raw signal (SNR = 55.66 dB). The fault frequency 2 Hz could be detected in the Fourier spectrum. However, this dominating spectral line in Figure 22(b) has nothing to do with the actual wheel fault. The time domain curve in Figure 22(a) is most likely EEMD decomposition residue rather than the periodic impulse caused by wheel flat. The presence of a 2 Hz frequency component in Figure 22(b) is just a coincidence.

Another experiment is conducted in this test rig at the speed of 100 km/h. The theoretically calculated wheel flat fault frequency is 4.9 Hz. Figure 23 presents the time history and spectrum of the axle box vertical acceleration in this situation.

Figure 24 depicts the analysis results generated by applying the proposed EMD and its spectrum. From Figure 24(b), a fault frequency of 4.9 Hz is clearly detected. Therefore, the effectiveness of the proposed algorithm is validated.

Figure 25 shows the results produced by EEMD. The standard deviation of the noise added is 0.0016 times the standard deviation of the raw signal; at this time SNR = 55.95 dB. From Figure 25(b), the fault characteristic of wheel flat cannot be detected.

In summary of Figures 20–25, with the help of the false mode removing of EMD, the improved EMD algorithm leads to better performance in terms of fault feature extracting, as well as interference reduction.

6. Conclusions

The composition of axle box vibration signal is very complicated, which includes wheel vibration information, track status information, axle box bearing vibration information, and numerous interferences. Therefore, extracting the influential features from strong interference is a typical key issue for vehicle wheel fault detection. In the present study, an IMF superposition theory is derived, and an improved EMD analysis method is developed to investigate the problem of wheel flat fault diagnosis in railway vehicles. The effectiveness of the proposed method is evaluated by simulated vibration signals and an experimental vibration signal collected from a
test rig. The results show that the improved EMD approach can be used to detect the fault features of interest in complex operating conditions that are invisible in EEMD.
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