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This paper considers the problem of multiple moving targets detection and parameter estimation (direction of arrival and range) in strong reverberation environments. As reverberation has a strong correlation with target echo, the performance of target detection and parameters estimation is significantly degraded in practical underwater environments. In this paper, we utilize two uniform circular arrays to receive plane wave of the linear frequency modulation signal reflected from far-field targets. On the basis of received signal, we build a variance matrix of multiple beams by using modal decomposition, conventional beamforming, and fractional Fourier transform (FrFT). We then propose a novel detection method and an estimation method of parameters based on the constructed image. A significant feature of the proposed methods is that our design does not involve any a priori knowledge about targets number and parameters of marine environments. Finally, we demonstrate via numerical simulation examples that the detection probability and the accuracy of estimated parameters of the proposed method are higher than the existing methods in both low signal-to-reverberation ratio and signal-to-noise ratio environment.

1. Introduction

Targets detection and associated parameter estimation such as range, velocity, and direction of arrival (DOA) have various practical use applications in both military and civil. However, in shallow environments, reverberation as the main interference is generated by multiple reflection and diffusions of transmitted signal from rough boundaries interfaces (surface and bottom reverberation) [1]. The producing mechanism of reverberation means that it is highly correlated with target echo. As a result, it is very difficult to find a desired signal in the reverberation environment, especially when the signal-to-reverberation ratio (SRR) is relatively low. Therefore, we can draw a conclusion that reverberation results in high probability of false alarm and low detection probability in severe reverberation environment.

In the case of reverberation, some methods are used to enhance SRR. Cheepurupalli and Konduri combined empirical mode decomposition (EMD) with adaptive boosting (AdaBoost), which is a learning algorithm, to process the echo signal in reverberation environment [2]. And as a result of AdaBoost, the accuracy and robustness of targets detection method are improved significantly. Similarly, the principle component inverse (PCI) algorithm has also been used to detect targets in sonar system. It is utilized to separate targets from the received signals and to eliminate the reverberation. With PCI algorithm, Ginolhac and Jourdain presented a method, which combined with beamforming, to resolve the rank problem and to get a better separation [1]. To make use of spatial information, matched-field processing (MFP) is developed to localize targets in range, depth, and azimuth [3]. It is a spatial-filtering technique and can be used in both passive and active sonar systems. Unfortunately, a stratified waveguide model of the acoustic environment is a necessary prior knowledge in this method [4, 5]. Considering utilizing Doppler shift features of moving target, fractional Fourier transform (FrFT) is widely applied to radial velocity and range estimation [6–8] and it performs well in low signal-to-noise ratio (SNR) condition, whereas the detection probability and accuracy of parameters estimation decrease along with the reduction of SRR.

The methods which we have already listed above are applied by using traditional acoustic pressure sensor system.
As acoustic vector array can be used to measure both pressure and particle velocity at a point in space [9, 10], in recent years, it has come to receiving particular attention. In particular, the vector sensor array has some characteristics which can bring many benefits such as high resolution and 4-dimensional information (pressure and particle velocities along the three orthogonal directions). Specifically, using a single vector sensor can estimate the azimuth elevation direction of the target [11].

Spurred by the above pioneering works, we aim to develop an effective targets' detection method and a parameters' estimation method with active sonar system in severe reverberation environment. Two uniform circular sensor arrays are used in the proposed method. In the meanwhile, a linear frequency modulated (LFM) signal is used as the transmitted signal due to its high resolution and sensitivity of Doppler shift. The block diagram of the proposed method is shown in Figure 1. For incorporating temporal information, spatial bearing distribution of received signal, and Doppler shift information of multiple moving targets into a new observed matrix, we can construct this new 3-dimensional (3D) matrix by utilizing modal preprocessing, fractional Fourier transform (FrFT), and conventional beamforming to divide the region of interest into $N$ subregions in the signal preprocessing section. Then, in order to utilize the nonstationarity of reverberation, we calculate the changing trends of magnitudes in different subregions in the fractional Fourier domain to detect targets and to get the optimal values and the target subregion. With these optimal values, we can estimate the range and velocity of multiple moving targets. In addition, the target subregion can be exploited to suppress reverberation and get a high SRR value. Hence, the multiple signal classification method (MUSIC) can be applied to estimate the DOA of multiple targets in a high SRR environment.

The main contributions of this paper are summarized as follows:

(i) Compared with the method in [6], the multiple moving targets can be detected in severe environment without any prior knowledge.

(ii) The proposed parameters estimation method can obtain significant performance in extremely low SNR and SRR environments.

(iii) With two uniform circular arrays, the proposed DOA estimation method can overcome the port and starboard ambiguity problem and solve the zero crossings at various different argument values in Bessel functions.

(iv) The detection probability and the precision of parameters estimation are not affected by the number of targets.

The rest of the paper is organized as follows. The models of the received signals and active sonar system are given in Section 2. In Section 3, signal preprocessing is introduced including modal preprocessing, Dolph-Chebyshev beamforming, and fractional Fourier transform. How to detect the moving target is presented in Section 4. Detailed discussions of parameters estimation are provided in Section 5. Simulation results and discussion are shown in Section 6. Conclusions and future work are drawn in the last section.

We use the following notations in this paper: $\| \cdot \|$ denotes the vector norm. $[\cdot]^T$ represents the Moore-Penrose pseudoinverse. $[\cdot]^+$ denotes the vector or matrix transpose.

2. Active Sonar System Model

In this paper, we have some assumptions to build the active sonar system model. First, we assume that the targets are located in the far field of the sensor array. Consequently, plane wave is used to represent target echo; second, the Gaussian noise at each sensor is stationary and temporally; third, the reverberation is locally stationary.

With these assumptions, an active sonar system is established as shown in Figure 2. The received array is made up of two uniform circular arrays. Particularly, each array has Q sensors with radius $R_1$ and $R_2$ ($R_1 > R_2$), respectively, and the $q$th sensor of $i$th array located at $h_{qi} \equiv (\|h_{qi}, \varphi_{qi}\|)$, where
$$X_{qi} (\omega) = \sum_{p=1}^{P} S_p (\omega) e^{j\omega \tau_{pq}} + N_{qi} (\omega) + \mathcal{R}_{qi} (\omega), \quad (3)$$

where $X_{qi} (\omega)$, $S_p (\omega)$, $N_{qi} (\omega)$, and $\mathcal{R}_{qi} (\omega)$ are the Fourier domain expressions of $x_{qi} (t)$, $s_p (t)$, $n_{qi} (t)$, and $r_{qi} (t)$, respectively. With Jacobi-Anger expansion of a plane wave [12], $e^{j\omega \tau_{pq}}$ can be rewritten as

$$e^{j\omega \tau_{pq}} = e^{j(\omega/c)h_p \cdot u_p} = \sum_{M=\infty}^{M} J_M \left( \frac{\omega}{c} R_{pq} \right) \times e^{jML(\phi_p + \pi/2 - \phi_q)}, \quad (4)$$

where $M = \lceil \omega/c \|R_p\| \rceil$ is the truncation of the infinite series [13]. Thus, the signals received at the sensor arrays can be expressed as

$$X (\omega) = X_1 (\omega) + X_2 (\omega)$$

$$= J(\omega) \mathbf{A} S (\omega) + N (\omega) + \mathbf{R} (\omega), \quad \text{(5)}$$

where $X_i (\omega) = [X_{i1} (\omega), X_{i2} (\omega), \ldots, X_{iQ} (\omega)]^T$ $(i = 1, 2)$, $\mathbf{N} = [N_{11}, N_{12}, \ldots, N_{Q1}, N_{Q2}]^T$, and $\mathbf{R} = [R_{11}, R_{12}, \ldots, R_{Q1}, R_{Q2}]^T$ are all $Q \times 1$ matrices; other related matrices are described in the following.

$\mathbf{A}$ is a $(2M+1) \times P$ frequency-independent steering matrix that can be written as

$$\mathbf{A} = \begin{bmatrix} e^{-jM\phi_1} & \cdots & e^{-jM\phi_P} \\ \vdots & \ddots & \vdots \\ e^{jM\phi_1} & \cdots & e^{jM\phi_P} \end{bmatrix}, \quad \text{(6)}$$

$\mathbf{J}$ is a $Q \times (2M + 1)$ matrix shown as

$$\mathbf{J} = \mathbf{K}(\mathbf{L}_1 (\omega) + \mathbf{L}_2 (\omega)), \quad \text{(7)}$$

where $\mathbf{K}$ of size $Q \times (2M + 1)$ satisfies

$$\begin{bmatrix} e^{-jM(q_1+\pi/2)} & \cdots & e^{jM(q_1+\pi/2)} \\ \vdots & \ddots & \vdots \\ e^{-jM(q_N+\pi/2)} & \cdots & e^{jM(q_N+\pi/2)} \end{bmatrix}, \quad \text{(8)}$$
is a diagonal matrix of size \((2M+1) \times (2M+1)\) defined as

\[
J - M(\frac{\omega R}{c}) \ldots J + M(\frac{\omega R}{c})
\]

where \(\mathbf{I}_i\) is the look direction of the \(i\)th subregion and \(\mathbf{w}\) is a \(1 \times (2M+1)\) vector. The summation of the magnitude of the signals at \(2M+1\) modes is

\[
b_i(\theta_i, \omega) = \sum_{n=-M}^{M} \bar{b}_n, \quad \text{for} \ i = 1, 2, \ldots, L.
\]

With beamformed output equation (14), we construct a new observation vector as

\[
b(\omega) = [b(\theta_1, \omega), \ldots, b(\theta_L, \omega)].
\]

By beamforming, we can acquire the spatial distribution information of received signals. In the following, we employ fractional Fourier transform to obtain the temporal information and Doppler shift information of different targets.

3.3. Fractional Fourier Transform. Note that the fractional Fourier transform (FrFT), which is a generalization of the traditional Fourier transform, is a representation of signals using an orthonormal basis formed by LFM signals. Therefore, the certain angle FrFT of the LFM signals is a delta function. In general, the fractional Fourier transform of signal \(x(t)\) with transform angle \(\alpha\) is defined as

\[
X_\alpha(\mu) = \int_{-\infty}^{\infty} x(t) K_\alpha(t, \mu) \, dt,
\]

where \(K_\alpha(t, \mu)\) is the transformation kernel and satisfies

\[
K_\alpha(t, \mu) = \begin{cases} 
\Gamma_\alpha e^{j2\pi((t^2+\mu^2)/2) \cot \alpha}, & \alpha \neq n\pi \\
\delta(t-\mu), & \alpha = 2n\pi \\
\delta(t+\mu), & \alpha = (2n \pm 1)\pi,
\end{cases}
\]

where \(\Gamma_\alpha = \sqrt{1 - j \cot \alpha}\). In practical scenarios, discrete fractional Fourier transform (DFrFT) is used to deal with discrete received signals [16, 17]. With DFrFT, (16) can be naturally represented as

\[
X_\alpha(\mu) = \Gamma_\alpha e^{j\pi n^2 \cot \alpha} x(t) dt.
\]

By substituting (18) into (15), the observing matrix can be given as

\[
b_\alpha(\mu) = [b_1(\theta_1, \mu), \ldots, b_m(\theta_1, \mu), \ldots, b_1(\theta_L, \mu), \ldots, b_m(\theta_L, \mu)].
\]

4. The Proposed Detection Method

In the previous section, we transform the received signals at different sensors into a new vector which contains spatial-temporal and Doppler shift information of moving targets in the fractional Fourier domain. In this section, we utilize the Doppler shift characteristic of moving targets to propose
a novel detection method in a severe reverberation environment. In active sonar system, LFM signal as the transmitted signal can be written as

\[ y(t) = e^{j2\pi(t^2/2 + f_0 t + \xi)}, \] (20)

where \( \chi \) is the rate, \( f_0 \) is the initial frequency, and \( \xi \) is the initial phase. In discrete fractional Fourier transform, the optimal transform angle \( \tilde{\alpha} \) is dependent on rate \( \chi \) of LFM signal. The interrelationship between rate and optimal angle is

\[ \tilde{\alpha} = -\arctan \left( \frac{F_\chi^2/\Omega}{2\chi} \right), \] (21)

where \( \Omega \) is the total number of time samples and \( F_\chi \) is the sampling rate. In practice, when we consider the moving targets, \( \chi \) is varying due to Doppler shift effect. Hence, it is impossible to know the optimal transform angle in advance. Fortunately, an advantage of Doppler shift effect is that different target echoes have different \( \chi \) values as well as optimal transform angles. Further, the energy of a signal is centralized on the certain LFM basis and its maximum amplitude will be at a particular \( \mu \). Therefore, with the above two characteristics, the multiple target echoes can be conveniently separated in a nonreverberation environment [6]; consequently, it is easy to get the optimal \( \tilde{\alpha} \) and \( \tilde{\mu} \) values in fractional Fourier domain [8]

However, the strong reverberation interference signal results in a low SRR as illustrated in Figure 3. In this case, using Doppler shift is not enough to detect targets. Therefore, we consider temporal and spatial information to detect multiple moving targets with Doppler shift information which makes the optimal transform angle \( \alpha \) and location \( \mu \) change in fractional Fourier domain [6]. When \( \alpha_p \) and \( \mu_p \) are the optimal transform angle and location of the \( p \)th target in the \( l_p \) subregion, we have

\[ b_{\alpha_p} \left( \theta_p, \mu_p \right) \gg b_{\alpha_p} \left( \theta_1, \mu_1 \right), \quad \forall l_p \neq l. \] (22)

This is illustrated using an example in Figure 4 with the plots of different \( b_{\alpha_p} (\mu) \) \( (j = 1, \ldots, 6) \), where \( \mu_p = \mu_4 \) is the optimal value and \( \theta_p = \theta_3 \) is the optimal direction. It is easy to observe that the fluctuation of curve \( \mu_p = \mu_4 \) is much more considerable than any other curve. In other words, the variance of vector \( b_{\mu_p}(\mu_p) \) is most significant of all. Consequently, the variances of \( b \) can be used to measure the fluctuation degree by evaluating

\[ V(\alpha, u) = \text{var} \{ b_{\alpha}(u) \}, \]

\[ u \in \left[ -\sqrt{F.T/2}, \sqrt{F.T/2} \right], \quad \alpha \in [-0.2, -0.1]. \] (23)

Figure 5 shows the simulation result of the variance calculation of all subregions. It can be clearly found that the target could be detected at the condition of low SRR and SNR. The number of targets is equal to the number of spikes. It means that the optimal \( (\alpha_p, \mu_p) \) values of different targets can be acquired according to the locations of spikes.

5. The Proposed Parameters

**Estimation Method**

In this section, we intend to develop a method for the estimation of velocity, range, and direction of arrival (DOA) with the knowledge of the number of targets and the optimal values \( (\alpha_p, u_p) \) of each target.

5.1. Range Estimation. The transmitted signal with a rectangular window of duration \( \Upsilon \) can be written as

\[ s(t) = y(t) \text{rect} \left( \frac{(t - \Upsilon/2)}{2} \right). \] (24)

From (24), the received echo of the \( p \)th target can be obtained as

\[ x_p(t) = s(\sigma_p t - \tau_p) \], (25)

where \( \tau_p \) is the delay parameter and \( \sigma_p \) is the compression/stretching parameter of the \( p \)th target. By substituting (18) into (25), the received signal in fractional Fourier domain is expressed as

\[ X_p(u) = \Gamma_\alpha e^{j2\pi((u^2/2) \cot \alpha + \chi T^2_\mu - f_0 T_\mu + \xi)} \int_{t_2}^{t_1} e^{j2\pi(\chi \sigma_p^2 t^2 + (1/2) \cot \alpha) t^2} e^{j2\pi(f_0 \sigma_p^2 - 2 \chi \sigma_p \tau - u \csc \alpha) t} dt, \] (26)
According to [12], we can decompose \( \int e^{i(p x^2 + 2 q x)} \, dx \) as

\[
\int e^{i(p x^2 + 2 q x)} \, dx = \frac{\pi}{2P} e^{-j(q^2/P)} C(\frac{px + q}{\sqrt{P}}) + jS(\frac{px + q}{\sqrt{P}}),
\]

where

\[ C(x) = \int_0^x \cos\left(\frac{\pi t^2}{2}\right) dt, \]
\[ S(x) = \int_0^x \sin\left(\frac{\pi t^2}{2}\right) dt. \]

Under (29) and (30), (26) can be rewritten as

\[
X_p(\nu) = G_n e^{2\pi \nu/\sqrt{2} \nu (f_0 2 \pi \omega_p)} \left[ C\left(\frac{h t + k}{\sqrt{h}}\right) + jS\left(\frac{h t + k}{\sqrt{h}}\right) \right],
\]

where

\[ h = 2\pi(\sqrt{\omega_p^2 \Omega f_s^2} + 0.5 \cot \alpha), \]
\[ k = \pi(f_0 \kappa \sigma_p - 2 \chi \kappa \sigma_p \tau_p - \nu \csc \alpha), \]
\[ g(\nu) = e^{-i\nu(t_1^2 + 2t_1 \chi \nu \sigma_p \tau_p)} \left[ (f_0 - f_0 \sigma_p - 2 \chi \nu \sigma_p \tau_p)^2 \right]/(2 \chi^2 \nu \sigma_p \cot \alpha) \]
and \( \kappa = \sqrt{T/f_s} \) is the scaling parameter.

Note that, in (31), the center values \( \bar{\mu} \) of main lobe in the real part are determined by the Fresnel cosine integral \( C(x) \), which crosses zeros only at \( x = 0 \) as shown in Figure 6. Therefore, we can get the zeros crossing, respectively, at

\[
\mu_1 = \frac{ht_1 + \nu \kappa \sigma_p (f_0 - 2 \chi \nu \tau_p)}{\pi \csc \alpha_p},
\]
\[
\mu_2 = \frac{ht_2 + \nu \kappa \sigma_p (f_0 - 2 \chi \nu \tau_p)}{\pi \csc \alpha_p}.
\]

As a consequence, we can get the center value \( \bar{\mu} \) as

\[
\bar{\mu} = \mu_p = \frac{h(t_1 + t_2) + 2\nu \kappa \sigma_p (f_0 - 2 \chi \nu \tau_p)}{\pi \csc \alpha_p}.
\]

By substituting the estimates \( \mu_p, \alpha_p, \) and \( \sigma_p \) into (34), the delay parameter of the \( p \)th target can be obtained as

\[
\tau_p = \frac{2 \pi f_0 \kappa \sigma_p - \nu \pi \kappa \sigma_p \csc \alpha_p + h(t_1 + t_2)}{4 \pi \kappa \chi \sigma_p}.
\]

Furthermore, the \( p \)th target distance \( D_p \) is given as

\[
D_p = \frac{\tau_p c}{2}.
\]
5.2. Direction of Arrival (DOA) Estimation. In this subsection, we propose a DOA estimation method using the optimal subregion $l_p$ and optimal values $(\alpha_p, \mu_p)$. By substituting (18) with the optimal values $\alpha_p$ and $\mu_p$ into (13), the subregion $l_p$ in the fractional Fourier domain can be written as $\tilde{b}_{l_p}((\omega, \theta_p))$. Then, a bandpass filter with center frequency $\mu_p$ is applied to reduce the interference among the targets and effectively increase the SRR and SNR values. As a result, we can get a new vector $\tilde{b}_{l_p}((\omega, \theta_p))$. Finally, utilizing the property of the FrFT, we can transform signal from $\tilde{b}_{l_p}((\omega, \theta_p))$ to $\tilde{b}_{l_p}((\omega, \theta_p))$.

As the transmitted signal is wideband, the truncation value varies along with frequency. We assume that the minimal truncation is $M_1 = \lceil 2\pi f_0/cR_1 \rceil$ and the maximal truncation is $M_2 = \lceil 2\pi f_0 + B/cR_1 \rceil$, where $B$ is the bandwidth of the transmitted signal. That is to say, we have $M_2 - M_1 = 1$ subbands. Each subband vector can be expressed as $\tilde{b}_{l_p}((\omega, \theta_p))$, for $m = M_1, \ldots, M_2$, and the dimension of each subband vector is $(2m + 1) \times 1$. Then, according to [18], we can calculate the $p$th target direction $\phi_p$ with the $m$th frequency subband $\tilde{b}_{l_p}((\omega, \theta_p))$ of the $p$th target. With the above development, the DOA of the $p$th target can be obtained as

$$\phi_p = \frac{1}{M_2 - M_1 + 1} \sum_{m=M_1}^{M_2} \phi_p^m.$$  (37)

6. Simulation Results

The numerical example considered here is an LFM signal as a transmitted signal, which swept from 2.1 kHz to 3.05 kHz over pulse duration of 0.1 s. The initial phase is zero. Signal propagation speed is 1500 m/s. The sampling frequency $F_s$ equals 10 kHz. The total number of time samples is 80001. The bottom reverberation model is based on ray acoustics theory and follows the large number theorem [19]. The reverberation is assumed to be nonstationary and colored. The additive white Gaussian noise is zero-mean complex random process at each sensor.

In order to test the performances of multiple targets detection and parameters estimation, we consider two scenarios. Scenario I: we have one target which is located at [1700, 1500] m in the Cartesian coordinates and moves with a radial velocity of $[4, 5]$ m/s. Scenario II: there are two adjacent targets. One is located at [1500, 1500] m; the other is located at [1550, 1500] m. The radial velocities of the two targets are $[5, 5]$ m/s and $[4, 4.5]$ m/s in different directions.

6.1. Detection Probability. Computer simulations are first carried out for the detection probability. In scenario I, the detection probability curves of the proposed method are illustrated in Figure 7, with the range of SRR being from $-20$ dB to $3$ dB and different SNR values. It can be seen that the proposed detection method performs well although in very low SRR scenario. In addition, the effect caused by additive Gaussian noise is less than that of reverberation.

Furthermore, we also compare the detection probability of the proposed method with the existing method in [6]. It can be observed from Figure 7 that both methods can get good probability detection in a high SRR environment. However, when the SRR value is less than $-10$ dB, the performance of the compared method declines sharply. Particularly, when the SRR is equivalent to $-11$ dB, it is hard to detect the target using the compared method. However, the proposed method still keeps a fine performance in an extremely low SRR environment. This is because the proposed method makes use of the differences of the Doppler shift between target echo and reverberation to detect target.

In scenario II, as shown in Figure 5, two adjacent targets can be easily distinguished. The simulation results which
are presented in Figure 8 show that there is no mutual influence between the two targets by the proposed method and compared method. Specifically, the performance of the proposed detection method is better than the compared method in low SRR environment.

6.2. Parameters Estimation. In this subsection, parameters’ (range and DOA) estimation of multiple targets simulation results are shown. Root-mean-square (RMS) error is used to measure the performance of the proposed method. The expression of RMS error is defined as

$$\text{RMS}(e)_p = \sqrt{\frac{1}{N} \sum_{n=1}^{N} (\hat{e}_n^p - e_p)^2},$$

where $\hat{e}_n^p$ is the $n$th estimation value of the $p$th target and $e_p$ is the true value of the $p$th target. $N$ is the total number of Monte Carlo runs. In the following simulations, $N$ is equal to 100.

6.2.1. Range Estimation. In this subsection, we first consider scenario I to test the parameters estimation at low SRR values. Figure 9 shows the RMS range errors of single target with the SRR values varying from $-10$ dB to $2$ dB. We can see that the range RMS errors decrease with some fluctuations along with the increase of SRR. This result from the main interference-reverberation has a great influence on the center of peaks, which determines the accuracy of parameters estimation. In consideration of the reverberation distribution being uniform [20], the effect caused by reverberation is random. Besides, we consider different environments with SNR chosen as $-10$ dB, $-15$ dB, and $-20$ dB, respectively. Note that the variation of SNR has a negligible effect on the accuracy of range estimation.

Figure 10 provides the simulation results in scenario II. Allowing for the accuracy of parameters is only determined by the widths of peaks. The proposed parameters’ estimation method is not restricted and influenced by the number of targets.

6.2.2. DOA Estimation. Figure 11 displays the DOA errors in scenario I with different SNR and SRR values and compares the proposed DOA estimation method with the method given in [6]. The SRR varies from $-14$ dB to $-2$ dB and SNR is equivalent to $-10$ dB and $-15$ dB. The proposed method maintains
good accuracy even in a low SRR environment. Also, the SNR has little impact on the accuracy. Both methods perform well in a high SRR environment. By using the beamforming to suppress reverberation, we can obtain high SRR values. This indicates that a higher accuracy can be guaranteed by the proposed method as compared to the method in [6], when considering a low SRR condition. In different SNR scenarios, the compared method has been more greatly affected than the proposed method. Furthermore, there are no interactions between these two targets due to the use of a bandpass filter to separate the received signals of multiple targets into $P$ subband in fractional Fourier domain.

7. Conclusion

In this paper, we proposed methods for detecting and estimating parameters (range and DOA) of multiple moving targets in a severe reverberation environment. Modal preprocessing, conventional beamforming, and fractional Fourier transform have been used to form a 3-dimensional matrix. With the properties of moving targets and reverberation, this matrix can be applied to detect multiple targets and estimate the parameters in strong reverberation environment. Specifically, the proposed scheme does not involve any a priori knowledge of environment parameters and number of targets. The simulation results demonstrate that the provided method can perform with high detection probabilities and maintain good accuracies of parameters estimation even in low SNR and SRR conditions. More importantly, the performances of the proposed method are not affected by the number of targets. The future work will focus on extending the method to detect and estimate parameters in a 3-dimensional reverberation environment.
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