Bifurcation Analysis of a Rigid Impact Oscillator with Bilinear Damping

1. Introduction

The rigid impact, known as the impulsive reactions whenever rigid bodies collide, widely exists in many engineering applications, such as rotating machinery, car suspension systems, and cutting processes. In general, such impact can be studied using the rigid impact oscillator, which is modelled using the coefficient of restitution rule assuming the instantaneous reversal of velocity for the collision body. The rigid impact oscillator is a nonsmooth dynamical system which can exhibit complex dynamical behavior, so the stability and the bifurcation of the rigid impact oscillator have received great attention; see, for example, [1–18]. In [1], Shaw and Holmes observed the chaotic and long period motions in a class of periodically forced linear oscillators with impacts. In [2], Whiston analyzed the vibroimpact response of a one-dimensional undamped linear oscillator preloaded against a stop by a constant force and subjected to harmonic excitation. Nordmark [3] studied the singularities of grazing impacts in a single-degree-of-freedom periodically forced oscillator subjected to a rigid amplitude constraint using analytical methods. In [4], Ivanov developed the linear theory for analyzing the stability and the bifurcation of a class of rigid impact oscillators. Foale [5, 6] classified the types of grazing bifurcation in a class of rigid impact oscillators and presented analytical results to show how the type of grazing bifurcation changed with control parameter. In [7], Luo and Xie observed Hopf bifurcations in a vibroimpact system at two strong resonance cases. Luo and Chen [8] investigated the mapping dynamics of periodic motions for a class of rigid impact oscillators. Dankowicz and Zhao [9, 10] studied different bifurcation scenarios associated with the switching between impacting and nonimpacting motions of impact actuators near grazing. In [11], Thota and Dankowicz studied continuous and discontinuous grazing bifurcations of impacting oscillators by using the discontinuity mapping. In particular, the concept of discontinuity geometry was introduced in [12–14] to study the grazing bifurcation in rigid impact oscillators. Later on, Mason and Piironen [15] focused on the intricate relationship between smooth and nonsmooth phenomena in an impacting system. Jiang et al. [16] studied the antiphase synchronization and the symmetry-breaking bifurcation of two mechanical oscillators coupled by rigid impacts. In [17], Jiang et al. investigated the differences between the grazing-induced bifurcations in impact oscillators with one-sided elastic and rigid constraints by a path-following method.

In this paper, we will study a rigid impact oscillator with bilinear damping through one-parameter bifurcation analysis. In general, linear damping is always considered in the physical models of mechanical systems. However, in some
engineering practices, piecewise linear or viscous dampers are widely designed and used owing to their adaptability in the changing environment. For example, shock absorber with bilinear characteristics is often used for improving the driving safety and traveling comfort of vehicles [19]. Therefore, piecewise linear or viscous dampers have received considerable attention from researchers and engineers, for example, [20–29]. In [19], the nonlinear stationary oscillations of a quarter-vehicle model with two degrees of freedom subjected to a vertical road excitation and bilinear damping were studied. In [20], Natsiavas presented an appropriate stability analysis for periodic solutions of harmonically excited piecewise linear systems with dry friction and damping coefficients depending on the velocity direction. Natsiavas and Verros [21] studied the dynamics of oscillators with strongly nonlinear asymmetric damping. In [22], Verros et al. studied the dynamic response of a controlled single-degree-of-freedom quarter-car model subjected to road excitation, and the control strategy applied to the system was based on the selection of two values of the damping ratio. In [23], the effect of asymmetric damping on the sprung mass position was investigated by analyzing a two-degree-of-freedom quarter-vehicle model. In [24], Verros et al. investigated the car models involving passive damping with constant and dual-rate characteristics. In [25], the model of a single degree of system subjected to harmonic base excitation was used to study the performance of vibration isolation using four semiactive dampers, and five control algorithms were studied based on the skyhook control, the balance control, and the adaptive damping control. Papalukopoulos and Natsiavas [26] investigated biodynamic response of the lumped parameter passenger-seat models coupled with the simplified models of ground vehicles, and dual-rate suspension damping was used to model the damper between the vehicles. In [27], Luo and Rajendran investigated the periodic motions and the stability in a semiactive suspension system with the magnetorheological damping which varies with relative velocity. In addition, Waters et al. [28] considered the effect of dual-rate suspension damping on vehicle response to transient road inputs. A damping control law was proposed in [29] to adjust the damping coefficient for suppressing the chaotic behavior of an impact oscillator.

Recently, there has been an increasing interest in the analysis and synthesis of impulsive switched systems with the presence of two nonsmooth effects, impulsive disturbances and switching, because of their significance in theory and applications in physics, biology, engineering, and information science [30–37]. In [31], Xie and Wang introduced the impulsive behavior into switched linear systems and studied their controllability and observability. Guan et al. [32] studied the exponential and asymptotical stability for a class of hybrid impulsive and switching nonlinear systems and developed a new hybrid impulsive and switching control strategy. In [33], Zhong and Wu studied the robust exponential stability for a class of switched systems with impulsive effect and structural perturbations. In [34], $H_\infty$ control of a class of discrete impulsive switched systems with disturbance was studied by using the Lyapunov direct method. In [35–37], the stability analysis of impulsive switched systems with time delays was studied. In this paper, we will develop a mechanical model for impulsive switched systems and carry out bifurcation analysis for this system [38]. Firstly, the physical model of a rigid impact oscillator with bilinear damping is built, and the dual-rate damper model is used to describe the bilinear damping. Secondly, in order to describe the segments of periodic orbits of the impact oscillator, we divide the phase space into four subspaces and obtain four discontinuity boundaries. Then, five local maps are defined between these discontinuity boundaries, and periodic orbits can be described by the composite of these local maps. Thus, the stability and the bifurcation of the impact oscillator can be determined by the eigenvalues of the Jacobian matrix of these global maps. Thirdly, one-parameter bifurcation analysis is carried out to show the influence of forcing frequency and amplitude on the dynamics of the system. Finally, numerical simulations show that the system exhibits complex phenomena, including periodic and chaotic orbits.

2. Physical Model

The physical model of the rigid impact oscillator with one-sided constraint is shown in Figure 1(a). Displacement of the mass is represented by $X$. The mass is connected to the supporting base by a linear spring with stiffness $k$ and a dual-rate damper with the damping coefficient expressed as

$$c = \begin{cases} c_1, & X \geq 0, \\ c_2, & X < 0, \end{cases}$$

Figure 1: (a) Physical model and (b) the dual-rate damper model.
where $\dot{X}$ denotes the differentiation of $X$ with respect to the time $t$. The relationship between the damping force $f_d = c\dot{X}$ and the velocity $V = \dot{X}$ for the dual-rate damper model is presented in Figure 1(b). As shown in the figure, the damping coefficients in compression and extension are different depending on the sign of the velocity. Thus the dual-rate damper is easy to be designed in engineering and it can also achieve a better compromise performance for the vehicle between ride, road-holding, handling, and control, so it is used as a typical model in automotive engineering applications. However, to adapt complex engineering circumstances, we can consider the other types of dampers, such as three-linear, four-linear, and viscous. The dynamics of impact oscillators with these dampers may be complex, which needs further studies. External harmonic excitation is applied on oscillators with theses dampers may be complex, which needs further studies. However, for simplicity, the mass with an amplitude $x(t)$ and frequency $\Omega$ are given as

\[ m\ddot{X} + c\dot{X} + kX = F\cos(\Omega t), \quad X < E, \]

where $\dot{X}^-$ and $\dot{X}^+$ represent the velocities of the impact oscillator before and after impact, respectively. For simplicity, we introduce the following nondimensional variables and parameters, $\tau = \Omega_0 t$, $\Omega_0 = \sqrt{k/m}$, $x = X/y_0$, $e = E/y_0$, $\xi_1 = c/(2m\Omega_0)$, $\xi_2 = c_2/(2m\Omega_0)$, and $A = F/(ky_0)$, where $\tau$ is the nondimensional time, $x$ is the nondimensionalized displacement, $e$ is the nondimensional gap, $A$ is the nondimensional forcing amplitude, and $y_0$ is an arbitrary reference distance. After the nondimensionalization, the equations of motion of the impact oscillator taking into account the dual-rate damper are given as

\[ m\ddot{X} + c\dot{X} + kX = F\cos(\omega t), \quad X < E, \]

\[(\dot{X})^+ = -r(\dot{X}^-), \quad \dot{X} = e, \quad x = e, \]

where $\dot{x}$ denotes the differentiation of $x$ with respect to the nondimensional time $\tau$ and $H(\cdot)$ is the Heaviside step function.

### 3. Local Maps and Stability Analysis

The impact oscillator (3) is a state-dependent impulsive switched (hybrid) dynamical system which can be expressed as

\[ x''(\tau) = f_p(\tau, x(\tau), x'(\tau)), \quad (x(\tau), x'(\tau)) \in C_p, \]

\[ x'(\tau^+) = g_q(\dot{x}'(\tau^-)), \quad (x(\tau), x'(\tau)) \in D_q, \]

where $p \in P = \{1, 2\}$, $q \in Q = \{1, 2\}$, $f_1(\tau, x(\tau), x'(\tau)) = A\cos(\omega \tau) - 2\xi_1 x - x$, $f_2(\tau, x(\tau), x'(\tau)) = A\cos(\omega \tau) - 2\xi_2 x - x$, $g_1(x'(\tau^-)) = -r x(\tau^-)$, $g_2(x'(\tau^-)) = x'(\tau^+)$, $v = x'$, $C_1 = \{(x, v) | x < e, v \geq 0\}$, $C_2 = \{(x, v) | x < e, v < 0\}$, $D_1 = \{(x, v) \mid x = e, v > 0\}$, $D_2 = \{(x, v) \mid x \leq e, v = 0\}$.

Given an initial value $(x(\tau), x'(\tau)) \in C_p$, $p' \in P$, the motion of the impact oscillator is governed by the equation $x''(\tau) = f_p(\tau, x(\tau), x'(\tau))$ until $(x(\tau), x'(\tau)) \in D_q$, $q' \in Q$, and the state jumps according to $x'(\tau^+) = g_q(x'(\tau^-))$. If $(x(\tau^+), x'(\tau^+)) \in C_{p''}$, $p'' \in P$, the motion switches to continuous motion governed by the equation $x''(\tau) = f_{p''}(\tau, x(\tau), x'(\tau))$, and then, the procedure continues. Each segment can be denoted by the signature $(f_p, D_q, g_q)$. Figure 2(a) shows the representative trajectory of nonimpacting period-1 orbit by using the segments $\{f_1, D_1, g_1\}$ and $\{f_2, D_2, g_2\}$. Figure 2(b) presents the representative trajectory of period-1 orbit with one impact per period using the segments $\{f_1, D_1, g_1\}$ and $\{f_2, D_2, g_2\}$.

In the following, the mapping methods proposed in [8, 17, 27, 39–41] will be used to study the stability and the bifurcation of the impact oscillator (3). In order to describe the segments of the impact oscillator, we divide the phase space into four subspaces $\Pi_1$, $\Pi_2$, $\Pi_3$, and $\Pi_4$, where $\Pi_1 = \{(x, v, \tau) \mid x < e, v > 0\}$, $\Pi_2 = \{(x, v, \tau) \mid x > e, v > 0\}$, $\Pi_3 = \{(x, v, \tau) \mid x < e, v < 0\}$, and $\Pi_4 = \{(x, v, \tau) \mid x > e, v < 0\}$. Switches between these regimes occur on the discontinuity boundaries, $\Sigma_1$, $\Sigma_2$, $\Sigma_3$, and $\Sigma_4$, where $\Sigma_1 = \{(x, v, \tau) \mid x = e, v > 0\}$, $\Sigma_2 = \{(x, v, \tau) \mid x = e, v < 0\}$, $\Sigma_3 = \{(x, v, \tau) \mid x < e, v = 0\}$, and $\Sigma_4 = \{(x, v, \tau) \mid x > e, v = 0\}$.
\( x > e, \nu = 0 \). Here, we define five local maps as follows:

\[
P_3: \Sigma_3 \rightarrow \Sigma_3, P_2: \Sigma_2 \rightarrow \Sigma_1, P_1: \Sigma_1 \rightarrow \Sigma_1, P_4: \Sigma_2 \rightarrow \Sigma_2, \text{ and } P_5: \Sigma_2 \rightarrow \Sigma_3,\]

which are shown in Figure 2(c). These local maps project the point located on one of the discontinuity boundaries onto another. The local map \( P_1 \) can be represented by \( P_1^k: (x_n, v_n; \tau_n) \rightarrow (x_{n+1}, v_{n+1}; \tau_{n+1}) \), where \( v_n = v_{n+1} = 0 \) and the trajectory is in the regime \( \Pi_1 \). The local map \( P_2 \) can be represented by \( P_2^k: (x_n, v_n; \tau_n) \rightarrow (x_{n+1}, v_{n+1}; \tau_{n+1}) \), where \( v_n = v_{n+1} = 0 \) and the trajectory is in the regime \( \Pi_1 \). The local map \( P_3 \) can be represented by \( P_3^k: (x_n, v_n; \tau_n) \rightarrow (x_{n+1}, v_{n+1}; \tau_{n+1}) \), where \( x_n = e, v_{n+1} = e, \) and the trajectory is in the regime \( \Pi_1 \). Due to impacts at the boundary, \( P_4 \) represents the impact relation; that is, \( P_4^k: (x_n, v_n; \tau_n) \rightarrow (x_{n+1}, v_{n+1}; \tau_{n+1}) \), where \( \tau_n = \tau_n, x_n = x_{n+1} = e, v_{n+1} = -r \times v_n \). The local map \( P_5 \) can be represented by \( P_5^k: (x_n, v_n; \tau_n) \rightarrow (x_{n+1}, v_{n+1}; \tau_{n+1}) \), where \( x_n = e, v_{n+1} = 0 \), and the trajectory is in the regime \( \Pi_1 \). The governing equations for the local maps \( P_1, P_2, P_3, \) and \( P_5 \) can be obtained from the solutions of the linear ordinary differential equations in the corresponding regimes (see the Appendix). For example, the global map of the nonimpacting period-1 orbit shown in Figure 2(a) can be expressed as \( P_3^k = P_3 \circ P_1 \). Thus, the stability of this period-1 motion can be determined using the corresponding Jacobian matrix of the relation; that is, grazing bifurcation occurs at \( \omega = \omega_{g1} \approx 0.84382 \). Then the period-1 response changes to a stable period-3 orbit with one impact \( P_{3(21543)} = P_{3(2154321543)} \) via a grazing bifurcation. As the forcing frequency is further increased, the trajectory of the period-3 orbit with one impact per period contacts the discontinuity boundary with zero velocity again; that is, the second grazing bifurcation is observed at \( \omega = \omega_{g2} \approx 0.98108 \) which leads to a small regime of chaotic motions for the impact oscillator. Thereafter, a reverse period-doubling cascade occurs and the impact oscillator changes from chaotic motion to a stable period-4 orbit with two impacts per period \( P_{3(2154321543)} \) followed by a stable period-2 orbit with one impact per period \( P_{3(21543)} \), which bifurcates into a stable period-1 orbit with one impact per period \( P_{3(3)} \) eventually. With further increase of the forcing frequency, the period-1 orbit with one impact undergoes a saddle-node bifurcation at \( \omega = \omega_{s} \approx 1.3846 \) resulting in an unstable period-1 orbit with one impact per period \( P_{3(3)}(U) \). As the forcing frequency \( \omega \) becomes less than 1.4, there is a nonimpacting period-1 orbit \( P_{3(3)} \) followed by a grazing bifurcation occurring at \( \omega = \omega_{g2} \approx 1.1311 \), and the state of the impact oscillator jumps to the coexisting stable period-1 orbit with one impact per period.

Figure 3(b) shows the corresponding amplitude frequency curve of the period-1 solution. As the frequency increases, a grazing bifurcation (GR) occurs at the critical value \( \omega = \omega_{g1} \), leading a stable nonimpacting period-1 orbit to an unstable period-1 orbit with one impact per period. With the further increase in the frequency, a period-doubling bifurcation (PD) takes place and the unstable period-1 orbit with one impact per period regains stability. Later on, the stable period-1 impact orbit with one impact per period loses stability via a saddle-node bifurcation (SN). On the other hand, as the frequency decreases, the second grazing bifurcation (GR) occurs at the critical value \( \omega = \omega_{g2} \). Hence, the stable nonimpacting period-1 orbit becomes unstable, and an unstable period-1 orbit with one impact per period emerges. Then, the lower branch of unstable solutions coalesces with the upper stable branch and they annihilate each other through a saddle-node bifurcation (SN). Here, the hysteresis phenomenon is observed.

Figure 4 presents the evolution of basins of attraction of the impact oscillator with bilinear damping. Here, the basin of the period-1 orbit with one impact per period (red) is given in cyan, and the nonimpacting period-1 orbit (blue) is shown in magenta. As can be seen from this series of graphs, the basin for the period-1 orbit with one impact per period gradually shrinks as the frequency increases and disappears completely at \( \omega = \omega_{m} \approx 1.3846 \), while the nonimpacting period-1 orbit gradually grows as the frequency increases.

### 4. Bifurcation Analysis of the Impact Oscillator with Bilinear Damping

In this section, one-parameter bifurcation analysis of the impact oscillator with bilinear damping is carried out to investigate the influence of forcing frequency and amplitude on the dynamics of the system.

#### 4.1. Influence of the Forcing Frequency

To investigate the influence of forcing frequency on the dynamics, we chose \( a = 0.3, e = 1, \xi_1 = 0.05, \xi_2 = 0.04, r = 0.7, \) and the forcing frequency \( \omega \) was considered as a branching parameter. Bifurcation diagrams were constructed by starting from an initial frequency, plotting the solution once it converged to a periodic response (or plotting the next 500 iterates if there was no convergence after 2000 periods), and using the final conditions as the initial conditions of the next value of frequency. Bifurcation diagram constructed by the mass displacement under variation of forcing frequency \( \omega \) is shown in Figure 3. As can be seen from Figure 3, an interesting bifurcation structure was recorded. As the forcing frequency \( \omega \) exceeds 0.8, the nonimpacting period-1 orbit \( (P_3) \) is unchanged until the orbit grazes the discontinuity boundary; that is, grazing bifurcation occurs at \( \omega = \omega_{g1} \approx 0.84382 \). Then the period-1 response changes to a stable period-3 orbit with one impact \( (P_{3(21543)} = P_{3(2154321543)}) \) via a grazing bifurcation. As the forcing frequency is further increased, the trajectory of the period-3 orbit with one impact per period contacts the discontinuity boundary with zero velocity again; that is, the second grazing bifurcation is observed at \( \omega = \omega_{g2} \approx 0.98108 \) which leads to a small regime of chaotic motions for the impact oscillator. Thereafter, a reverse period-doubling cascade occurs and the impact oscillator changes from chaotic motion to a stable period-4 orbit with two impacts per period \( (P_{3(2154321543)}) \), which bifurcates into a stable period-1 orbit with one impact per period \( (P_{3(3)}) \) eventually. With further increase of the forcing frequency, the period-1 orbit with one impact undergoes a saddle-node bifurcation at \( \omega = \omega_{s} \approx 1.3846 \) resulting in an unstable period-1 orbit with one impact per period \( (P_{3(3)}) \). As the forcing frequency \( \omega \) becomes less than 1.4, there is a nonimpacting period-1 orbit \( (P_{3(3)}) \) followed by a grazing bifurcation occurring at \( \omega = \omega_{g2} \approx 1.1311 \), and the state of the impact oscillator jumps to the coexisting stable period-1 orbit with one impact per period.

Figure 3(b) shows the corresponding amplitude frequency curve of the period-1 solution. As the frequency increases, a grazing bifurcation (GR) occurs at the critical value \( \omega = \omega_{g1} \), leading a stable nonimpacting period-1 orbit to an unstable period-1 orbit with one impact per period. With the further increase in the frequency, a period-doubling bifurcation (PD) takes place and the unstable period-1 orbit with one impact per period regains stability. Later on, the stable period-1 impact orbit with one impact per period loses stability via a saddle-node bifurcation (SN). On the other hand, as the frequency decreases, the second grazing bifurcation (GR) occurs at the critical value \( \omega = \omega_{g2} \). Hence, the stable nonimpacting period-1 orbit becomes unstable, and an unstable period-1 orbit with one impact per period emerges. Then, the lower branch of unstable solutions coalesces with the upper stable branch and they annihilate each other through a saddle-node bifurcation (SN). Here, the hysteresis phenomenon is observed.

Figure 4 presents the evolution of basins of attraction of the impact oscillator with bilinear damping. Here, the basin of the period-1 orbit with one impact per period (red) is given in cyan, and the nonimpacting period-1 orbit (blue) is shown in magenta. As can be seen from this series of graphs, the basin for the period-1 orbit with one impact per period gradually shrinks as the frequency increases and disappears completely at \( \omega = \omega_{m} \approx 1.3846 \), while the nonimpacting period-1 orbit gradually grows as the frequency increases.

#### 4.2. Influence of the Forcing Amplitude

To investigate the influence of forcing amplitude on the dynamics, we fixed
Figure 3: (a) Bifurcation diagrams constructed for the mass displacement under varying forcing frequency \( \omega \) calculated at \( a = 0.3, \varepsilon = 1, \xi_1 = 0.05, \xi_2 = 0.04, r = 0.7 \). Black and blue dots mark the mass displacement which is swept in the increasing and decreasing directions, respectively. The magenta dots show the unstable period-1 orbit with one impact. Additional windows demonstrate the trajectories of the attractors on the phase plane \((x, v)\) obtained for \( \omega = 0.83, \omega = \omega_{g1} \approx 0.84382, \omega = 0.87, \omega = 0.90108, \omega = 0.91, \omega = 0.95135, \omega = 0.96, \) and \( \omega = 1.25 \) (stable impacting period-1 orbit in black, unstable impacting period-1 orbit in magenta, stable nonimpacting period-1 orbit in blue). Green solid lines indicate the location of the discontinuity boundaries \( x = \varepsilon \) and \( v = 0 \), and the red points show the Poincaré sections. (b) The corresponding amplitude frequency curve showing the maximum of the absolute values of the mass displacement as a function of the forcing frequency \( \omega \). Blue, green, and red dots represent one-parameter grazing (GR), period-doubling (PD), and saddle-node (SN) bifurcations, respectively. Solid and dotted lines denote stable and unstable solutions, respectively. The dashed horizontal line denotes \( \max(\text{abs}(x)) = 1 \).

\( \omega = 0.8, \varepsilon = 1, \xi_1 = 0.05, \xi_2 = 0.04, r = 0.7, \) and used the forcing amplitude \( a \) as a branching parameter. The constructed bifurcation diagram is shown in Figure 5. As can be seen from the figure, an interesting bifurcation structure was recorded. As the forcing amplitude \( a \) exceeds 0.3, the nonimpacting period-1 orbit \( (P_{21}) \) is unchanged until the orbit grazes the discontinuity boundary \( x = e \), so the grazing bifurcation (GR) occurs at \( a = a_{g} \approx 0.36981 \). Then, a small regime of chaotic motions can be observed which is followed by a period-2 orbit with one impact per period \( (P_{21^543}) \). As the forcing amplitude increases, the trajectory of the period-2 orbit with one impact contacts the discontinuity boundary \( x = e \) with zero velocity, so the second grazing bifurcation (GR) occurs at \( a = a_{g} \approx 0.44681 \) leading to a period-2 orbit with two impacts per period \( (P_{21^543^2} = P_{2154321543}) \). Shortly after, a reverse period-doubling bifurcation (PD) occurs and the response of the impact oscillator changes to a stable period-1 orbit with one impact per period \( (P_{21543}) \). With further increase in the forcing amplitude, a saddle-node bifurcation (SN) is observed at \( a = a_{sn} \approx 2.0729 \), and the state changes to a coexisting stable period-1 orbit with two impacts per period \( (P_{543^2} = P_{543^2543}) \). Now we consider the variation of the branching parameter in a reversed direction. As the forcing amplitude \( a \) becomes less than 2.4, there is a stable period-1 orbit with two impacts per period \( (P_{543^2} = P_{543^2543}) \) which is followed by a saddle-node bifurcation (SN).
recorded at $a = a_m^2 \approx 1.6081$. Since then, the state of the impact oscillator jumps to the coexisting stable period-1 orbit with one impact per period ($P_{21,43}$). Again, the hysteresis phenomenon is observed.

Figure 6 presents the evolution of basins of attraction for the impact oscillator with bilinear damping. Here the basin of the period-1 orbit with one impact per period (red) is given in cyan and the period-1 orbit with two impacts per period (blue) is in magenta. As can be seen from these graphs, the basin of the period-1 orbit with one impact per period shrinks gradually as the frequency increases and disappears completely at $a = a_{sn} \approx 2.0729$. The basin for the period-1 orbit with two impacts per period grows gradually as the amplitude increases.

5. Conclusions

The rigid impact oscillator with bilinear damping constructed as the mechanical model of an impulsive switched system was investigated through one-parameter bifurcation analysis in this paper. The stability and the bifurcation of the periodic orbits in the impact oscillator were studied by using the mapping methods. In order to describe the periodic orbit, we divided the phase space of the system into four subspaces and defined four discontinuous boundaries. Local maps were built to describe the motion of the system, and the eigenvalues of the Jacobian matrix of these global maps were used to determine the stability and bifurcation of the system.

Our one-parameter bifurcation analyses show that, as the forcing frequency varies for $\omega \in [0.8, 1.4]$, the system experiences grazing, period-doubling, and saddle-node bifurcations. The coexistence of impacting period-1 and nonimpacting period-1 orbits was observed for $\omega \in [0.98108, 1.3846]$. A series of basins of attraction of the impact oscillator were presented to show the evolution of these two coexisting attractors, where the basin for the impacting period-1 orbit gradually shrinks as the forcing frequency increases and disappears completely at $\omega \approx 1.3846$. 
Our one-parameter bifurcation analyses using the forcing amplitude as the branching parameter reveal that the impact oscillator encounters two grazing, one period-doubling, and two saddle-node bifurcations when the forcing amplitude varies for $a \in [0.3, 2.4]$. When $a \in [1.6081, 2.0729]$, a period-1 orbit with one impact per period and a period-1 orbit with two impacts per period coexist. The basins of attraction show that the period-1 orbit with one impact disappears completely at $a = 2.0729$, and the basin for the period-1 orbit with two impacts grows gradually as the forcing amplitude increases.

Compared to the research on the rigid impact oscillators with linear damping in [1–18], the bilinear damping was considered and the mapping method was adopted to investigate the dynamics of the rigid impact oscillator with bilinear damping focusing on grazing bifurcations, which can be utilized for analyzing this type of nonsmooth dynamical systems. Compared to the research on piecewise linear dampers in [19–29], numerical methods including bifurcation diagrams, phase-portraits, and basin of attraction were carried out to show the influence of the forcing frequency and amplitude on the dynamics of the system. Furthermore, coexisting attractors and various types of bifurcations, such as grazing, period-doubling, and saddle-node, are observed, which show the complex phenomena inhered in the impact oscillator. Future works include two-parameter bifurcation analysis and investigation of the bifurcation mechanism inhered in this impact oscillator.
Figure 6: Evolution of the basins of attraction for the impact oscillator with bilinear damping obtained for $\omega = 0.8$, $e = 1$, $\xi_1 = 0.05$, $\xi_2 = 0.04$, $r = 0.7$, (a) $a = 1.60$, (b) $a = 1.65$, (c) $a = 1.70$, (d) $a = 1.95$, (e) $a = 2.05$, and (f) $a = 2.10$. Here the period-1 orbit with one impact per period shown in red has a cyan basin, and the period-1 orbit with two impacts per period shown in blue has a magenta basin.

### Appendix

#### The Analytical Solution of the Equation in the Smooth Regimes $\Pi_1$ and $\Pi_2$

Consider the equation

$$x'' + 2\xi_i x' + x = a \cos (\omega \tau), \quad i = 1, 2, \quad (A.1)$$

with the initial conditions $x(\tau_n) = x_n$, $x'(\tau_n) = v_n$. The solution is

$$x(\tau) = A_1 \cos (\omega \tau) + B_1 \sin (\omega \tau) + e^{\xi_i (\tau-\tau_n)} \times (C_1 \sin (\gamma_1 (\tau - \tau_n)) + C_2 \cos (\gamma_1 (\tau - \tau_n))), \quad (A.2)$$

and its directive is

$$x' (\tau) = -A \omega \sin (\omega \tau) + B_1 \omega \cos (\omega \tau) + (-\xi)$$

$$e^{\xi_i (\tau-\tau_n)} (C_1 \sin (\gamma_1 (\tau - \tau_n))) + C_2 \cos (\gamma_1 (\tau - \tau_n))$$

$$+ e^{\xi_i (\tau-\tau_n)} (C_1 \gamma_1 \cos (\gamma_1 (\tau - \tau_n)) - C_2 \gamma_1 \sin (\gamma_1 (\tau - \tau_n))), \quad (A.3)$$

where $A = a(1 - \omega^2)/((1 - \omega^2)^2 + (2\xi_1 \omega)^2)$, $B_1 = -2a\xi_1 \omega/((1 - \omega^2)^2 + (2\xi_1 \omega)^2)$, $B = x_1 - (A_1 \cos (\omega \tau_n) + B_1 \sin (\omega \tau_n)), C_1 = (v_n + \xi_1 C_2 + A \omega \sin (\omega \tau_n) - B \omega \cos (\omega \tau_n))/\gamma_1$.
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