1. Introduction

At present, the underground engineering is gradually moving from the large-scale construction stage into the following heavy maintenance stage in China. The safe operation of underground facilities is threatened by the increasing servicing time and the increasing number of the surrounding construction activities, such as the large excavation. Therefore, the health monitoring system is greatly needed to determine the service state of underground facilities in real time. The static level gauge and crack meter are frequently used to monitor tunnel settlement and joint opening [1, 2], which can effectively prevent large deformation and leakage accidents caused by improper construction behavior such as deep excavation around subway tunnels. However, the related static health monitoring method can only characterize the structural behavior near the monitoring points, and the dense layout is thus needed and difficult to obtain the structural elastic modulus and other indicators directly. It can be used instead of some nondestructive testing methods, but the detection efficiencies of these methods are difficult to meet the real-time requirements for large-scale applications. Therefore, there is a strong need of developing health monitoring methods based on vibration or wave propagation characteristics which have sensing capability of the overall underground structure and the surrounding soil.

The present wave or vibration-based methods can utilize characteristics of wave propagation within the structures or the normal vibration modes to identify structural performance. Examples of current structural healthy monitoring (SHM) techniques include using fiber optics, ultrasonics, piezoelectrics and acoustic emissions, thermography, and embedded thin film [4–6]. For these methods, the effective
identification and extraction of vibration characteristics become very important. For applications in bridges and high-rise buildings, the vibration modes and related methods are more commonly used, e.g., the natural frequency and frequency response function (FRF) spectrum-based methods [7], the mode shape-based methods [8], the model and related matrix-based methods [9], and the data driven methods [10]. Some signal processing techniques have also been proposed for vibration characteristics extraction [11].

It is well known that the soil-structure interaction will change the wave propagation characteristics [12, 13], since the underground structures are strongly coupled with the surrounding soil, and the constraining and damping effects and the dynamic behaviors of surrounding soil will cause major challenges for the identification of vibration characteristics [14]. In previous studies, the difference between frequency and dispersion characteristics of the subway tunnel with or without surrounding soil is studied by numerical calculation [15–17]. It is found that the mode frequency is more difficult to identify from the frequency spectrum under the condition of soil coupling. Health monitoring of underground pipelines is mostly based on wave propagation characteristics and related methods [18–20]. Leinov et al. [21], Vogt et al. [22], and Eybpoosh et al. [23] found that the propagation modes and their dispersion characteristics of the propagating ultrasonic-guided waves changed from the pipeline to the surrounding medium. Meanwhile, a series of signal processing and modal parameter identification methods have been proposed, such as the peak-picking method, the random decrement technique (RAMA) [24], the natural excitation technique (NExT) [25], and the stochastic subspace identification (SSI) method [26]. The NExT is a method of mode testing that allows structures to be tested in their ambient environments, where the auto- or cross-correlation function is used for mode identification. The SSI method is originally presented by van Overschee and de Moor [27], and an extension of the original SSI method that does not require output covariance was proposed by Peeters and de Roeck [28, 29] as the reference-based SSI. The stochastic realization algorithm mainly focused on the data-driven method (SSI-DATA) that considers the problem of identifying a stochastic state-space model from output-only data. As opposed to SSI-DATA, the covariance-driven stochastic subspace identification (SSI-COV) algorithm is also developed to avoid the computation of orthogonal projection. Furthermore, to reduce the effect of noise on the results of identification, some filtering techniques need to be used to enhance the early emergence of a stable diagram for the identifiable modes. For instance, SSI is combined with multivariate singular spectrum analysis (MSSA) for vibration monitoring of the rotating turbine system [30]. These methods are widely used in bridges and high-rise buildings, but their applicability in the underground engineering remains to be explored.

An equally important consideration in developing the monitoring system is minimizing the amount of data processing and improving the stability and robust of the monitoring network. Automatic processing technology is also used to reduce the amount of data transmission from the terminal nodes to the server. Therefore, the following key problems need to be considered in the application of the vibration-based monitoring method to tunnels and other underground structures:

1. Understanding of the tunnel-soil coupling effect on the tunnel dynamic characteristics, and selection of the appropriate vibration characteristics for determining the current structural state
2. Proper signal processing and vibration characteristics identification methods with high stability and accuracy
3. Development of the self-processing and automatic identification capability of terminal nodes to meet the low energy cost and robust needs of the wireless network transmission

In this paper, to explore the vibration characteristics of the tunnel and its identification method, a series of field tests are carried out at the subway and power tunnels with different diameters of 6.4 m and 3.2 m. The SSI-COV method is used, and the NExT is also combined as the filtering techniques to identify tunnel mode natural frequency, and some comparisons on the difference between using SSI-COV and NExT-SSI-COV method on the result of identification are carried out through the stability diagram. At last, a theoretical pipe-in-pipe (PiP) model [31] is employed to study the distribution of the vibration modes, and some scientific suggestions for the tunnel mode parameters identification are provided at last.

2. The NExT-SSI-COV Method

The SSI-COV method is a well-known multivariate identification technique. However, the uncertainty of parameter selection, such as the Toeplitz matrix row number [32] and the long input data will result in the sharp drop of the computational efficiency and stability. In this study, the NExT method is employed and combined with the SSI-COV method to reduce the singularity of covariance matrix and improve the calculation efficiency and stability. The details and process of this method are shown in Figure 1.

Step 1. Form the input matrix N by the NExT method.

The autocorrelation function \( a_{nm} \) of every measurement points and cross-correlation function \( a_{mn} \) for any two measurement points were calculated by the NExT method [33], and the formed matrix is denoted as \( N \in \mathbb{R}^{l \times n} \), where \( l \) is the number of autocorrelation and cross-correlation functions and \( n \) is the sampling number of the NExT method. The \( n \) value is always less than 2048 for identifying the low-frequency modes. Therefore, compared with the conventional SSI-COV method, the size and singularity of the input matrix will be greatly reduced and the computational efficiency and stability can be obviously improved.
Step 2. Form the output Hankel matrix \( Y^s \) from input matrix \( N \).

Firstly, as Equation (1) shows, a series of block matrix \( y_i \) are obtained with a time lag \( i \) from the input matrix \( N \), and every block matrix \( y_i \) has \( l \) lines same as \( Y_N \). And the data Hankel data matrix is established by the future measurements matrix \( Y_f \) and past measurements \( Y_p \) as Equation (1) shows:

\[
Y^s = \frac{1}{\sqrt{j}} \begin{bmatrix}
y_0 & y_1 & \cdots & y_{j-1} \\
y_1 & y_2 & \cdots & y_j \\
\vdots & \vdots & \ddots & \vdots \\
y_{i-1} & y_i & \cdots & y_{i+j-2} \\
y_i & y_{i+1} & \cdots & y_{i+j-1} \\
y_{i+1} & y_{i+2} & \cdots & y_{i+j} \\
\vdots & \vdots & \ddots & \vdots \\
y_{2i-1} & y_{2i} & \cdots & y_{2i+j-2}
\end{bmatrix} = \begin{bmatrix} \mathbf{Y}_p \end{bmatrix} \text{“past”} \quad (1)
\]

and transpose of past measurements \( Y_p \) based on Equation (2):

\[
P = \begin{bmatrix} R_1 & R_{i-1} & \cdots & R_1 \\
R_{i+1} & R_i & \cdots & R_2 \\
\vdots & \vdots & \ddots & \vdots \\
R_{2i-1} & R_{2i-2} & \cdots & R_j
\end{bmatrix}
\]

\[
\begin{align*}
C &= \begin{bmatrix} C_{i-1} & \cdots & AG & G \\
CA^i & \cdots & CA & \cdots \\
\end{bmatrix} = \mathbf{Y}_i (\mathbf{Y}_p)^T, \\
R_i &= E[y_{k+i} y_k^T] = \lim_{j \to \infty} \frac{1}{j} \sum_{k=0}^{j-1} y_{k+i} y_k^T.
\end{align*}
\]

Step 4. Perform singular value decomposition (SVD) on the Hankel covariance matrix \( P \) and obtain eigenmatrix \( S \) \[28, 29\]. Then, separate the matrix \( S \) into two submatrices \( S_1 \) and \( S_2 \) by reducing the eigenvalues. The smallest singular values in the matrix \( S \) are grouped as \( S_2 \) and will be neglected in the following steps by parameters \( \text{Csvd} \). The \( \text{Csvd} \) can be calculated by the following equations:

\[
P = USV^T = (U_1 \ U_2) \begin{bmatrix} S_1 & 0 \\
0 & S_2 \end{bmatrix} \begin{bmatrix} V_1^T \\
V_2^T \end{bmatrix}
= U_1 S_1 V_1^T,
\]

\[
\text{Csvd} = \sum V_{S_1} \sum V_{S_2}
\]

where \( \sum V_{S_1} \) is the cumulative value of the first \( n \) eigenvalues for the \( S \) matrix and \( \sum V_{S_2} \) is the cumulative value of all eigenvalues.

Steps 5–7. Based on the conventional SSI-COV method, the extended observability matrix \( \Gamma_L \) is firstly calculated according to Equation (5), and then the system parameter matrices \( A \) and \( C \) and mode frequency \( \omega_0 \) and damping coefficient \( \xi_n \) are obtained separately by Equations (6) and (7) \[34, 35\]:

\[
\Gamma_L = S_1^{1/2} V_{S_1}^T,
\]

\[
A = \Gamma_L^{T} L,
\]

\[
C = \text{the first } L \text{ rows of } \Gamma_L,
\]

where \( \Gamma_L \) and \( \Gamma_L \) denote \( \Gamma_L \) without the last \( L \) rows and the first \( L \) rows, respectively:

\[
\Gamma_L = \begin{bmatrix} \Gamma_L & \Gamma_L^T \\
\vdots & \vdots \\
\end{bmatrix}
\]

\[
A = \begin{bmatrix} \Gamma_L^T L \\
\vdots \\
\end{bmatrix}
\]

\[
C = \begin{bmatrix} \Gamma_L \\
\vdots \\
\end{bmatrix}
\]
3. Field Test and Mode Frequency Identification of a Power Tunnel

3.1. Measurement Site and Arrangement. As Figure 2 shows, the measured power tunnel is a pipe jacking tunnel, which consists of concrete pipes with a length of 2.5 m. The outer diameter is 3.2 m, and inner diameter is 2.7 m. Nine accelerometers (LANCE 130 series) are installed at the wall and the bottom of the tunnel. Three of them are equipped at each measured point to collect the response from the radial, longitudinal, and tangential directions, and the letter R means the sensor is installed in the radial direction; L means the longitudinal direction, while T is the tangential direction.

3.2. Ambient Vibration Test. To compare the response characteristics of the tunnel in daytime and nighttime, the ambient vibration test is conducted for seven days. Acceleration response records of 30 minutes in the nighttime and daytime, respectively, at the measurement point B-1 are shown in Figure 3. For the measured power tunnel close to a subway, the vibration from the operational trains makes the vibration amplitude at daytime about 4 times than that at night. Based on the above data, the tunnel mode frequency characteristics are studied, and a comparison on the difference between using SSI-COV and NExT-SSI-COV on the result of identification is carried out through the construction of a stability diagram. The stability diagram has been proved very helpful to identify the dominant frequencies of the vibration mode while using the SSI-COV method [32].

3.2.1. The Tunnel Response Characteristics at Night. To analyze the tunnel response characteristics at night, with the 30-minute records collected from nine accelerometers, the input matrix dimension will be 3600000 × 9 using the traditional SSI method. The stability diagram can be obtained and is shown in Figure 4 after running for three hours on a microcomputer with an Intel i5 processor. While the NExT method is employed, based on the procedures of Step 1 and Step 2 introduced in Section 2, the auto- and cross-correlation functions of every degree of freedom were calculated with a sampling window of 2048 points and the input matrix N is formed with the matrix dimension of 2048 × 28. The operation time of the stability diagram on the same microcomputer then can be reduced to less than 2 minutes. The calculation results are shown in Figure 5.

By comparing the stability diagrams of Figures 4 and 5, it was observed that several modes between 10 and 15 Hz can be found in Figure 4 by using the SSI-COV method directly, but the data fluctuation along the number of rows makes it difficult to identify the natural frequency automatically and accurately. It thus will limit its application of SHM at the underground structure. However, as the NExT method is combined, there is only one mode left with the frequency of 10.5 Hz. In addition, in the implementation of SSI-COV, the selecting Csvd in Step 4 at Section 2 can lead to a change in the number of the vibration modes and their identification accuracy. From Figure 5, it is observed that there is almost no change on the identified model frequencies as the Csvd value changes from 0.815 to 0.915 by using the NExT-SSI-COV method. Therefore, the NExT method can develop the mode frequency identification stability and accurately and make it much suitable for application in the underground structure.

3.2.2. The Tunnel Response Characteristics at Daytime. The tunnel response characteristics are analyzed during the daytime, especially for considering those vibration modes excited by the train-induced vibration from the nearby subway. By employing the method both of traditional SSI-COV method and NExT-SSI-COV method, a 30-minute record is used and the stability diagrams are shown in Figure 6. By comparing Figures 6(a) and 6(b), the mode frequency identification accuracy and stability are improved by using the NExT-SSI-COV method. Meanwhile, it also can be observed that besides 10.5 Hz, there are much more recognition results that can be found from Figure 6, and several modes of which are around 48 Hz of which is close to the subway track-rail resonant frequency.

From the ambient test at the power tunnel both at daytime and nighttime and by comparing the stability diagrams of using the traditional SSI method and modified method, it is found that the NExT-SSI-COV method has better mode natural frequency recognition accuracy and stability, and several mode frequencies can be clearly identified around 10.5 Hz, 48 Hz, and 71 Hz from the ambient test. Especially for the frequency of 10.5, stability can be recognized both at daytime and nighttime.

3.3. Hammering Test. The mode hammering test is a commonly used method to study the mode characteristics and has a wider test frequency band than the ambient test. Thus, it was also carried out at the power tunnel along the radial, longitudinal, and tangential directions. The impulse load is applied at the connecting steel ring of the tunnel segment (Figure 7(a)), the time history of the pulse load is shown in Figure 7(b), and the frequency test band is around 300 Hz as shown in Figure 7(c).

The NExT-SSI-COV method is also used here to analyze the acceleration response, and the stability diagrams are shown in Figure 8. From Figure 8(a), the modes at 53 Hz,

\[
\omega_n = \frac{a_n}{2\pi\Delta t},
\]

\[
\omega_n = \frac{|b_n|}{\sqrt{a_n^2 + b_n^2}},
\]

where \(a_n = \arctan\left(\frac{\text{Im}(\lambda_n)}{\text{Re}(\lambda_n)}\right)\),

\(b_n = \ln(\lambda_n)\).

The operation time of the stability diagram on the same microcomputer then can be reduced to less than 2 minutes. The calculation results are shown in Figure 5.
203 Hz, and 223 Hz can be identified from the radial responses as hammered along the radial direction of the tunnel. And much more modes can be found from the longitudinal direction response as hammered along the longitudinal direction, and there are stable recognition results at 10.5 Hz, 15 Hz, 108 Hz, 123 Hz, 203 Hz, and 223 Hz. When the excitation is applied along the tangential direction along the top pipe, from the stability diagram of longitudinal directional response, four modes at 10.5 Hz, 123 Hz, 203 Hz, and 223 Hz can be clearly identified.

By comparing with the results of the ambient test, besides the first mode of 10.5 Hz, there are much more modes at 53 Hz, 123 Hz, 203 Hz, and 223 Hz that can be found by hammering excitation. Among them, the stability determination of the mode at 53 Hz means that the modes around 48 Hz that are found from the ambient test in Figure 6 are false modes, and it is generated by the train vibration of the nearby subway.

4. Field Test and Mode Frequency Identification of a Subway Tunnel

For analysis of the tunnel mode characteristics with different sizes, a mode hammer test is also applied in the nearby subway tunnel. As shown in Figure 9(b), the internal diameter of the tunnel is 5.5 m, and the outer diameter is 6.2 m. The structure of each ring is assembled from six segments, and the thickness of the segment is 35 cm. There is one bidirectional (1-3) and three radial acceleration sensors (1-1, 1-2, and 2-1) placed on the tunnel structure to collect the response from different directions as shown in Figure 9. The hammer pulse’s frequency spectrum is shown in Figure 10.
The SSI-NExT method is employed to the acceleration response collected in the tunnel, and the stability diagrams are shown in Figure 11. From Figure 11(a), two modes can be found from the radial response at 142.5 Hz and 233 Hz. And relatively stable recognition results can be obtained at 23.5 Hz and 128.5 Hz in the longitudinal response (Figure 11(b)) and 119 Hz and 128.5 Hz in the tangential direction (Figure 11(c)). In addition, it is also observed that there are two peaks at 10.75 Hz and 176 Hz which appear at the spectrum function from Figure 11 and 10.75 Hz of
which is close to one of the power tunnel’s natural frequency at 10.5 Hz.

From the tests and analysis introduced at above, it can be seen that the modes of the tunnel can be stably identified from the hammer test by using the NExT-SSI-COV method.

5. Numerical Verification and Analysis

As the SSI method may generate false mode, the dispersion analysis is thus carried out in this section to explore the vibration modes distribution both of the tunnel mentioned above based on the pipe-in-pipe (PiP) model [31]. By
Figure 9: Arrangement map for the site measurement at the subway tunnel.

Figure 10: The hammer impulse load applied in the subway tunnel: (a) time spectrum; (b) frequency spectrum.

Figure 11: The stability diagrams of the response by applying impulse along different directions at the subway tunnel: (a) radical; (b) longitudinal; (c) tangential directions.
comparing the calculated cut-off frequencies with the results from the field test, the structural and soil-body coupling vibration characteristics will be analyzed.

5.1. The PiP Model and Dispersion Analysis. The shield or pipe-jacking tunnel is an assembled structure composed of segments. As Figure 12(a) shows, when only the low frequency response is concerned, it can be approximately analogous to an infinite continuous concrete hollow cylinder due to the wavelength greater than the tunnel segment size. Therefore, the PiP model is introduced here, and the details are given in [17] based on dispersion and wave propagation theories. In this model, as shown in Figure 12(a), the tunnel structure is analogous to an infinite continuous concrete hollow cylinder, and the homogeneous surrounding soil is considered by coupling a concentric 3D thick-walled cylinder outside the tunnel in the PiP model, with its inner diameter set equal to the diameter of the tunnel and outer diameter set to infinity.

The PiP model is established based on the 2.5D periodic approach [31]. By assuming constant material and geometric properties along the infinite extended direction \( x \), and from Figures 12(b) and 12(c), the loads supplied in the tunnel invert can be treated as a sum of sequence of unit harmonic loads along the direction of \( x \) and \( \theta \). The function can be expressed as shown in Equation (8) in the frequency-wavenumber domain:

\[
\bar{F}(r, \theta, x, t) = \sum_{m=n}^{\infty} \begin{bmatrix} \bar{Q}_{mn} \cos n\theta \\ \bar{Q}_{bn} \sin n\theta \\ \bar{Q}_{cn} \cos n\theta \end{bmatrix} e^{i(kx+\omega t)},
\]

where \( \bar{Q}_{mn}, \bar{Q}_{bn}, \) and \( \bar{Q}_{cn} \) are the force components, whose elements are given in [31].

And for a steady response system, it is known that the displacement response can be expressed as the same style with the applied load. Finally, for a given wavenumber \( n \), when applying an impulse load at the tunnel invert along different directions, the displacement components of \( \bar{U}_n, \bar{V}_n, \) and \( \bar{W}_n \) for the tunnel structure only is shown in Equation (9), and for the tunnel-soil coupled system, the displacement components of \( \bar{U}_n', \bar{V}_n', \) and \( \bar{W}_n \) can be calculated by Equation (10) in the frequency-wavenumber domain:

\[
\begin{bmatrix} \bar{U}_n \\ \bar{V}_n \\ \bar{W}_n \end{bmatrix} = \mathbf{A} \begin{bmatrix} \bar{Q}_{mn} \\ \bar{Q}_{bn} \\ \bar{Q}_{cn} \end{bmatrix},
\]

where matrix \( \mathbf{A} \) is the coefficients matrix, whose elements are given in [31].

5.2. The Power Tunnel Dispersion Characteristics and Comparison with the Field Test. Based on the PiP model, the dispersion characteristics of the power tunnel will be obtained. According to Equation (4), the parameters are Young’s modulus \( E_t = 2.25 \times 10^8 \) MPa, Poisson’s ratio \( \nu = 0.2 \), density \( \rho = 2500 \) kg/m\(^3\), the outer diameter = 3.2 m, and inner diameter = 2.7 m. The tunnel dispersion curves within the range of 0–300 Hz are obtained and plotted in Figure 13. By dispersion analysis theory, every curve in Figure 13 corresponds to one vibration mode, and the starting frequency at the \( x \)-axis is the cut-on frequency of the corresponding vibration mode. The vibration modes arise when the excited frequency is higher than the corresponding cut-on frequency. The cut-on frequencies of the 2nd–4th propagation modes and the comparison with the field test results are listed in Table 1.
From Table 1, it is found that most mode frequency plotted in the field test can be found by dispersion analysis. However, 10.5 Hz has not matched, which can be clearly identified in the ambient vibration test. This may be caused by the coupling effect of the tunnel and surrounding soil, and the discussion will be continued in the following section.

5.3. The Subway Tunnel Dispersion Characteristics and Comparison with Field Test. Similarly, the dispersion of the subway tunnel is studied and plotted in Figure 14. Here, Young’s modulus $E_t = 4.35 \times 10^4$ MPa, Poisson’s ratio $\nu = 0.2$, density $\rho = 2500$ kg/m$^3$, the outer diameter $= 6.2$ m, and inner diameter $= 5.5$ m. The dispersion curves within the range of 0–250 Hz are obtained and plotted in Figure 14. And the cut-on frequencies of the propagation modes are compared with the field test results in Table 2.

### Table 1: The dispersion analysis of the power tunnel mode frequency distribution and comparison with the field test results.

<table>
<thead>
<tr>
<th>Number</th>
<th>Dispersion analysis</th>
<th>Field test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>48</td>
<td>10.5</td>
</tr>
<tr>
<td>2</td>
<td>121</td>
<td>53</td>
</tr>
<tr>
<td>3</td>
<td>203</td>
<td>123</td>
</tr>
<tr>
<td>4</td>
<td>231</td>
<td>203</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td>223</td>
</tr>
</tbody>
</table>

From Table 1, it is found that most mode frequency plotted in the field test can be found by dispersion analysis. However, 10.5 Hz has not matched, which can be clearly identified in the ambient vibration test. This may be caused by the coupling effect of the tunnel and surrounding soil, and the discussion will be continued in the following section.

### Table 2: The dispersion analysis of the subway tunnel mode frequency distribution and comparison with the field test results.

<table>
<thead>
<tr>
<th>Number</th>
<th>Dispersion analysis</th>
<th>Field test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>21</td>
<td>10.75</td>
</tr>
<tr>
<td>2</td>
<td>58</td>
<td>23.5</td>
</tr>
<tr>
<td>3</td>
<td>115</td>
<td>—</td>
</tr>
<tr>
<td>4</td>
<td>—</td>
<td>119</td>
</tr>
<tr>
<td>5</td>
<td>142</td>
<td>128.5</td>
</tr>
<tr>
<td>6</td>
<td>183</td>
<td>142</td>
</tr>
<tr>
<td>7</td>
<td>222</td>
<td>176</td>
</tr>
<tr>
<td>8</td>
<td>225</td>
<td>142</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td>203</td>
</tr>
</tbody>
</table>

From Table 2, the most cut-on frequencies from dispersion analysis can well match with the field test results. Similarly, the first mode frequency 10.75 Hz cannot be obtained by dispersion analysis which is close 10.5 Hz found in the field test of the power tunnel. It is further confirmed that the first mode comes from the surrounding soil or the coupled mode of the tunnel and surrounding soil.

From the analysis above, it can be found that, except the first mode, most of the modes natural frequency identified by the SSI-COV and NExT method are well consistent with the dispersion analysis results. It is proved that the method proposed in this paper has a good accuracy in mode frequency identification. And these modes can be used to track structural changes in tunnels by combing some inversion algorithms.
And the mismatch of the first mode at 10.5 Hz of the power tunnel and 10.75 Hz of the subway tunnel means that it may come from the surrounding soil or generate from the coupling of the tunnel and surrounding soil, and further analysis on the mechanism needs to be discussed in future and is not include here. What is more meaningful is that the first mode can be stability recognized, and it is the only one mode from the ambient test at night, and therefore, it very suitable for monitoring the natural frequency changes caused by soil excavation around the tunnel.

6. Conclusions

In this paper, in order to explore the mode frequency distribution of the tunnel and its automatic recognition method, the SSI and NExT methods are combined and applied to analyze the recorded response from ambient and hammer tests and have been proved very suitable for the mode frequency identification in the underground structure. The recognition results are also verified by dispersion analysis based on the PiP model, and some conclusions and suggestion for vibration-based monitoring are obtained as follows:

(1) The first-order mode frequencies can be clearly and stably identified by the ambient test, which has great application potential for monitoring the natural frequency changes caused by soil excavation around the tunnel
(2) Traffic environment excitation in the daytime will interfere with the recognition of structural mode characteristics and result in some false modes
(3) Most of the higher-order vibration modes can be found by the hammer test and are well consistent with the dispersion analysis results. It provides conditions for the analysis of the structural service condition more accurately by some inversion algorithms
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