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In many engineering applications, unknown states, inputs, and parameters exist in the structures. However, most methods require one or two of these variables to be known in order to identify the other(s). Recently, the authors have proposed a method called EGDF for coupled state/input/parameter identification for nonlinear system in state space. However, the EGDF method based solely on acceleration measurements is found to be unstable, which can cause the drift of the identified inputs and displacements. Although some regularization methods can be adopted for solving the problem, they are not suitable for joint input-state identification in real time. In this paper, a strategy of data fusion of displacement and acceleration measurements is used to avoid the low-frequency drift in the identified inputs and structural displacements for linear structural systems. Two numerical examples about a plane truss and a single-stage isolation system are conducted to verify the effectiveness of the proposed modified EGDF algorithm.

1. Introduction

The state of a system is vital to structural health monitoring in mechanical engineering and civil engineering. The topic of identifying the state has been studied intensively for many decades. Various state estimators [1–7] for structural systems behaving both linearly and nonlinearly have been proposed, including the well-known Kalman filter (KF) [8] for linear structural systems.

However, only adopting KF to identify the structural state is often insufficient due to the uncertain structural parameters. The extended Kalman filter (EKF) [9], used for slightly nonlinear system, was proposed by linearizing the dynamic model. EKF has been one of the most widely used tools for joint input/parameter identification in structural dynamics, and it has been adopted in many applications, such as damage identification [10, 11], parameter identification [12, 13], and model updating [14].

In all of the above EKF applications, the input forces are assumed to be known. Unfortunately, the measurement of the input forces on a structure is not straightforward, because the introduction of dedicated force cells requires alteration to the structure to locate the sensor in the force path, which is unwanted and impractical. The indirect measurement of the input forces, like calibrated strain gauges, requires a good knowledge of the structural parameters, which might be unknown as well. On the other hand, input forces together with the system states can be identified through a variety of KF approaches and acceleration measurements, which have gained increasing attention in recent years. Gillijns and De Moor [15] proposed a recursive optimal filter of joint state/input estimation for linear systems with direct transmission, which was originally presented for optimal control applications. The estimated input and state are optimal in a minimum-variance unbiased sense. Lourens et al. [16] extended this filter proposed by Gillijns and De Moor (GDF) of joint input/response identification for structural systems based on reduced-order model and acceleration data from a limited number of sensors. Maes et al. [17, 18] presented an extension of the GDF algorithm for joint input/state
estimation in structural dynamics, accounting for the correlation between process noise and measurement noise. In [19], an augmented Kalman filter for joint state/force identification in structural dynamics was presented, in which the unknown forces and states were reformed into augmented states. And the KF was employed for identifying the novel augmented states. Naets et al. [20] adopted a similar algorithm for identifying the states and forces of multibody model. The difference is that EKF is employed for the joint state/input identification. In [21], the Popov-Belevitch-Hautus (PBH) criterion was used to evaluate the observation of the system for the augmented KF algorithm. It was shown that only using acceleration measurements inherently would bring unreliable results. To avoid this deficiency, the addition of dummy measurements on a position level was proposed. In [22, 23], a DKF (Dual KF) approach of joint state/input identification was proposed for linear state-space models. These methods in this paragraph associated with joint state/input identification are based on an accurate structural model in which there are no uncertain parameters. However, it is still impossible to obtain a completely accurate model due to the structural complexity and the manufacturing or measuring errors.

From the above literatures, it is known that the identification of forces and parameters cannot be separated for general structures. For improvement, several approaches have been developed for joint input/parameter identification. Kolmanovsky et al. [24] developed the coupled identification of an input and set-membership parameter while this algorithm requires fully known states, which is rarely the case in engineering applications. Yang et al. [25] proposed an EKF with unknown input forces, referred to as EKF-UI, for the coupled state/input/parameter identification for structural damage detection. Recently, Lei et al. [26] applied the least-squares estimation algorithm to deduce the EKF-UI algorithm again and pointed out that the analytical recursive solutions by the original EKF-UI were acquired by relatively complex mathematical derivations. Lei et al. [27] also applied the above simplified EKF-UI algorithm for nonlinear structural parameter identification. However, in the simplified EKF-UI algorithm, the prior probability density functions (PDFs) of states at \( t + 1 \) time are taken as the posterior PDFs of states at \( t + 1 \) time, which may cause the confusion of concepts in Bayesian framework. Another method called augmented discrete extended Kalman filter (A-DEKF) for the coupled state/input/parameter identification was proposed by Naets et al. [28]. A-DEKF is similar to the augmented KF algorithm [19] where a high dimensional augmented state vector was formed by the states, unknown forces, and uncertain parameters. Moreover, a suitable assumption on the statistics of the force is needed for the A-DEKF method. In [29], the same methodology is also applied to an offshore wind turbine in order to simultaneously estimate the hydrodynamic loading, states, and a stiffness-related system parameter. Recently, a DKF-UKF framework has been developed for the coupled identification topic in [30, 31]. A DKF is used to identify the input, and an UKF (Uncsented KF) is adopted to identify both the states and the unknown parameters (the so-called augment states). However, the stability, observability, and convergence analysis of DKF-UKF are not mentioned. Also a prior assumption on the covariance of the input is needed in DKF, which strongly influences the quality of the estimates of the Bayesian filters. The authors also proposed a method based on the GDF algorithm for coupled state/input/parameter identification for nonlinear systems [32]. The EGDF (extended GDF) algorithm is developed for the weak nonlinear systems by the linearization idea of EKF. The uncertain parameters and states are considered as the augmented states to be identified. Thus, the novel state transmission and measurement equations become nonlinear, which are linearized by the first-order Taylor expansions. The proposed EGDF has the same structure of the standard GDF algorithm, including three steps: input identification, measurement update, and time update. The main difference between them is the sensitivity matrices of the two nonlinear state-space equations. However, it has been demonstrated that the conventional GDF approach based on limited number of acceleration measurements is inherently unstable which leads to the so-called spurious low-frequency drift in the estimates of the force and the structural displacement [22]. Although some regularization methods or postsignal processing schemes can be adopted to deal with the drift in the identified results [33–36], they prohibit the real-time identification of coupled state/input/parameter.

In this paper, a strategy of data fusion of partially measured displacement and acceleration responses is adopted to avoid the so-called drifts in the identified displacement and force in the conventional GDF approach, since displacement and acceleration measurements contain low and high frequencies vibration characteristics, respectively.

This paper proceeds as follows. In Section 2, the standard GDF algorithm for joint state/input identification is presented. In Section 3, the nonlinear identification model of the coupled state/input/parameter is firstly built, and then the EGDF method is demonstrated, including data fusion of partially measured acceleration and displacement responses. Section 4 conducts two numerical examples to demonstrate the effectiveness of the modified EGDF method. Finally, the conclusion is drawn.

2. Joint State/Input Identification

2.1. Discrete-Time State-Space Model of Structural Dynamics. The general equation of motion of a damped structure with \( n \) DOFs can be expressed as

\[
M \ddot{p}(t) + C \dot{p}(t) + K p(t) = B_u u(t),
\]

where \( M, C, \) and \( K \) are the mass, damping, and stiffness matrices of the structure, respectively; \( \dot{p}(t), \ddot{p}(t), \) and \( p(t) \) are, respectively, the nodal acceleration, velocity, and displacement vectors of the structure; \( u(t) \) is the force vector and \( B_u \) is the influence matrix associated with the input \( u(t) \).

The second-order equation of motion (1) can be transformed into a first-order continuous-time equation in state space as

\[
\dot{x}(t) = A_x x(t) + B_x u(t),
\]

where \( M, C, \) and \( K \) are the mass, damping, and stiffness matrices of the structure, respectively; \( \dot{p}(t), \ddot{p}(t), \) and \( p(t) \) are, respectively, the nodal acceleration, velocity, and displacement vectors of the structure; \( u(t) \) is the force vector and \( B_u \) is the influence matrix associated with the input \( u(t) \).

The second-order equation of motion (1) can be transformed into a first-order continuous-time equation in state space as

\[
\dot{x}(t) = A_x x(t) + B_x u(t),
\]
where \( \mathbf{x}(t) \) is the state vector, and the system matrices together with \( \mathbf{x}(t) \) are, respectively, defined as

\[
\begin{align*}
\mathbf{A}_c &= \begin{bmatrix} 0 & \mathbf{I} \\
-M^{-1}\mathbf{K} & -M^{-1}\mathbf{C} \end{bmatrix}, \\
\mathbf{B}_c &= \begin{bmatrix} 0 \\
M^{-1}\mathbf{B}_u \end{bmatrix}, \\
\mathbf{x}(t) &= \begin{bmatrix} \mathbf{p}(t) \\
\dot{\mathbf{p}}(t) \end{bmatrix}.
\end{align*}
\]

Assuming that only acceleration responses are measured, the measurement equation can be changed into the following state-space form:

\[
\mathbf{y}(t) = \mathbf{H}\mathbf{x}(t) + \mathbf{D}\mathbf{u}(t),
\]

with the output influence matrix \( \mathbf{H} \) and direct transmission matrix \( \mathbf{D} \) defined as

\[
\begin{align*}
\mathbf{H} &= \begin{bmatrix} -\mathbf{H}_a&M^{-1}\mathbf{K} \\
-M\mathbf{H}_n&M^{-1}\mathbf{C} \end{bmatrix}, \\
\mathbf{D} &= \begin{bmatrix} \mathbf{H}_aM^{-1}\mathbf{B}_u \end{bmatrix},
\end{align*}
\]

where \( \mathbf{H}_a \) represents the selection matrix of acceleration measurements.

The time step size is denoted as the symbol \( \Delta t \); thus the continuous-time state-space model of (2) and (4) can be transformed into the discrete-time form using a sampling rate of \( 1/\Delta t \) as

\[
\begin{align*}
\mathbf{x}_{k+1} &= \mathbf{A}_c\mathbf{x}_k + \mathbf{B}_c\mathbf{u}_k, \\
\mathbf{y}_k &= \mathbf{H}\mathbf{x}_k + \mathbf{D}\mathbf{u}_k,
\end{align*}
\]

where

\[
\begin{align*}
\mathbf{x}_k &= \mathbf{x}(k\Delta t), \\
\mathbf{y}_k &= \mathbf{y}(k\Delta t),
\end{align*}
\]

\( k = 1, 2, 3, \ldots, \) (7)

\[
\begin{align*}
\mathbf{A} &= e^{\mathbf{A}_c\Delta t}, \\
\mathbf{B} &= (e^{\mathbf{A}_c\Delta t} - 1)(\mathbf{A}_c)^{-1}\mathbf{B}_c.
\end{align*}
\]

2.2. The GDF Algorithm for Joint State-Input Identification.

Adding the system and measurement noise to the linear structural system, the equations can be rewritten as

\[
\begin{align*}
\mathbf{x}_{k+1} &= \mathbf{A}_c\mathbf{x}_k + \mathbf{B}_c\mathbf{u}_k + \mathbf{w}_k = f_k(\mathbf{x}_k, \mathbf{u}_k) + \mathbf{w}_k, \\
\mathbf{y}_k &= \mathbf{H}\mathbf{x}_k + \mathbf{D}\mathbf{u}_k + \mathbf{v}_k = h_k(\mathbf{x}_k, \mathbf{u}_k) + \mathbf{v}_k.
\end{align*}
\]

The system noise vector \( \mathbf{w}_k \) and measurement noise vector \( \mathbf{v}_k \) are assumed to be mutually uncorrelated, zero-mean, white random signal with known covariance matrices, \( \mathbf{G}_k \) and \( \mathbf{R}_k \), respectively. Results are easily generalized to the case where \( \mathbf{w}_k \) and \( \mathbf{v}_k \) are correlated [37]. Results can also be easily generalized to systems with both known and unknown input. It is obviously seen that (8) represent the linear system of structural dynamics with direct feedthrough. In the field of system control, Gillijns and De Moor proposed an optimal recursive filter of the direct feedthrough case for joint input/state identification [15]. In this filter, a state estimate \( \mathbf{x}_{[k]} \) is defined as an estimate of \( \mathbf{x}_k \) given \( \{\mathbf{y}_l\}_{l=0}^k \) and its error covariance matrix \( \mathbf{P}_{[k]} \) expressed as

\[
E[(\mathbf{x}_k - \mathbf{x}_{[k]})(\mathbf{x}_k - \mathbf{x}_{[k]})^T].
\]

An initial unbiased state estimate \( \mathbf{x}_{0|-1} \) and its covariance matrix \( \mathbf{P}_{0|-1} \) are assumed known.

The GDF algorithm computes the unknown force and state in a recursive procedure including three steps: the step of the input identification, the measurement update, and the time update. The GDF algorithm is listed in Algorithm 1.

In [16], the GDF is adopted in linear structural dynamics for joint input/state identification successfully. However, it is not suitable for nonlinear dynamic systems.

3. Coupled State/Input/Parameter Identification for Linear Systems

In this section, uncertain structure with unknown structural parameters is considered to identify both state and input. Therefore, a novel more difficult problem of coupled state/input/parameter identification is presented for more common engineering applications.

3.1. Nonlinear Identification Model of the Coupled State/Input/Parameter Identification. In dynamics Eq. (1), it is assumed that only \( \mathbf{K} \) and \( \mathbf{C} \) contain the uncertain parameters \( \alpha \) to be identified; then the original state vector \( \mathbf{x} \) can be extended to be the augmented state vector as

\[
\mathbf{z}(t) = \begin{bmatrix} \mathbf{x}(t) \\ \alpha \end{bmatrix},
\]

where \( \alpha = [\alpha_1 \alpha_2 \cdots \alpha_q]^T \) is the parameter vector. Therefore, the state transmission and measurement equations can be changed into the following form as

\[
\begin{bmatrix} \dot{\mathbf{z}}(t) \\ \dot{\alpha} \end{bmatrix} = \begin{bmatrix} \dot{\mathbf{p}}(t) \\ 0 \end{bmatrix} = \begin{bmatrix} \mathbf{B}\mathbf{p}(t) \\ -\mathbf{M}^{-1}\mathbf{Kp}(t) - \mathbf{M}^{-1}\mathbf{Cp}(t) + \mathbf{M}^{-1}\mathbf{B}_u\mathbf{u}(t) \end{bmatrix}
\]

\( \equiv f^c(\mathbf{z}(t), \mathbf{u}(t)) \),

\[
\mathbf{y}(t) = \mathbf{H}\mathbf{x}(t) + \mathbf{D}\mathbf{u}(t) \equiv h(\mathbf{z}(t)) + \mathbf{D}\mathbf{u}(t).
\]

The unknown parameters are assumed to be constant; that is, \( \dot{\alpha} = [0] \). From these two equations, it is found that the identification problem now becomes nonlinear even if the original dynamics system is linear due to the nonlinear coupling of the state \( \mathbf{x} \) with \( \alpha \).
The above continuous-time state-space equations can be transformed into the discrete-time form as

\[ z_{k+1} = f_k (z_k, u_k) + w_k \quad k = 1, 2, \ldots, T, \quad (11) \]

\[ y_k = h_k (z_k) + D_k u_k + v_k \quad k = 1, 2, \ldots, T. \quad (12) \]

Unlike (8), the functions \( f \) and \( h \) are nonlinear. The standard GDF method cannot be used to deal with this case of nonlinear identification. In the field of system control, the standard KF algorithm was presented for identifying the state nonlinear identification. In the field of system control, the EKF algorithm was then developed for identifying the state of nonlinear dynamic systems by continually updating a linearization around the previous state estimate, starting with an initial guess, which is a non-linear variation on the standard KF based on the first-order Taylor approximation. In the following section, the linearization idea of the EKF method is used to extend the standard GDF algorithm for nonlinear dynamic systems.

3.2. The Extended GDF Algorithm. For this coupled state/input/parameter identification, the extended state \( z_k \) (including structural state and uncertain parameters) and identified forces \( u_k \) are both unknown. Therefore, we have the first-order Taylor series expansions for the two nonlinear system matrices

\[ f_k (z_k, u_k) = f_k (E (z_k), E (u_k)) + \nabla_z f_k \cdot (z_k - E (z_k)) \]

\[ + \nabla_u f_k \cdot (u_k - E (u_k)) + \text{HOT}, \]

\[ h_k (z_k) = h_k (E (z_k)) + \nabla_z h_k \cdot (z_k - E (z_k)) \]

\[ + \text{HOT}, \]

where \( \nabla_z f_k \), \( \nabla_u f_k \), and \( \nabla_z h_k \) are the sensitivity matrices, which are derived in the following text. And HOT represents the high-order terms.

With the Taylor expansions, (13) can be approximated in the following form as

\[ z_k = f_{k-1} (z_{k-1}, u_{k-1}) + w_{k-1} \]

\[ = f_{k-1} (E (z_{k-1}), E (u_{k-1})) + \nabla_z f_{k-1} \cdot (z_{k-1} - E (z_{k-1})) \]

\[ + \nabla_u f_{k-1} \cdot (u_{k-1} - E (u_{k-1})) + \text{HOT}, \]

\[ h_k (z_k) = h_{k-1} (E (z_{k-1})) + \nabla_z h_{k-1} \cdot (z_{k-1} - E (z_{k-1})) \]

\[ + \text{HOT}, \]

where \( \nabla_z f_{k-1} \), \( \nabla_u f_{k-1} \), and \( \nabla_z h_{k-1} \) are the sensitivity matrices of the actual \( z_k \) and \( u_k \), respectively. (16) can be rewritten as

\[ \tilde{z}_{k|k-1} \approx z_k - z_{k|k-1} \approx z_{k|k-1}^{lin} - z_{k|k-1}^{lin} \]

\[ = f_{k-1} (E (z_{k-1}), E (u_{k-1})) + \nabla_z f_{k-1} \cdot (z_{k-1} - E (z_{k-1})) \]

\[ + \nabla_u f_{k-1} \cdot (u_{k-1} - E (u_{k-1})) + w_{k-1} \]

\[ = f_{k-1} (E (z_{k-1}), E (u_{k-1})) + \nabla_z f_{k-1} \cdot (z_{k-1} - E (z_{k-1})) \]

\[ + \nabla_u f_{k-1} \cdot (u_{k-1} - E (u_{k-1})) + \text{HOT} \]

\[ \equiv \tilde{z}_{k|k-1}, \]

where \( \tilde{z}_{k|k} \equiv z_k - z_{k|k} \) and \( \tilde{u}_k \equiv u_k - \tilde{u}_k \). Consequently, the covariance matrix of \( z_{k|k} \) is given by

\[ P_{k|k}^{z} \equiv E (\tilde{z}_{k|k} \tilde{z}_{k|k}^T) \]

\[ = \begin{bmatrix} \nabla_z f_{k-1} & \nabla_u f_{k-1} \end{bmatrix} \begin{bmatrix} P_{k-1}^{z} & P_{k-1}^{zu} \\ P_{k-1}^{zu} & P_{k-1}^{uu} \end{bmatrix} \begin{bmatrix} \nabla_z f_{k-1}^T \\ \nabla_u f_{k-1}^T \end{bmatrix} \]

\[ + G_{k-1} \equiv P_{k-1}^{z} + P_{k-1}^{uu} \]

For the steps of input identification and measurement update in Algorithm 1 (the standard GDF algorithm), these matrices, \( \tilde{R}_k \), \( \tilde{J}_k \), \( \tilde{P}_k \), \( \tilde{K}_k \), \( z_{k|k} \), \( \tilde{P}_{k|k}^{z} \), and \( \tilde{P}_{k|k}^{uu} \), can still be used as the linear approximations just as the method in [12]. The extended GDF algorithm is shown in Algorithm 2.
If the three important sensitivity matrices $\nabla_x f_k$, $\nabla_u f_k$, and $\nabla h_k$ are indeed linear, EGDF is identical to GDF. These sensitivity matrices are referred to as [32].

It is obvious that the idea of the EGDF algorithm is excited by the idea of the EKF algorithm. The nonlinear state transition equation (11) and measurement equation (12) are linearized with the first-order Taylor expansion to make the standard GDF algorithm suitable for identifying the extended state and unknown input of the approximate linear dynamic system. Moreover, the EGDF algorithm has a more strict mathematics derivation and observes the definitions of prior PDF (probability density function) and posterior PDF in Bayesian framework compared with the algorithm proposed by Lei et al. [26]. In addition, the EGDF algorithm has two advantages compared with another popular algorithm called A-DEKF proposed by Naets et al. [28]. One is that the EGDF procedure does not need prior information on expected value and covariance of the force, while the force covariance plays an important role in the estimate of the unknown state and force in A-DEKF. And the other advantage is that the EGDF algorithm has less computational efforts and better computational stability due to the smaller size of the extended state vector including no any forces.

3.3. Data Fusion of Acceleration and Displacement in EGDF.

In engineering applications, accelerometers are most often used in structural dynamics. However, it has been demonstrated that the GDF approach based on limited number of acceleration measurements is inherently unstable which leads to the so-called spurious low-frequency drift in the estimates of the force and the displacements [22]. The drift is caused by acceleration’s insensitivity to any quasi-static component in the input force [21, 22]. Although some regularization methods or postsignal processing schemes can be adopted to deal with the drift in the identified results [33–36], they are not suitable for the real-time identification of coupled state/input/parameter. In [38], a method dealing with joint state and parameter identification was presented. And to resolve the issues related to the spurious low-frequency components in the displacement estimates, a strategy was proposed by including artificial displacement measurements into the observation vector. In this paper, the same strategy is adopted for coupled state/input/parameter identification. Partial measured displacements are added to the acceleration measurements. The output influence matrix $\mathbf{H}$ and direct transmission matrix $\mathbf{D}$ in (5) are modified as

$$\mathbf{H} = \begin{bmatrix} \mathbf{H}_d & \mathbf{0} \\ -\mathbf{H}_a^{-1} \mathbf{M}^{-1} \mathbf{K} & -\mathbf{H}_a^{-1} \mathbf{M}^{-1} \mathbf{C} \end{bmatrix},$$

$$\mathbf{D} = \begin{bmatrix} \mathbf{0} \\ \mathbf{H}_a^{-1} \mathbf{B}_a \end{bmatrix},$$

where $\mathbf{H}_d$ represents the selection matrix of displacement measurements.

In addition, from the recursive estimation of unknown force in Algorithm 2, the matrix $\mathbf{D}_k$ should exist for the inverse computation of the unknown force with the weighted least-square estimation. This requires that the acceleration signals at unknown input locations must be measured.

4. Numerical Studies

In this section, two numerical examples are considered to evaluate the performance of the modified EGDF method. The
first example deals with a plane truss, and the other one is to identify the stiffness and damping of the vibration isolator for a single-stage isolation system.

4.1. Example 1: Plane Truss. A plane truss structure supported at two ends, as shown in Figure 1, is taken as the first numerical model. This truss structure is modeled using 31 planar truss finite elements with two DOFs, that is, lateral and vertical DOF at each free node. The cross-sectional area of all elements is $8.95 \times 10^{-5}$ m$^2$, and all horizontal and vertical members are, respectively, of 2 m and $\sqrt{2}$ m length. Rayleigh damping is assumed, and the two damping coefficients are $\alpha = 0.1523$ and $\beta = 4.6503 \times 10^{-5}$. The mass density and elastic modulus of material are 759.5, 633.0, 1342.5, 1163.5, 759.5, and 633.0N/m, and $17$ is an unknown parameter to be determined, the initial extended state covariance matrices of the measurement noise vector $\mathbf{v}_k$ and the system noise vector $\mathbf{w}_k$ are chosen to be $\mathbf{R}_k = 0.11\mathbf{I}_6$ and $\mathbf{G}_k = \text{diag}([0, 0, \ldots, 10^8, 10^8, \ldots, 10^8])$, respectively. Based on the EGDF algorithm, the two forces are identified, and the identified curves are, respectively, plotted in Figures 2 and 3 with comparison to the actual curves of forces. From the curves, it is found that both of the two identified force values suffer from the low frequency drift compared to the actual values. All the structural displacement and velocity are identified. The identified results of the vertical states at Node 7 and Node 11 are, respectively, shown in Figures 4–5 together with the theoretical results. It is found that both of the identified velocities are accurate while the identified displacements cause the low-frequency drifts.

To solve the above drift problem, partial measured displacements are added to the measured response. The vertical displacements of Node 3 and 10 are measured together with the above seven acceleration. Figures 6–9 show the comparisons of the identified values of force, displacement, and velocity with their exact values, respectively. It is found that the so-called drift can be avoided by the modified EGDF with data fusion. The identified curves of structural responses and forces are all in good agreement with the curves of their exact values.

Figure 10 shows the convergences of the identified stiffness for three cases of different $\mathbf{G}_k$ values, that is,
\( G_k = \text{diag}\{[0, 0, \ldots]_{1 \times 2 \times \text{dof}}, [10^6, 10^6, \ldots]_{1 \times 6}\}, \text{diag}\{[0, 0, \ldots]_{1 \times 2 \times \text{dof}}, [10^8, 10^8, \ldots]_{1 \times 6}\}, \text{and diag}\{[0, 0, \ldots]_{1 \times 2 \times \text{dof}}, [10^{10}, 10^{10}, \ldots]_{1 \times 6}\} \). Firstly, it is observed that all the stiffness values are updated quickly to their actual values and then walk randomly around the corresponding actual values. Secondly, it can be seen that the identified stiffness values are more accurate with less oscillation when the \( G_k \) value is smaller. The identified stiffness values are effective for the two cases of smaller \( G_k \) values, and it is comprehensible that a small model error can bring an accurate identified value with a little oscillation. Finally, the identified stiffness values are obtained by computing the means from 10 s to 20 s in Figure 10 for \( G_k = \text{diag}\{[0, 0, \ldots]_{1 \times 2 \times \text{dof}}, [10^8, 10^8, \ldots]_{1 \times 6}\} \) case, which are listed in Table 1. By the above identified results including unknown forces, structural states, and unknown stiffness parameters, it can be concluded that the modified EGDF method with data fusion is suitable for the coupled state/input/parameter identification for linear structural systems.

4.2. Example 2: Single-Stage Isolation System. The single-stage isolation system is shown as Figure 11. The foundation is the steel plate, whose mass density, elastic modulus of material, and Poisson’s ratio are \(7.8 \times 10^3 \text{ kgm}^{-3}, 2 \times 10^{11} \text{ Pa}, \) and 0.3, respectively. And the size of the plate is 1200-600-20 mm (length-width-thickness). The two sides of the plate
Figure 5: (a) The theoretical and identified vertical displacement at Node 11. (b) The theoretical and identified vertical velocity at Node 11.

Figure 6: The actual and identified results of force $u_1$ by data fusion.

Figure 7: (a) The actual and identified results of force $u_2$ by data fusion. (b) Zoom-in view of a segment (19–19.1 s) of (a).
Figure 8: (a) The theoretical and identified vertical displacement at Node 7 by data fusion. (b) The theoretical and identified vertical velocity at Node 7.

Figure 9: (a) The theoretical and identified vertical displacement at Node 11 by data fusion. (b) The theoretical and identified vertical velocity at Node 11.

Table 1: Comparisons of identified element stiffness parameters of the truss.

<table>
<thead>
<tr>
<th>Element number</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>14</th>
<th>15</th>
<th>17</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ki (N/m) exact</td>
<td>1265.9</td>
<td>1265.9</td>
<td>895</td>
<td>895</td>
<td>1265.9</td>
<td>1265.9</td>
</tr>
<tr>
<td>ki (N/m) identified</td>
<td>1263.2</td>
<td>1268.0</td>
<td>894.407</td>
<td>898.436</td>
<td>1267.5</td>
<td>1265.8</td>
</tr>
<tr>
<td>Error (%)</td>
<td>-0.21</td>
<td>0.17</td>
<td>-0.07</td>
<td>0.38</td>
<td>0.13</td>
<td>-0.01</td>
</tr>
</tbody>
</table>
Figure 10: The actual and identified stiffness for Elements 5, 7, 10, 14, 15, and 17.
are fixed boundaries. Two same vibration isolators are used to mount two machines on the steel plate, and the stiffness and damping values are $k = 10^7$ N/m and $c = 100$ Ns/m, respectively. The two machines have the mass values $m_1 = 200$ kg and $m_2 = 250$ kg. The steel plane is divided into $12 \times 6$ (length $\times$ width) plane elements for FE analysis. One external force is applied at Node 58 and it has the following form as

$$u(t) = 400 \sin(400\pi t) \cos(800\pi t).$$  \hspace{1cm} (22)

Assuming that the stiffness and damping values of vibration isolators are unknown parameters to be determined, their initial values are $2 \times 10^7$ N/m and $300$ Ns/m, respectively. Four acceleration signals of $z$-axis direction at Nodes 49, 58, 65, and 79 are assumed to be measured for identification. Also 4% of background environment noise is added to the measured signals. The initial extended state covariance $P_{0|\text{dof}}$ consisted of the covariance of the displacement, velocity vector $(P_{d|0|\text{dof}}, P_{v|0|\text{dof}})$, and unknown stiffness vector $(P_{k|0|\text{dof}})$ and is assumed as

$$P_{d|0|\text{dof}} = \text{diag} \{10^{-14}, 10^{-14}, \ldots\}_{1 \times \text{ndof}},$$

$$P_{v|0|\text{dof}} = \text{diag} \{10^{-6}, 10^{-6}, \ldots\}_{1 \times \text{ndof}},$$

$$P_{k|0|\text{dof}} = \text{diag} \{10^{20}, 10^{10}\},$$  \hspace{1cm} (23)

where $\text{ndof} = 387$ is the number of the truss structure. The covariance matrices of the measurement noise vector $v_k$ and the system noise vector $w_k$ are chosen to be $R_k = 0.1I_k$ and $G_k = \text{diag}[0.0, \ldots, 1 \times 2 \times \text{ndof}, 10^8, 10^{-2}]$, respectively. If only four acceleration responses are used for identification, the drift can be found in identified force and displacement which are shown in Figures 12-13. To circumvent the above drift problem, the displacement signals
of $z$-axis direction at Node 63 are added to the above acceleration measurements for data fusion. The comparisons of the identified structural state and input with their exact values are shown in Figures 14-15. It can be seen that the previous low-frequency drifts in identified force and displacement disappeared by the modified EGDF method with data fusion. Moreover, in Figure 16, the unknown stiffness and damping values are identified for three cases of different $G_k$ values, that is, $G_k = \text{diag}([0,0,\ldots]_{1 \times 2 \times n_{dof}}, 10^6, 10^{-4})$, $\text{diag}([0,0,\ldots]_{1 \times 2 \times n_{dof}}, 10^8, 10^{-2})$, and $\text{diag}([0,0,\ldots]_{1 \times 2 \times n_{dof}}, 10^{10}, 10^0)$. It also can be seen that the identified parameters are more accurate with less oscillation when the $G_k$ value is smaller, and the identified stiffness values are effective for the two cases of smaller $G_k$ values. Table 2 shows the convergent parameters for the case of $G_k = \text{diag}([0,0,\ldots]_{1 \times 2 \times n_{dof}}, 10^8, 10^{-2})$. The small identified errors together with the above identified force and states represent the fact that the modified EGDF method with data fusion is suitable for the coupled state/input/parameter identification for linear structural systems.

5. Conclusions
The conventional EGDF algorithm of coupled state/input/parameter identification is unstable for estimated inputs and displacements based solely on acceleration measurements.
Figure 15: (a) The theoretical and identified vertical displacement at Node 70 by data fusion. (b) The theoretical and identified vertical velocity at Node 70.

Figure 16: The actual and identified stiffness and damping of the vibration isolator.

Table 2: Comparisons of identified parameters.

<table>
<thead>
<tr>
<th>Identified parameter</th>
<th>$k$ (N/m)</th>
<th>$c$ (Ns/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact</td>
<td>$10^7$</td>
<td>100</td>
</tr>
<tr>
<td>Identified</td>
<td>$1.0024\times10^7$</td>
<td>98.6</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.24</td>
<td>-1.4</td>
</tr>
</tbody>
</table>

And the spurious low-frequency drift can be seen in the estimates of inputs and displacements, which is caused by acceleration's insensitivity to any quasi-static component in the input force. In this paper, a modified strategy of the EGDF algorithm based on data fusion of partially measured acceleration and displacement responses is adopted for linear structural systems, since displacement and acceleration measurements contain low and high frequencies vibration characteristics, respectively. Two numerical examples about a plane truss and a single-stage isolation system are conducted to verify the effectiveness of the proposed modified EGDF
algorithm. The effect of the variances of the process noise is also tested for stability. Additionally, the EGDF method needs the acceleration response signals at unknown input locations to be measured for the inverse computation of the unknown force with the weighted least-square estimation.
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