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Hang Jin, Jianhui Lin, Xieqi Chen, and Cai Yi

State Key Laboratory of Traction Power, Southwest Jiaotong University, Chengdu 610031, China

Correspondence should be addressed to Xieqi Chen; shayshe@msn.cn and Cai Yi; yicai@swjtu.edu.cn

Received 16 November 2018; Revised 13 May 2019; Accepted 15 July 2019; Published 11 September 2019

Guest Editor: Filipe Magalhaes

Copyright © 2019 Hang Jin et al. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper proposes a novel method of structural system modal identification, where the iterative method is introduced in symplectic geometric model decomposition (SGMD). The proposed method can decompose the measured response into finite symplectic geometric components and identify the modal parameters of time-invariant structures and the instantaneous frequency of time-variant system through each symplectic geometric component. To obtain the shape information of the structural model, the SGCs of the same frequency at different measuring points are subjected to singular value decomposition (SVD). Both simulated data verification and measured data verification were used to verify if the method proposed in this article is effective for time-invariant system and time-variant system identification. For the simulated data, we study a structural system which is set up with time-variant stiffness and time-invariant system. The measured vibration data of beam structure and time-variant wheel-rail coupling system were also tested and varied. Compared with the results of empirical model decomposition, the proposed method is capable of identifying instantaneous frequencies with better accuracy.

1. Introduction

The dynamic parameters are determined by the measured input and output of the vibration to establish a mathematical model for vibration systems. This method can be referred as the inverse problem of dynamics. Meanwhile, the experimental modal analysis was developed to solve this inverse problem. Also, structural damage can be identified and evaluated by its modal parameters. Hence, the accurate modal parameters identification of structure has great significance [1]. For integral structures, like gearboxes and equipped vehicles, it is difficult to apply artificial excitation during modal testing. Therefore, modal parameters would be identified by using the output signals directly under environmental excitation. Compared with the traditional modal test of input and output, the direct identification of modal parameters using output signals has the advantages of simple measurement, neighbour sensitivity, repetition frequencies, and much closer to the real dynamic characteristics [2].

Since structures are usually influenced by the environmental excitations, operational modal recognition methods, for example, the time-domain decomposition method [3], frequency domain decomposition method [4], and the stochastic subspace recognition method [5], were utilized in mechanical engineering structures by means of only output responses. For the problem of modal identification of structure which has a free vibration response, eigensystem realization algorithm (ERA) [6] was proposed. The applicability of the algorithm described above has been increased for using modal parameters identification under environmental excitation. Additionally, two methods, i.e., the random decrement method [7] and natural excitation method [8], were developed. It was shown that the random decrement function and correlation function have similar properties as the free decay vibration responses. This property can be employed in the identification of modal information. Dohler et al. [9] quantified the uncertainty effect in the modal identification by improving the traditional stochastic subspace identification method. Bayesian methods [10–13] were also proposed for identification of operational modals, which consider the noise effect as well as the uncertainty emerged in the real data. The above-mentioned methods were successfully employed to identify the vibration property for real structure [14–16].
However, it is known that the abovementioned methods mainly dealt with the problem of modal identification of time-invariant linear systems. When the tests are applied to the first structure prototype, nonlinearity is usually encountered [17]. Nonlinearity can obtain complicated dynamic phenomena, e.g., modal interactions, quasiperiodicity, and chaos subharmonic and superharmonic resonances, besides distorted resonances as well as the jumps between low- and high-amplitude responses. Therefore, essentially linear models are difficult in predicting the structural response [18]. For example, changes in the locations of the moving vehicle can lead to variations in the frequencies of a bridge-vehicle system [19]. Meanwhile, track irregularity would also be the cause of nonlinearity [20]. In this condition, proper understanding and identification of the vibration characteristics are significant. For example, time-variant frequency is essential to identify possible damage in the structure and to monitor the structural operational conditions.

The instantaneous frequency (IF) and instantaneous amplitude (IA) of system responses depend on damping and stiffness of the systems [21]. For this reason, Mihalec et al. [22] studied the synchrosqueezing wavelet transform (SWT) to apply free-response signal to recognize the damping ratio in the vibrating system.

It was shown that SWT with a proportional criterion gave relatively improved localization and estimation of damping ratios for close model, to minimize frequency-shift errors in original SWT. Montejo and Vidot-Vega [23] tested SWT by means of the estimated damping values of the structure from its noise-contaminated response, and it was concluded that SWT outperformance was greater than CWT and Hilbert–Huang transform when estimating the modal damping ratio. Li et al. [24] monitored the variations in structural responses by means of the EMD and wavelet analysis. Shi and Law [25] employed HHT to obtain the structural parameters in time-variant structure which have complete measurement responses. This technique is more accurate than traditional methods in identifying the damage occurrence and severity. Also, Ni et al. [26] employed variational model decomposition (VMD) to produce a few intrinsic model functions by decomposing the real responses and then utilized the Hilbert transform of each intrinsic model function to identify the instantaneous frequencies of time-variant systems. In the experiments, we analyze the real vibration data in the laboratory from a time-variant bridge-vehicle and a steel frame structure system. Unfortunately, the existing methods have at least one of the following defects:

1. This method inevitably decomposes it to inaccurate components in the case of a complex (nonsinusoidal) waveform
2. This method does not have noise robustness as it cannot effectively decompose signals with noises
3. This method is very sensitive to the parameters, which are required to be defined by users

The analysis method proposed in this paper, which is based on symplectic geometry, has a protective effect on geometry structure of phase space, which represents system state variables. Also, the symplectic geometric decomposition method is primarily utilized to solve eigenvalue problem $2n \times 2n$. Hamiltonian matrix has been commonly used in dynamics and control systems, and rapidly employed to describe partial and singular differential equations, as well as other systems. In the method of symplectic geometric analysis, symplectic geometry spectrum analysis (SGSA) can preserve the essential characteristics of measurement and keep the main time series same as before; therefore, it is suitable for analyzing nonlinear systems [27, 28]. SGMD uses symplectic geometry spectrum analysis (SGSA) to solve the eigenvalues of the Hamiltonian matrices and reconstructs individual symplectic geometric component signals (SGCs) with the corresponding eigenvectors. According to the authors’ knowledge, there are no studies which use relatively new techniques to modal parameters identification. This paper applies the newly proposed SGMD technique to perform the signal decomposition of real responses from the structure systems and then their modal parameters identification.

This paper firstly introduced the theoretical analysis as well as the detailed algorithm process of symplectic geometric modal analysis. It is also proposed an improved iterative termination conditions for SGMD. We considered the modal responses on a structure, which is found in all sensor locations, to acquire the model shape corresponding to a particular model. The same frequency at different locations has been processed to singular value decomposition (SVD) in SGCs for obtaining modal models. Secondly, we analyzed the simulation study of structural response under impact force and verified the effectiveness of this method in identifying time-invariant modal parameters and time-variant instantaneous frequencies. Finally, the experimental research is implemented on beam structure and time-variant vehicle body vibration data. Compared with the existing technique, the proposed method is much better.

2. Theoretical Background

2.1. Motion Equation of Time-Variant Structure. The motion equation of a time-variant structure with $n$ degrees of freedom (DOFs) is described by

$$M \ddot{x}(t) + C \dot{x}(t) + K(t)x(t) = BF(t),$$

where $K(t)$, $C$, and $M$ mean stiffness matrices, damping, and $n \times n$ time-variant mass, respectively; $\dot{x}(t)$, $x(t)$, and $x(t)$ mean displacement response vectors, velocity, and acceleration of structure, respectively; and $F(t)$ is the applied excitation force on the structure with mapping matrix $B$ and relates the applied excitation force to the corresponding DOFs. In this paper, the mass and damping matrices are time invariant, the variations of which are generally much smaller and insignificant compared to that of structural stiffness.

The frequency (variation) of each model will be narrow band if the coefficient has a minor time variation. According to the modal superposition method with $n$ vibrational modal responses, we can obtain the structural displacement and
acceleration responses based on the principle of modal superposition. The signal is expressed with
\[
x(t) = \sum_{i=1}^{n} \Phi_i(t)q_i(t),
\]
(2)
where \( \Phi_i(t) \) means \( i \)-th model shape and \( q_i(t) \) is corresponding modal response. Based on the orthogonal property of model shape, equation (1) can be decoupled into equations of \( n \) models after substituting equation (2) in equation (1):
\[
\ddot{q}_i(t) + 2\xi_i\omega_i(t)\dot{q}_i(t) + \omega_i^2q_i(t) = \frac{\Phi_i^T(t)F(t)}{m_i},
\]
(3)
where \( m_i, \xi_i, \) and \( \omega_i \) are circular modal frequency, modal damping ratio, and the \( i \)-th modal mass, respectively. After an impulse force is employed to the \( z \)-th DOF, the \( i \)-th generalized modal coordinate will have an acceleration response described as
\[
\ddot{q}_i(t) = \frac{F_0\Phi_{zi}^T\omega_i(t) }{m_i\sqrt{1-\xi_i^2}} \exp(-\xi_i\omega_i(t))\cos(\omega_{di}(t)t + \nu_i),
\]
(4)
where \( \Phi_{zi}^T = 0 \) denotes the \( z \)-th item of the \( i \)-th modal vector \( \Phi_i(t) \) at time \( t = 0 \), \( \omega_{di}(t) = \omega_i\sqrt{1-\xi_i^2} \), and \( \nu_i \) is the phase angle.

The acceleration response \( \ddot{x}_p(t) \) of the structure at the \( p \)-th DOF is as follows:
\[
\ddot{x}_p(t) = \sum_{i=1}^{n} S_i(t) = \sum_{i=1}^{n} A_i(t)\cos(\omega_{di}(t)t + \nu_i),
\]
(5)
where \( \Phi_{zi}^T = 0 \) denotes the \( z \)-th item of the \( i \)-th modal vector \( \Phi_i(t) \) at time \( t = 0 \), \( \omega_{di}(t) = \omega_i\sqrt{1-\xi_i^2} \), and \( \nu_i \) is the phase angle.

We can further write equation (5) as the superposition of amplitude-modulated-frequency-modulated signals:
\[
\ddot{x}_p(t) = \sum_{i=1}^{n} S_i(t) = \sum_{i=1}^{n} A_i(t)\cos(\omega_{di}(t)t + \nu_i),
\]
(6)
\[
A_i(t) = \frac{\phi_{pi}^T(t)F_0\Phi_{zi}^T\omega_i(t)}{m_i\sqrt{1-\xi_i^2}} \exp(-\xi_i\omega_i(t))\cos(\omega_{di}(t)t + \nu_i).
\]

### 2.2. SGMD for Signal Decomposition

A trajectory matrix has been built by the SGMD method in the original time series during embedding. Firstly, the power spectral density (PSD) method is employed for obtaining the embedding dimension and the trajectory matrix. Then, the symplectic matrix is constructed, and the eigenvalues of Hamiltonian matrix are solved by symplectic geometric similarity transformation. Traditional SGMD obtains all SGC by similarity comparison. In this paper, SGC is extracted by merging all similar vectors of the maximum eigenvalue from the original signal and re-symplectic geometric model decomposition of residual components, which is an iterative process. To estimate the original time series in this study, we apply a diagonal averaging method to every symplectic principal component matrix. Figure 1 shows the diagram of SGMD technique.

Before analyzing SGMD method, some definitions and theorems are introduced as follows.

**Definition 1.** \( S \) is a symplectic matrix if there is \( JSJ^{-1} = S^{-T} \).

**Definition 2.** \( H \) is a Hamiltonian matrix if there is \( JHJ^{-1} = -H^{-T} \).

**Theorem 1.** For any symplectic matrix \( A_{sym} \), construct a new matrix \( M = \begin{bmatrix} A & 0 \\ 0 & -A^T \end{bmatrix} \); \( M \) is also a Hamilton matrix.

**Theorem 2.** Suppose the Householder matrix is supposed as
\[
H = H(k,\omega) = \begin{bmatrix} P & 0 \\ 0 & P \end{bmatrix},
\]
(7)
\[
P = I_n - \frac{2\overline{w}w^T}{\overline{w}^T\overline{w}}
\]
where \( \overline{w} = (0, \ldots, 0; w_k, \ldots, w_n)^T \neq 0 \) and \( H \) is a symplectic unitary matrix.

**Theorem 3.** Suppose an \( m \times n (m > n) \) dimension real trajectory matrix \( X \) and \( A = XTX \) is a real symmetry matrix. Then, the Hamilton matrix \( M \) can be constructed from the symmetric matrix \( A \), namely, \( M = \begin{bmatrix} A & 0 \\ 0 & -A^T \end{bmatrix} \).

There is a Householder matrix \( H \); then, an upper Hessenberg matrix \( B \) is constructed via \( HMH^T \), namely,
trajectory matrix $X$ say the original time series can be projected to the trajectory matrix. Takens' theorem, a time-series delay topology of time series reconstruction of components. similarity transformation, diagonal averaging, and adaptive eigenvalues of Hamiltonian matrix via symplectic geometry embedding dimension of the time series, solving the eigenvalues of Hamiltonian matrix. Therefore, the primary $2n$-dimension space Hamilton matrix $M$ can be resolved via transforming it into $n$-dimension space.

The key of symplectic geometry model decomposition is to utilize symplectic geometry spectrum analysis (SGSA) for solving the eigenvalues of Hamiltonian matrix and reconstructing the single component signals via its corresponding eigenvectors. Therefore, the power spectral density (PSD) is set to $\rho \leq 10$, where $\rho$ is the normalized frequency is less than the given threshold $10^{-3}$. Otherwise, it is set to $\rho = 1.2 \times (F_s/\rho_{max})$. To obtain Hamiltonian matrix, autocorrelation analysis is implemented on the trajectory matrix to get the covariance symmetric matrix $A$:

$$A = X^TX.$$  \hspace{1cm} (10)

Then, the Hamilton matrix $M$ will be obtained based on the symmetric matrix $A$:

$$M = \begin{bmatrix} A & 0 \\ 0 & -A^T \end{bmatrix}.$$ \hspace{1cm} (11)

After constructing Hamilton matrix, the square of $M$ is $N$, i.e., $N = M^2$, and the matrices $M$ and $N$ are Hamilton matrices by the definition of Hamilton matrix. Therefore, a symplectic orthogonal matrix $Q$ can be obtained from the following equation:

$$Q^T N Q = \begin{bmatrix} B & R \\ 0 & B^T \end{bmatrix}.$$ \hspace{1cm} (12)

where $Q$ means an orthogonal symplectic matrix with the property of its prototype, to protect the structure of Hamilton matrix when it is transformed. Here, $B$ means upper triangular matrix, i.e., $b_{ij} = 0 (i > j + 1)$. It can be transformed via utilizing the Schmidt orthogonalization to matrix $N$, and the eigenvalue of the upper triangular matrix $B$ can be calculated as $\lambda_1, \lambda_2, \ldots, \lambda_d$. Indeed, the eigenvalues of $A$ will equal those of $B$ if $A$ is real symmetric. Based on the properties of Hamilton matrix, the eigenvalues of the matrix $A$ are obtained:

$$\sigma_i = \sqrt{\lambda_i}, \quad i = 1, 2, \ldots, d.$$ \hspace{1cm} (13)

The symplectic geometry of $X$ is made by eigenvalues of $A$ in descending order, i.e.,

$$\sigma_1 > \sigma_2 > \cdots > \sigma_d.$$ \hspace{1cm} (14)

The distribution of $\sigma_i$ is the symplectic geometry spectra of $A$, with its smaller values to be usually treated as noise components. $Q_i (i = 1, 2, \ldots, d)$ means eigenvectors which correspond to eigenvalue of matrix $A$.

Matrix $Q$ is constructed as Householder matrix $H$ from equation (14), where the theory of symplectic geometry can be employed to solve the embedding dimension time series. Therefore, the Householder matrix $H$, rather than the symplectic orthogonal matrix $Q$, has been selected. $H$ is easy to be verified as the unitary matrix, and $H$ can be obtained from real matrix. This is helpful for researching the time series. Moreover, let $S = Q^TX$, $Z = QS$, and $Z$ be the reconstructed trajectory matrix. Each component matrix is reconstructed as per the following steps.

Firstly, based on the unitary matrix eigenvectors and trajectory matrix, the transformation coefficient matrix $S$ is obtained as follows:

$$S_i = Q_i^T X^T.$$ \hspace{1cm} (15)

Then, to obtain reconstruction matrix $Z$, the transformation coefficient matrix is transformed:

$$Z_i = Q_i S_i,$$ \hspace{1cm} (16)

where $Z_i (i = 1, 2, \ldots, d)$ is the initial single component. Similarly, trajectory matrix $Z$ is

\[
HMH^T = \begin{pmatrix}
P & 0 \\ 0 & P \end{pmatrix} \begin{pmatrix}
A & 0 \\ 0 & -A^T \end{pmatrix} \begin{pmatrix}
P & 0 \\ 0 & P \end{pmatrix}^T
= \begin{pmatrix}
PAP^T & 0 \\ 0 & PA^TP^T \end{pmatrix}
= \begin{pmatrix}
B & 0 \\ 0 & -B^T \end{pmatrix},
\]

where $\lambda(A) = \lambda(B)$,

$$\sigma = \lambda^2(X) = \lambda(A).$$

The upper Hessenberg matrix $B$ is an $n$-dimension space matrix. Therefore, the primary $2n$-dimension space Hamilton matrix $M$ can be resolved via transforming it into $n$-dimension space.

The key of symplectic geometry model decomposition is to utilize symplectic geometry spectrum analysis (SGSA) for solving the eigenvalues of Hamiltonian matrix and reconstructing the single component signals via its corresponding eigenvectors. Therefore, the power spectral density (PSD) method is applied to adaptively obtain embedding dimension of the studied time series. Then, symplectic geometry is constructed, and SGSA is used to deal with the eigenvalues of Hamiltonian matrix. Finally, the diagonal averaging and adaptive reconstruction are employed to obtain symplectic geometry components. Therefore, the SGMD may fit for nonlinear signal analysis.

The symplectic geometry model decomposition method usually can be divided into four parts: adaptive determining embedding dimension of the time series, solving the eigenvalues of Hamiltonian matrix via symplectic geometry similarity transformation, diagonal averaging, and adaptive reconstruction of components.

Briefly, any original signal time series are expressed as $x = x_1, x_2, \ldots, x_n$ ($n$ means data length). Based on Takens' theorem, a time-series delay topology equivalent method is used to reconstruct the multidimensional signals via one dimensional signal. That is to say the original time series can be projected to the trajectory matrix $X$ which has all the dynamic information of time series $x$:

$$X = \begin{bmatrix} x_1 & x_{1+r} & \cdots & x_{1+(d-1)r} \\ x_2 & x_{2+r} & \cdots & x_{2+(d-1)r} \\ \vdots & \vdots & \ddots & \vdots \\ x_m & x_{m+r} & \cdots & x_{m+(d-1)r} \end{bmatrix}, \hspace{1cm} (9)$$

where $d$ is the embedding dimension, $r$ is the delay time, $m = n - (d - 1)r$, and the appropriate embedding dimension $d$ and the delay time $r$ are chosen to get the corresponding reconstruction matrix. The idea of determining embedding dimension in the existing studies [29] is employed to calculate the PSD of the initial time series $x$. Subsequently, $f_{max}$ frequency of the maximum peak, is estimated from PSD. $d$ is set to $n/3$ where $n$ is the length of data if the normalized frequency is less than the given threshold $10^{-3}$. Otherwise, it is set to $d = 1.2 \times (F_s/f_{max})$. To obtain Hamiltonian matrix, autocorrelation analysis is implemented on the trajectory matrix to get the covariance symmetric matrix $A$:

\[
A = X^TX. \hspace{1cm} (10)
\]

Then, the Hamilton matrix $M$ will be obtained based on the symmetric matrix $A$:

$$M = \begin{bmatrix} A & 0 \\ 0 & -A^T \end{bmatrix}. \hspace{1cm} (11)$$

After constructing Hamilton matrix, the square of $M$ is $N$, i.e., $N = M^2$, and the matrices $M$ and $N$ are Hamilton matrices by the definition of Hamilton matrix. Therefore, a symplectic orthogonal matrix $Q$ can be obtained from the following equation:

$$Q^T N Q = \begin{bmatrix} B & R \\ 0 & B^T \end{bmatrix}, \hspace{1cm} (12)$$

where $Q$ means an orthogonal symplectic matrix with the property of its prototype, to protect the structure of Hamilton matrix when it is transformed. Here, $B$ means upper triangular matrix, i.e., $b_{ij} = 0 (i > j + 1)$. It can be transformed via utilizing the Schmidt orthogonalization to matrix $N$, and the eigenvalue of the upper triangular matrix $B$ can be calculated as $\lambda_1, \lambda_2, \ldots, \lambda_d$. Indeed, the eigenvalues of $A$ will equal those of $B$ if $A$ is real symmetric. Based on the properties of Hamilton matrix, the eigenvalues of the matrix $A$ are obtained:

$$\sigma_i = \sqrt{\lambda_i}, \quad i = 1, 2, \ldots, d. \hspace{1cm} (13)$$

The symplectic geometry of $X$ is made by eigenvalues of $A$ in descending order, i.e.,

$$\sigma_1 > \sigma_2 > \cdots > \sigma_d. \hspace{1cm} (14)$$

The distribution of $\sigma_i$ is the symplectic geometry spectra of $A$, with its smaller values to be usually treated as noise components. $Q_i (i = 1, 2, \ldots, d)$ means eigenvectors which correspond to eigenvalue of matrix $A$.

Matrix $Q$ is constructed as Householder matrix $H$ from equation (14), where the theory of symplectic geometry can be employed to solve the embedding dimension time series. Therefore, the Householder matrix $H$, rather than the symplectic orthogonal matrix $Q$, has been selected. $H$ is easy to be verified as the unitary matrix, and $H$ can be obtained from real matrix. This is helpful for researching the time series. Moreover, let $S = Q^TX$, $Z = QS$, and $Z$ be the reconstructed trajectory matrix. Each component matrix is reconstructed as per the following steps.

Firstly, based on the unitary matrix eigenvectors and trajectory matrix, the transformation coefficient matrix $S$ is obtained as follows:

$$S_i = Q_i^T X^T. \hspace{1cm} (15)$$

Then, to obtain reconstruction matrix $Z$, the transformation coefficient matrix is transformed:

$$Z_i = Q_i S_i, \hspace{1cm} (16)$$

where $Z_i (i = 1, 2, \ldots, d)$ is the initial single component. Similarly, trajectory matrix $Z$ is
\[ Z = Z_1 + Z_2 + \cdots + Z_d. \]  

(17)

The obtained initial single component matrix \( Z \) is \( m \times d \) matrix. Therefore, the initial single component should be reordered, and the reconstructed matrix \( Z \) should be transformed by the diagonal averaging into a new set of time series of length \( n \). Meanwhile, that of new time series \( d \) can be achieved as well, where the sum of new time series \( d \) is the original time series.

Additionally, we define the elements of matrix as \( z_{ij} \) for any initial single component matrix \( Z_i \), where \( 1 \leq i \leq d \), \( 1 \leq j \leq m \), and \( d^* = \min (m, d) \), \( m^* = \max (m, d) \), and \( n = m + (d - 1) \). Let \( z_{ij}^* = z_{ij} \) if \( m < d \); otherwise, \( z_{ij}^* = z_{ji} \). Thus, the diagonal averaging transfer matrix is

\[
y_k = \begin{cases}  
\frac{1}{k} \sum_{i=1}^{p} z_{p,k-p+1}^*, & 1 \leq k < d^*, \\
\frac{1}{d^*} \sum_{i=1}^{p} z_{p,k-p+1}^*, & d^* \leq k \leq m^*, \\
\frac{1}{n - k + 1} \sum_{i=m^*+1}^{p-k} z_{p,k-p+1}^*, & m^* < k \leq n.
\end{cases}
\]  

(18)

The matrix \( Z_i \) is transformed to a series of \( Y_i (y_{1}, y_{2}, \ldots, y_{n}) \) based on equation (20). Thus, by diagonal averaging, we can transform the reconstruction matrix \( Z \) into a new series of matrix \( Y \) with the length \( d \times n \). Additionally, it can decompose the original time series into \( d \) independent superimposed components with various trends and frequency bands.

\( d \) single component signals are acquired via diagonal averaging:

\[ Y = Y_1 + Y_2 + \cdots + Y_d. \]  

(19)

After construction of the trajectory matrix and implementation of diagonal averaging, \( d \) single components are obtained, whereas the components are not totally independent as they may have some characteristics, periods, and frequency components, which means that the initial single components with same characteristics need reconstructing. The component correlation and frequency similarity are employed to rebuild the components. Also, the components divided from a component will be rebuilt via calculating their frequency and correlation. Additionally, the signal usually includes numerous noise components irregularly, such as frequency and correlation as the interference of environmental factors. Therefore, it is urgent to set the iterative stopping conditions.

Firstly, the correlation was calculated with \( Y_1 \) and other reconstructed signals \( Y_{k+1} \), and the highly similar \( Y_k \) is composed of the first SGC component. Then the SGC is removed from the source signal \( x \), and the residual signal is recorded as \( g_{h+1} \):

\[ g_{h+1} = x - \sum_{i=1}^{h} \text{SGC}_i, \]  

(20)

where \( h \) means number of iterations. Finally, the calculation would be made for normalized mean absolute error (NMAE) of the participating signals:

\[ \text{NMAE}_h = \frac{1}{n} \sum_{t=1}^{n} \frac{|g_{h+1}(t)|}{|x(t)|}. \]  

(21)

The whole decomposition process will continue until the normalized mean absolute error is smaller than the predetermined threshold \( \text{NMAE}_h = 1\% \). Otherwise, the reconstructed residual signal \( g_h \) is the trajectory matrix \( X \) and the above \( \text{NMAE}_h = 1\% \) iterative process is repeated until the iteration termination condition is satisfied. And, the final decomposition result is obtained as follows:

\[ x(t) = \sum_{h=1}^{N} \text{SGC}_h(t) + g_{N+1}(t), \]  

(22)

where \( N \) means number of identified component series. Different from the traditional SGMD method, the newly proposed SGMD removes the reconstructed signal \( Y_1 \) with the largest feature and its similar signal from the source signal. It also needs to take the judgement which relied on the NMAE of residual signal for completing the decomposition, still, the method by continuing to search for the new SGC is replaced as the new trajectory matrix calculation. This can be more accurate compared with combing the reconstructed signal \( Y \) in the conventional SGMD method for obtaining SGC. Hence, the iterative process has been added to improve the traditional SGMD.

2.3. Hilbert Transform. It is widely accepted that time-frequency analysis methods have advantages over the traditional methods. By using fast Fourier transformation (FFT), energy distribution in the time and frequency scales can be visualized with an adjustable resolution. Additionally, the signal in the frequency scale can be investigated with multiresolution analysis from time-frequency analysis via the time scale information. In areas of damage identification, modal identification, and signal processing, the time-frequency analysis methods are widely utilized. Performing the signal decomposition with SGMD, several SGCs are obtained and employed for obtaining Hilbert spectrum. Both nonlinear and non-stationary signals can be analyzed by Hilbert transform. To perform Hilbert transform using the extracted the SGCs from a vibration response signal, it is required to obtain frequency and time-domain information with the instantaneous frequencies and amplitudes. The following equation can be used to define Hilbert transform of a specific SGC:

\[ \hat{\text{SGC}}_h(t) = H[\text{SGC}_h(t)] = \frac{1}{\pi} P \int_{-\infty}^{\infty} \text{SGC}_h(\omega) \frac{d\omega}{t - \tau}, \]  

(23)

where \( \hat{\text{SGC}}_h(t) \) is the Hilbert transform of symplectic geometry components \( \text{SGC}_h(t) \) and \( P \) is the Cauchy principle value. The analytical signal is
\( z_k(t) = \text{SGC}_k(t) + \text{SGC}_{\bar{k}}(t) = A_k(t)e^{j\omega_k(t)} \),

\[ A(t) = \left[ \text{SGC}_k(t)^2 + \text{SGC}_{\bar{k}}(t)^2 \right]^{1/2} \]  

\[ \theta_k(t) = \arctan \left( \frac{\text{SGC}_{\bar{k}}(t)}{\text{SGC}_k(t)} \right) \]

Finally, the identified instantaneous frequency \( \omega_{id}^k(t) \) of the \( k \)-th component is expressed by

\[ \omega_{id}^k(t) = \frac{\partial \theta_k(t)}{\partial t} \]  

2.4. Modal Data Identification Algorithm. Figure 2 shows the diagram for identifying modal characteristics by means of SGMD method for system identification. The diagram contains the following five main steps:

(1) The SGMD has been processed on \( n \) point sensor \( x_1, x_2, \ldots, x_n \) for test structure, each measurement point retains \( k \) SGC scale components, and data length is \( N \):

\[
\text{SGC}_n = \begin{bmatrix}
\text{SGC}_n(a_1, t_1) & \text{SGC}_n(a_1, t_2) & \cdots & \text{SGC}_n(a_1, t_N) \\
\text{SGC}_n(a_2, t_1) & \text{SGC}_n(a_2, t_2) & \cdots & \text{SGC}_n(a_2, t_N) \\
\vdots & \vdots & \ddots & \vdots \\
\text{SGC}_n(a_k, t_1) & \text{SGC}_n(a_k, t_2) & \cdots & \text{SGC}_n(a_k, t_N) 
\end{bmatrix}
\]  

(2) Since the symplectic geometric decomposition will disturb the order of scales, it is necessary to compare the correlation coefficients of the SGC components of all sensors and select one SGC component with the largest correlation coefficient from different measuring points \( n \) to form \( N \) new matrices \( A_k \):

\[
A_k = \begin{bmatrix}
W_1(a_k, t_1) & W_1(a_k, t_2) & \cdots & W_1(a_k, t_N) \\
W_2(a_k, t_1) & W_2(a_k, t_2) & \cdots & W_2(a_k, t_N) \\
\vdots & \vdots & \ddots & \vdots \\
W_n(a_k, t_1) & W_n(a_k, t_2) & \cdots & W_n(a_k, t_N) 
\end{bmatrix}
\]

Thus, \( A_k \) can form a singular value decomposition matrix which can ensure to contain the same instantaneous frequency.

(3) Singular value decomposition for each combined matrix is carried out:

\[ A_k = U_kS_kV_k^T \]  

where \( U_k = \{u_{1k}, u_{2k}, \ldots, u_{nk}\} \), \( S_k = (\Sigma_{ik}O) \), \( \Sigma_{ik} = \text{diag}(\sigma_{1k}, \sigma_{2k}, \ldots, \sigma_{nk}) \), \( V_k = \{v_{1k}, v_{2k}, \ldots, v_{nk}\} \).

(4) The judgement matrix is reconstructed by using the first singular value \( \sigma_{1k} \):

\[ B[\sigma_{11}, \sigma_{12}, \ldots, \sigma_{1k}]_{1\times k} \]

In this formula, \( B \) represents the obtained first singular value of different scales decomposition.

(5) The first singular value vectors \( u_{1k} \) and \( v_{1k} \) are reconstructed to obtain the reconstructed matrix:

\[
D_1 = [u_{11}, u_{12}, \ldots, v_{1k}]_{n\times k},
\]

\[
D_2 = [v_{11}, v_{12}, \ldots, v_{1k}]_{k\times N}.
\]

When the scale point position of local maximum in \( B \) corresponds to \( a_k \), \( D_1 \) contains structural point vibration model information and \( D_2 \) contains the natural frequency of structural modal point and its damping ratio:

\[
\{\Phi\}_1 = D_1, \quad \{\Phi\}_2 = D_2.
\]

3. Simulation Studies

Simulation studies are performed on a time-variant multi-DOF shear-type structure to explore the effectiveness of the proposed method for time-variant system identification. To verify the proposed method, a simulation model of 5-DOF mass-spring-damper is fabricated first, which is shown in Figure 3.

Also, based on equation (1) and the mass matrix \( M \),

\[
M = \begin{bmatrix}
4.9895 & 0 & 0 & 0 & 0 \\
0 & 4.9895 & 0 & 0 & 0 \\
0 & 0 & 4.9895 & 0 & 0 \\
0 & 0 & 0 & 4.9895 & 0 \\
0 & 0 & 0 & 0 & 4.9895 
\end{bmatrix},
\]

and the stiffness matrix \( K \) of the model is

\[
K = \begin{bmatrix}
k_1 + k_{12} & -k_{12} & -k_{23} & -k_{34} & -k_{34} \\
-k_{12} & k_{12} + k_{23} & -k_{23} & k_{34} + k_{45} & -k_{15} \\
-k_{23} & -k_{23} & k_{23} + k_{34} & -k_{34} & -k_{45} \\
-k_{34} & k_{34} + k_{45} & -k_{34} & k_{5} + k_{45} & -k_{15} \\
-k_{34} & -k_{45} & k_{5} + k_{45} & -k_{15} & k_{5} + k_{45}
\end{bmatrix},
\]

where \( k_{12} = 17,110 \text{ N/s} \), \( k_{23} = 8005 \text{ N/s} \), \( k_{34} = 5632 \text{ N/s} \), \( k_5 = 13,300 \text{ N/s} \), and \( k_1 \) and \( k_{34} \) are the time-variant stiffness parameters. Three cases with periodical and smooth variations are researched, respectively. The variant stiffnesses in Case 1 are set as \( k_1 = 2000 \text{ N/m} \) and \( k_{34} = 48,000 \text{ N/m} \), which is a time-invariant system, and defined as \( k_1 = (5 - 0.08t) \times 10^5 \text{ N/s} \) and \( k_{34} = (4.8 - 0.12t) \times 10^4 \text{ N/s} \) in Case 2. The corresponding values in Case 3 are \( k_1 = (2 + 0.6 \sin(2\pi t)) \times 10^3 \text{ N/m} \) and \( k_{34} = 48,000 \text{ N/m} \).
Proportional damping $C = 0.08M$. The following impulse force is applied at the fourth layer:

$$ BF(t) = \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ f(t) & 0 & 0 & 0 & 0 \end{bmatrix}, \quad f(t) = \begin{cases} 500 \text{ N}, & t = 0, \\ 0, & t \neq 0. \end{cases} $$

(34)

Newmark beta method, a time-stepped integration method, is used to solve the analytical responses of time-variant system. 200 Hz is set as the sampling frequency. The acceleration signal from the top level is chosen to decompose signals and identify the following instantaneous frequencies. Moreover, the signal-to-noise ratio of vibration signals in both three cases is 30 dB, which is considered the noise effect in measurement.

3.1. Linear Structure Modal Identification. According to the structural parameters of Case 1, the modal shape can be obtained as

$$ \Phi = \begin{bmatrix} 1.0000 & 1.5690 & -0.4609 & 4.4280 & 0.3353 \\ 1.0352 & 1.0000 & 0.0231 & -5.3460 & -1.6530 \\ 0.9295 & -1.2411 & 1.0000 & 0.3206 & 15.4604 \\ 0.8848 & -1.4027 & 0.7469 & 1.0000 & -15.0077 \\ 0.2842 & -0.7365 & -4.0584 & -0.2703 & 1.0000 \end{bmatrix}. $$

(35)

The natural frequencies can be obtained as $f_1 = 2.66438 \text{ Hz}$, $f_2 = 6.4540 \text{ Hz}$, $f_3 = 10.0685 \text{ Hz}$, $f_4 = 14.2087 \text{ Hz}$, and $f_5 = 22.9175 \text{ Hz}$. The damping ratios for each order are obtained as $\xi_1 = 0.1066$, $\xi_2 = 0.2582$, $\xi_3 = 0.4027$, $\xi_4 = 0.5683$, and $\xi_5 = 0.9167$. Still, the modal assurance criterion (MAC) is utilized for the evaluation of the errors of identified model shape:

$$ \text{MAC}_i = \frac{\left( \Phi_i^T \hat{\Phi}_i \right)^2}{\Phi_i^T \Phi_i \hat{\Phi}_i^T \hat{\Phi}_i}, $$

(36)

where $\Phi_i$ is the estimated model vector and $\hat{\Phi}_i$ is the theoretical one. Figure 4 shows the Fourier transform spectrum and time history of the response signal from Case 1. The Fourier spectrum clearly indicates five frequencies.
Unlike the SGMD method introduced in reference [28], in order to suppress overdecomposition, equation (23) described in this paper is used as the iteration termination condition, and the simulation signal is decomposed into five SGCs. The symplectic geometric decomposition of the vibration signal on the fifth degree of freedom is shown in Figure 5. After the decomposition, the order of each layer for SGC is not arranged in the sequence of frequency but followed the energy distribution; the order of sequences has been rearranged in order to natural frequency identification. The SGMD can decompose each order of vibration into independent components. Meanwhile, modal shapes cannot be obtained after decomposing a single signal. This paper proposes to combine SGMD with SVD and identify the modal parameters of the reconstructed matrix \( D_2 \) as shown in Figure 6. Also, each individual component is close to the vibration of a single degree of freedom. At the same time, according to \( D_1 \), the model shape can be obtained.

The modal parameters of linear simulation signal are identified by the methods of SVD, SGMD, and SGMD-SVD, respectively. The results are shown in Table 1. The SVD can effectively identify the model shape, but the natural frequency and damping ratio recognition effect are very unsatisfactory. After SGMD classifies a single simulation signal, the identified natural frequency and damping are more accurate and the fifth-order natural frequency identification result has a larger deviation, owing to fact that the simulation signal has a shorter step size and the affected recognition frequency is lower. The combination of SGMD and the SVM, not only effectively identify models but also can be effective for identifying the natural frequency and damping for simulation modal identification signals. Therefore, the SGMD can decompose the measured signals into each effective frequency single signal, which is convenient for the identification of modal parameters. Still, the vibration models were extracted by SVD, and MAC values were all greater than 0.898. As a result, the proposed method is suitable and applicable to the identification of linear modal parameters.

3.2. Nonlinear Structure Instantaneous Frequency Identification. Figure 7 shows the Fourier transform spectrum and the time history of the response signal in Case 2. The Fourier spectrum has five frequencies, as shown in Figure 7. Thus, signal decomposition is implemented via SGMD. The decomposed SGCs as well as their corresponding frequency spectra are shown in Figure 8. Four independent frequency components are decomposed in the Fourier spectra, which are well separated. The true and identified instantaneous frequencies of time-variant structure are shown in Figure 9. Note that the "freezing method" is used to obtain the theoretical instantaneous frequency [30]. Assume that, in each time interval, the structural physical parameters are unchanged, and the theoretical instantaneous frequency is solved from the solution of eigenvalue analysis problem. The finite duration of measured signals will have an end effect, which may bring certain errors, especially when the response signals begin and stop, which is shown in Figure 9. In general, with the associated FFT analysis, the end and leakage effects are significant. In addition, employing FFT with band-pass filters cannot identify the instantaneous frequency of time-variant systems. Meanwhile, the proposed approach can successfully identify the smooth decreasing time-variant frequencies.

From the Fourier transform of SGCs in Figure 8(c), the decomposed signals still have a modal aliasing problem. Observing the time-domain map is not difficult to find, which is caused by modal aliasing caused by the endpoint effect.

Figures 10–12 show the identified instantaneous frequencies, decomposed SGC via SGMD, and the response signal in time and frequency domains for Case 3, respectively. As shown in Figure 11, the Fourier spectra of the decomposed SGCs indicate that the five models are clearly decomposed. Similar to Figure 8(c), the end effect mode results still lead to the certain aliasing in Figure 11(c) and 11(d).

Moreover, Figure 12 shows the identified instantaneous frequencies where the lower frequency component has larger variation compared to its higher counterpart. Nevertheless, the identified first models are the best among all the models. The high model offsets the central frequencies caused by noise, while the identified low model frequency fluctuates around the central frequency.

Empirical model decomposition (EMD), a typical method for signal decomposition, is also employed in this study for the vibration response of Case 3 (Figure 13 shows the obtained IMFs). The results of the first two decomposition in EMD are similar to those in the proposed method in this paper. The instantaneous frequency of IMF1
Figure 5: Continued.
Figure 5: The results of the symplectic geometry decomposition and power spectrum for DOF5.

Figure 6: Continued.
and IMF2 has been overlapped, which is approximated as the component of theoretical instantaneous frequency 5. In the results of EMD decomposition, there is no component that coincides with the theoretical instantaneous frequencies 3 and 4. Therefore, it is difficult to decompose signals from time-variant systems. Figure 10 demonstrates that the Fourier spectrum has several peaks within a scope of the most significant frequency components, which means that it is relatively difficult for the traditional methods to realize the signal decomposition. As shown in Figures 13 and 14, significant fluctuations are observed as the noise in measurements influences the performance of EMD in signal decomposition.

As shown in Figures 12 and 14, comparing the results of SGMD and EMD, SGMD has much better performance for instantaneous frequency identification and the signal decomposition.

As shown in Figures 12 and 14, comparing the results of SGMD and EMD, SGMD has much better performance for instantaneous frequency identification and the signal decomposition.

3.3. Effect of Measurement Noise. Noise was added to the response simulation of Case 3 to carry out the further study on robustness of method for modal identification using SGMD, and the signal-to-noise ratio was 10 dB and 20 dB, respectively. To decrease the high frequency noise, the noisy responses are processed by a band-pass filter with a frequency range of 1 – 30 Hz due to the fact that the first five are observed within 30 Hz. For SGMD employed for signal decomposition, the same procedure is followed, and the obtained instantaneous frequencies are recognized and shown in Figure 15. As shown in Figure 15, all the five frequency models are in a complete separation state and the true values are close with the identified instantaneous frequencies. As a result, the results on the first model show the best agreement. Therefore, it can be seen from the above that the first model dominates the vibration. Moreover, the results of models 2 and 5 under such high noise effects are also satisfactory.

It can be seen that the SGMD method is applicable to both modal parameter identification of linear systems and instantaneous frequency of nonlinear systems. Compared with the traditional EMD and SVD identification methods, SGMD has better robustness and adaptability.

4. Experimental Verifications

SGMD can be used to decompose linear and nonlinear signals. The existing methods, due to end effects or time-variant systems with nonstationary signals, still have some limitations when it comes to processing signals from time-invariant systems. In order to explore the performance of instantaneous frequency identification in the mechanical structure using the proposed method in this case, experimental studies on both time-variant and time-invariant systems were performed in the laboratory. The proposed method is used to extract the instantaneous frequency of the structure, and the real vibration data are used for signal decomposition. An experimental study of the first invariant structure was employed to prove the accuracy of proposed method, with particular attention on how to use the
Table 1: Comparison of modal parameter identification results.

<table>
<thead>
<tr>
<th>Model</th>
<th>SVD</th>
<th>SGMD</th>
<th>SGMD-SVD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Natural frequency</td>
<td>Error (%)</td>
<td>Damping ratio</td>
</tr>
<tr>
<td>1</td>
<td>2.204774</td>
<td>17.25</td>
<td>0.128879</td>
</tr>
<tr>
<td>2</td>
<td>6.43347</td>
<td>0.32</td>
<td>0.267495</td>
</tr>
<tr>
<td>3</td>
<td>9.653678</td>
<td>4.12</td>
<td>0.488475</td>
</tr>
<tr>
<td>4</td>
<td>24.27983</td>
<td>70.88</td>
<td>0.20743</td>
</tr>
<tr>
<td>5</td>
<td>56.19371</td>
<td>145.20</td>
<td>0.035751</td>
</tr>
</tbody>
</table>
Figure 7: Time-domain response signal and its fast Fourier transform spectrum in the simulation study (Case 2).

Figure 8: Continued.
Figure 8: Decomposed symplectic geometric components (SGCs) of the response signal with symplectic geometric model decomposition in the simulation study (Case 2).

Figure 9: Symplectic geometric model decomposition applied to identify instantaneous frequencies in the simulation study (Case 2).
Figure 10: The results in the simulation study (Case 3): time-domain response signal as well as the fast Fourier transform spectrum.

Figure 11: Continued.
Figure 11: Decomposed symplectic geometric components (SGCs) of the response signal with symplectic geometric model decomposition in the simulation study (Case 3).

Figure 12: The results in the simulation study (Case 3): identified instantaneous frequencies by the symplectic geometric model decomposition.
Figure 13: Extracted intrinsic model functions (IMFs) of the response signal on the basis of empirical model decomposition in the simulation study (Case 3).

Figure 14: Continued.

(a) Identified instantaneous frequency 1
Theoretical instantaneous frequency 1

(b) Identified instantaneous frequency 2
Theoretical instantaneous frequency 2
Figure 14: Identified instantaneous frequencies on the basis of empirical model decomposition in the simulation study (Case 3). (a) Identified instantaneous frequency from IMF 5. (b) Identified instantaneous frequency from IMF 4. (c) Identified instantaneous frequency from IMF 1–3.

Figure 15: Continued.
proposed method to implement a better result. The second example is a time-variant structure, a wheel and rail vehicle system. Moreover, the signals measured from a moving vehicle are nonstationary. Those experiments can be implemented to prove the applicability and efficiency of instantaneous frequency identification and signal decomposition via SGMD.

4.1. Modal Identification of a Time-Invariant Structure. The applicability of the method proposed in this paper is demonstrated by the first example given in this section. A dissected vehicle under-frame crossbeam of high-speed train has been selected as the test object; usually the CRH3 high-speed train car body with 20 toes in crossbeams can improve the stiffness of car body and inhibit the chassis vertical

---

**Figure 15**: Identified instantaneous frequencies under different noise levels with symplectic geometric model decomposition in the simulation study (Case 3). (a) Identified instantaneous frequency of Mode 1. (b) Identified instantaneous frequency of Mode 2. (c) Identified instantaneous frequency of Mode 3. (d) Identified instantaneous frequency of Mode 4. (e) Identified instantaneous frequency of Mode 5.
deformation. By adjusting the chassis beam, the natural frequency resonance of bodywork and bogie can be effectively avoided. To verify the accuracy of recognition results of experimental modal parameters, the finite element software Hypermesh and Nastran were used to complete the model grid division and modal calculation of the bottom crossbeams in this section. The material property was as follows: elastic modulus $E = 70$ GPa, density of $\rho = 2710$ kg/m$^3$, and Poisson’s ratio $\mu = 0.33$.

This paper mainly analyzes the modal parameters of the crossbeam below 500 Hz, and the simulation results are shown in Figure 16. Considering the actual testing samples had two constraints, the vertical constraints are applied at the same position on geometry modal. The results of finite element analysis indicate that the first three models of vibration are larger in each sequence at the upper corner of the crossbeam, and the transverse response is larger than the vertical response because of the applied constraints. Therefore, as shown in Figure 17, an acceleration sensor is placed above the crossbeam to obtain vertical and horizontal vibration signals during the experiment. The testing material was made of aluminum alloy, but the sensor mass was closed to 1% of the beam mass. Therefore, to decrease the mass effect from the sensor in measurement, only one acceleration sensor was placed. The crossbeam was divided into 68 tapping points, and five times excitation induced by a hammer were applied on each tapping point. This hammer was connected to the 24 bit NI USB-6255DAQ board via a charge amplifier. The accelerometer is directly connected to the NI USB-6255 for signal acquisition. The acquisition duration is 5 s per test, and the sampling frequency is 10 kHz.

Before applying the method of this paper, the test results firstly need to be carried into preprocess for better identification of modal parameters. The acoustic and vibration output signals are as shown in Figure 18(a), and the Fourier transform is performed on the input hammer signal and the output signal; also, the ratio of self power spectrum to the cross power spectrum is obtained to get the estimated frequency response function of $H(\omega)$. These results are shown in Figure 18(b). Then, the means of 5 times $H(\omega)$ for each measurement point have been calculated and then inverse fast Fourier transform was performed; the time-domain response curve obtained by the preprocessing is subjected to modal parameter identification according to the symplectic geometric model decomposition method described above, and it is shown in Figure 18(c).

The method proposed in the Section 2.4 is used to identify the time-domain response signal of bottom crossbeam. The modal parameters of right singular value matrix after decomposition are shown in Table 2. Since the laboratory test is conducted by means of SISO multiple measurements, the cumulative error of the vibration model of the measuring point is large, and the result of vibration model is not ideal. Therefore, it would not be shown here. There is a large difference between the experimental and simulation results, and this error is caused by the damping here, which is not added in the simulation model.

The vibration of structure causes a change in the sound pressure of the surrounding medium. For a vibrating plate structure in the sound field, the plate can be divided into a limited number of small units. Those small units which are closely positioned on the surface of the plate can be assumed as point sources in the sound pressure measurement. Therefore, where the distances are relatively close, the sound pressure of the measuring point is proportional to the vibration acceleration of the reference point. Prezelj et al. [31] have also verified the relationship between the near-field sound pressure generated by the vibrational radiation of flat structure and dynamic response of the structure.

In addition, Table 3 shows that the first- and third-order modal recognition results are closer to the simulation results than those of the vibration recognition. However, the second-order errors are larger. According to those results, the method is applicable to the identification of structural modal parameters of near-field sound pressure signals. It should be noted that when applying the sound pressure signal to identify the structural modal parameters, the distance between the microphone and the structure should be as small as possible so that effectiveness of the air damping can be ignored during the sound wave propagation process.

Both simulation and experimental results confirm that the method proposed in this paper can be used to achieve the accuracy and consistency of modal parameters. However, in the data processing, since each layer of SGC is extracted, it is necessary to repeat the construction matrix. Therefore, a large number of repeated calculations are required. Actually, this method is a time-domain decomposition method and it is very sensitive to the data length, as shown in the time-domain diagram in Figures 19 and 20, when the time-domain response signal is decomposed. However, the test of output signal length is 5 s. If the data length of the decomposed SGC signal is greater than 1 s, the vibration signal has been attenuated to a very small value, and the modal identification will contribute to increase the identify accuracy under the appropriate adjustment of data length after decomposition. However, in this paper, there are much more points in the experimental model, and all response time is unified to 2.5 s.

4.2. Instantaneous Frequency Identification of a Time-Variant System. The second example is shown in Figure 21, which is a time-variant wheel-rail coupling system. A field braking test was carried out here on the tangent ballast track. The test line’s length was close to 1500 m. The test train comprised three HX-type heavy haul locomotives which are widely employed in 10,000 t freight trains connected by 100-type coupler and draft gear systems. It was reported that a bogie frame had a natural frequency similar to the excitation frequencies which were included in the time-variant loads and that this similarity resulted in fatigue damage in the bogie frame [32]. If the track clearance on the track is large, the natural frequency of the bogie will be frequently excited, and thus detecting the excitation frequency of bogie frame and time-variant load has vital engineering values. According to the literature [33], any interaction between external excitations and natural vibration models is primarily located at relatively low-frequency regime below 200 Hz. Four acceleration sensors are placed above the bogie frame to record the
Figure 16: The first three models of simulation. (a) Mode Frequency = 65.0 Hz. (b) Mode Frequency = 214.1 Hz. (c) Mode Frequency = 447.1 Hz.

Figure 17: Experimental setup.

Figure 18: The acoustic and vibration signals. (a) Time series of acoustic and vibration signals. (b) $H_1$ estimation frequency response functions. (c) $H_1$ estimation inverse fast Fourier transform.
dynamic response of the moving vehicle. When the vehicle speed reached 80 km/h, resistance braking was performed and response data of about 9 seconds were recorded. The band-pass range is set to 0–100 Hz, with a sampling frequency of 5000 Hz. The time history of the acceleration response on the bogie during braking of the vehicle and its Fourier spectrum are shown in Figure 22. Moreover, we can see that the energy is primarily within a scope of 2–80 Hz. Approximately 63 Hz

Table 2: The modal identification of vibration signals.

<table>
<thead>
<tr>
<th>Natural frequency</th>
<th>Error (%)</th>
<th>Damping ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>62.92</td>
<td>3.2</td>
</tr>
<tr>
<td>Model 2</td>
<td>215.82</td>
<td>0.80</td>
</tr>
<tr>
<td>Model 3</td>
<td>397.11</td>
<td>11.18</td>
</tr>
</tbody>
</table>

Table 3: The results of acoustic identification.

<table>
<thead>
<tr>
<th>Natural frequency</th>
<th>Error (%)</th>
<th>Damping ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model 1</td>
<td>69.0</td>
<td>6.15</td>
</tr>
<tr>
<td>Model 2</td>
<td>246.3</td>
<td>15.04</td>
</tr>
<tr>
<td>Model 3</td>
<td>425.3</td>
<td>4.88</td>
</tr>
</tbody>
</table>

Figure 19: The first three models of vibration signal identification results.

Figure 20: The first three models of acoustic signals identification results.
corresponds to the maximum energy, and the frequency range from 30 to 70 Hz corresponds to the significant vibrations. It is obvious from the time history that there is a significant time-variant load excitation when the vehicle passes near the rail joint gap. If the moving vehicle locations are changed, the vibration characteristics of the system are also changed. During the running process of the vehicle, there are significant fluctuations and noise in the response signal.

Hence, the method proposed and the conventional EMD method, as well as the measured acceleration response, were used for the identification of the instantaneous frequency of time-variant systems. Figures 23 and 24 show the identified results from these two methods, respectively. The EMD method has a large number of ripple phenomena and overlaps at the instantaneous frequency, and there is no significant continuous frequency near the main frequency of 63 Hz in the Fourier spectrum. Meanwhile, the SGMD method described in this paper can effectively suppress the ripple phenomenon and overlap. Based on the results of past studies [33–35], the response reason for each SGC is determined. Also, the SGMD decomposes the acceleration response signal into 10 SGCs components. As shown in Figure 24, SGC$_2$ is the second-order natural frequency of the frame and external excitation (80 Hz–100 Hz); SGC$_3$ causes the bounce of the bogie frame (6–8 Hz); SGC$_4$ and SGC$_7$ are the wheel noncircular excitation (13.67 Hz, 27.73 Hz); SGC$_5$ and SGC$_6$ correspond to 0.39 Hz and 1.56 Hz, which are related to the low-frequency body and bogie rigid motion; SGC$_8$ is the rail surface excitation (3.12 Hz); SGC$_9$ 450 is the first-order natural frequency of bogie frame (63.28 Hz). Among them, the first-order natural frequency of the bogie frame has obvious endpoint problems. SGC$_1$ and SGC$_{10}$ instantaneous frequency distribution is in the entire analysis frequency band, so it is considered as noise and is not shown. Obvious fluctuations are observed within the identified instantaneous frequencies, which are caused by the uncertainties of wheel-rail coupling and measurement noise. Therefore, the efficiency and effectiveness of this method have been verified on identifying the instantaneous frequency of time-variant systems which have measurement noise as well as significant uncertainties.

5. Conclusions

The iterative method is introduced in the decomposition process of the symplectic geometry model decomposition, replacing the traditional similarity direct combination. Compared with other decomposition methods, SGMD does not need user-defined parameters and has better robustness and suppresses modal aliasing. The results show that better decomposition performance and robustness can be obtained by the proposed SGMD method, without setting user-defined parameters.

Moreover, a new modal parameter identification method is proposed for modal parameter identification using
symplectic geometry model decomposition. The core of this method is to solve the eigenvalues of Hamiltonian matrix by using symplectic geometric similarity transformation, and at the same time, the essential characteristics of the original signal can still be unchanged. It is proposed to calculate the normalized mean absolute errors which are between residual signals and original signals as the termination condition of decomposition. For the time-invariant structural model parameters, SVD is applied to decouple the modal, realize the identification of modal shape, and improve the recognition accuracy of the natural frequency and damping ratio directly via SGMD. Also, it is suitable to identify instantaneous frequencies of time-variant structures. The real response signal is decomposed into several SGCs, after which the Hilbert transform is utilized to recognize instantaneous frequency. Considering the three models of stiffness variation, simulation studies are carried out on time-invariant systems and time-variant systems to study the ability of the proposed method. Test and verification have been applied on the time-variant vehicle-rail beam and test line wheel-rail coupling system in the laboratory; also, the proposed method should be confirmed for applying the analysis of time-frequency and the instantaneous frequency identification of time-variant systems with non-stationary variable signal.

The experiments using simulated and real data show that the proposed method can make good use of the limited bandwidth of each model for signal decomposition, and it can also accurately extract the instantaneous frequency of the time-variant system. This method can be applied to signal decomposition as well as the modal identification of structures under environment excitation, whereas, it is not the key problem in this article. Further research will be performed to study the applicability of modal identification time-invariant and variant structures under environment excitation. In addition, compared with the same signal-based adaptive method (such as EMD), the SGMD-based system identification method has better robustness to noise and sampling frequency. There are still many problems in modal parameter identification for symplectic geometry decomposition, such as how to further improve the MAC of the mode, speeding up the calculation of SGMD, and solving reconstruction constraints and their end effects. Hence, in future research, the authors will pay more attention to these issues.
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