Fault Diagnosis Method Research of Mechanical Equipment Based on Sensor Correlation Analysis and Deep Learning
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1. Introduction

With the development of technology, mechanical equipment presents the characteristics of complexity, automation, and high speed, which greatly increases the difficulty of equipment condition monitoring and fault diagnosis. Multiple sensors can receive more fault information and improve the accuracy of fault diagnosis [1, 2], and thus a large number of different types of them are applied for data collection in the monitoring of the large-scale mechanical equipment [3–5], which has produced various kinds and quantities of monitoring data. How to make effective use of these multisensor data to improve the accuracy of the equipment fault diagnosis has become a hot issue.

Due to many data sources and different types, data fusion is needed in order to perform the fault diagnosis. Generally, there are two kinds of fault diagnosis based on multiple sensors: the decision-level fusion diagnosis and the feature-level fusion diagnosis, respectively. For the decision-level fusion diagnosis, methods like DS evidence theory [6–9] and fuzzy decision theory [10, 11] are mostly used. These kinds of methods firstly use a single sensor to identify the information of the equipment state, generate the evidence, and then make the final decision with certain rules. However, due to the nonlinear and nonstationary equipment states, there are often evidence conflicts problems of information from different sensors. Therefore, the methods of information entropy [6, 8], weighted combination [7, 9], and fuzzy reasoning [10] are needed to solve these problems, which lack universality. The feature-level fusion is to extract the features of a single sensor signal by using the time-frequency domain analysis method of fast Fourier transform [2] and wavelet transform [3], then combine the features of all sensors into a new feature vector according to certain methods, and then use the machine learning methods such as support vector machine (SVM) [12], artificial neural
networks (ANNs) [13], and K-nearest neighbor (KNN) [14] to diagnose the fault. Nevertheless, with the increase of the sensors, the dimension of the feature vector becomes too high; to cope with this, some scholars have adopted the statistical analysis [13], the principal component analysis (PCA) [15], the relevance vector machine (RVM) [16], and other methods for data dimensionality reduction. Also, deep learning approaches such as convolutional neural network (CNN) [17, 18] and long short-term memory (LSTM) [19, 20] are applied for information fusion and fault diagnosis. Relative to the diagnosis method based on the decision-level fusion, feature-level fusion diagnosis methods have better adaptability and diagnostic accuracy. However, this kind of method is mainly adaptable for the same type of sensors; when sensors of different kinds are analyzed, effective information is often lost due to differences in the characteristics and distribution of data.

Most previous studies treated the information of multiple sensors as a single signal and ignored the coupling relationship between signals, resulting in the loss of effective information [14]. However, for certain mechanical equipment, the interaction and mutual influence occurs between subsystems and there must be some relationship between the different sources of monitoring data. When the equipment state changes, the corresponding relations will also change [21]. Correlation analysis, as one kind of mathematical method to analyze the changes of the correlation between different variables, can describe the overall change rules of equipment states, and thus it could applied to the field of fault signal analysis [22–25] and the multisensor fault diagnosis [26–29]. Kang et al. [21] correlated the different battery voltages with different sensors and used the recursive correlation coefficient to diagnose the fault signals and accurately identified the locations and types of faults. Xiong et al. [27] proposed a new fault diagnosis method for the rotating machinery fusing the dimensionless indices and the Pearson correlation coefficient. They then analyzed the variation of the correlations among the multiple sensors by calculating the correlation coefficients and derived the threshold value for fault diagnosis. Zhou et al. [28] developed a fast fault detection and location method based on capacitive voltage similarity analysis, in which the correlation coefficient was adopted to represent the fault state and the threshold was used for fast fault detection and location (FDL). Zhao et al. [29] established the feature matrix of the expanded acoustic vibration signal by using the value of Pearson correlation coefficient as the matrix element and performed fault diagnosis by using convolutional neural network and thus realized the effective utilization of sound and vibration signals. The results of multisensor correlation analysis are usually presented in the form of matrix, but the conventional threshold processing methods only diagnose by individual correlation coefficient, losing the meaning of correlation analysis. When intelligent diagnosis methods are adopted, conventional methods are difficult to directly deal with the matrix, and one-dimensional processing will lead to the problem of high dimension. At the same time, because different types of correlation analysis methods have different requirements on data distribution, the distribution laws of equipment monitor data of different types are quite different, so it is necessary to establish a new correlation analysis method to adapt to different types of data.

In view of this, this paper proposes a new analysis method combining composite correlation analysis and deep learning theory. According to the characteristics of the traditional correlation analysis, a kind of composite correlation coefficient is designed and calculated between sensors of different states. The correlation coefficient matrix is treated as representation of fault feature information of different equipment states and is transformed into images. Deep mining of the correlation coefficient is performed by the deep learning method with multilayer network, and thus the relationship between the correlation coefficient and equipment state is obtained for fault diagnosis. CNN is selected for fault identification in this paper because it has been successfully applied in the field of mechanical equipment fault diagnosis and has shown good performance [30, 31]. The specific procedures are as follows: firstly, according to the data characteristics of different signal types, data preprocessing is carried out to obtain all kinds of eigenvalues, and eigenvalue matrices under different working states are constructed; then, the composite correlation coefficient is calculated on the eigenvalue matrix to obtain the correlation coefficient matrix representing the relationship among the sensors and to realize the image generation of sensor data; finally, the deep convolutional neural network algorithm is used to directly identify the correlation coefficient matrix images so as to avoid the influence of artificially selecting features and improve the accuracy and efficiency of diagnosis. Analysis of rotor faults experiments verifies the efficiency of the proposed method in complex fault diagnosis by multisource sensor fusion. The results show that the proposed method can accurately identify fault states and has higher accuracy than the traditional method.

Through the above analysis, the main contributions in this paper involve the following. (1) A fault information fusion method is proposed for multisource heterogeneous data, and a new correlation analysis matrix is established with the comprehensive advantages of several related analysis methods. By analyzing the correlation of multisource sensors, the changes of equipment states are represented, and the image generation of monitoring data is realized. It can reduce the data dimension, improve the computational efficiency, and prevent the fault information loss caused by the direct comparison or normalization between data of different types and different orders of magnitude. (2) Considering the characteristic of high dimension and large amount of the monitoring data, a fault diagnosis model based on correlation analysis and deep learning is built which directly trains and recognizes the correlation matrix image of a large number of monitoring data. The method avoids the issues of low efficiency and dimensionality curse by the conventional pattern recognition method for large and high-dimensional data, and the fault diagnosis accuracy is improved.
2. Theoretical Background

2.1. Correlation Analysis. Correlation analysis generally refers to the analysis method to study the relationship between variables, that is, to study the change relationship of another variable when one changes. The value describing this relationship is called correlation coefficient. Data of sensors in mechanical equipment monitoring are continuous variables. For continuous variables correlation analysis, correlation coefficients include Pearson and Spearman correlation coefficients, and multiple correlation analysis is commonly used. Meanwhile, since this paper focuses on the relationship between different sensors, it needs the correlation analysis of signal from one-to-one and one-to-many sensors, so the above three correlation analysis methods are discussed in the paper.

2.1.1. Pearson Correlation Analysis. Pearson correlation coefficient is a statistical index describing the degree of correlation between variables, and the value varies between −1 and 1. When the changes between two variables are consistent, the value is greater than 0, and especially, it is called complete correlation when the value is 1. On the contrary, when the changes between two variables are opposite, which is called negative correlation, the value is less than 0. When there is no correlation between the changes of two variables, the value is 0, which is called uncorrelated. Let \((x_i, y_i)\) \((i = 1, 2, \ldots, n)\) be the sample from the continuous monitoring variable \((x, y)\); then, the Pearson correlation coefficient is

\[
r_p = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (y_i - \bar{y})^2}},
\]

where \(r_p\) is Pearson correlation coefficient; \(\bar{x}\) and \(\bar{y}\) are the mean values of \(x\) and \(y\) samples, respectively; and \(n\) is the length of the variable. Pearson correlation coefficient requires the variable to conform to the normal distribution, and if not, the calculated results will be greatly deviated.

2.1.2. Spearman Correlation Analysis. Spearman rank correlation is a method to study the correlation between two variables based on rank data. The data requirements of Spearman rank correlation are less strict than Pearson’s correlation. As long as the observed values of two variables are rank data in pairs or the ones transformed by continuous variable observation data, Spearman rank correlation can be used, regardless of the overall distribution of the two variables and the size of samples. Spearman correlation coefficient \(r_s\) is calculated as follows:

\[
r_s = 1 - \frac{6\left(\sum_{i=1}^{n} (R(x_i) - R(y_i))^2\right)}{n(n^2 - 1)}
\]

where \(R(x_i)\) and \(R(y_i)\) are the rank of the two variables \(x_i\) and \(y_i\) in their respective column vectors and \(n\) is the length of the variable. Spearman correlation coefficient is improved from Pearson correlation coefficient and has the effect of eliminating its error, which is suitable for the case when the normal distribution is not satisfied. However, due to the need of data ranking during the calculation, the effect is worse than Pearson correlation coefficient when normal distribution is satisfied.

2.1.3. Complex Correlation Analysis. In practical analysis, a variable is often subject to the comprehensive influence of a variety of variables. The so-called complex correlation means to study the correlation between multiple variables with one at the same time. The index to measure the degree of complex correlation is the complex correlation coefficient. The correlation between multiple variables with one at the same time cannot be directly measured, and only indirect calculation can be done. The complex correlation coefficient \(r_c\) between a variable \(y\) and multiple variables \(x_i (i = 1, 2, \ldots, n)\) is calculated as follows:

\[
r_c = \text{corr}(y, x_1, \ldots, x_n) = \frac{\sum_{i=1}^{n} (\bar{y}_i - \bar{y})^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2},
\]

where \(\bar{y}\) is linear regression of \(y\) to \(x_i\) and \(\bar{y}\) is the mean value of \(y\). Complex correlation coefficient is often used in multiple linear regression analysis. The correlation degree between the dependent variable and a group of independent variables is expected, which is called complex correlation, and the coefficient reflects the “close” degree between one and a group of variables.

2.2. Convolutional Neural Network Theory. Convolutional neural network is a kind of bionics algorithm imitating biological neural network. Being a representative algorithm in deep learning theory, the difference with the traditional neural network is that it has a deeper network structure in order to simulate biological neural networks more accurately. The traditional neural network has problems in establishing the multilayer structure, such as the complex network, too many nodes and parameters, slow convergence, and computational difficulty. Convolutional neural network avoids these problems by the approach of local connections and weight sharing [32].

Local connection is different from the full connection in the traditional neural network. It means that the neuron nodes in a certain layer of the neural network are not connected to all the neurons in the upper and lower adjacent layers, but only connected to part of adjacent neurons according to certain rules. In this way, the number of neurons is greatly reduced, and the size of the neural network is decreased. Especially when dealing with high-dimensional data, due to the complexity of network structure and exponentially increasing neuron data, it is difficult to apply the full connection method. However, through local connection, the neural network structure is simplified with less parameter, and the network availability is improved.

Weight sharing is another characteristic of convolutional neural networks. The concept refers to the fact that in a locally connected network, the parameters are same when different upper and lower neurons are connected. On the
basis of local connection, this method greatly reduces the number of parameters and improves the generalization ability of the network.

In addition to the above two characteristics, the network structure of convolutional neural network is different from traditional one, which has more complex structure and more layers. It usually consists of input layer, multiple convolution layers, pooling layers, fully connected layer, and output layer, and the convolution and pooling layers are unique to CNN, as shown in Figure 1.

When training by the convolutional neural network, if the training data are too less or the data image is too large, overfitting phenomenon may occur. Although better training accuracy can be obtained, the recognition rate is lower when the trained model is applied to other data.

In order to solve this problem, Alex [33] proposed the dropout technology; in this method, some neurons stop working when training, which allows a neuron to not entirely depend on others. Thus, the neural network is decomposed into multiple subnetworks, with weight sharing and the same number of layers, and finally the results of each subnetwork are averaged. Through this method, one can improve the network generalization ability and stability and reduce overfitting of the network [34].

Figure 2 shows the difference between a fully connected neural network and the one based on dropout technique. The calculation of neural network with full connection is performed as follows:

\[
\begin{align*}
    z_i^{(l+1)} &= w_i^{(l+1)} f(y_i^{(l)}), \\
    y_i^{(l+1)} &= f(z_i^{(l+1)}),
\end{align*}
\]

By using dropout, the calculation equation is [35]

\[
\begin{align*}
    r_i^{(l+1)} &\sim \text{Bernoulli}(p), \\
    y^{(l)} &= r^{(l)} y^{(l)}, \\
    z_i^{(l+1)} &= w_i^{(l+1)} y^{(l)} + b_i^{(l+1)}, \\
    y_i^{(l+1)} &= f(z_i^{(l+1)}).
\end{align*}
\]

In equation (5), the role of Bernoulli function is to make \( r_i^{(l+1)} \) to be the value 1 or 0 with probability \( p \) so as to realize the shielding of neurons assigned as 0.

### 3. Proposed Method

In fault diagnosis of mechanical equipment based on multisensor information, the key problem lies in how to make comprehensive use of all monitoring information. In order to find an effective way to realize the diagnosis by multisource heterogeneous multisensor information fusion, a method based on composite correlation analysis and deep learning is proposed in the paper, and a new correlation matrix is set up to represent the correlation changing relationship between different sensors, and the 1-dimensional data are transformed into 2-dimensional images. Then, combining the deep convolutional neural network, the fault diagnosis model is built to directly analyze the image to realize the fault diagnosis and to improve fault recognition accuracy. The framework of the method is shown in Figure 3. It is composed of several modules including data acquisition, feature extraction, correlation analysis based on feature fusion, and fault classification.

Different kinds of sensors are used to collect the monitoring data of mechanical equipment, and feature extraction is performed on the data according to the characteristics of different sensors. Then, the characteristic values are used to analyze the correlation between different sensors, and the new composite correlation matrix is calculated and visualized by image generation. Then, a fault diagnosis model based on deep convolutional neural network is established to classify the fault and to identify the fault pattern.

#### 3.1. Composite Correlation Analysis Matrix

The multisource sensor information fusion method studied in this paper makes use of the interrelationship between different sensors, which requires correlation analysis of multidimensional eigenvalues of signals collected by different sensors. According to Section 2, the commonly used Pearson correlation analysis requires the to-be-analyzed data satisfying normal distribution; however, in mechanical fault diagnosis, due to the nonstationarity and noise influence of data, part of the data satisfies normal distribution, while the other part does not. At the same time, when the fault occurs, it may cause correlation changes between two sensors, or a sensor with other multiple ones. In this situation, the traditional correlation analysis method is unable to deal with the two problems simultaneously. Therefore, based on the characteristics of Pearson, Spearman, and complex correlation coefficient, a comprehensive correlation analysis coefficient \( r_n \) is established in this paper. For \( n \) sensors, each characteristic vector is calculated, respectively, to form an eigenvalue matrix with \( n \) columns. As to the characteristic vector \( x_i, x_j (i = 1, 2, \ldots, n) \) of arbitrary two sensors, the composite correlation coefficient calculation equation is as follows:

\[
\begin{align*}
    r_n &= \begin{cases} 
        \frac{\sum_{i=1}^{n} (x_i - \bar{x})(x_j - \bar{x})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2} \sqrt{\sum_{i=1}^{n} (x_j - \bar{x})^2}}, & i > j, \\
        \text{corr}_x(x_{i1}, x_{1j}, x_{i_{i-1}, j}, x_{i_{i+1}, j}, \ldots, x_{jn}), & i = j, \\
        1 - \frac{6\sum_{i=1}^{n} (R(x_i) - R(x_j))^2}{n(n^2 - 1)}, & i < j,
    \end{cases}
\end{align*}
\]

where each item is the same as in equations (1)–(3).

According to equation (6), the element \( r_n(x_i, x_j) \) in the composite correlation matrix is calculated differently according to different indices; when the index \( i \) is greater than \( j \), Pearson correlation coefficient equation is used, when the index \( i \) is equal to \( j \), the complex correlation coefficient equation is used, and when the index \( i \) is less than \( j \), the Spearman correlation coefficient equation is used. Through the correlation coefficient matrix calculation by this method, the three methods of correlation coefficient are combined to form the composite correlation analysis matrix, which
Figure 1: Structure of convolutional neural network.

Figure 2: Comparison of neural network (a) and (b) neural network with dropout layer.

Figure 3: Framework of the proposed method.
realizes the comprehensive consideration of the changes between sensors under different states and avoids the loss of information.

3.2. Establishment of Fault Diagnosis Model Based on Convolutional Neural Network. How to use the composite correlation coefficient matrix of multisource sensors to build the fault diagnosis model has great influence on diagnosis accuracy. The traditional methods need to transform the matrix into a one-dimensional vector, and then methods such as neural network, SVM, and cluster analysis are used for diagnosis. According to the characteristics of composite correlation coefficient matrix, the diagnosis model based on convolutional neural network is established, and then processing is performed in the form of a two-dimensional matrix in order to improve the calculation efficiency and accuracy.

When using the convolutional neural network for classification, the input of training and classification model is required to be images. Therefore, the composite correlation coefficient matrix is firstly visualized by image generation. Since the matrix is two-dimensional, it is transformed into an 8 bit gray image in this paper as follows:

\[
g = \left\lfloor \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} \right\rfloor \times 255, \quad (7)
\]

where \(x\) represents the element in the composite correlation coefficient matrix, \(x_{\text{max}}\) and \(x_{\text{min}}\) are the maximum and minimum values of the elements, and \(g\) is the gray value of the corresponding image pixel after transformation.

According to the requirements of mechanical equipment monitoring and the characteristics of correlation coefficient matrix, the CNN structure is designed for the gray image of composite correlation coefficient matrix in this paper, as illustrated in Figure 4, where the number of the convolution layers and the number of pooling layers are both two, the number and size of convolution kernel of each layer are determined according to the actual situation, and the activation function of each layer is chosen as the ReLU function. In order to avoid the overfitting phenomenon in the training of convolutional neural network, the second pooling layer is followed by a single-layer perceptron and then connected to a dropout layer with the shielding probability of 0.4. Softmax classifier is adopted in the output layer, and the final output is the fault recognition result.

At the same time, because the speed of parameter updation in the model is determined by the learning rate, the adaptive learning rate is used in the experiment to speed up model optimization, guaranteeing better performance than experience-based approaches. The initial learning rate is set to 0.001. During the training, at the end of each epoch, loss and precision of the current model are evaluated in the validation set. The loss value changes are checked every other epoch, and when it is less than 0.0001, the learning rate \(lr\) is attenuated, with the calculation of attenuated \(lr^*\) as follows:

\[
lr^* = lr \times 0.1. \quad (8)
\]

4. Experimental Studies

A variety of different faults might occur in the runtime of large mechanical equipment; sometimes, even two or more concurrent or coupling faults occur at the same time. In order to solve such problems, the researchers introduced different monitoring tools, for example, in rotor fault diagnosis, in addition to the traditional vibration monitoring, the temperature field monitoring by infrared image can better solve the concurrent or coupling faults [36, 37]. Given this background, the rotor fault experiment is conducted in the paper, and the data of both vibration and infrared image are collected for fault diagnosis. States of normal and 6 faults are simulated, including coupling faults difficult to solve by traditional methods.

4.1. Experimental Setup. The testbed is built in the laboratory to simulate different working states of rotating machinery and to collect data. The experimental hardware includes the ZT-3 rotor test bed, FLIR E50 infrared thermal camera, and MDES fault diagnosis system. Besides, the computer and signal cables are included. Figure 4 illustrates the distribution of the system.

The ZT-3 rotor testbed is composed of a governor, base, motor, coupling, and dual-rotor system. The rotor system consists of a rotating shaft, rotor, bearing, coupling, and bearing bracket. In the experiment, the motor speed is 6000 rpm.

The vibration signal is collected by the MDES fault diagnosis system, which includes a computer, acceleration sensor, and multichannel vibration signal acquisition instrument. As shown in Figure 5, the measurement points are chosen at four bearing supports, which are denoted as V1, V2, V3, and V4 from the motor end, respectively. At each measurement point, signals are collected in both vertical and horizontal directions. The sampling frequency of each vibration signal is 20 kHz, and the sampling length is 20,000 points.
Infrared images are collected by the FLIR E50 infrared thermal imager. During the experiment, the infrared thermal imager is fixed on a tripod to ensure that all infrared images are collected under the same condition.

7 states are simulated in the experiment, including normal state (NS), imbalance (IB), misalignment (MA), rub impact (RI), bearing set loose (BSL), coupling faults of rub impact and misalignment (CFRM), and coupling faults of bearing set loose and misalignment (CFBM). 40 images and 40 sets of vibration data in each channel are collected at each state, of which 20 datasets are used for training and the remaining data are used for testing. The experiment was conducted under the Keras deep learning framework and hardware with an I9-9700 CPU and a RTX2080Ti GPU.

4.2. Data Processing. In the experiment, firstly, the vibration and infrared data in rotating equipment monitoring are collected. Then, feature extraction is performed on the infrared image and vibration signal, respectively. The correlation coefficients of each infrared and vibration signal are calculated, and the composite correlation coefficient matrix is constructed for information fusion and converted into gray image. Finally, the deep learning model based on CNN is used for training and classification to realize fault diagnosis.

The infrared images are processed in accordance with the method in literature [37]. In this method, the infrared images captured from the thermal camera are firstly segmented into rectangular regions of different divisions, and regions which are sensitive to faults are then picked out by dispersion degree criterion; one specific region corresponds to a relevant independent fault. After processing the infrared image by this method, four regions of interest (ROIs) in the infrared images are selected, as shown in Figure 6. These four regions show greater differences at different fault states, so the background interference is eliminated and key fault information is retained by using ROI for fault diagnosis. Since each ROI represents the temperature change at a certain range, they can be regarded as four independent data sources when these four ROIs are extracted from the image. Therefore, these four ROIs are taken as data collected by four sensors.

Histogram features of each ROI are calculated as the characteristic values of four temperature sensors. The calculation of gray histogram information refers to equation (9), and the equations for calculating histogram features are shown in Table 1.

\[ H(g) = \frac{P(g)}{T}, \quad g = 0, 1, \ldots, N, \quad (9) \]

where \( g \) represents the gray level, \( P(g) \) represents the number of pixel points with a gray level of \( g \) in the image, \( T \) represents the total number of pixels in the image, and \( N \) represents the maximum value of the gray level in the image.

Similar to the infrared image feature extraction method, in order to simplify the analysis and avoid the differences introduced by the complex algorithm, the vibration data feature values obtained by the 8 vibration sensors are calculated by the commonly used nondimensional indicators in the time domain, as shown in Table 2.

In this classification experiment, 20 sets of composite correlation coefficient matrix images are randomly selected as the training data at each state of rotor system, and the remaining 20 sets of images are taken as test data, which means that 140 sets of images form the training set and the remaining 140 sets form the test set. According to the image resolution, the structure of CNN network is shown in Figure 8; the number of convolution cores in the first and second convolutional layers is 16 and 32 with the size of 3 × 3 and 2 × 2, respectively. The size of the pooling layer is 2 × 2.

The classification result after 300 times of training is shown in Figure 9, and the accuracy in the test is 99.29%.

In this case, based on the diagnosis model in this paper, Pearson, Spearman, and complex correlation coefficient matrices are applied for fault diagnosis simultaneously,
replacing the proposed composite feature coefficient matrix. Moreover, in order to compare with the traditional methods, after feature extraction, 4 temperature feature vectors and 8 vibration feature vectors are directly combined, and the traditional BP, SVM, and KNN are used for fault diagnosis. The results are shown in Table 4.

It can be seen from Table 4 that in the case of multisensor data acquisition, due to the high eigenvector

![Figure 6: Acquisition of sensitive areas of infrared images. (a) Original image. (b) Image segmentation. (c) Extraction of sensitive areas.](image)

### Table 1: Expression of histogram features of the infrared image.

<table>
<thead>
<tr>
<th>The index name</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$h_{MV} = \sum_{p=0}^{N-1} gH(g)$</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>$h_S = \frac{1}{h_D^2} \sum_{p=0}^{N-1} (g - h_{MV})^2H(g)$</td>
</tr>
<tr>
<td>Skewness</td>
<td>$h_K = \frac{1}{h_{SD}} \sum_{p=0}^{N-1} (g - h_{MV})^3/H(g)$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$h_{ED} = \frac{1}{h_{SD}} \sum_{p=0}^{N-1} H(g)^2/H(g)$</td>
</tr>
<tr>
<td>Energy</td>
<td>$h_{EP} = \sum_{p=0}^{N-1} H(g)\log_2[H(g)]$</td>
</tr>
</tbody>
</table>

### Table 2: List of time domain features.

<table>
<thead>
<tr>
<th>The index name</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$x_{MV} = \frac{1}{n} \sum_{i=1}^{n} x_i$</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>$x_{SD} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - x_{MV})^2}$</td>
</tr>
<tr>
<td>Root mean square</td>
<td>$x_{RMS} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} x_i^2}$</td>
</tr>
<tr>
<td>Peak</td>
<td>$x_{CF} = \max_{1 \leq i \leq n} x_i$</td>
</tr>
<tr>
<td>Skewness</td>
<td>$x_S = \frac{1}{n} \sum_{i=1}^{n} x_i^3$</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>$x_K = \frac{1}{n} \sum_{i=1}^{n} x_i^4$</td>
</tr>
</tbody>
</table>

$x_i$ ($i = 1, 2, \ldots, n$) is the amplitude of the vibration signal of the time domain sequence.

### Table 3: Correlation coefficient matrix at normal state.

<table>
<thead>
<tr>
<th>Sensor</th>
<th>V1X</th>
<th>V1Y</th>
<th>V2X</th>
<th>V2y</th>
<th>V3X</th>
<th>V3y</th>
<th>V4X</th>
<th>V4y</th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
</tr>
</thead>
<tbody>
<tr>
<td>V1x</td>
<td>0.49</td>
<td>0.97</td>
<td>0.95</td>
<td>0.47</td>
<td>0.97</td>
<td>0.43</td>
<td>0.96</td>
<td>0.40</td>
<td>0.37</td>
<td>0.45</td>
<td>0.35</td>
<td>0.31</td>
</tr>
<tr>
<td>V1y</td>
<td>0.39</td>
<td>0.38</td>
<td>0.65</td>
<td>0.89</td>
<td>0.61</td>
<td>0.96</td>
<td>0.58</td>
<td>0.86</td>
<td>0.64</td>
<td>0.59</td>
<td>0.50</td>
<td>0.52</td>
</tr>
<tr>
<td>V2x</td>
<td>0.74</td>
<td>0.22</td>
<td>0.62</td>
<td>0.27</td>
<td>0.95</td>
<td>0.22</td>
<td>0.89</td>
<td>0.19</td>
<td>0.72</td>
<td>0.65</td>
<td>0.55</td>
<td>0.65</td>
</tr>
<tr>
<td>V2y</td>
<td>0.53</td>
<td>0.63</td>
<td>0.15</td>
<td>0.31</td>
<td>0.49</td>
<td>1.00</td>
<td>0.61</td>
<td>1.00</td>
<td>0.28</td>
<td>0.10</td>
<td>0.07</td>
<td>0.32</td>
</tr>
<tr>
<td>V3x</td>
<td>0.84</td>
<td>0.36</td>
<td>0.69</td>
<td>0.54</td>
<td>0.42</td>
<td>0.46</td>
<td>0.97</td>
<td>0.42</td>
<td>0.72</td>
<td>0.52</td>
<td>0.47</td>
<td>0.65</td>
</tr>
<tr>
<td>V3y</td>
<td>0.68</td>
<td>0.53</td>
<td>0.44</td>
<td>0.81</td>
<td>0.71</td>
<td>0.49</td>
<td>0.57</td>
<td>1.00</td>
<td>0.14</td>
<td>0.35</td>
<td>0.26</td>
<td>0.08</td>
</tr>
<tr>
<td>V4x</td>
<td>0.71</td>
<td>0.06</td>
<td>0.71</td>
<td>0.71</td>
<td>0.76</td>
<td>0.18</td>
<td>0.46</td>
<td>0.55</td>
<td>0.81</td>
<td>0.56</td>
<td>0.51</td>
<td>0.83</td>
</tr>
<tr>
<td>V4y</td>
<td>0.34</td>
<td>0.51</td>
<td>0.44</td>
<td>0.66</td>
<td>0.35</td>
<td>0.83</td>
<td>0.25</td>
<td>0.26</td>
<td>0.10</td>
<td>0.30</td>
<td>0.19</td>
<td>0.06</td>
</tr>
<tr>
<td>F1</td>
<td>0.12</td>
<td>0.05</td>
<td>0.27</td>
<td>0.07</td>
<td>0.03</td>
<td>0.15</td>
<td>0.25</td>
<td>0.10</td>
<td>0.43</td>
<td>0.88</td>
<td>0.78</td>
<td>0.97</td>
</tr>
<tr>
<td>F2</td>
<td>0.20</td>
<td>0.02</td>
<td>0.47</td>
<td>0.04</td>
<td>0.09</td>
<td>0.13</td>
<td>0.51</td>
<td>0.30</td>
<td>0.88</td>
<td>0.55</td>
<td>0.95</td>
<td>0.79</td>
</tr>
<tr>
<td>F3</td>
<td>0.29</td>
<td>0.03</td>
<td>0.57</td>
<td>0.00</td>
<td>0.22</td>
<td>0.22</td>
<td>0.63</td>
<td>0.19</td>
<td>0.78</td>
<td>0.95</td>
<td>0.63</td>
<td>0.64</td>
</tr>
<tr>
<td>F4</td>
<td>0.37</td>
<td>0.16</td>
<td>0.58</td>
<td>0.11</td>
<td>0.42</td>
<td>0.35</td>
<td>0.61</td>
<td>0.06</td>
<td>0.97</td>
<td>0.79</td>
<td>0.64</td>
<td>0.57</td>
</tr>
</tbody>
</table>
Figure 7: Correlation coefficient matrices under different fault conditions. (a) IB. (b) MA. (c) BSL. (d) RI. (e) CFRM. (f) CFBM.

Figure 8: Structure of convolutional neural network in this study.

Figure 9: Classification result by the method in this paper.
dimension, the diagnosis result is not ideal by using the traditional feature-level fusion and classification model, when there are many fault types, especially when complex faults exist. Besides, the proposed method avoids the shortcoming of single correlation analysis, makes comprehensive use of all effective information, and gets the satisfied diagnosis results by combining the advantages of the deep learning method.

5. Conclusions

In this paper, a new fault diagnosis method based on correlation analysis and deep learning is proposed. A new composite correlation analysis method is established to perform feature-level fusion of sensor data from different sources, and then the correlation coefficient matrix image is processed directly by CNN algorithm to complete fault diagnosis. Through case study, the following conclusions are drawn:

1. The changes of equipment state can be represented through the correlation analysis of multiple sensors, and multisource information fusion is carried out. It can reduce the data dimension, improve the computing efficiency, and avoid the loss of fault information caused by direct comparison or normalization between data of different data types and different orders of magnitude.

2. The new correlation analysis method is built, which integrates the advantages of several correlation analysis methods, is suitable for heterogeneous sensor data with different distributions, and influences relationships, so as to obtain better results in fault diagnosis.

3. By constructing the fault diagnosis method combining the correlation analysis and deep learning model, the images are trained and identified directly, which are transformed from the correlation matrix of the monitoring data. Compared with the traditional method, the model is simplified and the fault diagnosis accuracy is higher.
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Table 4: Comparison of test accuracy from different diagnostic models.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP</td>
<td>87.14</td>
</tr>
<tr>
<td>SVM</td>
<td>88.57</td>
</tr>
<tr>
<td>KNN</td>
<td>93.57</td>
</tr>
<tr>
<td>Pearson + CNN</td>
<td>96.43</td>
</tr>
<tr>
<td>Spearman + CNN</td>
<td>95.00</td>
</tr>
<tr>
<td>Complex correlation coefficient + CNN</td>
<td>82.85</td>
</tr>
<tr>
<td>The proposed method</td>
<td>99.29</td>
</tr>
</tbody>
</table>
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