Integrated Brain Circuits: Neuron-Astrocyte Interaction in Sleep-Related Rhythmogenesis
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Although astrocytes are increasingly recognized as important modulators of neuronal excitability and information transfer at the synapse, whether these cells regulate neuronal network activity has only recently started to be investigated. In this article, we highlight the role of astrocytes in the modulation of circuit function with particular focus on sleep-related rhythmogenesis. We discuss recent data showing that these glial cells regulate slow oscillations, a specific thalamocortical activity that characterizes non-REM sleep, and sleep-associated behaviors. Based on these findings, we predict that our understanding of the genesis and tuning of thalamocortical rhythms will necessarily go through an integrated view of brain circuits in which non-neuronal cells can play important neuromodulatory roles.
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INTRODUCTION

One of the most intriguing questions of modern neuroscience is why animals spend much of their lives in the global state of behavioral inactivity we call sleep. From an evolutionary standpoint, sleep appears to be both ancient and pervasive across the animal kingdom[1,2]. Although the functions of sleep are currently poorly understood[3,4,5], a growing body of literature suggests a role for sleep in memory consolidation[6,7,8,9]. In humans, a period of post-training sleep correlates with enhanced declarative and procedural memory retention compared to equal time spent in wakefulness[10], and, under specific experimental conditions, the consolidation of previously memorized cues is enhanced by reintroducing those cues during sleep[11,12]. In nonhuman animals, sleep enhances procedural memories[13] and cortical plasticity[14,15].
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A number of hypotheses have been proposed to explain the involvement of sleep in off-line memory consolidation, including synaptic homeostasis and memory reactivation. Synaptic homeostasis suggests that, overall, sleep scales down synaptic weights such that weak memory traces are eliminated, thus enhancing the signal-to-noise ratio of information encoded in the brain[16,17]. Memory reactivation, on the other hand, suggests that during sleep, awake neuronal ensemble activity is replayed, leading to synaptic potentiation in circuits relevant to newly acquired memory traces[18,19]. Both of these hypotheses have strong experimental support[16,18,20,21,22,23,24], and it may be that both processes occur during sleep to ensure that relevant memory traces are boosted, while weak memory traces are eliminated.

Although recent experiments have shown a role for coherence between the amygdala and prefrontal cortex during rapid eye movement (REM) sleep in fear memory consolidation[25], the role of slow wave sleep (SWS) in memory consolidation has been more intensely studied (for review, see [6]). Network activity during SWS is thought to mediate many of the functions attributed to sleep in memory consolidation[10,26,27,28]. In SWS, the thalamocortical system is dominated by stereotyped field potential oscillations in the 0.5- to 4-Hz frequency range, which includes the slow (<1 Hz) oscillation and delta frequencies (1–4 Hz). Analytically described by Steriade and colleagues 17 years ago[29,30,31], the slow oscillation is now thought to be one of the primary organizers of network activity in the thalamocortical system[32] and possibly the key player in off-line memory consolidation during sleep[10,21,26]. In the remainder of this review, we will first discuss the neuronal mechanisms underlying slow oscillations, highlighting the role of dynamic cortico- and thalamocortical coupling to generate this network activity. Second, we will discuss the concept of “integrated brain circuits”, highlighting the involvement of astrocytes in regulating neuronal excitability and synaptic transmission, and discussing the potential impact these processes could have on brain network activity. Finally, we will present recent evidence demonstrating that the slow oscillation is a rhythm arising from integrated brain circuit activity, where astrocytes exert powerful modulatory effects on neurons to impact the generation of slow oscillations.

NEURONAL SUBSTRATES OF SLOW OSCILLATIONS

From a phenomenological point of view, the slow oscillation is an electrophysiological process that is observed at multiple levels of organization in the brain during natural sleep and under certain forms of anesthesia[32,33]. In the human electroencephalogram (EEG), stage 2 sleep is characterized by K-complexes representing single slow oscillation cycles[34,35]. As sleep deepens, K-complexes become more frequent and, ultimately, slow oscillations occupy a greater proportion of the EEG, which is characteristic of SWS. On a large spatial scale, these oscillations have been described as traveling waves originating at a higher probability from prefrontal regions in the sleeping human brain[36]. At smaller scales, slow oscillation activity has complex spatial dynamics[37,38]. Slow oscillations are highly synchronized in the ipsi- and contralateral hemispheres, most likely through the activation of callosal projections[39] and are not limited to neocortical regions, but are also observed in the paleocortex[40], the hippocampus[41,42], and the thalamus[43,44,45,46].

Anesthetized preparations have greatly enhanced our understanding of the neuronal underpinnings of the slow oscillation. Pioneering work by Steriade and colleagues has shown that identified neurons in a number of different cortical areas fluctuate between depolarized (UP) and hyperpolarized (DOWN) states[29,30,31]. The UP state is characterized by barrages of synaptic activity, a plateau depolarization, and action potential firing, while the DOWN state is characterized by cell hyperpolarization and silence[30] (Fig. 1). These membrane potential fluctuations are tightly synchronized to the local field potential, in which waves of field potential slow oscillations trigger precise sequential firing of pyramidal neurons, in particular those in layer V[38], suggesting the presence of local cortical activity motifs. The propagation of slow oscillations, at least in the auditory cortex, seems to initiate in layer V[47,48] (but see [49]) and then propagates to the more superficial layers in contrast to the spread of sensory-evoked activity, which initiates in layer IV[48].
As mentioned previously, not only cortical, but also thalamocortical cells and neurons of the thalamic reticular nucleus (TRN) exhibit slow oscillations at the cellular level[43,44,45,46]. Interestingly, although the isolated cortical slices and cortical slabs can generate slow oscillations independently of the thalamus[30,47,50,51], there has been no formal quantitative analysis of the characteristics of cortical slow oscillations in the absence of the thalamus[52]. A recently proposed view of the slow oscillation suggests that this rhythm is generated by a synaptic-based cortical oscillator and two intrinsic thalamic oscillators: thalamocortical neurons and neurons of the TRN[52]. Thalamic neurons are equipped with the biophysical machinery that is necessary to generate a variety of sleep-related rhythms, including slow oscillations, delta oscillations, and sleep spindles. Thalamic UP states have been shown to precede cortical slow oscillations at the level of single cells and the local field potential[43,53], thus suggesting that the thalamic drive might serve as the trigger for cortical UP states[52].

In this context, it is important to note that thalamic neurons can switch between two modes of firing: phasic (bursting) and tonic[54,55,56,57]. Depending on the initial resting membrane potential, these neurons are able to either reliably transmit spike trains or initiate oscillatory burst firing in response to the incoming synaptic drive (or intracellular current injection under experimental conditions). Thalamocortical neurons are able to do that based on the repertoire of voltage-gated ion channels that they express. In particular, the T-type Ca^{2+} channels, which are deinactivated at hyperpolarized membrane potentials (\(<\sim 65\) mV) and initiate a low-threshold Ca^{2+} spike when activated, strongly contribute to this property of thalamocortical neurons[54,55,56,57]. In turn, the resting membrane potential of thalamocortical neurons is heavily influenced by the extracellular neuromodulatory milieu; wake-promoting neuromodulators including acetylcholine and norepinephrine are known to bind surface-expressed G-protein coupled receptors, which lead to an increase in the resting membrane potential of thalamocortical neurons and augmented likelihood of tonic firing[58,59]. Other neuromodulators, such as adenosine, are thought to do the opposite, enhancing burst firing and perhaps the initiation of sleep-related rhythms[60,61].

Slow oscillations influence neuronal activity in different areas of the brain, including the hippocampus. While hippocampal interneurons display a clear bimodal membrane distribution phase-locked to cortical slow oscillations[42], hippocampal pyramidal neurons do not, but their activity is nonetheless profoundly modulated by the slow oscillation[62]. Prominent hippocampal field potential oscillations known as sharp-wave ripple (SWR) complexes, for example, are more likely to occur during cortical UP states[41,63]. Given that these hippocampal events include replayed place cell sequential offline firing, and that their activity coincides with cortical UP states, it is thought that they may play an important role in the coordination of corticohippocampal activity necessary for memory consolidation[21]. Additionally, UP states appear to coordinate SWR-spindle events, which occur at an
increased incidence after learning, further supporting a role of this rhythm in memory consolidation[64,65].

In freely behaving animals, extracellular recordings show frames of high-frequency neuronal firings termed “ON periods” which correlate with the local field potential UP states and “OFF periods” that correlate with the DOWN states[20,21]. As expected, these frames are prevalent in SWS and it appears that the incidence and duration of neuronal OFF periods serve as markers of SWS intensity[20]. Similar to how sleep as a behavioral state is homeostatically regulated (see later sections), both slow oscillations and the corresponding OFF periods of neuronal firing are homeostatically regulated as a function of prior wakefulness. More interestingly, OFF periods of neuronal firing are increased as a function of prior wakefulness, suggesting an important role of this process in brain physiology[20].

An important property of the slow oscillation is that it organizes other sleep rhythms, including delta oscillations and spindles[32]. Spindles, which are 7- to 12-Hz thalamocortical oscillations, are known to be triggered by cortical UP states[66]. It is thought that the cortical drive of the TRN neurons, while they are in a hyperpolarized resting membrane potential, results in triggering membrane potential oscillations at the spindle frequency. This imposes an inhibitory rhythmic synaptic drive onto thalamocortical cells, which ultimately results in entrainment of the cortex to that rhythm[67]. Work by Sara’s lab has shown that spindle density rises in the cortex as a function of learning, suggesting that this rhythm might be important for off-line memory processing[68]. Interestingly, while slow oscillations and delta oscillations are low-frequency rhythms that are classically thought to promote synaptic depression, a number of experiments support a role for spindle oscillations in the induction of cortical long-term potentiation[69].

**ASTROCYTES AS NEUROMODULATORS**

In 1994, Parpura and colleagues conducted a set of experiments making an intriguing discovery: cultured astrocytes release glutamate, which leads to Ca\(^{2+}\) elevation of nearby neurons[70]. Later studies demonstrated that this process can be observed in acute brain slices[71,72,73,74,75,76,77,78,79] and in vivo[80]. Astrocytes were later shown to release a number of chemical transmitters, including ATP[81,82,83,84,85], D-serine[86,87,88,89], TNF-alpha[90,91], and ANP[92], in a process that has recently been termed gliotransmission[93]. Based on the early studies of gliotransmission, the concept of the tripartite synapse was proposed[94], highlighting the role of the astrocyte as a third active element in information processing at the synapse[95,96,97,98,99]. Although many aspects of this astrocytes-to-neuron communication are still to be elucidated[89,100] (for reviews, see [101,102,103]), the introduction of molecular genetic tools[83] is shedding light on the neuromodulatory roles of astrocytes on brain function at the level of synapses[83], circuits[104], and behavior[105].

It is important to note that astrocytes can release a number of different chemical transmitters that can have complex, even opposing, effects on neighboring neurons[106]. For example, glutamate and D-serine released from astrocytes can boost NMDA receptor–mediated current, resulting in an excitatory feedback to neurons[107,108]. In contrast, once released from astrocytes, ATP generates one of its metabolites, adenosine, which acts on adenosine A1 receptors to inhibit synaptic transmission[83]. Because of the important role of ATP and its degradation product adenosine, we will focus mainly on this gliotransmitter for the rest of this review.

Although it had been known for quite some time that ATP hydrolysis leads to the accumulation of adenosine, which tonically activates A1 receptors in the hippocampus and the cortex[109,110], its origin was not revealed until the seminal study of Pascual et al. in the hippocampus[83]. The investigators used molecular genetic approaches to perturb gliotransmission. Attenuation of gliotransmission was accomplished by the conditional, astrocyte-specific expression of a cytoplasmic tail of synaptobrevin 2 (lacking the transmembrane domain), which acts as a dominant-negative inhibitor of SNARE-dependent membrane fusion (dnSNARE). Functional studies performed at the hippocampal Schaffer collateral-CA1 synapses revealed that mice expressing dnSNARE in astrocytes showed stronger synaptic transmission compared to wild-type littermates, or transgenic mice in which transgene expression was prevented[83].
Pharmacological approaches aimed at manipulating receptors that respond to known gliotransmitters showed that the observed effect was primarily due to a decrease in extracellular adenosine in slices of the dnSNARE animals. For example, addition of the A1 receptor antagonist 8-cyclopentyl-1,3-dipropylxanthine (DPCPX) to wild-type slices enhanced synaptic transmission, but had no effect when synapses from transgenic mice were studied. Because A1 receptor activation is known to exert tonic suppression of synaptic transmission, the removal of a glial source of adenosine leads to the enhancement of synaptic transmission. A subsequent experiment revealed that dnSNARE overexpression in astrocytes does not perturb the release of adenosine, but rather that of ATP, and that ectonucleotidases hydrolyze ATP to adenosine in the extracellular space[83].

In the hippocampus, high-frequency stimulation of a subset of the Schaffer collateral fibers causes potentiation of the activated synapses (homosynaptic potentiation) and an adenosine-mediated depression of nearby noninnervated synapses (heterosynaptic depression)[111]. Although it has been known that this dynamic process is mediated by adenosine acting through A1 receptors, the cellular source of adenosine had long been undefined. Using transgenic mice expressing dnSNARE in astrocytes, Pascual and colleagues demonstrated that activation of Schaffer collaterals is unable, in these mice, to cause adenosine-mediated heterosynaptic depression[83]. Therefore, in response to synaptic activity, the astrocyte-derived adenosine is augmented to allow a transient depression of neighboring synapses.

In this context, it is interesting to note that Hughes and colleagues demonstrated that infra-slow oscillations, a particular network rhythm at <0.1 Hz recorded in thalamic slices, can be induced by the application of acetylcholine and metabotropic glutamate receptor agonists, and depends on the activation of adenosine A1 receptors[112]. The adenosine modulating the infra-slow oscillations derives from the hydrolysis of ATP and activates Ba²⁺-sensitive K⁺ channels. Although direct experimental evidence was not provided in that study, the authors suggest that thalamic astrocytes could represent the major source of the ATP/adenosine regulating the infra-slow oscillation[112].

In addition to adenosine, ATP itself can have neuromodulatory effects. For example, in the hypothalamus, Bains’ group discovered that ATP released from astrocytes is involved in mediating the action of norepinephrine on AMPAR-mediated synaptic plasticity[113]. Moreover, in a recent study, the same authors observed that activity-dependent ATP release from astrocytes leads to a new form of feed-forward synaptic plasticity on hypothalamic neurons[114]. The authors propose a model in which synaptic release of glutamate activates group I metabotropic glutamate receptors and Ca²⁺ signaling in hypothalamic astrocytes. Following Ca²⁺ elevations, ATP is released by astrocytes, which directly activates P2X receptors in the postsynaptic neuron leading to the net potentiation of glutamatergic synapses. Importantly, the authors argue that the plasticity relies on Ca²⁺ elevations within astrocytic processes, rather than astrocytic cell somata, and demonstrate that it is spatially localized to the neuronal compartment that is in close contact with the activated astrocytes[114].

**SLOW OSCILLATIONS AS A MANIFESTATION OF INTEGRATED BRAIN CIRCUIT ACTIVITY**

As summarized in the previous section, a large amount of data now supports the view that astrocytes are crucial modulators of synapses, and that their activity can regulate synaptic transmission and plasticity. Nonetheless, whether the astrocytes can modulate neuronal network activity, brain rhythmogenesis in vivo, as well as behavior was still an open question. The development of mouse models of impaired gliotransmission offered the opportunity to test these hypotheses.

By using extracellular and patch-clamp recordings in anesthetized animals, we showed that the selective expression of a dominant-negative form of synaptobrevin 2 into astrocytes, to inhibit gliotransmission[83,115], results in decreased slow oscillations in the somatosensory cortex[104] (Fig. 2). The decreased slow oscillation activity is due to the astrocytic modulation of the cortical synapse at least at two different sites. First, a loss of the tonic level of extracellular adenosine–activating A1 receptors and,
FIGURE 2. The non-neuronal cell astrocyte modulates slow oscillations. (A) Schematic representation of the experimental configuration for in vivo electrophysiological experiments. (B) Representative patch-clamp recordings from a wild-type animal (top) and a transgenic mouse in which a dominant-negative fragment of synaptobrevin 2 is selectively expressed in astrocytes to inhibit gliotransmission (dnSNARE, bottom). Note the reduced frequency and duration of UP-state transitions in transgenic mice compared to controls. Reproduced with permission from Fellin et al. [104].

second, a decreased function of neuronal NMDA receptors. The hypofunction of cortical NMDA receptors is consistent with a lack of D-serine release from astrocytes and a reduced surface expression of NMDA receptors[104]. Although we could not exclude the possibility that other gliotransmitters may contribute to the observed reduction in slow oscillations, our study was the first to demonstrate the relevance of astrocytic modulation of synapses to the generation of whole network activity in vivo. These results point to astrocytes as previously unacknowledged, neuromodulatory components of brain circuits that can deeply influence sleep-related rhythmogenesis.

As mentioned earlier, sleep is a fundamental and evolutionary ancient behavior that is regulated by the circadian oscillator and the sleep homeostat[116,117,118]. The sleep homeostat is the brain process by which sleep intensity is increased as a function of prior wakefulness. The molecular and cellular processes underlying sleep homeostasis have been studied for over 90 years. This investigation started with transfer experiments in which cerebrospinal fluid (CSF) extracts and cerebral venous blood from sleep-deprived animals were injected into control animals to determine whether they can induce sleep. These experiments, aimed at isolating endogenous sleep factors, were largely unsuccessful; however, they were essential in establishing that sleep factors are generated locally within the brain[119,120,121]. More recently, studies have implicated adenosine as an endogenous sleep factor[122,123]. Porkka-Heiskannen and colleagues determined that adenosine levels vary with sleep propensity. That is, during wakefulness, adenosine levels progressively increase, while during sleep they subside. Antagonizing adenosine (both A1 and A2A receptors) promotes wakefulness[124], while injecting adenosine or its agonists into the brain promotes sleep[125,126]. Thus adenosine may not only be a sleep factor, but also a mediator of the homeostatic sleep response.

Given that our studies[104] have shown a role for adenosine of astrocytic origin in the control of cortical slow oscillations, we used the dnSNARE mice to study whether a dysfunctional astrocyte-to-neuron communication could lead to alterations in sleep-related behaviors. By studying the natural sleep behavior of dnSNARE mice with chronic EEG recordings, we observed that these animals show impaired accumulation of slow wave activity (SWA) as a function of prior wakefulness[105]. This deficit is present both under baseline conditions (while animals are undisturbed in their cages) and following sleep deprivation by gentle handling. In accordance with these data, impaired SWA accumulation is also present in animals in which the A1 receptor is genetically deleted from excitatory neurons of the forebrain[127], and these animals have impaired working memory in the face of the chronic sleep loss. In our studies, the SWA phenotype observed in dnSNARE animals is mimicked by pharmacological blockade of A1 receptors in wild-type mice, suggesting that astrocytes represent a source of extracellular adenosine that activates neuronal A1 receptors to control sleep pressure accumulation. Moreover, both dnSNARE animals and their pharmacological phenocopies show resistance of the cognitive effects of
short-term sleep deprivation[105]. The opposing roles of purinergic gliotransmission on cognitive function in the short vs. the long term point to intriguing ways in which the brain deals with chronic stressors and how this results in adaptive physiological changes to enhance behavioral performance. Importantly, at the heart of this adaptive response, slow oscillation homeostasis appears to be central.

**CONCLUSIONS**

In this review article, we summarized the most recent data aimed at elucidating the cellular determinants of slow oscillations, a fundamental network activity that characterizes NREM sleep, with specific focus on the interaction between neurons and astrocytes. Although slow oscillations have been traditionally viewed as exclusively generated by cortical circuits, a recent hypothesis has proposed this rhythm to originate from the coordinated interaction of three oscillators: two intrinsically bursting thalamic networks (thalamic nucleus and nucleus reticularis thalami) in concert with a synaptic-based cortical oscillator. Based on the available experimental results, we propose an additional level of complexity to this model by considering the glial cell, astrocyte, as a local modulator of both cortical and thalamic circuits (Fig. 3). We argue that only the integrated view of all the neuronal and non-neuronal cellular components in the thalamic and cortical networks will provide a better understanding of the generation and fine tuning of this fundamental brain rhythm.

![Diagram of slow oscillation generation](image-url)

**FIGURE 3.** Slow oscillation generation: an integrated circuit view. Intracortical circuits are fundamental and sufficient to generate slow oscillations. Nonetheless, slow oscillations are likely influenced by the activity of the thalamic nucleus (TN) and the thalamic reticular nucleus (TRN), the targets of corticofugal fibers (CF). The coordinated activity of these two thalamic structures can then modulate cortical activity through the thalamocortical (TC) projections innervating cortical layer IV. We propose that slow oscillations result from the integrated activity of the glial (green cells) and neuronal (yellow cells) networks in the thalamocortical loop. Red and blue arrows indicate excitatory and inhibitory synaptic connections, respectively.
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