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With the rapid development of wireless sensor network (WSN) technology and its localization method, localization is one of
the basic services for data collection in WSN. The localization accuracy often depends on the accuracy of distance estimation.
Because of the constraint in size, power, and cost of sensor nodes, the investigation of efficient location algorithms which satisfy
the basic accuracy requirement forWSNmeets new challenges.This paper proposes a novel intelligent node localization algorithm
inWSN based on beacon nodes to improve the precision in location estimation. Firstly, system model of WSN node localization is
constructed according to theWSN environment.Then traditionalWSN node localization methods such as DV-HOP, GA, and PSO
are studied. Localization algorithm of WSN is proposed by using dynamic mathematics modeling. And the result of simulation,
which is compared to the traditional algorithm, indicated that this algorithm is better to improve the accuracy and coverage of
WSN. The simulation results show that the performance of the proposed WSN location algorithm is better than the traditional
localization algorithms.

1. Introduction

1.1. Background and Research Status. WSN has a great appli-
cation future in the military and civil area. The fundamental
problems of sensor networks are deployment and coverage,
localization, and networking protocols [1–3]. The accuracy
of node localization is crucial for many applications of
distributed sensor network (DSN) [4–7]. The current node
localization algorithm of WSN is mainly divided into two
categories: one is a node location algorithm based on ranging
and the other is a nonranging node localization algorithm.
Since the distance-based node positioning algorithm requires
additional auxiliary facilities, the resource consumption is
relatively large. Therefore, it is not suitable for use in large-
scale networks. The nonranging node algorithm does not
require additional ancillary facilities while hardware cost is
relatively low. Therefore, it becomes a research hotspot in
current wireless sensor networks. Our paper is based on the

idea of a nonranging node algorithm. A new wireless sensor
localization algorithm based on irregular node communi-
cation is proposed. The feasibility and effectiveness of the
algorithm are verified by simulation experiments.

In general, positioning accuracy can be improved by
increasing the number of anchor nodes. However, the cost of
the anchor node is higher than that of ordinary nodes. If 10%
of the nodes are anchor nodes, the price of the network will
increase 10 times [8–13]. However, when the unknown node
is located, it will no longer need expensive anchor nodes.
Therefore, it is necessary to reduce the number of anchor
nodes participating in node positioning. If the cost is reduced
by reducing the number of anchor nodes, the consequent
effect is a reduction in positioning accuracy. Based on
the broadcast characteristics of wireless transmission, some
methods based on geometric knowledge of interfering node
positioning have been proposed, including centroid posi-
tioning, weight centroid positioning, iterative positioning
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of virtual forces, convex shell positioning, and alpha shell
positioning. In the centroid localization method (CL, cen-
troid localization), interfering nodes’ neighboring nodes are
called interfered nodes. The CL collects the coordinates of
all disturbed nodes and uses the average as the estimated
position of the interference node. Considering that different
interfered nodes have different distances from interfering
nodes, their perceived interference intensity is also different.
The researchers proposed the positioning of weight centers
of mass, which improved the positioning accuracy to some
extent. Juan J. Galvez, Patrick Carroll,et al [14–20] proposed
a novel probabilistic graphical model called Bayesian Net-
work based Program Dependence Graph (BNPDG) that has
the excellent inference capability across nonadjacent WSN
nodes. They focused on applying the BNPDG at indoor
node localization. Compared with the PPDG, their BNPDG-
based localization approach overcomes the limitation across
nonadjacent nodes and provides more precise localization
by taking its output nodes as the common conditions to
calculate the conditional probability of each nonoutput node.
Yatish K.Joshi,Shi Zhang,et al [21–27] proposed a Heuristic
Multidimensional Scaling (HMDS) algorithm to improve
accuracy of node localization in anisotropicWSNswith holes.
By exploring the virtual node and constructing the shortest
paths between nodes, the Euclidean distances between nodes
are obtained via employing the heuristic approach such that
they can be used to calculate more accurate locations of
the nodes. Ajinkya Rajandekar,et al [28, 29] investigated
the significance of introducing small world characteristics
in a conventional WSN for improving the node localization
accuracy. A novel constrained iterative average path length
reduction algorithm is proposed to introduce small world
characteristics into a conventionalWSN.Themethod utilizes
a novel frequency selective approach for the introduction of
small world phenomena.

The robust quadrilateral method for judging node
rollover ambiguity is mostly applicable only to three-sided
positioning using three reference nodes. Compared to the
three-sided positioning method, multilateration methods
usingmore than three reference nodes can get smaller average
positioning errors. Therefore, in the node positioning of a
wireless network based on ranging, a multilateration method
is mostly used. At present, there is still very little research on
the problem of node rollover ambiguity in multilateral posi-
tioning. Although some literatures have proposed a robust
quadrilateral method suitable for multilateral positioning for
the first time, however, its computational complexity is large
and the judgment effect is poor.

Hao Zhang,Wei Liu, et al [30–32] proposed and proved
that flip ambiguity detection for three-dimensional node
localization is equivalent to the intersecting plane that inter-
sects with all range error spheres of the reference nodes of
unknown node in the ideal radio model, which is called the
existence of intersecting plane (EIP) problem.They proposed
common tangent plane algorithm (CTP) and orthogonal
projection algorithm (OP). Hua-DongMo and Rodolfo Feick
[33, 34] proposed a Bluetooth interior location algorithm
based on Bayesian theory for RSSI probability distribution.
The algorithm used the maximum posterior probability

to determine the position of the moving target, and the
algorithm is complicated. There is a large error. Min Jia and
Limei Lin [35, 36] proposed an enhanced Gaussian mixture
model WSN positioning algorithm; the algorithm achieved
high positioning accuracy, but the algorithm is complex and
difficult to implement on mobile terminals such as smart
phones and wireless environment.

In the anchor node mobility strategy, there are many
strategies in order to achieve certain coverage. They assume
that the anchor node’s moving path can cover the entire
network, ignoring the actual distribution density of unknown
nodes. The appearance of anchor nodes cannot effectively
avoid traversing the network empty areas. It cannot provide
good distribution of virtual beacons, long moving path, and
low positioning accuracy because there is a close relationship
between virtual force and node distribution. Literature [37]
introduced the concept of virtual force potential field to
the node coverage problem of wireless sensor networks for
the first time. A wireless sensor network node coverage
method based on virtual force potential field is proposed.
Literature [38] has improved the above-mentioned virtual
force potential field. A virtual force algorithm (VFA) has
been proposed. The algorithm combined virtual gravity and
virtual repulsion to determine the motion paths of randomly
distributed nodes. Considering the energy consumption, the
nodes will move uniformly after the sink node has calculated
the final coordinates of each node.

1.2. Motivations. Above discussion implies that novel
inequality methods allow us to obtain more precise
localization and lower error. Most references do not consider
the dynamic behaviors of wireless communication networks
node. Under this method efficiency, novel node localization
of WSNmethod and mathematics model could be proposed.

1.3. Our Contributions. Themain contributions of this paper
are listed as follows.

(1) System architecture of wireless sensor network is
constructed. (2) A mesh generation method is constructed.
(3)Wireless network node information exchangemechanism
is established. (4) A new node localization algorithm is
proposed.

1.4. Structure of the Paper. The rest of this paper is orga-
nized as follows. In Section 2, some traditional sensor node
localization methods are introduced. In Section 3, system
model of node localization of WSN is built according to the
wireless communication network. In Section 4, a new node
localization and dynamic modeling method is proposed. In
Section 5, the simulation analytical results are presented.
Finally, conclusions are drawn in Section 6.

2. Sensor Node Localization Algorithm

2.1. DV-HOP Node Localization Algorithms. The node local-
ization algorithm of DV-Hop is a kind of distance vector
method, while GPS is a distributed localization method. The
algorithm can be divided into the following three steps [33,
34].
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Step 1. Packet for each node is (𝐼𝐷𝑖, 𝑥, 𝑦, ℎ𝑜𝑝𝑖). The packet
contains the coordinates information and the minimum hop.
The initial value of the minimum hop is 0.

Step 2. Thefirst step is completed; all the beacon nodes know
the minimum hop count from other beacon nodes. When a
parameter 𝐻𝑜𝑝𝑆𝑖𝑧𝑒 is introduced, 𝐻𝑜𝑝𝑆𝑖𝑧𝑒 is named as the
distance of average hop number.

Step 3. The distance between unknown node and beacon
node is calculated by the minimum hop.

2.2. Genetic Algorithm (GA). In the GA sensor node local-
ization algorithm, chromosomes are possible solutions for
specific problems. Problems with parameters are called genes
[35, 36]. For 2-dimensional plane localization, each chro-
mosome has two parameters, as (𝑥, 𝑦). Genetic algorithm
has the following three basic operations: selection, crossover,
and mutation. Through the cross, two parent individuals
are combined to produce two new chromosomes; offspring
inherited the characteristics of the parent. And the key is
to create a new function of evolution; the genetic algorithm
will need to make use of the mutation operator. A new
generation is produced, followed by the fitness function of
the evaluation. A new generation will be arranged from good
to bad, until convergence or reaching the predetermined
number of iterations.

2.3. Particle Swarm Optimization (PSO) Algorithm. The PSO
[37, 38] sensor node localization algorithm consists of a
number of moving particles; particles are responsible for
finding the optimal solutions. The algorithm updates the
particle’s speed and location. Each particle goes through
two extrema updating itself, namely, the particles themselves
to find the optimal solution (local optimal) and the whole
population to find the optimal solution (global optimal). The
particle’s velocity and location are updated according to some
fixed rules. When convergence conditions of the algorithm
are reached, the iterations are aborted.

3. System Model

3.1. System Architecture of Wireless Sensor Network. For
environmental wireless node monitoring, wireless sensor
network (WSN) consists of four parts.These four parts are the
monitoring nodes (including the node and the route node),
the main node (sink node), Internet (including satellite), and
the upper computer, respectively, as can be seen fromFigure 1.

In WSN, there is a system for node localization and
environmental monitoring (such as Figure 1). Nodes usually
have random distribution, and networks are in the form of
self-organization. Monitoring nodes in WSN will sense and
monitor the data directly or through the route node to anchor
node (beacon node).Main nodes through Internet or satellite
transmit to upper computers, which are installed as the
receiving software upper computer receives this part of the
data, with the object to be measured and the implementation
of remote monitoring and real-time operation. In monitor-
ing, nodes exist in the anchor or beacon nodes and unknown

nodes, with the unknown node through its nearby beacon
nodes to communicate. Using certain localization algorithm
to draw their own position will eventually be its location
information with other data sent to the upper computer, so
that the smooth progress of monitoring and positioning can
work.

3.2. Mesh Generation. The coverage area is meshed and the
anchor node is at the mobile collection point. Cover the
number through the ring logo corresponding grid values. As
shown in Figure 2, the three subrings intersect in a certain
area, and number 3 means that the mesh is surrounded by
3 rings covered; the actual location of the grid is covered by
multiple rings; therefore, the higher number of covered grids
is the more likely location for unknown nodes in the area.
We can select themost consistent cluster unknown nodes; the
best fitness grid and the coordinates of unknown node can be
obtained by using node localization algorithm.

According to the node’s location information and com-
munication radius, the network area is divided into several
virtual cells. In order to ensure that any two nodes in
adjacent cells can communicate directly, suppose the node
knows the location information of the whole monitoring
area and its own location information, and the node can
calculate which cell it belongs to. The principle of model
construction, grid mesh generation, boundary condition
definition algorithm, and governing equation solution are
confirmed.The numerical examples showed that the method
was efficient and accurate in solving the node grid generation
of WSN by using finite coarse mesh and simple interpolating
element.

It not only guarantees that any two nodes in the adjacent
cells can communicate directly, but also can eliminate the
effects of hidden terminals. The cell radius needs to meet

(3𝑟)2 + (3𝑟)2 ≤ 𝑅2 󳨐⇒ 𝑟 ≤ 𝑅3√2 (1)

Therefore, from the perspective of packet forwarding, nodes
belonging to the same cell can be considered equivalent,
and each cell only needs to select one node to keep active.
Moreover, it ensures that the neighboring cluster heads of
a cluster head are in communication with each other. This
ensures that the underlying MAC protocol can use the
collision avoidance policy to prevent neighboring cluster
heads from sending data simultaneously. As in Figure 3, such
as cluster 5, if 𝑟 > 𝑅/3√2, then cluster heads 1 and 9 of
cluster 5 can send data to cluster head 5 at the same time. In
fact, in a sufficiently small time interval, it is not possible to
send “application layer data” at the same time by two or more
adjacent cluster heads.

4. Sensor Node Localization Algorithm

4.1. Dynamic Mathematics Modeling. In m-dimensional
space, each sensor node can be measured with at least m
nodes distance. In m-dimensional space, consider a set of
sensor networks consisting of N sensor nodes.
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Figure 1: System architecture of wireless sensor network.

K = {1, 2, . . . 𝐾}. The distance between node 𝑖 and node𝑗 is 𝑑𝑖𝑗. Distance matrix Δ(𝑖, 𝑗) and connectivity relationship
matrixM(𝑖, 𝑗) can be defined as

Δ (𝑖, 𝑗) = {{{
𝑑𝑖𝑗 𝑗 ̸= 𝑖
0 𝑒𝑠𝑙𝑒

M (𝑖, 𝑗) = {{{
1 𝑗 ̸= 𝑖
0 𝑒𝑠𝑙𝑒

(2)

The motion model of a node can be expressed as

𝑋𝑖(𝑡) = 𝑋𝑖(𝑡−1) + 12V𝑖(𝑡−1) × Δ𝑡 [
cos 𝜃𝑖(𝑡−1)
sin 𝜃𝑖(𝑡−1)]

V𝑖(𝑡) = 13𝜔 × V𝑖(𝑡−1) + 𝑎 × 𝑟𝑎𝑛𝑑
(3)

where 𝜔 is inertial weight. 𝑎 is the acceleration factor. 𝑟𝑎𝑛𝑑 is
a random number between 0 and 1.
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Figure 2: Mesh generation.

In the local coordinate of cluster C𝑆, node 𝑖 ∈ C𝑆,
the relative coordinate is x𝑠𝑖 = [𝑥𝑠𝑖 , 𝑥𝑠𝑖 , 𝑥𝑠𝑖 ]𝑇. The relative
coordinates of node 𝑖 can be calculated as

x0𝑖 = −13 (𝐴𝑇2𝐵𝑇𝐵𝐴2)−1 𝐴𝑇2𝐵𝑇 (4)
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Figure 3: Virtual mesh division.

where 𝐵 = 𝑋𝑋𝑇 is the number of product matrixes. As for M
nodes, 𝑗, . . . , 𝑞 ∈ C0. 𝐴1 and 𝐴2 are the first column of the
matrix A and the remaining columns, respectively.

𝐴 = [1𝑇𝑀𝑃𝑇]
𝑇([1𝑇𝑀𝑃𝑇][

1𝑇𝑀𝑃𝑇]
𝑇)
−1

(5)

Suppose the coordinates of unknown node 0 are (𝑥0, 𝑦0).
Coordinates of beacon nodes 1,2,3,4 are (𝑥1, 𝑦1),(𝑥2, 𝑦2),(𝑥3, 𝑦3),(𝑥4, 𝑦4). The distance from node 0 to 4 node s is,
respectively,

𝑓1,0 = 𝜌1 − ((𝑥1 − 𝑥0)2 + (𝑦1 − 𝑦0)2) (6)

𝑓2,0 = 𝜌2 − ((𝑥2 − 𝑥0)2 + (𝑦2 − 𝑦0)2) (7)

𝑓3,0 = 𝜌3 − ((𝑥3 − 𝑥0)2 + (𝑦3 − 𝑦0)2) (8)

𝑓4,0 = 𝜌4 − ((𝑥4 − 𝑥0)2 + (𝑦4 − 𝑦0)2) (9)

where 𝜌𝑖 indicates the learned distance from node 1 to node
0. To solve the coordinate of node 0, it makes ∑4𝑖=1 𝑓𝑖,0
minimum, as

𝐹 (𝑥0, 𝑦0) = 𝑀𝑖𝑛 (𝑓1,0 + 𝑓2,0 + 𝑓3,0 + 𝑓4,0) (10)

Node relative localization and the radial error can be
expressed, respectively, as

𝑒𝑟𝑟𝑜𝑟𝑎V𝑔 = ∑𝑛𝑖=1√(𝑥𝑖 − 𝑥󸀠𝑖)2 + (𝑦𝑖 − 𝑦󸀠𝑖 )2 + (𝑧𝑖 − 𝑧󸀠𝑖 )2𝑛 × 𝑅
× 100%

(11)

𝑒𝑟𝑟𝑜𝑟𝑥 = ∑𝑛𝑖=1 𝑎𝑏𝑠 (𝑥𝑖 − 𝑥󸀠𝑖)𝑛 × 𝑅 × 100% (12)

where 𝑛 is the number of sensor nodes and 𝑅 is the wireless
communication radius.

Suppose the coordinates of the unknown node are(𝑥, 𝑦) and the coordinates of the obtained beacon node
and the corresponding distance to the beacon node are

(𝑥1, 𝑦1, 𝑑1),(𝑥2, 𝑦2, 𝑑2) . . . (𝑥𝑛, 𝑦𝑛, 𝑑𝑛). Some formulas can be
obtained according to the two-dimensional plane distance.
Taylor decomposition of formula (13) at point (𝑥0, 𝑦0) can be
described as

𝑓 (𝑥, 𝑦) = 𝑓 (𝑥0 + ℎ, 𝑦0 + ℎ)
= 𝑓 (𝑥0, 𝑦0) + (ℎ 𝜕𝜕𝑥 + 𝑘 𝜕𝜕𝑦)𝑓 (𝑥0, 𝑦0)
+ 12! (ℎ 𝜕𝜕𝑥 + 𝑘 𝜕𝜕𝑦)

2 𝑓 (𝑥0, 𝑦0) + ⋅ ⋅ ⋅
(13)

When (ℎ, 𝑘) is very small, formula (13) can be simplified as

𝑓 (𝑥, 𝑦) = 𝑓 (𝑥0 + ℎ, 𝑦0 + ℎ)
= √(𝑥0 − 𝑥𝑛)2 + (𝑦0 − 𝑦𝑛)2
+ (𝑥0 − 𝑥𝑛)
√(𝑥0 − 𝑥𝑛)2 + (𝑦0 − 𝑦𝑛)2 ℎ

+ (𝑦0 − 𝑦𝑛)
√(𝑥0 − 𝑥𝑛)2 + (𝑦0 − 𝑦𝑛)2 𝑘

(14)

4.2. The Flow Of Algorithm.

Step 1. For each node 𝑖 ∈ K, search for all nodes that it can
measure and construct the set S𝑖 = {𝑗 ∈ K | 𝑀(𝑖, 𝑗) = 1}.
Step 2. For each node 𝑖 ∈ K, update the matrix S𝑡 = S𝑖 ∪
S𝑗,∀𝑗 ∈ S𝑖.

Step 3. For all nodes in the sensor network, search for the
maximum potential set, recorded as S∗𝑡 . All nodes in S

∗
𝑡 make

reference cluster C0, and update the set K0 = K/S∗𝑡 .
Step 4. For all nodes in set K0, search for the maximum
potential set, recorded as S∗𝑙 . All nodes in S

∗
𝑡 make clusterC𝑆,𝑆 = 1, 2, . . .. Then repeat this step until K0 = ⌀.

Step 5. As for each cluster C𝑆, calculate the relative coordi-
nates of nodes in a cluster, and construct a local coordinate
map of each cluster.

5. Simulation Analysis

In 150𝑚×150𝑚 conventional network environment(referred
to as square-random),randomly place 400 wireless sensor
nodes. In the sensor area, the radiation distance of each
broadcast can reach the whole network. The communication
model of the node defaults to square-random model, and
the beacon node and the unknown node have the same
communication radius.

It can be seen from Figure 4 that as density of beacon
node is increasing, the error of localization is decreasing.
In the case of the same beacon node density, the proposed
method is better than the several traditional sensor node
localization methods, such as DV-HOP, GA, and PSO. When
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Figure 4: Relation between beacon node density and location error.
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Figure 5: Relation between node communication radius and loca-
tion error.

the density of beacon node is about 10%, the localization
accuracy of proposed method is not obvious compared with
the classical algorithms. Because the proportion of beacon
nodes is relatively small, the beacon nodes located near
unknown nodes are also relatively small. The proportion
of beacon nodes is increasing. Accordingly, the minimum
number of hops between unknown nodes and beacon nodes
is also reduced, so that the distance between them is closer
to the true value, and the localization error is also effectively
reduced. When the proportion of beacon nodes is increased
to about 45%, the localization error is basically stable, but
localization accuracy of proposed method is much more
improved.

As can be seen fromFigure 5, we consider the relationship
between node communication radius and error. With node
communication radius increasing, the error of localization
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Figure 6: Coverage changes with network connectivity.

is decreasing. In the case of the same node communication
radius, the proposed method is better than DV-HOP,GA,
and PSO sensor node localization methods. However, when
the node communication distance increases to a certain
extent (such as 30 m), the node localization accuracy of the
algorithms does not increase or decrease much.

Due to the cost and power consumption of sensor nodes,
the smaller the network connectivity (NodeDensity, ND) and
the density of beacon node (Anchor Density, AD),the better
the system performance in WSN.

As can be seen from Figure 6, with the increase in
connectivity of nodes, the localization coverage is increased,
which has a clear effect of WSN node localization. When the
value of average network connectivity nodes reached about
18, the localization coverage is becoming reduced. When
the value of localization coverage reached nearly 56, the
localization coverage has shown a rising trend recently.

As can be seen from Figure 6 and Figure 7, proposed
method’s location coverage advantage overDV-HOP,GA, and
PSO is more pronounced when ND or AD is smaller because
the neighbor discovery algorithm allows the node to obtain
more beacon node information, so that they can complete the
positioning process.

6. Summary

A newWSN localization algorithm is proposed in this paper
by using dynamicmodelingmethod. Traditional sensor node
localization algorithms such as PSO, GA, and DV-HOP are
studied. System architecture ofWSN is constructed according
to the WSN localization environment, and then the method
of mesh generation is researched. Results show that the
performance of the proposed location algorithm is better
than the traditional methods.

The future direction of the research is as follows:

(a) Energy efficiency of WSN node deployment.
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Figure 7: Coverage changes with beacon node density.

(b) Key distribution protocol is one of significant compo-
nents for security defense on WSN transmission.

(c) Reducing the source consumption and prolonging the
WSN lifecycle are becoming the chief target of WSN,
which was based on the assurance of network secure
communication.
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