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It is entering an era of big data, which facilitated great improvement in various sectors. Particularly, assisted by wireless communications and mobile computing, mobile devices have emerged with a great potential to renovate the healthcare industry. Although the advanced techniques will make it possible to understand what is happening in our body more deeply, it is extremely difficult to handle and process the big health data anytime and anywhere. Therefore, data analytics and mobile computing are significant for the healthcare systems to meet many technical challenges and problems that need to be addressed to realize this potential. Furthermore, the advanced healthcare systems have to be upgraded with new capabilities such as machine learning, data analytics, and cognitive power for providing human with more intelligent and professional healthcare services. To explore recent advances and disseminate state-of-the-art techniques related to data analytics and mobile computing on designing, building, and deploying novel technologies, to enable intelligent healthcare services and applications, this paper presents the detailed design for developing intelligent healthcare systems assisted by data analytics and mobile computing. Moreover, some representative intelligent healthcare applications are discussed to show that data analytics and mobile computing are available to enhance the performance of the healthcare services.

1. Introduction

In the past two decades, advanced information technologies, such as mobile communication systems [1], big data [2], Internet of Things (IoT) [3], and wearable computing [4], have been widely used in the sector of healthcare [5]. Particularly, various novel healthcare systems assisted by big data and mobile computing are developed for provide intelligent and professional services [6]. However, the explosion of healthcare data brings the following challenges for data management, storage, and processing:

(i) Large Scale. With the improvement of electromedical and wearable devices, the data volume of healthcare systems has been extensively increasing [7].

(ii) High Throughput. Generally, major electromedical and wearable devices can continuously acquire health data, while these data need to be processed rapidly for prompt response to emergencies [8].

(iii) Various Forms. There are various healthcare data generated and stored in healthcare systems, such as medical record, hospitalization records, medical imaging, and surgery data. These multisourced data include text, image, audio, and video [9]. More importantly, the same category of healthcare data collected through different devices may follow the different data standard defined by providers.

(iv) Deep Value. The value of mining single source healthcare data is very limited. Thus, more research attempted to develop data fusion based approach to discover more knowledge from various data to provide more valuable services, such as personalized health guidance and public health warnings [10].

Fortunately, with the assistance of advanced techniques, more intelligent healthcare services are supported by data analytics, while it becomes more convenient for users to access to these novel services [11]. For example, M. Pramanik
et al. propose a big data enabled smart healthcare system framework to offer theoretical representations of an intra- and interorganizational business model in the healthcare context [12]. M. Rathore et al. developed a Hadoop-based intelligent healthcare system demonstrating IoT-based collaborative contextual big data sharing among all of the devices in a healthcare system [13]. S. Peddia et al. designed a cloud-based mobile e-health calendar system that can classify food objects in the plate and further compute the overall calorie of each food object with high accuracy [14].

Although the great innovation is happening in the healthcare field, there are several issues need to be addressed, especially the heterogeneous data fusion, mobile data transmission and analysis, etc. [15–17]. In [18], it discussed clear motivations and advantages of multisensor data fusion and particularly focuses on physical activity recognition, aiming at providing a systematic categorization and common comparison framework of the literature, by identifying distinctive properties and parameters affecting data fusion design choices at different levels (data, feature, and decision). In [19], it presented the electronic health record big data analytics for precision medicine, including data preprocessing, mining, and modeling.

Nowadays, a huge number of researches focus on data analysis or data mining for healthcare data [10, 20] on technical details in deploying and implementing mobile computing [21, 22], but one of the greatest challenges is how to develop a comprehensive healthcare system for effectively manage multisource heterogeneous healthcare data with particular technical features. Thus, this paper presents a detailed design of intelligent healthcare systems assisted by data analytics and mobile computing, and it make the following contributions: (1) It proposes a unified data collection layer for integrating the healthcare data from public sources and personal devices. (2) It establishes a cloud-enabled and data-driven platform for multisource heterogeneous healthcare data storage and analysis. (3) It designs a healthcare application service layer to provide unified application programming interface (API) for developers and unified interface for users.

### 2. Related Technologies

#### 2.1. Mobile Computing

Mobile computing is an emerging technology related to multiple disciplines and is involved in many areas; it is also a hot issue in computer technology research. Mobile computing concerns how to provide quality information services (information storage, query, calculation, etc.) to mobile users (including users on laptops, mobile phones, and pagers) distributed across different locations. Mobile computing is a new type of technology that enables computers and other information devices to transmit data without being connected to a fixed physically connected device [23]. With the increase in mobile device usage, mobile computing is booming and has begun to be applied to different fields. Related work has been done in the education field [24].

In the medical field, mobile computing not only plays an important role but also is a very meaningful application direction as a supporting technology for mobile healthcare. Medical professionals are using mobile devices to change clinical practice. Currently, many medical software applications can help people perform nursing tasks, from information and time management to clinical decision making [25].

The use of mobile devices, healthcare professionals (HCPs), by healthcare workers has changed many aspects of clinical practice, and it has become commonplace in healthcare environments, leading to the rapid development of medical applications. Many applications can now assist healthcare professionals in many important tasks, including information and time management, patient management and monitoring, clinical decision making, medical education, and training. Current mobile devices and applications provide many benefits to HCPs, where the most significant benefit is that people can be better cared for since they support clinical decision making and help patients recover. In [25], the following benefits of mobile devices in healthcare are summarized: convenience, better clinical decision making, and improved accuracy. Mobile computing can not only improve the accuracy of identifying relevant information and the accuracy of metrics but also increase efficiency and productivity.

An effective mobile computing platform must be able to effectively use semantic-rich and medically plausible inferences about physiology, psychology, and psychology by sensing sensor information and behavioral status and linking these inferences with environmental, social, and other factors [26]. The challenge facing mobile computing is the issue of energy consumption, especially in the medical field, which often requires long monitoring durations and lengthy testing of patient-related physiological indicators. In [27], Kao et al. studied the energy consumption and performance of mobile computing, therein developing a task assignment problem and providing a dynamic programming algorithm. Hermes is a solution to the optimal strategy problem for balancing the issues of improving latency and energy consumption of mobile devices.

With the increasingly in-depth research being performed, mobile computing will have a better future in the medical field.

#### 2.2. Big Data

Huge amounts of data are generated in the medical field, therein increasing rapidly every day, especially in mobile healthcare. Normal mobile devices and wearable devices usually need a long time to detect the related physiological indices of the human body, but mobile medicine makes obtaining a patient's physiological data more convenient and accurate, and it has greatly facilitated the development of medical big data.

Big data also provide additional data support for medical treatment, such as in medical imaging and processing, electronic health records, epidemiology, and other higher level analyses of healthcare data and can play an auxiliary role in medical diagnosis [28]. In [29], Viceconti et al. proposed that big data analysis can be successfully combined with VPH technologies to create new electronic medical solutions that are both effective and robust.
In mobile healthcare, mobile computing technologies can utilize big data technologies to perform relevant analysis and processing to obtain related data in a timely and convenient manner to provide better medical care. Lv et al. [30] introduced two mobile healthcare applications that can serve as health services based on big data. On the one hand, big data can play a role in electronic medical record collection terminals; on the other hand, big data provide doctors with solutions for developing rehabilitation tools.

In [31], the effects and benefits of big data analytics for healthcare were illustrated, therein suggesting that big data analytics may change the way healthcare professionals gain insights from their clinical and other data repositories and make informed decisions using cutting-edge technology.

However, big data technologies also face many challenges in the healthcare industry. Belle et al. [32] discussed three important up-and-coming and important areas of medical research: image-, signal-, and genomic-based analysis. In the medical field, the use of a large amount of medical data and related analytical techniques can provide a positive impact.

2.3. Cloud Computing. Cloud computing is the addition, use, and delivery of Internet-based services and often provides dynamically scalable and virtualized resources through the Internet [33]. The development of cloud computing is not limited to PCs; with the vigorous development of the mobile Internet and the emergence of various mobile terminal devices, mobile cloud computing services have emerged. Cloud computing and big data technology are inseparable and are often used in combination [34]. In [35], a networked physical system based on patient-centered healthcare applications and services was proposed and called Health CPS. It builds on cloud and big data analytics. The results of their research show that cloud and big data technologies can be used to improve the performance of medical systems and allow people to enjoy a variety of smart medical applications and services.

By combining the advantages of these two technologies, mobile cloud computing can be better applied to mobile healthcare. If certain limitations, such as limited memory, CPU power, and battery life, can be overcome, mobile cloud computing could greatly improve the capabilities and effects of mobile and cloud computing.

Loai A. et al. [36] proposed the design of networked healthcare systems using big data and mobile cloud computing technologies. Wan et al. [37] studied a cloud-enabled WBAN architecture and its applications in pervasive healthcare systems. Using energy-efficient routing, cloud resource allocation, semantic interaction, and data security mechanisms, the system transmits critical sign data to the cloud, and it provides tremendous opportunities for healthcare systems.

Certain benefits brought by cloud computing, such as the scalability offered by "potential" users (i.e., pay-as-you-go users) and software and virtual hardware services being delivered online (for example, collaborative planning, virtual servers, and virtual storage devices), will ensure that organizations do not have to maintain and update their software and hardware facilities by themselves. The flexibility of this emerging computing service can create many possibilities for organizations that currently do not exist [38].

2.4. Wearable Computing. In recent years, various mobile devices have emerged, including healthcare and medical devices (such as sports wristbands, watches, and smartphones). These wearable devices have computing abilities to record or detect relevant data for the user. Wearable computing technology has greatly facilitated mobile healthcare, as many wearable devices with disease monitoring and body perception abilities have been proposed [39, 40].

The development of wearable computing involves more aspects, and Chen et al. [41] proposed a new architecture for wearable computing based on emotional interaction and cloud technology design mechanisms; they then explored its current problems to demonstrate potential research in new directions. With the development of wearable devices, the wearable computing power needs to be further improved to better assist in medical and healthcare. Relevant studies on, e.g., computing power, connection methods, and power consumption, have been conducted [42–44]. Mobile cloud computing, big data, and other technologies are also promoting the development of wearable computing toward providing better technical support to mobile healthcare.

2.5. Internet of Things. Both wearable devices and mobile terminal devices are inseparable from the Internet of Things. The Internet of Things technology is one of the key technologies for these devices for transmitting and retrieving data and information. Its smart sensing technology provides important support for mobile medical data transmission and acquisition [45]. Catarinucci et al. [46] proposed a smart hospital system (SHS) that relies on different but complementary technologies, particularly wireless sensor networks, RFID, smartphones, and interoperability. SHS can collect real-time environmental conditions and patient physiological parameters.

Internet of Things technology, big data technology, and cloud computing are popular and widely used technologies and are often interdependent. Advanced terminal technologies (e.g., smart apparel) and advanced cloud computing technologies (e.g., big data analytics and cloud cognitive computing) are expected to provide people with more reliable and intelligent services.

In [4], Chen et al. presented a wearable medical 2.0 system to enhance QoE and QoS for the next generation of healthcare systems. In this system, washable smart clothing, including sensors, electrodes, and leads, is the key component of cloud analytics that provide users with their physiological data and receive the health and emotional state of machine-based, intelligent users. In emergency services, IoT can collect, integrate, and interoperate IoT data to flexibly support emergency medical services. The results of [47] show that the resource-based IoT data access method is effective in distributed and heterogeneous data environments and can access data across cloud and mobile computing platforms in a timely manner.

Internet of Things technology is also commonly used at home and is often connected with home healthcare [48]. The
seamless convergence of IoT devices in various platforms (such as sensors and wearable smart medicine kits) improves the user experience and service efficiency of home healthcare services (such as telemedicine).

2.6. Cyber Physical Systems. As a unity of computing processes and physical processes, cyber physical systems (CPSs) represent the next generation of intelligent systems, therein integrating computing, communications, and control [49]. The information physical system interacts with physical processes through a human-computer interaction interface and enables the networked space to manipulate a physical entity in a remote, reliable, real-time, secure, and collaborative manner.

The information physical system includes future ubiquitous environmental awareness, embedded computing, network communication, network control, and other types of system engineering; it also provides the functions of computing, communication, precise control, remote collaboration, and autonomy. In addition, such a system focuses on the close combination and coordination of computing resources and physical resources. It is mainly used in certain intelligent systems such as equipment interconnection, IoT sensors, smart homes, robotics, and intelligent navigation systems.

As a prominent subcategory of networked physical systems, to generate a convenient and cost-effective platform and promote complex and ubiquitous mobile sensing applications between humans and the surrounding physical world, mobile devices, such as smartphones, are widely used in mobile networked physical systems [50].

In [51], Costanzo et al. presented a flexible and reliable monitoring system based on embedded systems and wearable devices that allows doctors and family members to monitor the patient’s distance using a cell phone. In emergency situations, proper communication with the emergency center is required to rescue patients promptly. Thus, the system can effectively monitor the health of elderly individuals.

With the rapid development of IT systems, embedded software has replaced the monitoring and diagnosis of patients. However, these systems have limitations in a wide range of device interoperability and data aggregation aspects. To solve these problems, medical network physical systems (MCP systems) have gradually become a new paradigm for medical systems.

The paradigm introduced by mobile networked physical systems (MCPs) and Time Interventions (TI) transcends traditional medical environments in terms of the monitoring, diagnosing, treating, and management of patient health. These paradigms can provide medical care to patients at any time and at any place. Among them, MCP provides the necessary technical support system that facilitates collective work in an autonomous manner.

3. Intelligent Healthcare System Architecture

3.1. Design Issues. With the increasing cost of healthcare services and medical insurance, people need more aggressive health and wellness monitoring. In the medical industry, big data and cloud computing are gradually becoming trends for medical innovation. As a result, the medical industry is experiencing an increase in the amount of data generated in terms of complexity, diversity, and timeliness; the industry increasingly relies on the collection and analysis of data. Therefore, to make better decisions, we need to collect data and conduct effective analysis. The cloud is a good choice for on-demand services for storing, processing, and analyzing data. Medical data released and shared through the cloud are very popular in practice, and information and knowledge bases can be enriched and shared through the cloud.

The revolution presented by the cloud and big data can have a huge impact on the healthcare industry, and a new healthcare system is evolving. Figure 1 shows an expanded healthcare system that includes traditional roles (such as patients and healthcare providers) and other new members. This is why we need to design a more appropriate healthcare system to meet the challenges presented by this revolution.

(i) The diversity of data sources requires a uniform standard of heterogeneous data management. On the one hand, due to the diversification of medical equipment, the data formats and the amount of data generated by various devices may be quite different, which requires that the system support data access by various medical devices to ensure high scalability and satisfy actual medical needs. On the other hand, the system needs to convert the received data into a unified standard to improve the efficiency of data storage, query, retrieval, processing, and analysis.

(ii) The diversity of data content requires a unified programming interface for multiple data analysis modules. Analytical techniques have also been extended to require complex analysis for accommodating the four characteristics (4Vs) of big data in the medical field due to inconsistencies in the sources, structures, functional scenarios, and nature of health.
data: volume, velocity, veracity, and variety [31]. Gone are the days of collecting data on electronic health records and other structured formats. Diversified medical data, including structured, semistructured, and other unstructured data, represent one aspect making medical data both interesting and challenging. Based on different data structures, the system can efficiently deploy and analyze data online or offline, such as via stream processing, batch processing, iterative processing, and interactive query, therein reducing system complexity and improving development and access efficiency.

(iii) **The diversity of service objects requires a uniform standard service platform interface.** Medical data that have previously been processed also have different data contents, data formats, data amounts, etc. with respect to different service targets; that is, the system can provide different applications and services with respect to the different roles of the service object. To provide reliable medical services, resource optimization, technical support, and data sharing are crucial to a system’s application service platform.

3.2. **Cloud- and Big-Data-Assisted Architecture.** Figure 2 shows the architecture of intelligent healthcare systems assisted by data analytics and mobile computing, including the data acquisition layer, data management, and application service layer.

(i) **Data Acquisition Layer.** The main function of this layer is to collect user medical data and provide standardized data for a unified standard of multivariate data management through adapter preprocessing. This section consists of a variety of data nodes and adapters, primarily from hospitals (hospital information systems and electronic medical records), Internet (social networking services and real-time communication), and user-generated content (terminal equipment and wearable equipment). Adapters can preprocess and encrypt raw data from various devices to ensure the security and availability of data transmitted at the data management layer.

(ii) **Data Management Layer.** To support the efficient management and analysis of medical data, this layer consists of a Distributed File Storage (DFS) and Distributed Parallel Computing (DPC). DFS provides highly efficient data storage, high-throughput data upload and download, fast data retrieval, and exchange capabilities for heterogeneous medical data to improve system performance; the DPC module analyzes and processes data from the DFC module for big data. The scale of unstructured data provides offline calculations and provides the appropriate processing and analysis methods based on the timeliness of the data and the priorities of the tasks.

(iii) **Application Service Layer.** This layer consists of three parts, the user interface, API, and data access, which provides users with basic visual data analysis results. Through the data access module, following the data management layer analysis of the data, application developers can use API scheduling through the user interface to provide rich, professional, and personalized medical services.

4. **Data Collection Layer**

At one end, mHealth is a physician, and at the other end, it is a user with demands. The middle consists of a service provider that bridges the two ends with a variety of technologies and tools, including mobile network operators, mobile network technologies and equipment providers, mobile terminal manufacturers, IT companies (including software and hardware suppliers and system integrators), financial investors, insurance companies, public health medical institutions, banks and payment companies, private healthcare institutions, pharmaceutical companies, healthcare providers, research centers, government and nongovernmental organizations, and solution providers and more.

Data have become a particularly important aspect of mobile health. Data collection requires both the collection of devices (cell phones, computers, and portable devices) and software for gathering information. The data mainly concern the visualization of static text but can also be extended to interactive decision support algorithms, other visual image information, and communication via email and SMS integration. The consolidation of the use of geomapping components using GIS and GPS Mobile technologies is used to “tag” voice and data traffic to specific locations or to a range of locations. These combined capabilities have been used for emergency health services as well as disease surveillance, the mapping of health facilities and services, and other health-related data collection processes.

Usually, medical data classification can be divided into two aspects. One aspect is the class of data for the hospital in the operation, and the operation will produce a series of data. The other aspect is “clinical” data, which is unique to the healthcare industry. The same classification can be performed.
for personal, institutional, government, and healthcare information. The development of mobile healthcare has gradually transformed the main providers of medical data from hospitals to intermediaries or the government to make the data as public as possible without infringing upon the privacy of others. As shown in Figure 3, the data collection layer consists of data nodes and adapters.

4.1. Data Nodes. Based on mobile medical device conditions, a user-friendly intelligent healthcare system (mobile health) collects not only traditional medical data but also medical-related daily behavioral data. According to the different types of data, data nodes can be divided into the following four categories:

(i) Research organization nodes. This node mainly concerns the research and development of medical equipment companies, R & D outsourcing companies, research institutions, and other data generated during the development of the main sources of data, including (1) medical research and development processes, such as hospital clinical trials, and (2) the latest scientific research institutes. Drug R & D institutions and life science research institutions, such as major medical colleges and universities and major drug research and development centers, have accumulated a wealth of research data such as clinical trial data and high-throughput screening data. These numerical data, including personal and clinical gene and protein data, can help identify drug side effects and new effects.

(ii) Hospital nodes. In this node of the hospital, one can include most medical data, such as clinical data and medical expenses. Clinical data are a type of medical data usually collected by medical service providers for the clinical diagnosis and medical imaging of EMR, etc. These data can be unified, managed, and made open to researchers to ensure the necessary prerequisites of patient privacy and to maximize the clinical data dig value. For data generated during a hospital clinic visit, the main collection port is a medical institution such as a hospital. These data include electronic medical records, traditional test results (biochemistry, immunology, PCR, etc.), emerging test results (gene sequencing, etc.), doctors’ prescriptions, and pathways for diagnosis and treatment. These data include rapidly growing segments, especially emerging test data, such as genetic test data. In addition, in this node, the medical behavior produces important cost data. The cost data refer to all audit/reimbursement records related to the payer, including patient payment records, reimbursement records, and medical circulation records such as medical expenses and medical treatment insurance claims. These data are not traditional medical data but can be used to analyze and estimate medical costs. These data are usually stored in different geographic locations in the medical institution’s database using a unified data format.

(iii) Internet and endpoint devices. Personal activity and emotion as well as patient health metric data are generated at this node. These data generally refer to the patient’s own, out-of-hospital behavior, and sensory data, and the main collection terminals are wearable devices and various online light medical platforms, including (1) the health management of signs collected through wearable devices data and (2) network behavior data such as registered medical consultations, online pharmacies, health management, and patient-patient exchanges. This aspect of the data can also be generated from third-party
mobile device providers (the Internet) based on mobile medical devices. These data can play a significant role in personal healthcare recommendations. Simple analysis includes personal retail consumption records reflecting lifestyle habits that can be used to assess personal health risks and develop personalized health plans. Based on the physiological data collected by wearable devices, the user’s health can be easily monitored and tracked. Personal emotion data can be collected through information posted on social networks and can be used for mental health measures and emotion calculations. Particularly for the rehabilitation of patients, doctors can adjust their treatment plan based on the patient’s emotions. The emotional perception of medical services with human treatments can be used to promote innovations in modern medicine [52].

4.2. Adapter. Adapter is a data node that provides access to system middleware, not simply the physical data link or the original data preprocessor and encryptor. In addition to cleaning up the data, removing redundancy, and compression, the preprocessing module also supports data format conversion. Depending on the type of data collected, the adapter uses a system-defined data standard for format conversion. The encryption module encrypts the preprocessed data to ensure security via hierarchical privacy protection. Unauthorized devices cannot decrypt packets even if they have access to the system. To improve the scalability of this system, the functional unit of the adapter is configurable. When the following basic conditions are met, the corresponding module of the adapter can be updated online.

(i) Data Node Changes. When a data node is replaced or upgraded, the functional unit will not work properly if the data format of the updated device is different from the previous version. The adapter must then send a request to the server to reconfigure the preprocessing module to be compatible with the updated module, and the server records the type of the updated data node and reauthorizes the encryption module online.

(ii) Data Standard Updates. When a new type of device without a system-defined data standard can access the system, the data standard library should be extended and is expected to be pushed to the appropriate module for updating [35].

In general, the adapter needs to implement the following five modules:

(i) Data Fusion. From the perception layer to the application layer of the Internet of Things, the types and quantities of various information are exponentially increasing. The amount of data that needs to be analyzed also increases in stages. This involves various heterogeneous networks or systems. Data fusion fuses multisensor information source data and information to obtain more accurate position estimations and identity estimations, being combined with P2P, cloud computing, and other distributed computing technologies. The above-mentioned data nodes, research data, clinical data, medical expenses, personal activity, and emotion data are effectively used to integrate, mine, and intelligently process vast amounts of data.

(ii) Preprocessing. Preprocessing refers to the preprocessing of data before the main processing. For example, before converting or enhancing most medical clinical data, the first step is to convert the irregularly distributed data into a regular distribution to facilitate operations by a computer.

(iii) Format Conversion. The data in the system change frequently. If there is no format conversion during data node replacement or upgrade, the data format will be inconsistent with the previous version; the function unit will then no longer work properly.

(iv) Data Transmission. The system is designed for user data transmission, which can be performed via WiFi, 4G, Bluetooth, and other wireless networks; for example, a user-facing system eliminates the need for patients to visit hospitals for live health data when they provide patients with personalized and intelligent monitoring of health data in real time. This can be based on cloud computing to provide intelligent health services, therein integrating a variety of wireless health monitoring equipment such as blood pressure monitors, peak flow meters, glucose monitors, scales, and ECG monitors. These devices are used by patients who need remote monitoring. The readings received from such devices are automatically forwarded to preconfigured mobile devices (mobile phones, PDAs, laptops, etc.) via Bluetooth, WiFi, and 4G cellular mobile networks. As a result, the patient’s health data can be securely and accurately transmitted to a cloud-based web service without requiring the patient to have IT expertise and without user intervention [53].

(v) Simple Analysis. A simple analysis consists of the data collected from end devices, wearable devices, and the above-mentioned data nodes as well as a summary of the results. For example, some data sent by a social network, such as heartbeat condition, sleep quality, diet, fat, and calorie consumption, can be monitored by a wearable device (iWatch) to reflect the user’s living conditions for implementing intelligent real-time healthcare system monitoring functionality [54].

5. Data Management Layer

As shown in Figure 4, this layer consists of a Distributed File Storage (DFS) module and a Distributed Parallel Computing (DPC) module. Using big-data-related technologies, DFS will improve system performance by providing efficient data storage and I/O for heterogeneous medical data. Based on the timeliness of the medical data and the priority of the task, DPC provides the appropriate treatment and analysis.
5.1. Distributed File Storage Module. Distributed storage systems use multiple servers to synergistically store data. Traditional network storage systems use a centralized storage server to store all the data. The storage server becomes the bottleneck for system performance and is the focus of reliability and security; traditional servers cannot meet the needs of large-scale storage applications. Distributed network storage systems adopt a scalable system architecture that utilizes multiple storage servers to share the storage load and uses the location server to locate and store information. This not only improves system reliability, availability, and access efficiency but also is easily expandable.

The distributed storage architecture consists of three parts: the client, the metadata server, and the data server. The client is responsible for sending read and write requests, cache file metadata, and file data. The metadata server is responsible for managing the metadata and processing client requests and is the core component of the entire system. The data server is responsible for storing the file data to ensure the availability and integrity and the data. The benefits of this architecture are that both performance and capacity can be expanded simultaneously, and the system is highly scalable.

Distributed storage is facing more complicated data needs, which can be divided into three categories.

Unstructured data: unstructured data include all formats of office documents, text, images, audio, and video information.

Structured data: structured data are stored in data relational libraries; one can use two-dimensional relational table structure representations. The structured data schema (schema, including attributes, data types, and the links among data) and the content is separate, and the data model needs to be predefined.

Semistructured data: between unstructured data and structured data, HTML documents belong to the semistructured data category. Such data are generally self-describing, and the biggest difference from structured data is that the schema structure and content of semistructured data are mixed, with no obvious distinction and no schema structure that predefines the data.

The main challenge facing large-scale healthcare data is how to create an efficient, mass data distributed storage mechanism and how to support efficient data processing and analysis.

For large-scale medical data, traditional relational databases obviously cannot meet big data challenges. NoSQL database [55] has a flexible model that supports easy-to-use replication, simple APIs, eventual consistency, and support for large amounts of data. This section describes the three main NoSQL databases, each based on a specific data model.

(i) Key-Value Databases. Key-value databases [55] consist of a simple data model: data key-value storage. Each key is unique, and the customer can enter the value of the query based on the key. This database structure is simple; modern key-value databases are highly scalable and have query response times that are shorter than those of relational databases. Dynamo [56] is a freely available key-value storage system, and some of Amazon’s core services offer an “always-on” experience. To achieve this level of availability, Dynamo sacrifices consistency in certain failure scenarios. It extensively utilizes object-versioning and application-assisted conflict resolution in a way that offers developers a new interface.

Redis [57] is an open-source, support network, memory-based, and optionally persistent key-value pair storage database written in ANSI C. Similar to Memcached, Redis supports storing relatively many value types, including strings, lists, sets, zset (sorted set), and hashes. These data types support push, add/remove and intersection, union and difference sets, and richer operations, all of which are
atomic. Based on this, Redis supports a variety of different sorts. Similar to Memcached, data are cached in memory for efficiency. The difference is that Redis periodically writes updated data to the disk or writes modifications to additional log files and implements master-slave synchronization based on this.

(ii) Column-Oriented Databases. Column-oriented databases [55] store and process data based on columns rather than rows. Columnar storage allows more accurate access to the data being queried, especially in large datasets. HBase (Hadoop Database) [58] is a high-reliability, high-performance, column-oriented, scalable distributed storage system. Just as Bigtable takes advantage of the distributed data storage provided by Google’s file system, HBase provides Bigtable-like capabilities over Hadoop. HBase is a subproject of Apache’s Hadoop project and is different from general relational databases, which are suitable databases for unstructured data storage.

(iii) Document Storage. Document storage [55] can support more complex data forms than key-value storage. Because documents do not follow strict patterns, pattern migration is unnecessary. In addition, key-value pairs can still be saved.

MongoDB [59] is a product between a relational database and a nonrelational database. It is the richest and most relational database among nonrelational databases. The data structure that it supports is very loose and is in a json-like bson format; thus, one can store more complex data types. MongoDB’s most important feature is that it supports a very powerful query language, the syntax is somewhat similar to the object-oriented query language, it can achieve most functions of a relational database single table query, and it supports the indexing of data.

Popular Distributed File Storage systems include HDFS and Colossus. The Hadoop [60] Distributed File System (HDFS) is designed to be suitable for distributed file systems running on commodity hardware. HDFS is the foundation of Hadoop applications’ primary data storage, therein distributing files across 64 MB blocks of data and storing them on different nodes in a cluster for parallel computing of MR. The HDFS cluster includes a single NameNode for managing the file system’s metadata and a DataNode for storing the actual data. A file is divided into one or more blocks, which are stored in the DataNode. A copy of the block is assigned to a different DataNode to prevent data loss.

Colossus [61] is the successor to the Google file system (GFS). Colossus eliminates the “single point of failure” that plagues the original Google file system. Colossus will also reduce the size of the data block to 1 MB and include multiple primary nodes, which allows Google to store more files on more machines.

5.2. Distributed Parallel Computing Module. Distributed computing is a new method of computation. The so-called distributed computing is whereby two or more software programs can share information with each other; the software can run on the same computer or on multiple computers connected to a network. This method can reduce the overall calculation time and greatly improve the computational efficiency.

The Distributed Parallel Computing module [35] analyzes and processes data from DFS and eventually discovers the information. DPC provides offline computing for a large amount of unstructured data, supports real-time data analysis and querying, and integrates various data mining and machine learning algorithms. DPC supports both real-time analysis and offline analysis.

Real-time analysis [35]: in the context of intensive care, emergency disease detection, or vital sign monitoring, changing data reflect personal health statuses in real time. Therefore, these data need to be promptly processed, and the results of the analysis are expected to be quickly responded to in case of emergencies. Through a memory analysis framework, heart rate, blood pressure, and other related data as well as other important data are recorded to improve the efficiency of the analysis.

Offline analysis [35]: in situations where there are no strong response time requirements (e.g., health assessments, medical recommendations, and health planning), common offline analysis methods in DPC, including machine learning, statistical analysis and recommendation algorithms, can be used to provide individuals with a potential health risk assessment, efficacy analysis, health guidance, etc.

Mainstream distributed computing frameworks include Hadoop, Apache Spark, BOINC, and Apache Storm.

The Hadoop framework [62] transparently provides reliability and data movement for applications. Hadoop implements a programming paradigm called MapReduce: applications are partitioned into many smaller parts, and each part can be run or rerun on any node in the cluster. In addition, Hadoop provides a distributed file system to store data for all compute nodes, bringing very high bandwidths to the entire cluster. MapReduce and the distributed file system design allow the entire framework to automatically handle node failures. It connects applications with thousands of individually calculated computers and petabytes of data.

Apache Spark [63] is an open-source cluster computing framework originally developed by the University of California, Berkeley, AMPLab. MapReduce, in comparison to Hadoop, stores the mediation data to disk after it has finished working. Spark uses in-memory arithmetic to analyze the data in memory when the data have not been written to the hard disk. Spark runs programs in memory at up to 100x faster than Hadoop MapReduce. Spark can even run up to 10x faster when running programs on the hard disk. Spark allows users to load data into the cluster memory and query them many times, making Spark ideal for machine learning algorithms.

BOINC (Berkeley open network computing platform) [64] is a mainstream distributed computing platform and is a distributed computing system developed by the University of California at Berkeley Computer Science Department. Originally designed for the SETI@home project, the fields currently using BOINC include mathematics, medicine, astronomy, and meteorology. BOINC brings together computers and mobile devices from volunteers around the world to provide computing power to researchers.
Apache Storm [65] is a distributed computing framework written mainly in the Clojure programming language. Originally created by Nathan Marz and his team at BackType, the project opened up after being made available on Twitter. It uses user-created “spouts” and “bolts” to define sources and operations to enable the streaming of data in bulk and in a distributed manner. The Storm application is designed to be a topology whose interface creates a transformation “flow”. It provides similar functionality as a MapReduce job, and in the event of an exception, the topology theoretically runs indefinitely until it is manually terminated.

6. Service Layer

6.1. Main Function of Service Layer. The system is expected to provide a variety of applications and services for different roles (hospitals, patients, wearable device manufacturers, research institutes, pharmaceutical manufacturers, etc.)

As shown Figure 5, the main function of the service layer has the following three points:

(i) **User Interface.** The user interface provides a unified interface for the user, which makes the interaction and exchange of information between the user and system convenient and provides rich, professional, and personalized medical services.

(ii) **API.** The API provides a unified application programming interface for developers, which makes programming easy for developers.

(iii) **Data Access.** Medical data not only come from multiple sources, such as hospitals, research institutes, pharmaceutical companies, and patients, but also have different structures, i.e., being structured, semistructured, or unstructured. Data access provides a unified data access interface for these multi-source heterogeneous data.

6.2. Framework of Service Layer. As shown in Figure 6, the service layer framework consists of three parts, namely, the operating platform, the management platform, and the development platform.

The operating platform is the foundation of the service layer, providing the essential resources for running healthcare applications, i.e., hardware, software and data. Hardware can include memory, software can include application software and operating systems, and data can include personal health data, clinical test data, and data on the efficacy of medicine.

The management platform is responsible for managing various applications in the system, including configuration management, deployment management, optimization management, monitoring management, visualization management, and privilege management.

(i) Configuration management is responsible for managing configuration parameters related to the system such as configuration parameter changes.

(ii) Deployment management is responsible for deploying environments and components, which are necessary for system operation.

(iii) Optimization management is responsible for configuring various types of resources within the system efficiently and selecting the final combination that most improves system performance.

(iv) Monitoring management is responsible for monitoring system operations in real time, monitoring user requests, and making judgments on the priority of requests to ensure the stable and normal operation of the system.

(v) Visualization management is responsible for providing multiple modes and ways of displaying data because there may be different targets or target users, and developers need a wide range of graphical tools.

(vi) Privilege management is responsible for assigning authority in a system that provides services for a variety of roles, and different roles have different permissions.

The development platform is responsible for providing a unified API, data access, and a testing platform for developers. Unified API: to reduce the complexity of the system, improve efficiency, and allow developers to more easily program, providing a unified API is necessary.

Data access: data are an essential factor in an application. Data access is a process during which developers are allowed to link to the data source through the application to access the data and process the data after returning to the application.

Testing platform: the testing platform is a platform for developers to evaluate the quality of application products and detect weaknesses in the application.

6.3. Data-Oriented Healthcare Services. According to their technical complexity and commercial value, the applications can be divided into the following four groups:

(i) **Statistics-based application services** only provide basic statistics and report services. The general approach is to first determine a time period, form the statistics of the data within the time period, and finally draw the corresponding report. Personal health status reports are representative applications. For example, it is well known that there is a health app on the Apple iPhone. Whether you are calculating carbohydrates, calories, caffeine, or other important
nutritional indicators, health apps can easily manage your goals, check your daily dietary intake, and graphically display them. Therefore, you can keep track of whether your nutritional intake is up to standards and understand the advantages and disadvantages of your diet. In addition, the statistical information posted on social networks reflects the emotional status of individuals and can be used in mental health measures and emotional calculations. For example, De Choudhury M. et al. [66] presented a statistical methodology to identify whether an individual engaged in mental health discourse on social media is likely to transition to that around suicidal ideation in the future. They leveraged a large dataset from a number of mental health and suicide support communities on Reddit to address their research problem. Their method can detect the obvious signs of turning to a suicidal ideation.

(ii) Monitoring-based application services are often used to monitor individual vital signs. Through real-time analysis, one can discover a user’s physiological changes in time to avoid sudden illnesses. For example, Luca Catarinucci et al. [46] proposed a novel, IoT-aware, intelligent system for automatically monitoring and tracking patients and personnel and biomedical devices within hospitals and care facilities. The system can monitor a patient’s physiological parameters and environmental conditions in real time and send them to the control center. The control center analyzes the data received and sends an alert message after an exception is detected. Through offline analysis of historical data, recovery procedures can be tracked to support treatment optimization. For example, Giancarlo Fortino et al. [67] proposed a system architecture, Body Cloud, which integrates Body Sensor Network (BSN) services with the cloud computing infrastructure. Body Cloud is an SaaS architecture that supports the storage and management of sensor data streams and offline analysis of stored data using software services hosted in the cloud, thereby allowing physicians to make timely adjustments for treatment plans.

(iii) Knowledge-based application services are the most representative of big data applications. With the support of data mining and machine learning technologies, data dependencies and dependencies can be found. Typical applications include the diagnosis of chronic diseases, genetic disease analysis, treatment evaluation, side effect identification, and public health alerts. For genetic disease analysis, Bravo et al. [68] proposed a novel text mining system called Be Free, which aims to identify the relationships between
biomedical entities, with particular attention paid to genes and their associated diseases. By exploiting the morphosyntactic information of the text, Be Free is able to identify gene-disease, drug-disease, and drug-target associations with state-of-the-art performance. They demonstrate the value of the gene-disease associations extracted by Be Free through a number of analyses and integration with other data sources. Be Free succeeds in identifying genes associated with a major cause of morbidity worldwide, depression, which are not present in other public resources. In [69], Lu et al. propose a unified big data processing framework based on the level set evolution method for wound image segmentation, to maximize the advantages of traditional level set models.

(iv) Predictive-based application services have the highest technical complexity and the greatest business value. For example, personal retail spending records reflect lifestyle habits and can predict some potential health risks, especially diet-related illnesses such as obesity and hypertension. In addition, according to individual physical characteristics, personality characteristics and other factors can be used to predict individual preferences and develop medical plans to meet various needs. For example, Yin Zhang et al. [70] developed iDoctor, a new healthcare referral system based on a hybrid matrix factorization approach. iDoctor predicts users’ sentiments and preferences by mining user reviews and evaluations of physicians, thereby providing users with specialized, personalized doctor referrals. iDoctor improves the accuracy of healthcare advice significantly by providing a higher forecast rating.

7. Applications

7.1. Medical Recommendations. In healthcare, the development of the vulnerability to a disease is often considered permanent, but some patients may change from week to week and even become robust again. However, once established, vulnerability is almost impossible to reverse, and less than 1% of hospitalized patients were found to have returned during a five-year follow-up period. Hospital readmission, medical costs, institutionalization, and mortality rates will be greatly enhanced. Therefore, we need to promote positive and healthy aging and incitement measures to prevent vulnerability. From a practical point of view, targeting fragility represents a reasonable method. In particular, the use of multivariate interventions to screen, monitor, and manage prefragility-associated precursors, such as subjective or mild cognitive impairment, can be effectively achieved by mobile medical treatments. Corresponding mobile medical equipment [71], considering the timely diagnosis of the patient’s physical condition and reflections, can effectively avoid numerous accidents, reducing the patient's number of adverse health outcomes.

Today, data-driven thinking and methods play a key role in the emergence of personalized medicine. Many diseases have preventable risk factors or at least are dangerous. Clarifying these disease characteristics may help to not only improve personalized healthcare but also reduce the burden of disease. However, the combination of possible risk factors is so complex that it is impossible for an individual physician to analyze it completely (in real time) during patient interactions. Currently, a provider will carefully examine the patient's medical history and perform physical examinations and selective laboratory tests to determine the patient's health condition and future disease risk. These diseases are usually confined to a few diseases, as well as the skills and knowledge of individual providers and the priorities defining individual visits. Thus, taking the next step in personalized healthcare requires the calculation and analysis of big data aggregation and integration frameworks, discovering deep insights into patient similarities and connections, and providing personalized disease risk profiles for each patient's health in a summarized manner [72].

With the increasing use of contemporary mobile messaging data, the mobility of communications technologies and information is also being greatly enhanced. Mobile healthcare, called mobile health or mHealth, has drawn the attention of many practitioners, researchers, and policymakers. Mobile health has the potential to revolutionize healthcare, especially in countries with inadequate medical infrastructure and services in low-income and middle-income low-resource settings [73].

In [70], mixing matrix factorization-based medical recommendations are proposed; advice based on mining the user's evaluations and judgment on the doctor's emotion and preferences developed to provide users with professional, personalized medical treatment is recommended. Specifically, the proposed scheme makes the following contributions to intelligent healthcare services:

(i) A sentiment analysis module, which can calculate a user's emotional state.

(ii) A topic modeling module, which is used to extract the distribution of user preferences and doctor features.

(iii) A hybrid matrix factorization module, which is integrated with two feature distributions extracted by LDA for rating prediction.

7.2. Disease Detection Assisted by Data Analytics. The amount of health-related data has risen sharply in recent years. It is also worth mentioning that the medical insurance reimbursement model is changing, and in today's healthcare environment, meaningful use and performance pay are becoming important new factors. Although profits are not and should not be the main incentive factors, for medical institutions, it is essential to obtain available tools, infrastructure, and technology that can effectively use big data; otherwise, revenues and profits may decrease substantially. Big data includes a variety of features, such as diversity and speed, and it has specific requirements for healthcare. Existing analytical techniques can be applied to a large number of currently unanalyzed health and health data related to patients to better understand the results and then apply them in nursing. Ideally, personal data will inform every doctor and their
patient in the decision-making process and help determine the most appropriate treatment plan [31].

In recent years, the healthcare system in the United States has been rapidly adopting electronic health records, which will greatly increase the amount of clinical data available electronically. Simultaneously, rapid progress has also been made in clinical analysis techniques to analyze large amounts of data and to gather new insights from the analyses. As a result, we have unprecedented opportunities to reduce the cost of healthcare by using mass data. Here are six key use cases that can reduce costs using big data: high-cost patients, readmissions, shunts, decompensation (when the patient’s condition is deteriorating), adverse events, and treatment to optimize conditions affecting multiple organ systems. We discuss the type of opinions that may be obtained from the clinical analysis of the types of data that are required to obtain these insights as well as the infrastructure analysis, algorithms, registries, assessment scores, monitoring equipment, etc. Organizations will need to undertake the necessary analysis and implement improvement measures to improve care and reduce costs [74].

Numerous studies have shown that big data analysis has great potential for improving patient care. However, the use of big data in healthcare is still in its infancy and evidence to date suggests that big data analysis will improve outcomes of care to a minimal extent. However, if big data analysis shows improved quality of care and patient outcomes and can be successfully implemented in practice, big data will see its full potential as a significant component of learning in a healthcare system [75].

7.3. Wearable Healthcare Systems. The 21st century is the information age. In a few short years, with the development of 3G and 4G, the progress of information technology has had a tremendous impact on all walks of life. The use of smartphones and tablets has changed the fields of communications, commerce, and entertainment. The technology is changing the way healthcare is delivered, including the quality of patient experience and the cost of healthcare. Mobile technology is improving chronic disease management, empowering the elderly and expectant mothers, reminding people to take their medications, etc. Organizations will need to undertake the necessary analysis and implement improvement measures to improve care and reduce costs [74].

To better integrate mobile healthcare into our daily life, we adopt wearable devices, wearable sensor systems are likely to produce more than we can currently easily organize, and our ability to explain where this dataset is insufficient. To successfully use wearable sensor data to estimate health status and realize improved health management, we must set standards and ontologies between study groups and business systems to share data and promote the integration of these data and health information systems. However, policies and regulations will need to ensure that the details of wearable sensor data are not abused to violate individual privacy or discriminate [77].

To make mobile healthcare easier, more functional, and more comfortable, we consider flexible and scalable sensors that have recently become an active area of research in wearable, implantable, and resorbable systems for mobile health (mHealth) for achieving extensive and unobtrusive health monitoring. Despite this, there is a lack of systematic research comparing the performance of these new sensors to that of conventional sensors. A novel technique that guides the future design of sensors by printing serpentine, flexible, and retractable electrodes that are attached to the skin during the transfer process and using area density (AD) as a key parameter has been developed. These sensors are used to capture an electrophysiological signal, the electrocardiogram (ECG), and are different from when the ECG is obtained with conventional gold and stainless steel metal clips. As a result of this study, flexible sensors designed for larger capture areas yield higher signal-to-noise ratios (SNRs). In particular, ECGs comparable to conventional metal clips (SNR of 25 dB) can be achieved with this new flexible sensor design, while the new flexible sensor has a design value of 40%. Thus, this new wearable and flexible electrode design can be used not only for human sensing but also for internal measurements of the gastrointestinal tract [78].

In general, today’s wearable health monitoring systems may include various types of microsensors, wearable devices, and even implants. These biosensors are capable of measuring vital physiological parameters such as heart rate, blood pressure, body and skin temperature, oxygen saturation, respiratory rate, and electrocardiogram. Measurements are made by wireless or wired connections to a central node such as a personal digital assistant (PDA) or board; then, they are displayed on a user interface or disseminated to the medical center as aggregated vital signs. In our example, we illustrate the fact that wearable medical systems may include a wide variety of components: sensors, wearable materials, smart textiles, actuators, power supplies, wireless communication modules and links, control and processing units, user interfaces, software, and advanced algorithms for data extraction and decision making [79].

Finally, after a research study, we found Wearable 2.0 to be a better choice for today’s mobile healthcare. The Wearable 2.0 front-end system includes a wide range of sensors and serves as a data source for the long-term collection of data that are important to health. Moreover, its front-end system can also function as a user interface. In addition, to achieve a good user experience, medical robots can be presented in the implementation of the front-end system. In particular, mobile robots and human enclosures can provide friendlier and more personalized medical services. For example, when an individual suffers a heart attack and the user loses verbal ability, a medical robot can send a video recording and a picture to a telemedicine center or immediate family member. In addition, walking-capable humanoid games play an important role in emotional interaction when emotion sensing services are required. In this way, the integration of smart garments and humanoid robots helps to improve the interoperability of the system in a variety of complex situations. With the support of mobile cloud systems, big data analysis of healthcare big data during long-term storage and in the cloud can greatly enhance the intelligence and awareness of humanoid robots. Therefore, real-time emotional
human-computer interaction can be used with human-robot-based support to provide a certain understanding of the user's intentions by the user. Moreover, a robot can also collect environmental data as a mobile receiver. In short, smart garments support high mobility, while robots provide efficient data sensing and health monitoring. Thus, from a number of perspectives, Wearable 2.0 is our best choice for researching mobile healthcare.

8. Conclusion

With the development of data analytics and mobile computing, healthcare systems are able to provide more intelligent and convenient applications and services. Moreover, assisted by machine learning, data mining, artificial intelligence, and other advanced techniques, healthcare systems could also play an important role as a guide of healthy lifestyles, as a tool to support decision making, and as a source of innovation in the evolving healthcare ecosystem. This paper presents the intelligent healthcare systems assisted by data analytics and mobile computing, wherein consisting of the data collection layer, the data management layer, and the service layer. This paper also introduces some representative applications based on the proposed scheme, which have been proved or demonstrated to be able to provide more intelligent, professional, and personalized healthcare services.

Although this paper presents a comprehensive system design for intelligent healthcare systems assisted by data analytics and mobile computing, more advanced techniques should be included in our future work, such as cognitive computing, deep learning, and affective computing, to further improve the quality of service and user experience.
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