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Due to the restricted hardware resources of the sensor nodes, modelling and designing energy efficient routing methods to increase the overall network lifetime have become one of the most significant strategies in wireless sensor networks (WSNs). Cluster-based heterogeneous routing protocols, a popular part of routing technology, have proven effective in management of topology, energy consumption, data collection or fusion, reliability, or stability in a distributed sensor network. In this article, an energy efficient three-level heterogeneous clustering method (DEEC) based distributed energy efficient clustering protocol named TBSDEEC (Threshold balanced sampled DEEC) is proposed. Contrary to most other studies, this study considers the effect of the threshold balanced sampled in the energy consumption model. Our model is compared with the DEEC, EDEEC (Enhanced Distributed Energy Efficient Clustering Protocol), and EDDEEC (Enhanced Developed Distributed Energy Efficient Clustering Protocol) using MATLAB as two different scenarios based on quality metrics, including living nodes on the network, network efficiency, energy consumption, number of packets received by base station (BS), and average latency. After, our new method is compared with artificial bee colony optimization (ABCO) algorithm and energy harvesting WSN (EH-WSN) clustering method. Simulation results demonstrate that the proposed model is more efficient than the other protocols and significantly increases the sensor network lifetime.

1. Introduction

Wireless sensor networks (WSNs) include small-sized sensor nodes that can transmit data through data sensing, computation and wireless channel communication capabilities [1]. One of the major problems in the WSN is the limited battery power at the sensor nodes. Routing protocols around the work areas of the WSN are an important area. In addition to prolonging the life of the sensor nodes, it is also desirable to distribute the existing energy homogeneously to the WSN. Due to the limited power supply in the sensor nodes, the energy consumption of the power source is an important concept in the WSNs. Maximum energy is used when data is transmitted to other nodes via sensor nodes. For all these reasons, a number of studies have been conducted to develop routing algorithms to extend a sensor network lifetime [2].

1.1. Problem Definition. To extend the lifespan of sensor networks, sensor networks are on the basis of the commonality of sensors by providing energy saving and scalability called aggregation. In this sense, nodes in the WSN work in cooperation by separating into clusters [3]. However, in a few literature studies, the advantages of distributing energy in a more balanced way over the network have been discussed. By the heterogeneous structure of the nodes in the network, whether the nodes are close to BS or not, different cluster size structures are the issues that should be taken as basis. In some studies only homogeneous nodes were used, while in some studies the concept of distributed energy was not taken into account. Our aim in this study is to consider all these problems in an integrated way, to overcome them and to make energy efficient networks more qualified.

1.2. Related Works. In the literature, there are many studies on energy efficient clustering of protocols for WSNs. In one study [4], a routing algorithm with LEACH clustering adaptation is presented for homogeneous WSNs, where sensor nodes are randomly determined as CHs (Cluster Heads) and the energy load of the system is shared with the WSN. In [5], a new
routing protocol based on LEACH for energy optimization is proposed. It is understood that this algorithm is more efficient than the LEACH algorithm by selecting cluster heads equally. The paper [6] presents a modified LEACH derived from the LEACH algorithm. In [7], a mobile sink improved energy efficient algorithm is presented and compared with mod-LEACH and PEGASIS [8]. In [9], a new energy efficient (EE) clustering based method is proposed for single pass, heterogeneous WSNs. Simulations in MATLAB show that the mentioned method has a 1.62-1.89 times better stability than known protocols such as LEACH, DEEC, and SEP. In [10], the stability of the cluster is reduced because the LEACH protocol on an irregular network causes a decrease in aggregate data efficiency. For this reason, this article [10] suggests a method of selecting a cluster head to improve the LEACH protocol in order to increase cluster head stability. For this purpose, an LEACH variant combined with HEED and LEACH protocol is proposed and this method is approved by simulation. In [11], two energy efficient route planning routing protocols are proposed for three levels of heterogeneous WSNs, namely, Central Energy Efficiency Clustering (CEECC) with Two-Hop Heterogeneity awareness (THCHEEC) and Advanced Equalization (ACEEC). Comprehensive simulation results have provided CEECC, ACEEC, and THCHEEC central cluster deployments with improved reliability and energy efficiency performance, providing better network lifetime and successful data transmission than LEEC, SEP, ESEP, and DEEC’s traditional distributed routing protocols. In addition, ACEEC performs CEECC and provides more network stability time. Analytical evaluation shows that THCHEEC performs CEECC, ACEEC, and other existing road planning routing protocols. The study [12] suggests an efficient method of collecting data with a support vector in the WSN. In [13], performance evaluation of clustering protocols is presented in WSNs. Clustering of sensor nodes is an effective technique in reaching these targets. With this technique, other clustering models (LEACH, LEACH-C, and HEED) were evaluated and compared. At the end of these, clustering methods are compared with depending on several criteria such as convergence speed, cluster stability, cluster overlap, location awareness, and node mobility support. In another study [14], the study of various routing models for sensor networks offers a survey with classification on behalf of kinds of models. The three main categories examined are data-centric, hierarchical, and location-based. Routing methods and algorithms each have a common purpose to better output and extend the useful life of the sensor network. A comparison was made between flood and direct diffusion, two routing protocols based on network throughput and lifetime. Simulation of AODV (Ad Hoc on Demand Distance Vector) was also performed on two topologies with the same source and target nodes. The study [15] presents random coverage and connectivity analysis in heterogeneous WSNs with three-dimensions. The study [16] suggests that the SEP algorithm in which each sensor node in a two-level heterogeneous sensor network independently identifies itself as a CH on the basis of the first energy relative to the other sensor nodes of the sensor network. The study [17] presents a method named DEEC by which the CH selection is considered to depend on the ratio of the remaining energy of the node and the average energy of the sensor network. In a study [18], the DDEEC protocol is presented based on the recalibration of the energy for CH. This protocol has been optimized by the public wireless network. In this sense, it is more likely that advanced nodes will be chosen as CH in the first broadcast rounds. Also, when energy is reduced, these sensor nodes will have the same probability of CH selection as normal sensor nodes. The study [19] demonstrates DDEEC, a clustering method with a three-level heterogeneous structure that yields a high amount of energy level called super sensor nodes. In one study [20], a clustering protocol known as DEDEEC was introduced. CH selection probability is dependent on the remaining energy quality of the sensor nodes with the average energy of the WSN. In one study, the opportunity of each node to be chosen as a CH is determined towards to its energy level and to the amount of depleted energy. Nodes with higher opportunity have less delay times. The node with the smallest time delay comparing to its neighbours is chosen as CH. After choosing a CH and forming a cluster, all nodes of each cluster begin to send packets to the CH depend on energy-aware multihop routing. Then CH sends these packets to the BS by means of multihop routing [21]. The aim of paper [22] is to analyse the performance of artificial bee colony optimization algorithm (ABCO) depending on clustering method utilized to improve the network lifetime. The node with highest energy in a cluster is chosen as CH in a determined period and the all field is reclustered depending on the selected CHs. In one paper [23], an energy efficient routing protocol for wireless sensor networks is recommended. This method consists of a routing algorithm for the transmission of data, CH choosing algorithm, and a scheme for the formation of clusters.

1.3. Contributions and Motivations. Our main contributions can be listed as follows:

(i) The proposed method (TBSDEEC) is a DEEC-based, energy efficient three-level heterogeneous clustering model named TBSDEEC for distributed sensor networks.

(ii) The proposed method uses an EDDEEC-like network model. However, while the energy consumption model is designing, the threshold energy level differs from other protocols.

(iii) In this study, we describe a balanced value called threshold balanced sample energy (TBSE) which was proposed and contributed to the calculation of the threshold value.

(iv) Contrary to other studies, the model we proposed provides more accurate and precise solutions for the selection of the CH and the threshold value using the more balanced and sampled average energy of the network and remaining energy of the nodes.

(v) In this study, the threshold value was better adjusted and CH selection was made faster. In this way, the energy of all heterogeneous nodes has been utilized as much as possible.
In this study, designing the threshold energy model, unlike heterogeneous algorithms such as other DEEC, EDEEC, EDDEEC, HDEEC, and TBSE is derived from both a mean and a residual energy of a node in the network. In this study, the proposed model was compared with DEEC, EDEEC, and EDDEEC as two different simulations using the MATLAB program for network performance, throughput of the network, energy consumption of the system, number of packets received by BS, and average latency. Also, the proposed model was compared with EH-WSN and ABCO for alive nodes in the network and energy consumption of the system as different simulations. All the parameters used in programming the three methods are identical. The results show that the proposed model prolongs the network lifetime and is better than the other three clustering protocols in terms of energy efficiency.

The rest of the paper is listed as follows: Section 2 presents the basis of the energy efficient model in detail on behalf of the three protocols and proposed model. Proposed model is presented in a separate Section 3. Simulation design and comparison of the results are presented in Section 4. Finally, Section 5 concludes the paper in brief.

2. Energy Efficient Modelling

Clustering is important when designing energy efficient WSN models. The components of the clustering network structure are explained as follows: sensor nodes perform tasks such as data detection, data memory management, data routing, and processing of the data. Clusters are the collection units of the WSNs. Large sensor networks should be divided into clusters to perform energy efficient WSNs. Cluster heads (CHs) are the leaders of the clusters. CHs implement activities can be grouped into data aggregation, communication organization within the cluster, and communication with the base station (BS). BS sensor node is the point where data obtained from the network is collected. BS provides communication link between end user and sensor network. The end user is a person accessing the WSN and using the obtained data in various applications [24].

Figure 1 shows a clustering structure heterogeneous model in WSNs. DEEC, EDEEC, EDDEEC, and the proposed model are explained in detail in this section. First, we present a two-level heterogeneous model for the DEEC protocol, then a three-level heterogeneous network model for both EDEEC and EDDEEC protocols, and finally the heterogeneous and energy consumption model of the proposed algorithm.

2.1. DEEC Model. Heterogeneous WSNs consist of two, three, or multiple types sensor nodes in terms of energy levels, hardware structure, and other special properties [20]. The DEEC protocol is based on a two-level heterogeneous WSN in which the sensor nodes are assumed to have normal and advanced battery levels [11]. However, multilevel heterogeneity can be considered for DEEC. \( E_0 \) and \( E_0a \) represent the initial energy of a normal and advanced sensor node, respectively. \( a \) indicates how many times energies advanced node has been relative to the normal node. The numbers of normal and advanced nodes in the network are \( N_{nm} \) and \( N_{advcd} \), respectively. So, total numbers of nodes (\( N \)) in WSN are defined in

\[
N = N_{nm} + N_{advcd}
\]  

(1)

The total first energy (\( E_{nm} \)) of the normal nodes in the WSN is given in

\[
E_{nm} = N_{nm}E_0
\]  

(2)

The total first energy of the advanced nodes in the WSN (\( E_{advcd} \)) is given in

\[
E_{advcd} = N_{advcd}E_0a
\]  

(3)

Thus, the total first energy of the two-level heterogeneous WSNs is calculated as given in

\[
E_{total} = E_{nm} + E_{advcd}
\]  

(4)

Heterogeneous WSN becomes homogenous after many rounds due to the different energy dissipation of the sensor nodes. CH consumes more energy than sensor nodes and other member nodes. After several rounds, the energy level of all sensor nodes changes relative to each other. For this reason, a clustering network protocol that operates with heterogeneity is more significant than a homogeneous network method [20]. Energy consumption of a sensor node involves models that consume energy so that it can perform specific functions such as sensing, processing and wireless communication of collected data [25–27]. These models have become functional by making energy consumption
Theselectionfor\( CH,G \)includestheappropriatesetofnodes, the cluster. Thepossibilitiesfor\( CH \)selectionintheDEECmodelaregivenin(8).

As seen in (5), \( E_{avg} \) isfoundas\( E_{total} \)isthe totalenergy ofthe\( N \)nodesandr. roundinallrounds\( R \)is definedasthenumberof roundspredictedaccordingtotheavailable energy and energy consumedatthecurrent roundis givenby (6). \( E_{round} \)referstotheenergyconsumedfor each round.

\[
E_{avg} = \frac{1}{N} E_{total} \left(1 - \frac{r}{R}\right) \tag{5}
\]

As seen in (5), \( E_{avg} \) is found as \( E_{total} \) is the total energy of the \( N \) nodes and \( r \) round in all rounds \( R \) is defined as the number of rounds predicted according to the available energy and energy consumed at the current round is given by (6). \( E_{round} \) refers to the energy consumed for each round.

\[
R = \frac{E_{total}}{E_{round}} \tag{6}
\]

At the beginning of each round, the decision as to whether or not the nodes are \( CH \) is decided by the threshold value. The threshold value is recommended as in (7). It is important to note that desired probability \( (p_i) \) is between 0 and 1, which is the fraction remaining in the inverse of the \( p_i \) with \( r \). This is why mod is used. This residual is subtracted by 1 and \( T(K_i) \) is calculated.

\[
T(K_i) = \begin{cases} 
\frac{p_i}{1 - p_i \mod (r, 1/p_i)} & \text{if } S_i \in G \\
0 & \text{otherwise}
\end{cases} \tag{7}
\]

The selection for \( CH, G \) includes the appropriate set of nodes, and \( p_i \) is the desired possibility for \( CH \). \( S_i \) is \( i \) node within the cluster. The possibilities for \( CH \) selection in the DEEC model are given in (8). \( E_i(r) \) is the energy of the node. \( p_{opt} \) is used constant probability for \( CH \). In (8), because \( E_{avg} \) is recalculated for each round, \( E_{avg} \) is important to be here. If it is also assumed to be \( E_i(r)p_{opt} = E_{avg} \), then the sum of all possible states of \( p_i \) is 1. This case is also true for (11).

\[
P_i = \begin{cases} 
E_i(r) p_{opt} & \text{if normal node} \\
\frac{(1 + a) E_{avg}}{E_i(r) p_{opt} a} & \text{if advanced node}
\end{cases} \tag{8}
\]

In this study, the DEEC model was designed as three levels because the equilibrium heterogeneous structure was considered in the simulation comparisons. Moreover, the probability of \( CH \) selection in a multilevel heterogeneous network model is as in

\[
P_{multi-level} = \frac{p_{opt} N (1 + a)}{N + \sum_{i=1}^{N} a_i} \tag{9}
\]

\( p_{opt} \) is constant and given value of this in Table 1. It only used a coefficient as we show the multilevel heterogeneous network. When the \( N \) a is in the case of a denominator, \( p_{multi-level} \) is found. In this case, the probability of \( p_{multi-level} \) is in only one multiplication factor in \( N \) nodes.

### Table 1: Simulation parameters.

<table>
<thead>
<tr>
<th>Type of parameters</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy depletion of the booster to deliver at a shorter distance</td>
<td>( e_{fs} )</td>
<td>10nJ/bit/m²</td>
</tr>
<tr>
<td>Energy depletion of the booster to deliver at a longer distance</td>
<td>( e_{amp} )</td>
<td>0.0015 pJ/bit/m²</td>
</tr>
<tr>
<td>Energy depletion of the node’s electronics circuit to transmit or receive the signal</td>
<td>( E_{dec} )</td>
<td>60 nJ/bit</td>
</tr>
<tr>
<td>Energy for data aggregation</td>
<td>( E_{DA} )</td>
<td>5 nJ/bit/signal</td>
</tr>
<tr>
<td>Threshold distance</td>
<td>( d_0 )</td>
<td>70 m</td>
</tr>
<tr>
<td>Desired probability of CH</td>
<td>( p_{opt} )</td>
<td>0.1</td>
</tr>
<tr>
<td>Total rounds number</td>
<td>( R )</td>
<td>5000</td>
</tr>
<tr>
<td>Data size</td>
<td>( l )</td>
<td>5000 bits</td>
</tr>
<tr>
<td>Network size</td>
<td>-</td>
<td>100 x100</td>
</tr>
<tr>
<td>Sink node position</td>
<td>-</td>
<td>(50,50)</td>
</tr>
<tr>
<td>Number of sensor nodes</td>
<td>( N )</td>
<td>100</td>
</tr>
<tr>
<td>Normal node numbers</td>
<td>( N_{ml} )</td>
<td>25</td>
</tr>
<tr>
<td>Advanced node numbers</td>
<td>( N_{ad} )</td>
<td>35</td>
</tr>
<tr>
<td>Super node numbers</td>
<td>( N_{sup} )</td>
<td>40</td>
</tr>
<tr>
<td>Network deployment</td>
<td></td>
<td>Randomly</td>
</tr>
</tbody>
</table>

2.2. EDEEC Model. EDEEC uses the idea of three levels of heterogeneous sensor networks. This is different from the DEEC model in this sense. The EDEEC model is based on a three-level heterogeneous WSN where sensor nodes are thought to have normal, advanced, and super-battery levels. \( E_0, E_{opt}, \) and \( E_{opt} \) represent the starting energy of a normal, advanced, and super sensor node, respectively. The numbers \( a \) and \( b \) determine how many times more energy is advanced and super nodes are more than normal nodes [19]. Since \( N \) is the number of nodes in the network, the numbers of normal, advanced, and super nodes in the network are \( N_{ml}, N_{ad}, \) and \( N_{sup} \), respectively. Thus, the total first energy of the three-level heterogeneous WSNs is calculated as given in

\[
E_{total} = E_{ml} + E_{ad} + E_{super} \tag{10}
\]
Also, the proposed probabilities for the CH selection for the EDEEC model are given in (11).

The threshold used to select CH in the EDEEC model is proposed as in (7) for any types of nodes.

\[
p_i = \begin{cases} 
\frac{E_i (r) p_{opt}}{(1 + a + b) \ E_{avg}} & \text{if normal node} \\
\frac{E_i (r) p_{opt} a}{(1 + a + b) \ E_{avg}} & \text{if advanced node} \\
\frac{E_i (r) p_{opt} b}{(1 + a + b) \ E_{avg}} & \text{if super node}
\end{cases}
\]  

(11)

2.3. EDDEEC Model. DDEEC model utilizes the same network structure with other energy models like EDEEC. When a bit of data is sent or received for energy consumption and distance for the proposed model, the energy dissipation of the sensor node \( E_T \) is calculated as (12). Figure 2 shows the network energy consumption model. \( l \) is data size. \( E_{elec} \) refers to the energy consumption per bit of the sensor to electronically operate the transmitter or receiver; \( e_{fas} \) and \( e_{amp} \) denote types of radio amplifiers for free space and multiple paths, respectively. \( E_{TX/RX} (l, d) \) refers to the energy consumption in sending and receiving data for \( l \) bits.

\[
E_T = E_{TX/RX} (l, d) = \begin{cases} 
1E_{elec} + le_{fas} d^2, & d < d_0 \\
1E_{elec} + le_{amp} d^4, & d \geq d_0
\end{cases}
\]  

(12)

This method is based on the EDEEC model. The model includes the idea of the probabilities dependent on the start and the remaining energy of the nodes in addition to the average energy of the network when CH is selected. The average energy of the network is given as (4) for \( r \) round. \( R \) is given by (6).

3. Proposed TBSDEEC (Threshold Balanced Sampled DEEC) Model

In the proposed model, a three-level heterogeneous network structure is considered in the same way as the EDDEEC model. The total energy is calculated in the same way as in (10). When a bit of data is sent or received for energy consumption and distance for the proposed model, the energy dissipation of the sensor node \( E_T \) is calculated in the same way as in (12). The proposed method is based on the EDDEEC model. The model includes the idea of the probabilities dependent on the start and the remaining energy of the nodes in addition to the average energy of the network when CH is selected. The average energy of the network is given as in (5) for \( r \) round. \( R \) is given by (6). \( E_{round} \) is the energy consumed in a sensor network during a single round. At the beginning of each round, the decision as to whether or not the nodes are CH is decided by the threshold value. The threshold value is recommended as in (13) for any type of nodes. In this study, it is proposed to use the energy-balanced sampled value \( (\tau E_{sample}) \) for the threshold value \( (T(K_i)) \) calculation, which is the main contribution of our study. Also, \( E_{sample} \) depends on \( i \).

\[
T(K_i) = \begin{cases} 
\frac{p_i}{1 - p_i (\text{mod}(r, 1/p_i))} (\tau E_{sample}) & \text{for any types of node} 
\end{cases}
\]  

(13)

\( \tau \) is value between 0 and 1, used as a weighted ratio, and is used together with the energy-balanced value \( (E_{sample}) \). In fact, it is not possible to know the value of \( \tau \) because of the fact that network formation for the next network tour is not known. The appropriate value of \( \tau \) can be determined by many simulations using random networks. In the first scenario of this study, the \( \tau \) value was set at 0.65 for a simulation. In the second scenario, 1000 simulations were run for random networks and average values of all simulations were obtained. The energy balance value \( (E_{sample}) \) for the next round is given as in

\[
E_{sample} (i) = 1 - \frac{E_{avg}}{E_i (r)}
\]  

(14)

The aim of this equation in our study as different from others is to minimize and balance the energy depletion between the nodes, which will increase the stability period and the sensor network life. \( E_{sample} (i) \) is calculated in equation (14) and is determined balanced of the nodes energy load using sampled with 1. In this sense, it has been sampled \( E_{sample} (i) \) by dividing the average energy by the remaining energy. Also, if \( E_i (r) \) is less than \( E_{avg} \) then \( E_{sample} (i) \) will be zero and we consider that \( T(K_i) \) has already become balanced. There is no need to use the \( (\tau E_{sample}) \) expression in the threshold equation. So, more precise threshold energy \( (T(K_i)) \) was obtained in this study. In addition, after some tours, the super and advanced nodes remain at the same energy level as normal nodes. In this sense, DEEC cannot use advanced nodes well and cannot manage advanced nodes.
such as EDEEC super nodes well. Also EDDEEC may not have guaranteed a balanced and adapted threshold for CH selection. To solve this disadvantage problem in a three-level, heterogeneous network and to prevent the super and advanced nodes from being wasted, the changes defined by the proposed method have been presented in the threshold function. This change depends on the constant limit level \((T_{\text{limit}})\). This value indicates that the advanced and super nodes have the equal energy as their normal nodes. From this idea, it can be understood that under \(T_{\text{limit}}\), all normal, advanced, and super nodes are equally likely to be chosen as CH. In the proposed model, the probabilities proposed in CH selection are given in (15). The pseudocode of the proposed method and flowchart are given in Algorithm 2 and Figure 3, respectively. As shown in the line (12) of the algorithm, when \(T_{\text{limit}}\) is smaller than the \(T(K_i)\), i. node is chosen as CH. In another case, i. node is chosen as cluster member.

The value of the energy level \(T_{\text{limit}}\) is calculated as in (16).

\[
P_i = \begin{cases} \frac{E_i(r) E_{\text{P pkt}}}{E_{\text{avg}} E_{\text{total}}} & \text{for normal nodes (if } E_i(r) > T_{\text{limit}}) \\ \frac{E_i(r) E_{\text{P pkt}}}{E_{\text{avg}} E_{\text{total}}} & \text{for advanced nodes (if } E_i(r) > T_{\text{limit}}) \\ \frac{E_i(r) E_{\text{P pkt}}}{E_{\text{avg}} E_{\text{total}}} & \text{for super nodes (if } E_i(r) > T_{\text{limit}}) \end{cases}
\]

\[
T_{\text{limit}} = \tau E_0
\]  

The pseudocode of the \(T(K_i)\) for each round is presented in Algorithm 1.

**Algorithm 1:** The pseudocode of the \(T(K_i)\).

1. For \(r=1:1:\text{MaxRound}\)
2. Compute \(E_i(r)\) and \(E_{\text{avg}}\)
3. Compute \(E_{\text{sample}}\) according to equation (14)
4. Compute \(p_i\) according to equation (15)
5. if \((\text{node } \in G)\) then
6. \(T(K_i) \leftarrow \frac{p_i}{1 - p_i(\text{mod}(r, 1/p_i))} r E_{\text{sample}}\)
7. Else then
8. Goto (4)
9. End if
10. End for

**Algorithm 2:** The proposed algorithm.

1. Compute all alive nodes
2. Compute the CH percentage
3. For \(r=1:1:\text{MaxRound}\)
4. Compute \(E_i(r)\) and \(E_{\text{round}}\)
5. Compute \(E_{\text{avg}}\) at current round
6. If \((E_i(r) > T_{\text{limit}})\) then
7. Compute \(p_i\) for all node types
8. Else then
9. Update the \(p_i\) based on \(T_{\text{limit}}\)
10. End if
11. if \((\text{node } \in G)\) then
12. if \((T_{\text{limit}} < T(K_i))\) then
13. \(\text{CH} \leftarrow \text{ i. node}\)
14. Else then
15. Cluster member \(\leftarrow \text{ i. node}\)
16. End if
17. Else then
18. Goto (14)
19. End if
20. End For

4. Simulation Results

In this study, the simulation results of DEEC, EDEEC, EDDEEC, and the proposed protocol for three levels of heterogeneous WSNs were analysed using MATLAB programming. Two different scenarios are considered in this study. While WSN was being constructed, 100 sensor nodes were randomly distributed in a 100 m by 100 m area with a centrally positioned BS. It is estimated that all the sensor nodes are in a fixed position and that there is no energy loss owing to the deterioration between the signals of all the nodes. The quality performance criteria utilized for analysis of models are live nodes in the network, number of packets received by BS, energy consumption, throughput, and average latency.

(i) **Alive nodes on the network:** the living nodes metric takes into account the fact that the first node is starting to die and all the nodes have died.
Table 2: Comparison of algorithms (Scenario 1).

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>First dying rounds of the nodes</th>
<th>Dead rounds of the all nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEEC</td>
<td>1512</td>
<td>2813</td>
</tr>
<tr>
<td>EDEEC</td>
<td>2179</td>
<td>3654</td>
</tr>
<tr>
<td>EDDEEC</td>
<td>2557</td>
<td>4258</td>
</tr>
<tr>
<td>proposed</td>
<td>2761</td>
<td>4536</td>
</tr>
</tbody>
</table>

(ii) **The number of packets received by BS:** with this performance metric, the total number of packets received by BS is considered.

(iii) **Energy consumption of methods:** with this performance metric, the total energy depletion over the lifetime of the network is considered.

(iv) **Throughput:** this performance metric tells us how accurately the data is transmitted and how accurate the data is delivered from the first bit to the last bit.

(v) **Average latency:** average latency is time delay when delivering data packets to the BS.

Table 1 shows the simulation parameters used in the scenarios.

4.1. **Scenario 1.** In this scenario, a network consisting of 25 normal nodes with $E_0$ initial energy is assumed in the sensor network. There are 35 advanced nodes with 2 more energies than that of normal nodes ($a = 2$) and 40 super nodes with 3 more energies ($b = 3$). In this scenario, the weighted ratio ($\tau$) is 0.65. Figure 4 depicts sensor nodes, clusters, and CHs that are randomly distributed after the network’s setup phase. The model is proposed as shown in Figure 5(b); the numbers of packets received by BS are approximately $6.0 \times 10^5$, $6.25 \times 10^5$, $7.5 \times 10^5$, and $8.25 \times 10^5$ for DEEC, EDEEC, EDDEEC, and the proposed method, respectively. As shown in Figure 5(c), it has performed better than the other network-based methods, taking into account the fact that network throughput drops to approximately 2530th round for DEEC, 276th round for EDEEC, 4375th round for EDDEEC, and 4760th round for the proposed method. When the algorithm is executed, DEEC takes into consideration the energy of the sensor nodes and the average energy of the network; EDDEEC considers the remaining energy of the nodes. In the proposed model, one node contributes to a different threshold balanced energy level. All these ideas have a significant impact on CH selection criteria. As shown in Figure 5(d), the DEEC, EDEEC, EDDEEC, and suggested routing algorithms completely exhausted the remaining energy of the network at 2410, 2605, 3365, and 3674th rounds, respectively. Throughout, the proposed model lengthens the network lifetime better for longer rounds than the three clustering models.

Figure 5(a) illustrates the number of live nodes affecting the network life. For DEEC, EDEEC, EDDEEC, and the proposed model, the first node died in 1512, 2179, 2557, and 2761th rounds, respectively, and all nodes died in 2813, 3654, 4258, and 4536th rounds, respectively (see Table 2). The model proposed in as shown in Figure 5(b) demonstrates that the number of packets received by BS is more than the other protocols. As can be seen in Figure 5(e), as the number of rounds increases, average latency reduces for all methods.

For example, in the 2500th round, DEEC, EDEEC, EDDEEC, and the proposed algorithm are seen as 800, 750, 640, and 550 milliseconds, respectively. This means that the proposed algorithm delivers data packets with minimum latency owing to the fact that the proposed protocol delivers data packets to the BS with minimum relay after calculating the optimal possible distance for the next hop; moreover the CHs are placed at optimal distance to BS; thus the results obtained from the simulations show quality of this study.

4.2. **Scenario 2.** The main purpose of Scenario 2 is to bring $T_{limit}$ in (16) to optimistic value. $T_{limit}$ how sensitive is measured, i. node is more correctly assigned to the CH as accurately as expressed in lines (12) and (13) of Algorithm 2. In this way, this method makes it easier to increase the life of the network. In this sense, in Scenario 1, the value of $\tau$ was assumed to be a constant value of 0.65. In Scenario 2, $\tau$ is found 0.58 as a result of 1000 simulations. Thus, according to Table 2 as a result of Scenario 1, the first node in the network died in 2761th round, though according to Table 3, the results of Scenario 2, the first node in the network died in 2628th round. That is, the life of the network has increased by about 6%. As a result, energy usage and network life have had positive results in terms of all algorithms. All other parameters considered for the simulation are as in Table 1. Figure 6 depicts sensor nodes, clusters, and CHs that are randomly distributed after the network’s setup phase.
for scenario 2. This scenario is the improved version of the scenario 1. This means we adjust the $\tau$ value in a fix status for achieving longer network lifetime and providing more performance on rounds.

Figure 7(a) shows the number of living nodes affecting the longevity of the network. For the DEEC, EDEEC, EDDEEC, and the recommended protocol, the first node died in 1556, 2265, 2614, and 2928th rounds, respectively, and all nodes
We derived energy consumption differences between proposed and the other algorithms as percentage using Tables 2 and 3 thanks to dead rounds of the all nodes. When \( r \) and \( T(K_i) \) are calculated and fitted to (13), the CH selection is made very often and more nodes become CH and energy is consumed in a balanced level. So, energy consumption decreases and the balanced state of \( T(K_i) \) is taken into account. As seen in Table 4, the proposed algorithm with Scenario 1 enhanced the network lifetime 36.5%, 17.64%, and 5.56% for DEEC, EDEEC, and EDDEEC, respectively. Also, the proposed algorithm with Scenario 2 prolonged the network lifetime 39.2%, 21.42%, and 10.42% for DEEC, EDEEC, and EDDEEC, respectively.

After that, we compared other two newly protocols with our proposed method according to alive nodes in the network and residual energy of the network. In this scenario, we execute the simulations based on scenario 1 and Table 1 parameters.

Figure 8(a) shows the number of living nodes affecting the longevity of the network. For the EH-WSN [21], ABCO [22], and the proposed protocol, the first node died in 2560, 2653, and 2761th rounds, respectively, and all nodes died in 4325, 4410, and 4536th rounds as seen in Table 5. It is clear that our method has the most performance.

As seen in Figure 8(b), when the proposed protocol is used, it consumes all the energy of the network after 3674th round. In this mean, because \( T_{\text{lim}} \) and \( T(K_i) \) are calculated in the most accurate and balanced way and total energy is used in more balanced and distributed way while CH is chosen, the proposed method has shown superior performance compared to other existing methods. In this sense, the proposed model extends the network lifetime better than the two clustering models for longer rounds. In addition, all simulation results show energy efficiency for longer rounds compared to performance criteria, which means that the network lifetime is longer.

**5. Conclusions**

This study presents an energy efficient clustering heterogeneous protocol based DEEC variants in distributed WSNs. We analysed the performances of the proposed protocol with different two scenarios in comparison with DEEC, EDEEC, EDDEEC, EH-WSN, and ABCO protocols in terms of criteria, alive nodes during the network life, and throughput of the sensor network, number of packets received by BS in the network, energy depletion, and average latency of the algorithms in MATLAB simulation environment. The
The proposed method (TBSDEEC) demonstrates its superiority over the other methods in terms of the parameters concerned and has been found to be advantageous with respect to energy consumption and threshold balanced sampled value considered. Also, the consumption of the first scenario as a result of the best balanced value obtained and prolonged the lifetime of the network. In this sense, we contribute a different energy consumption CH selection method to the
Table 5: Comparison of the other algorithms.

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>First dying rounds of the nodes</th>
<th>Dead rounds of the all nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>EH-WSN [21]</td>
<td>2560</td>
<td>4325</td>
</tr>
<tr>
<td>ABCO [22]</td>
<td>2653</td>
<td>4410</td>
</tr>
<tr>
<td>proposed</td>
<td>2761</td>
<td>4536</td>
</tr>
</tbody>
</table>

Figure 8: Other simulation results. (a) Number of alive nodes through network lifetime. (b) Network energy consumption.

heterogeneous WSNs and the proposed algorithm can inspire other researchers in the future works.
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