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Task allocation is a key problem in Mobile Crowd Sensing (MCS). Prior works have mainly assumed that participants can complete tasks once they arrive at the location of tasks. However, this assumption may lead to poor reliability in sensing data because the heterogeneity among participants is disregarded. In this study, we investigate a multitask allocation problem that considers the heterogeneity of participants (i.e., different participants carry various devices and accomplish different tasks). A greedy discrete particle swarm optimization with genetic algorithm operation is proposed in this study to address the abovementioned problem. This study is aimed at maximizing the number of completed tasks while satisfying certain constraints. Simulations over a real-life mobile dataset verify that the proposed algorithm outperforms baseline methods under different settings.

1. Introduction

An era of “Internet of Things” has been reached given the development of wireless communication, sensor technology, smartphones, and wearable devices. A new sensing paradigm called Mobile Crowd Sensing (MCS), where mobile devices play an important role in large-scale sensing and information sharing, has become research issue in academia and industry. Due to its advantages such as low cost and wide spatiotemporal coverage, MCS applications have been studied like intelligent transportation [1, 2], environment monitoring [3], target identification [4], and so on.

In contrast to traditional wireless sensor networks (WSN) [5], MCS is a human-centered sensing model, in which MCS applications must recruit participants to complete the sensing tasks. A straightforward way for obtaining a highly reliable sensing data is to recruit as many participants as possible to complete tasks. However, this strategy results in a high sensing cost. A key issue is allocating the tasks to proper participants, while accounting for the various initial locations of different participants, sensing data reliability, and sensing cost. Therefore, task allocation is an important issue in linebreak MCS.

Due to the importance, several studies have been conducted to select participants to complete tasks [6–20]. In these schemes, participants are selected to achieve a specific goal (e.g., maximize the regional coverage) under certain constraints, such as the budget cost. These studies have assumed that every user is indiscriminate; that is, everyone can complete any task provided that this individual arrives at the location of tasks. This assumption is reasonable in the initial stage of crowd sensing, where sensing tasks are simple and everyone can complete any type of task.

However, sensing tasks have become complicated with the increase in demands of crowd sensing. The abovementioned assumption may be invalid. On one hand, several tasks can be rather complex and not easily completed by participants. The platform requires that participants must preassemble special sensors or possess certain skills to accomplish tasks. On the other hand, different devices integrated into various sensors, which can accomplish different tasks. To complete complex tasks, it is imperative for platform to
select participants whose devices preassemble the required sensors.

In this study, we consider the multitask allocation to heterogeneous participants (MTHP). The tasks may require the participants, whose devices preassemble the required sensors, to move to the location of tasks at a given time and complete these tasks. From the perspective of participants, everyone differs in sensing capability, including sensor type and the number of tasks that they can completed. There are two challenges that must be considered to overcome this problem. First, we must consider the tasks that the participants can complete during a specific duration in accordance with the sensors that participants carry and the location of participants and tasks, but only a few participants exist for all tasks. Second, from perspective of platform, it expects as many tasks as possible to be allocated, although several constraints may prevent the completion of the tasks. These constraints include the maximum number of tasks that participants can complete and the distance between the location of tasks and their current location. So the other challenge is on coordinating with participants to complete different tasks. Thus, we explore the multitask allocation problem by considering the heterogeneity of participants. The main contributions of this study are as follows:

1. We formulate the problem of MTHP, which considers the heterogeneity among participants. Specifically, participants are different in sensor type, maximum workload, and moving speed. The object of MTHP is to maximize the number of accomplished tasks under the sensing capacity and time constraints.

2. A greedy discrete particle swarm optimization with genetic algorithm (GDPSOGA) operation is specifically designed to tackle the multitask allocation problem. It first selects participants using heuristic strategies to reduce the search space of discrete particle swarm optimization (DPSO). Then, the random two-point mutation and random two-point crossover operations in genetic algorithm (GA) are incorporated to coordinate the participant resource among tasks and further maximize the number of completed tasks.

3. Experiments on a real-world mobile usage dataset indicate that the proposed algorithm outperforms baseline methods under different settings.

The remainder of this paper is organized as follows: in Section 2, the related works are presented. In Section 3, the problem of MTHP is described in detail, and then our proposed algorithm and strategy are introduced in Section 4. In Section 5, we compare our algorithm with baseline algorithms and evaluate the performance of proposed algorithm. Finally, conclusions drawn from this study are presented in Section 6.

2. Related Work

Task allocation is a key research issue in MCS and has drawn considerable attention from researchers. In [6, 7], Reddy et al. considered the location, time constraints, and habits of users and proposed a coverage-based framework to select proper participants to maximize spatial coverage. Xiong et al. [8] defined a temporal-spatial coverage called $k$-depth coverage and then discussed selection of participants to maximize coverage under the constraints of budget and minimize the budget while satisfying the predefined coverage goal. Zhang et al. [9] investigated coverage quality and selected a subset of mobile users to maximize coverage quality under constrained budget. Several researchers considered selecting participants to minimize cost while guaranteeing data quality. Karaliopoulos et al. [10] studied the manner for selecting mobile users to minimize cost while ensuring the coverage of points of interest. Zhang et al. [11] predicted the mobility of participants and then selected minimum number of participants to meet the predefined temporal-spatial coverage. Wang et al. [12] proposed a framework that considers the spatial and temporal correlations among different subareas to reduce the number of participants required. Another work [13] defined a new coverage metric, namely, “$t$-sweep $k$-coverage”, and proposed two methods for selecting smallest set of candidate participants to satisfy predefined requirements. However, these works studied the task allocation problem for single task and have disregarded the competition of participants for sensing tasks.

Recently, several works have been proposed for the multitask allocation. Li et al. [14] proposed a greedy-based participant selection algorithm for heterogeneous tasks to minimize the number of participants while guaranteeing a certain level of coverage. Liu et al. [15] studied the multitask allocation problem under the two conditions. The first is few participants and many tasks. The second is many participants and few tasks. Wang et al. [16] considered the maximum workload of participants and proposed a two-phase offline multitask allocation approach. In [17], the goal is to select a subset of participants to maximize the quality of information under budget constraints. Guo et al. [18] proposed a worker selection framework for time-sensitive and delay-tolerant tasks. Time-sensitive tasks are aimed at minimizing the distance traveled by workers. For delay-tolerant tasks, the goal is to minimize the total number of workers. He et al. [19] studied the optimal allocation algorithms for location-dependent tasks to maximize the reward of platform. In [20], a novel framework was proposed to improve the data accuracy of task allocation with the aid of fog-nodes.

The related works presented above have mainly assumed that participants can accomplish tasks as long as they arrive at the location of tasks and ignored the heterogeneity among participants. For several complicated tasks, platform must select participants who already preassembled specific sensors to get reliable sensing data. In our study, we propose a task allocation framework that considers the heterogeneity among participants. In particular, we study the problem of multitask allocation toward heterogeneous participants, which assumes that everyone carries a mobile device integrated with different sensors and can accomplish different types of task. We present the modified PSO algorithm to address it.

3. Problem Formulation

In this section, we present the formal definition of the MTHP. Assume that the union of sensors is denoted as $S = \{s_1, s_2, s_3, \ldots, s_k\}$. Each user possesses one or multiple sensors
in $S$. There are $m$ users on the platform, which are denoted by the set $U = \{u_1, u_2, u_3, \ldots, u_m\}$. Each user can be depicted by a tuple: $(id_i, loc_i, S_i, v_i, q_i)$. It indicates that user $u_i$ has a set $S_i \subseteq S$ of sensors, located at position $loc_i$, and can move with velocity $v_i$ anywhere. Due to the limited sensing capability, we assume that $u_i$ can complete at most $q_i$ tasks.

Giving $n$ different tasks on the platform are denoted by the set $T = \{t_1, t_2, t_3, \ldots, t_n\}$. Each task can be depicted by a tuple of five elements: $(loct_i, p_j, st_j, et_j)$. To ensure the quality of sensing data, $p_j$ users who preload sensor $s_j$ are required to move to the location of the task, to complete the task during the time interval $[st_j, et_j]$. We use $T_{u_i} = \{t_1, t_2, t_3, \ldots, t_n\}$ to denote the task set that is allocated to $u_i$ and $U_{t_j} = \{u_1, u_2, \ldots\}$ to denote the user set that completes the task $t_j$. The MTHP problem aims to allocate the tasks to the subset of the user set so that the number of tasks that can be accomplished is maximized.

To complete tasks, users must travel from their current location to the location of the tasks. We use Manhattan distance [21] to measure the distance between the location of the tasks and the users.

Based on the abovementioned definition, the MTHP problem can be formulated as

$$\max \sum_{i=1}^{m} |T_{u_i}|$$

s.t.

$$\begin{align*}
|T_{u_i}| &\leq q_i, & 1 \leq i \leq m \\
|U_{t_j}| &\leq p_j, & 1 \leq j \leq n \\
S_{t_j} &\subseteq S_{u_i}, & 1 \leq i \leq m, 1 \leq j \leq n \\
st_j &\leq \frac{\text{dis}(loc_{u_i}, loc_{t_j})}{v_i} \leq et_j, & u_i \in U_{t_j},
\end{align*}$$

where $\text{dis}(loc_{u_i}, loc_{t_j})$ is the Manhattan distance between the task $t_j$ and the user $u_i$.

This is a combinatorial optimization problem, and the solution space is quite large. For example, given $n$ tasks and $m$ users, the total number of possible combinations is $C_m^n$.

4. Algorithm

4.1. Basic Particle Swarm Optimization. Particle swarm optimization (PSO) is a population-based intelligence algorithm that simulates the movement of a flock of birds to seek food. It is a popular optimization method in many fields due to its simplicity and fast convergence. For PSO, a particle is defined as a potential solution to a problem in the $D$-dimensional space. Each particle adjusts its position and velocity according to its own experience and that of its neighboring particles during the iteration. The particles are manipulated according to the following formula:

$$\begin{align*}
v_i^{t+1} &= w \times v_i^t + c_1 r_1 (p_i - x_i^t) + c_2 r_2 (p_g - x_i^t) \\
x_i^{t+1} &= x_i^t + v_i^{t+1},
\end{align*}$$

where $t$ is the iteration index; $v_i^t$ and $x_i^t$ represent the velocity and position of particle $i$ in the iteration $t$; respectively. $p_i$ and $p_g$ represent the previous optimal position of particle $i$ and optimal position of all particles after $t-1$ iterations, respectively. $w$ is the inertia weight, which indicates the impact of the last iteration to the current iteration. $c_1$ and $c_2$ are the acceleration factors, which reflect the simulative ability to the previous optimal solution and global optimal solution. $r_1$ and $r_2$ are random numbers distributed uniformly on the interval from 0 to 1.

Problem (1) is a discrete problem. Thus, the standard PSO is not appropriate for this problem due to its continuous nature. Inspired by our previous work [22], a DPSO is designed here to solve the problem.

4.2. Particle Representation. In the scenario of task allocation, each particle represents a potential allocation scheme for all tasks. A favorable particle representation considers not only the redundancy of the search space, but also the efficiency of the algorithm. According to [22], the particle encoding scheme should follow three main principles, that is, nonredundancy, completeness, and soundness.

Definition 1 (nonredundancy). A one-to-one relationship exists between the encoding scheme and the potential solution in the problem space.

Definition 2 (completeness). All feasible solutions can be represented by the particle according to the encoding scheme.

Definition 3 (soundness). Each particle in the encoding space must correspond to the potential solution in the problem space.

Satisfying all three principles simultaneously is difficult for an encoding scheme. The task allocation problem is selecting users to complete tasks, so we adopt the task-user encoding scheme to represent a particle. Each point of particle indicates the user that is selected to complete corresponding task. For example, in Figure 1, four tasks are presented, and every task requires three participants. $t_1$ is allocated to $u_1$, $u_2$, and $u_4$, and other tasks are allocated similar to $t_1$.

Properties. The task-user encoding scheme satisfies the principles of completeness and soundness but does not meet the principle of nonredundancy.
Informula (4). function to count the number of completed tasks, as shown on the platform. The optimization goal of the MTHP problem is to evaluate the accuracy of each individual in achieving the goal.

4.3. Fitness Function. Fitness function is introduced to evaluate the accuracy of each individual in achieving the goal of a problem. As discussed in Section 3, from a perspective of platform, the optimization goal of the MTHP problem is to allocate tasks as many as possible. So we define the fitness function to count the number of completed tasks, as shown in formula (4).

\[
\text{fitness} = \left| T_{\text{tasks}} \right|
\]  

(4)

4.4. Particle Initialization. For the PSO, the initial state of particle significantly influences the result because the final solution is derived from the initial solution. In general, the particle should be randomly initialized from the potential solution space. However, a random initialization particle may be far away from the optimal solution due to the huge solution space. Thus, several heuristic strategies are required for initialization processing.

For the MTHP problem, we attempt to maximize the number of completed tasks within the tasks during time. Inspired by work [18], we design a greedy strategy to select users. We firstly select the users that preload the sensor that the task required and move to the location of tasks within the shortest possible time. We give the priority to moving time to ensure that tasks can be completed while users have more extra time to complete other tasks.

When selecting candidate users according to the moving time, some of these users may be also required by other tasks simultaneously. In this case, we should consider the situation of maximum workload. Inspired by work [16], we define a user as competitive if the number of tasks that tend to select the user is greater than the maximum workload of the user. Otherwise we define the user as noncompetitive. We firstly consider the noncompetitive user and then leave the competitive user to other tasks to maximize the utilization of users.

Furthermore, the number of sensors that users carry must be considered. If all candidates are competitive users, we select the user with fewer sensors and leave users with more sensors to other types of tasks. The pseudocode is presented in Algorithm 1.

For example, as Tables 1 and 2 show, there are four tasks on the platform. The sensor they need is depicted as A, B, C, and D, respectively. Each task requires two different users to complete and only users carry the corresponding type of sensor can complete the task. There are three users \( u_1, u_2, u_3 \) on the platform. The circumstance of sensors and maximum workload are shown in Table 2. For simplicity, we assume that the moving time of users is equal and the task allocation depends on the maximum workload and sensors of users. Firstly, we consider the allocation of task \( t_1, t_4, t_5 \) and \( t_4 \), carry the sensor A, and thus we allocate the task A to \( u_1 \) and \( u_3 \), and then the maximum workload of \( u_1 \) and \( u_3 \) declines to 1 and 2, respectively. For task \( t_2 \), all users can complete it, but all users are competitive. In this case, we firstly select the users who carry fewer sensors to complete task; i.e., we select \( u_1 \) and \( u_4 \) to complete \( t_2 \). After that, the maximum workload of \( u_1 \) and \( u_4 \) declines to 0 and there are no more tasks that can be completed because of the limited capacity of all users. Thus, the number of completed tasks is 2 after particle initialization. The allocation result is summarized in Table 3.

4.5. Particle Updating. In general, the greedy strategy in the particle initialization cannot guarantee obtaining global
optimal solution because this strategy selects the best local participants for every task. Thus, several refined strategies must be designed to improve this situation. Inspired by our previous work [22], we incorporate the mutation operation and crossover operation in GA to update the particles.

Formula (2) defines three parts for velocity updating. We incorporate the mutation operation in the first part. Tasks coordinate participants through the mutation operation. The updating formula is defined as follows:

$$\begin{align}
A_i^t &= w \otimes M_u \left( X_i^{t-1} \right) \\
&= \begin{cases}
M_u \left( X_i^{t-1} \right) & r_1 < w \\
X_i^{t-1} & \text{else},
\end{cases}
\end{align}$$

(5)

where $M_u$ is the mutation operation with the probability of $w$. $r_1$ is random number between 0 and 1. The mutation operation randomly selects two points of a particle and then changes the value of all points between the two points. Note that the mutation operation must ensure satisfying all constraints in formula (1). The operation is illustrated in Figure 2.

The inertia weight influences the convergence and search ability. When we set a smaller $\omega$, PSO performs with high ability in local search; otherwise it performs with high ability in global search. In the early period of the algorithm, we must pay more attention to the diversity and global search ability of particles. To guarantee the convergence of algorithm, we must focus on the local search ability in the late period. Therefore, $\omega$ should be reduced with the iterations. The updated function is expressed as follows:

$$\omega = \omega_{\text{max}} - \frac{\omega_{\text{cur}} \times \omega_{\text{max}} - \omega_{\text{min}}}{\text{iters}_{\text{max}}},$$

(6)

where $\omega_{\text{max}}$ and $\omega_{\text{min}}$ represent the maximum and minimum value of $\omega$, respectively. $\text{iters}_{\text{cur}}$ is the current iteration and $\text{iters}_{\text{max}}$ is the maximum iterations.

The second and third parts of formula (2) are the cognition of particle, indicating a particle learns from its previous optimal position and global optimal position. For these parts, we adopt the notion of crossover operation in the GA to update the particles, and the updating formulas are defined as follows:

$$\begin{align}
B_i^t &= c_1 \oplus c_p \left( A_i^t, p_{\text{Best}}^{t-1} \right) \\
&= \begin{cases}
c_p \left( A_i^t, p_{\text{Best}}^{t-1} \right) & r_2 < c_1 \\
A_i^t & \text{else},
\end{cases} \\
X_i^t &= c_2 \oplus c_g \left( B_i^t, g_{\text{Best}}^{t-1} \right) \\
&= \begin{cases}
c_g \left( B_i^t, g_{\text{Best}}^{t-1} \right) & r_3 < c_2 \\
B_i^t & \text{else},
\end{cases}
\end{align}$$

(7)

where $c_1$ and $c_2$ are the crossover probabilities. Particles learn from previous optimal and current global optimal positions through crossover operation and finally converge to the optimal solution. The crossover operation must also ensure satisfying all constraints in formula (1). The operation is depicted in Figure 3.

In PSO, $c_1$ and $c_2$ are important parameters that reflect information exchange among particles. If we set greater $c_1$, particles intend to learn from their personal scheme and hover within a local range. If we set greater $c_2$, particle may get into local optimality early. To keep the diversity of population, particles must learn more from their personal optimal scheme with great probability during the early stage of iteration. However, to guarantee the convergence of the algorithm, participates must learn more from global best scheme with great probability in the late stage of iterations. Thus $c_1$ should decrease while $c_2$ increase with the iterations. We update two acceleration factors with the linear strategy. The updated formulas are expressed as follows:

$$\begin{align}
c_1 &= c_{1,\text{start}} - \frac{c_{1,\text{start}} - c_{1,\text{end}}}{\text{iters}_{\text{max}}} \times \text{iters}_{\text{cur}} \\
c_2 &= c_{2,\text{start}} - \frac{c_{2,\text{start}} - c_{2,\text{end}}}{\text{iters}_{\text{max}}} \times \text{iters}_{\text{cur}},
\end{align}$$

(8)

where $c_{1,\text{start}}$ and $c_{2,\text{start}}$ are the initial values of $c_1$ and $c_2$, respectively. $c_{1,\text{end}}$ and $c_{2,\text{end}}$ are the final values of $c_1$ and $c_2$, respectively.

In summary, the position of the particle $i$ at iteration $t$ can be updated according to following formula:

![Figure 2: Mutation operation.](image-url)
Input: The result of Algorithm 1
Output: Number of completed tasks
(1) Initialize the relative parameters;
(2) Iteration = 1;
(3) Get the particle \( i \) by operation of mutation and crossover;
(4) Compute the number of completed tasks and update the \( p_{best} \) and \( g_{best} \) if necessary;
(5) Iteration++;
(6) If the value of \( g_{best} \) keep the same for twenty times, terminate the iteration;
(7) If iteration < Maximum iteration, go to (3);
(8) Output the number of completed tasks.

Algorithm 2: GDPSOGA.

![Crossover operation](Figure 3)

\[
X_t^i = c_2 \oplus C_g (c_1 \\
\oplus C_p \left( \omega \otimes M_u \left( X_{t-1}^i, p_{Best_{t-1}} \right) \right), g_{Best_{t-1}}) \tag{9}
\]

4.6. Algorithm Overview. To address the MTHP problem, we propose the GDPSOGA. The pseudocode is presented in Algorithm 2. According to Algorithm 2, we initiate the particles with the result of Algorithm 1. To improve the result of greedy scheme, we incorporate the notions of mutation and crossover operations in GA into the DPSO. The integration can maintain not only the diversity of population, but also preferable characteristics of offspring population.

Taking Tables 1 and 2 as an example, there are two tasks that can be completed after particle initialization. If a particle changes the allocation of \( t_2 \) to \( u_4 \) and \( u_5 \), then, \( u_2 \) has spare capacity to complete \( t_4 \). So \( t_4 \) can be completed by \( u_2 \) and \( u_3 \). The mutation operation is presented in Figure 4. Thus, the number of completed tasks can be improved to 3. Note that because of the randomness of mutation, we only present a possible case in the mutation operation.

4.7. Time Complexity

**Theorem 4.** The time complexity of GDPSOGA is \( O(n \times k \log k + R \times S \times n \times p) \), where \( n \) is the number of tasks, \( p \) indicates the number of candidate participants that every task requires, \( k \) is the number of participants that carry the required sensor, \( R \) denotes the maximum number of iterations, \( S \) represents the population size of the GDPSOGA.

\[\text{Proof.}\] In the first step of Algorithm 1, we sort the participants according to their moving time and sensors; the complexity is \( O(n \times k \log k) \).

For the second step of Algorithm 1, we greedily select participants to initiate the particle. The length of particles is \( n \times p \). Thus the time complexity of particle initialization is \( O(S \times n \times p) \).

During each round of the iteration, the GDPSOGA updates particles by incorporating the two-point mutation and two-point crossover operations in the GA. In the worst case, the whole particle is updated. Thus the time complexity of updating is \( O(S \times n \times p) \). Furthermore, the complexity of updating \( R \) iterations is \( O(R \times S \times n \times p) \).

In summary, the time complexity of the GDPSOGA in the worst case is \( O(n \times k \log k + R \times S \times n \times p) \).

5. Evaluation and Discussion

In this section, we conduct experiments to examine the performance of our proposed algorithm under different settings. First, we present the dataset and experiment settings. Then, we introduce some baseline algorithms for evaluation. Finally, the detailed results of the proposed and baseline algorithms are presented and analyzed.

5.1. Dataset. We evaluate the performance of the proposed algorithm using the D4D dataset [23]. It is a large-scale real-world dataset that contains two types of data. One type is the location information of 1231 cell towers. The other type comprises individual call records for over 50,000 users of the Orange Group during two weeks in Ivory Coast. Each record includes user id, connection time, and cell tower. We design experiments based on the location information of cell towers and users.
5.2. Experiment Settings. For candidate participants, we select the candidate participants who made a phone call at the scope of cell towers between 18:00 and 19:00 on November 11, 2011. The maximum workload of users is set randomly between 5 and 10 and the walking speed of users is randomly set between 65 and 70 meters per minute. For tasks, we set the location of cell towers as the location of tasks. The sensor type that tasks require is randomly set between “A” and “E”. The duration of tasks is randomly set to 1 to 3 minutes. Furthermore, we select different task distributions to measure the performance of our proposed method.

(i) Compact Distribution. Tasks are distributed compactly in a special region, and the distance among the tasks is relatively close.

(ii) Scattered Distribution. Tasks are scattered over the target region, and the distance among the tasks is relatively far.

(iii) Hybrid Distribution. Tasks are randomly distributed in the target area.

An illustration of three types of distribution is presented in Figure 5.

For the GDPSOGA, the relative parameters are listed in Table 4.

5.3. Baseline Algorithms. To compare the effectiveness of the proposed algorithm, we design three baseline task allocation methods as follows.

(i) Random Allocation (RA). This method selects participants randomly provided that the participants satisfy all constraints in formula (1) and without considering any heuristic strategy in this scheme. We repeat the random selection for 30 times and compute the average value of completed tasks.

(ii) Greedy Strategy Based Allocation (GSA). This method selects participants as presented in Algorithm 1, which considers the moving time, maximum workload of participants, and sensor number of devices, and does not implement the process of PSO.

(iii) Discrete PSO with GA (DPSOGA). This method selects participants using the PSO with mutation and crossover operations, without any heuristic strategy. Similar to the GDPSOGA, the DPSOGA terminates the iteration after the global optimal solution is kept unchanged for 20 times.

5.4. Number of Completed Tasks Comparison. We complete experiments in different situations to evaluate the performance of GDPSOGA. In the first set of simulations, we evaluate the influence of the number of participants required for every task. We fix the number of tasks at 300 and total number of candidate participants at 200. We vary $p$ from 4 to 12. Figure 6 demonstrates that the number of completed tasks decreases when $p$ increases. This is reasonable because finding a sufficient number of participants to complete task is difficult given the limited candidate participants. GSA and GDPSOGA can complete most of tasks when $p$ is set to 4. With the increment of $p$, GSA only selects the optimal participants for every task under limited participant resource. GDPSOGA coordinates the user resource after GSA and thus obtains better results than GSA.

In the next set of simulations, we evaluate the influence of number of tasks. Here we set number of candidate participants at 160 and the required number of participants by every task at 5. The experiments are completed with varying number of tasks from 200 to 300. Figure 7 displays the results. In general, the number of completed tasks increases when the task number increases. However, RA and GSA cannot improve the result when the number of tasks reaches a certain extent because, on one hand, the number of candidate participants is limited. On the other hand, the two schemes merely select participants for every task and do not coordinate all candidate participants for all tasks.

### Table 4: Relative parameters of the GDPSOGA.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value or Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>population size</td>
<td>100</td>
</tr>
<tr>
<td>inertia value $w$</td>
<td>0.9 to 0.4</td>
</tr>
<tr>
<td>acceleration factor $c_1$</td>
<td>0.9 to 0.2</td>
</tr>
<tr>
<td>acceleration factor $c_2$</td>
<td>0.4 to 0.9</td>
</tr>
<tr>
<td>maximum iteration</td>
<td>1000</td>
</tr>
</tbody>
</table>

![Figure 5: Three types of tasks distribution.](image-url)
Figure 6: Performance comparison under different $p$.

Figure 7: Performance comparison under different number of tasks.

In the last set of simulations, we fix the number of tasks at 300 and the required number of participants by every task at 5. Here, we vary the number of candidate participants from 100 to 200. Figure 8 illustrates the results under different task distributions. The number of completed tasks increases with candidate participants because additional candidate participants may offer increased possible optimized allocation schemes.

In general, the completion ratio of tasks is higher in compact distribution than in the two other distributions. For example, the average completion ratio of the three types of distribution in the second simulation is 95.2%, 94.9%, and 92.3%. Participants may not need to travel long distance to complete tasks because the locations among tasks are nearest. Thus, more tasks can be completed within the tasks during time.

Among the different task assignment schemes, the GDPSOGA outperforms other schemes because the GDPSOGA combines the advantage of the DPSO and GSA. Specifically, a heuristic strategy, which can effectively reduce the solution space of our problem, is adopted in the early stage of the GDPSOGA to obtain the optimal or suboptimal solution. However, the heuristic strategy selects the local optimal solution for every task. It cannot guarantee the optimal solution for all tasks. Thus several strategies must be adopted to coordinate the participants to complete as many tasks as possible. The GDPSOGA adopts the crossover and mutation operations to match the participants among tasks after a greedy strategy participant selection; thereby it improves the results.

5.5. Computing Time. In this section, we compare the computing time of all algorithms. We employ Java language to implement the algorithm. All the experiments are conducted on a PC with 3.10 GHz CPU and 16 GB memory.

Table 5 shows a comparison of computing time of the first simulation in the compact distribution. From Table 5, we can see that RA takes the least time because it just selects participants as long as participants satisfy all the constraints and does not consider any heuristic strategy. GSA firstly sorts the participants according to the moving time, maximum workload, and the sensors of participants and then greedily selects participants according to the sort results. So it takes more time than the RA. Our algorithm takes longer time than
GDPSOGA due to the iteration of PSO to coordinate the participant resource among tasks. But it is worthy, because it improves the number of completed tasks and obtains the results within reasonable time. Note that without any heuristic strategy DPSOGA may fall into local optimum, so it takes less time than GDPSOGA.

6. Conclusion

In this study, we focus on the problem of MTHP in MCS to maximize the completed tasks while satisfying certain constraints. In contrast to other existing works, this study considers the heterogeneity among participants. We propose the GDPSOGA to solve the problem, which incorporates the random two-point crossover and random two-point mutation operations in GA into DPSO. Extensive simulations conducted over a real-life dataset confirm the efficiency of the proposed algorithm. However, in this study, we assume that the tasks are static and no new sensing tasks emerge after the task allocation starts. In our future work, we will explore the allocation schemes for dynamic tasks.
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